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MII™ PROCESSOR
FEnhanced High Performance CPU

Introduction

¢ Enhanced Sixth-Generation
Architecture
- MII-300 and higher
- 64K 4-Way Unified Write-Back Cache
- 2 Level TIB(16 Entry L1, 384 Entry 1.2)
- Branch Prediction with a512-entry BIB
- Enhanced Memory Management Unit
- Scratchpad RAM in Unified Cache
- Optimized for both 16- and 32-Ht Code
- High Performance 80-Bit FPU

¢ X86 Instruction Set Includes
MMX ™ Instructions
- Compatible with MMX " Technology
- Runs Windows® 95, Windows 3.x, Windows NT,
DOS, UNIX®, 092%, Solaris®, and others
¢ Other Features

- Socket 7 Pinout Compatible

-29VCore, 3.3 VIO
- Hexible Core/Bus Clock Ratios (2x, 2.5x%, 3x, 3.5x)

- Leverages Existing Socket Infrastructure

The Cyrix MII " processor is an enhanced processor
with high speed performance. This processor has a
64K unified write-back cache, atwo- level TIBand a
512-entry B[R 'The M II CPU contains a scratchpad
RAM feature, supports performance monitoring, and
allows caching of both SMI code and SMI data. It
delivers high 16- and 32-bit performance while
running Windows 95, Windows NT, 052, DOS
UNIX, and other operating systems.

The M II processor achieves top performance through
the use of two optimized superpipelined integer
units, an on-chip floating point unit, and a 64 KByte
unified write-back cache. The superpipelined archi-
tecture reduces timing constraints and increase
frequency scalability Advanced architectural
techniques include register renaming, out-of-order
completion, data dependency removal, branch
prediction and speculative execution.
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Product Overview

1. ARCHITECTURE
OVERVIEW

The Cyrix M ]ITMpmcessor operates at higher
frequencies than the 6x86MX™ processors
The M 1I processor, based on the proven 6x86
core, is superscalar in that it contains two
separate pipelines that allow multiple
instructions to be processed at the same time.
The use of advanced processing technology
and superpipelining (increased number of
pipeline stages) allow the M II CPU to achieve
high clocks rates.

Through the use of unique architectural
features, the M II processor eliminates many
data dependencies and resource conflicts,
resulting in optimal performance for both
16-bit and 32-bit x86 software.

For maximum performance, the M II CPU
contains two caches, a large unified 64 KByte
4-way set associative write-back cache and a
small high-speed instruction line cache.

To provide support for multimedia operations,
the cache can be tumed into a scratchpad RAM
memory on a line by line basis. The cache area
set aside as scratchpad memory acts as a
private memory for the CPU and does not
participate in cache operations.

MII™ PROCESSOR
Enhanced High Performance CPU

Within the M II processor there are two TILBs,
the main 11 TIB and the larger I2 TIB. The
direct-mapped L1 TIB has 16 entries and the
6-way associative 12 TIBhas 384 entries.

The on-chip FTTEU has been enhanced to
process MMX ' instructions as well as the
floating point instructions. Both types of
instructions execute in parallel with integer
mstruction processing. To facilitate FPU opera-
tions, the FPU features a 64-bit data interface,
afour-deep instruction queue and a six-deep
store queue.

The CPU operates using a split rail power
design. The core runs on a 2.9 volt power
supply, to minimize power consumption.
External signal level compatibility is main-
tained by using a 3.3 volt power supply for the
/O interface.

For mobile systems and other power sensitive
applications, the M II processor incorporates
low power suspend mode, stop clock capa-
bility; and system management mode (SMM).

PRELIM INARY 1-1
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1.1 Major Functional
Blocks

The M II processor consists of four mgjor func-
tional blocks, as shown in the overall block
diagram on the first page of this manual:

® Memory Management Unit
e CPU Core

¢ (Cache Unit

¢ Bus Interface Unit

The CPU contains the superpipelined integer
unit, the BI'B (Branch Target Buffer) unit and
the FPU (Foating Point Unit).

The BIU (Bus Interface Unit) provides the
interface between the external system board
and the processors internal execution units.
During a memory cycle, a memory location is
selected through the address lines (A31-A3
and BE7# -BE0#). Datais passed from or to
memory through the data lines (D63-DO0).

Each instruction is read into 256-Byte Instruc-
tion Line Cache. The Cache Unit stores the
most recently used data and instructions to
allow fast access to the information by the
Integer Unit and FPU.

The CPU core requests instructions from the
Cache Unit. The received integer instructions
are decoded by either the X or Y processing
pipelines within the superpipelined integer
unit. If the instruction is a MMX or FPU
instruction it is passed to the floating point
unit for processing.

As required data is fetched from the 64-KByte
unified cache. If the data is not in the cache it
is accessed via the bus interface unit from main
Memory.

The Memory Management Unit calculates
physical addresses including addresses based
on paging.

Physical addresses are calculated by the

Memory Management Unit and passed to the
Cache Unit and the Bus Interface Unit (BIU).

1-2 PRELIM IN ARY
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1.2 Integer Unit ¢ Instruction Decode 2 (ID2)
) . ® Address Calculation 1 (AC1)
The Integer Unit (Figure 1-1) provides * Address Calculation 2 (AC2)
paralel instruction execution using two e Fxecute (EX)
seven-stage integer pipelines. Each of the * Whrite-Back (WB)
two pipelines, X and Y, can process several
instructions simultaneously: The instruction decode and address calcula-
The Integer Unit consists of the following t}on functions are both divided into superpipe-
pipeline stages: lined stages.

¢ Instruction Fetch (IF)
¢ Instruction Decode 1 (ID1)

Instruction Fetch
Instruction Decode 1
In-Ordelj Instruction Instruction
Processing Decode 2 Decode 2
Address Address
Calculation 1 Calculation 1
Address Address
! Calculation 2 Calculation 2
Execution Execution
Out-of-Order
Completion
Wirite-Back Wiite-Back
X Pipeline Y Pipeline
1727301

Figure 1-1. Integer Unit
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1.2.1 Pipeline Stages

The Instruction Fetch (IF) stage, shared by
both the X and Y pipelines, fetches 16 bytes of
code from the cache unit in a single clock
cycle. Within this section, the code stream is
checked for any branch instructions that could
affect normal program sequencing.

If an unconditional or conditional branch is
detected, branch prediction logic within the IF
stage generates a predicted target address for
the instruction. The IF stage then begins
fetching instructions at the predicted address.

The superpipelined Thstruction D ecode
function contains the ID1 and ID2 stages.
ID1, shared by both pipelines, evaluates the
code stream provided by the IF stage and
determines the number of bytes in each
mstruction. Up to two instructions per clock
are delivered to the ID2 stages, one in each
pipeline.

The ID2 stages decode instructions and send
the decoded instructions to either the Xor Y
pipeline for execution. The particular pipeline
is chosen, based on which instructions are
already in each pipeline and how fast they are
expected to flow through the remaining pipe-
line stages.

The Address C alculation function contains
two stages, AC1 and AC2. If the instruction
refers to amemory operand, the AC1 calcu-

lates a linear memory address for the instruc-
tion.

The AC2 stage performs any required memory
management functions, cache accesses, and
register file accesses. If a floating point instruc-
tion is detected by AC2, the instruction is sent
to the FPU for processing.

The Execute (EX) stage executes instructions
using the operands provided by the address
calculation stage.

The W riteBack (WB) stage is the last IU
stage. The WB stage stores execution results
either to a register file within the IU or to a
write buffer in the cache control unit.

1.2.2 Out-of-Order
Processing

If an instruction executes faster than the
previous instruction in the other pipeline, the
instructions may complete out of order. All
instructions are processed in order, up to the
EX stage. While in the EX and WB stages,
instructions may be completed out of order.

If there is a data dependency between two
instructions, the necessary hardware interlocks
are enforced to ensure correct program
execution. Even though instructions may
complete out of order, exceptions and writes
resulting from the instructions are always
issued in program order.

1-4 PRELIM IN ARY
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1.2.3 Pipeline Selection

In most cases, instructions are processed in
either pipeline and without pairing constraints
on the instructions. However, certain instruc-
tions are processed only in the X pipeline:

¢ Branch instructions
¢ Hoating point instructions
¢ Fxclusive instructions

Branch and floating point instructions may be
paired with a second instruction in the Y pipe-
line.

Exclusive Thstructions cannot be paired with
instructions in the Y pipeline. These instruc-
tions typically require multiple memory
accesses. Although exclusive instructions may
not be paired, hardware from both pipelines is
used to accelerate instruction completion.
Listed below are the M I CPU exclusive
mstruction types:

* Protected mode segment loads

Special register accesses

(Control, Debug, and Test Registers)
String instructions

Multiply and divide

I/O port accesses

Push all (PUSHA) and pop all (POPA)
Intersegment jumps, calls, and returns

1.2.4 Data Dependency
Solutions

When two instructions that are executing in
parallel require access to the same data or
register, one of the following types of data
dependencies may occur:

® Read- After- Write (RAW)
® Write-After-Read (WAR)
* Write-After- Write (WAW)

Data dependencies typically force serialized
execution of instructions. However, the M I
CPU implements three mechanisms that allow
parallel execution of instructions containing
data dependencies:

¢ Register Renaming
¢ Data Forwarding
¢ Data Bypassing

The following sections provide detailed exam-
ples of these mechanisms.

1.2.4.1 Register Renaming

The M II CPU contains 32 physical general
purpose registers. Each of the 32 registers in
the register file can be temporarily assigned as
one of the general purpose registers defined by
the x86 architecture (FAX, EBX, HCX, EDX,
ES], EDI, EBP and ESP). For each register
write operation a new physical register is
selected to allow previous datato be retained
temporarily. Register renaming effectively
removes all WAW and WAR dependencies.
The programmer does not have to consider
register renaming as register renaming is
completely transparent to both the operating
system and application software.

PRELIM IN ARY 1-5
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Exam ple #1 —Register Renam ing E 1m inates W riteAfterRead W AR) Dependency

A WAR dependency exists when the first in a pair of instructions reads a logical register, and the
second instruction writes to the same logical register. This type of dependency is illustrated by the
pair of instructions shown below:

X PIPE Y PIPE
(1) MOVEX, AX  (2) ADD AX, CX
BX« AX AX— AX+CX

Note: In this and the following examples the original instruction order is shown in parentheses.

In the absence of register renaming, the ADD instruction in the Y pipe would have to be stalled to
allow the MOV instruction in the X pipe to read the AX register.

The M II CPU, however, avoids the Y pipe stall (Table 1-2). As each instruction executes, the
results are placed in new physical registers to avoid the possibility of overwriting a logical register
value and to allow the two instructions to complete in parallel (or out of order) rather than in
sequence.

Table 1-1. Register Renaming with WAR Dependency

Physical Register Contents Action
Instruction
Reg0 Reg1 Reg2 Reg3 Reg4 Pipe
(Initial) AX BX (94
MOVEBX AX | AX CX BX X | Reg3 < Reg0
ADD AX, CX CcX BX | AX Y | Reg4 « Reg0 + Reg2

Note: The representation of the MOV and ADD instructions in the final column of Table 1-2
are completely independent.

1-6 PRELIM IN ARY
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Exam ple #2 —Register Renam ing Elim inates W riteAfterW rite W AW ) D ependency

A WAW dependency occurs when two consecutive instructions perform writes to the same logical
register. This type of dependency is illustrated by the pair of instructions shown below:

X PIPH YPIPE
() ADDAX, BX  (2) MOV AX, [mem]
AX—AX+BX AX < [mem]

Without register renaming, the MOV instruction in the Y pipe would have to be stalled to guar-
antee that the ADD instruction in the X pipe would write its results to the AX register first.

The M II CPU uses register renaming and avoids the Y pipe stall. The contents of the AX and BX
registers are placed in physical registers (Table 1-3). As each instruction executes, the results are
placed in new physical registers to avoid the possibility of overwriting a logical register value and
to allow the two instructions to complete in parallel (or out of order) rather than in sequence.

Table 1-2. Register Renaming with WAW Dependency

Physical Register Contents Action
Instruction
Reg0 Reg1 Reg2 Reg3 Pipe
(Initial) AX BX
ADD AX, BX BX AX X | Reg2 < Reg0 + Regl
MOV AX, [mem] BX AX Y Reg3 « [mem]

Note: All subsequent reads of the logical register AX will refer to Reg 3, the result of the MOV
instruction.

PRELIM IN ARY 1-7
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1.2.4.2 Data Forwarding

Register renaming alone cannot remove RAW
dependencies. The M II CPU uses two types of
data forwarding in conjunction with register
renaming to eliminate RAW dependencies:

® Operand Forwarding
¢ Result Forwarding

0 perand forw arding takes place when the
first in a pair of instructions performs a move
from register or memory, and the data that is
read by the first instruction is required by the
second instruction. The M II CPU performs
the read operation and makes the data read
available to both instructions simultaneously:

Result forw arding takes place when the first
in a pair of instructions performs an operation
(such as an ADD) and the result is required by
the second instruction to perform amove to a
register or memory. The M II CPU performs
the required operation and stores the results of
the operation to the destination of both
mstructions simultaneously:

1-8 PRELIM IN ARY
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Exam ple #3 -0 perand Forw arding Elim inates Read-AfterW rite (RAW ) Dependency

A RAW dependency occurs when the first in a pair of instructions performs a write, and the
second instruction reads the same register. This type of dependency is illustrated by the pair of
instructions shown below in the X and Y pipelines:

X PIPH YPIPE
(1) MOV AX, [mem] (2) ADDBX, AX
AX ¢« [mem] B« AX+ K

The M II CPU uses operand forwarding and avoids a'Y pipe stall (Table 1-4). Operand
forwarding allows simultaneous execution of both instructions by first reading memory and then
making the results available to both pipelines in parallel.

Table 1-3. Example of Operand Forwarding

Physical Register Contents Action
Instruction
Reg0 Reg1 Reg2 Reg3 Pipe
(Initial) AX BX
MOV AX, [mem] BX AX X Reg2 « [mem]
ADD BX, AX AX B Y | Reg3 < [mem] + Regl

Operand forwarding can only occur if the first instruction does not modify its source data. In
other words, the instruction is a move type instruction (for example, MOV, POB 1EA). Operand
forwarding occurs for both register and memory operands. The size of the first instruction desti-
nation and the second instruction source must match.

PRELIM IN ARY 1-9



Advancing the Standards

Exam ple #4 —ResulLForw arding E1lim inates Read-A flerW rite RAW ) Dependency

In this example, a RAW dependency occurs when the first in a pair of instructions performs a
write, and the second instruction reads the same register. This dependency is illustrated by the
pair of instructions in the X and Y pipelines, as shown below:

X PIPE YPIPE
() ADDAX, BX  (2) MOV [mem], AX
AX «AX+BX [mem] « AX

The M II CPU uses result forwarding and avoids a Y pipe stall (Table 1-5). Instead of transferring
the contents of the AX register to memory, the result of the previous ADD instruction (Reg0 +
Reg1) is written directly to memory, thereby saving a clock cycle.

Table 1-4. Result Forwarding Example

Instruction Physg;anlt::tgslﬂer Action
Reg0 | Regl | Reg2 | Pipe
(Initial) AX BX
ADD AX, BX BX AX X Reg2 « Reg0 + Regl
MOV [mem], AX BX AX Y | [mem] < Reg0 +Regl

The second instruction must be a move instruction and the destination of the second instruction
may be either a register or memory:

1-10 PRELIM IN ARY
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1.2.4.3 Data Bypassing

In addition to register renaming and data forwarding, the M II CPU implements a third data
dependency-resolution technique called data bypassing. Data bypassing reduces the performance
penalty of those memory data RAW dependencies that cannot be eliminated by data forwarding.

Data bypassing is implemented when the first in a pair of instructions writes to memory and the

second instruction reads the same data from memory. The M II CPU retains the data from the first
instruction and passes it to the second instruction, thereby eliminating amemory read cycle. Data
bypassing only occurs for cacheable memory locations.

Exam ple #1-D ata Bypassing w ith Read-AflerW rite RAW ) D ependency

In this example, a RAW dependency occurs when the first in a pair of instructions performs a
write to memory and the second instruction reads the same memory location. This dependency is
illustrated by the pair of instructions in the X and Y pipelines as shown below:

X PIPE Y PIPE
(1) ADD [mem], AX (2) SUBBX, [mem]
[mem] < [mem)] + AX BX« BX - [mem]

The M II CPU uses data bypassing and stalls the Y pipe for only one clock by eliminating the Y
pipe’s memory read cycle (Thble 1-6). Instead of reading memory in the Y pipe, the result of the
previous instruction ([mem] + Reg0) is used to subtract from Regl, thereby saving a memory
access cycle.

Table 1-5. Example of Data Bypassing

Physical Register .
I . Contents Action
nstruction
Reg0 Reg1 Reg2 Pipe
(Initial) AX BX
ADD [mem], AX AX BX X | [mem] < [mem] + RegO
SUBBX, [mem] AX B Y | Reg2 < Regl - {{mem] + Reg0}

PRELIM IN ARY 1-11
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1.2.5 Branch Control

Branch instructions occur on average every
four to six instructions in x86-compatible pro-
grams. When the normal sequential flow of a
program changes due to a branch instruction,
the pipeline stages may stall while waiting for
the CPU to calculate, retrieve, and decode the
new instruction stream. The M II CPU mini-
mizes the performance degradation and
latency of branch instructions through the use
of branch prediction and speculative execu-
tion.

1.2.5.1 Branch Prediction

The M II CPU uses a 512-entry, 4-way set asso-
ciative Branch Target Buffer (BIB) to store
branch target addresses. The M II CPU has
1024-entry branch history table. During the
fetch stage, the instruction stream is checked
for the presence of branch instructions. If an
unconditional branch instruction is encoun-
tered, the M II CPU accesses the BIBto check
for the branch instruction’s target address. If
the branch instruction’s target address is found
in the BI'B, the M II CPU begins fetching at the
target address specified by the BI'B.

In case of conditional branches, the BB also
provides history information to indicate
whether the branch is more likely to be taken
or not taken. If the conditional branch instruc-
tion is found in the BI'B the M Il CPU begins
fetching instructions at the predicted target
address. If the conditional branch misses in the
BIB, the M Il CPU predicts that the branch
will not be taken, and instruction fetching
continues with the next sequential instruction.

The decision to fetch the taken or not taken
target address is based on a four-state branch
prediction algorithm.

Once fetched, a conditional branch instruction
is first decoded and then dispatched to the X
pipeline only. The conditional branch instruc-
tion proceeds through the X pipeline and is
then resolved in either the EX stage or the WB
stage. The conditional branch is resolved in the
EX stage, if the instruction responsible for
setting the condition codes is completed prior
to the execution of the branch. If the instruc-
tion that sets the condition codes is executed
in parallel with the branch, the conditional
branch instruction is resolved in the WB stage.

Correctly predicted branch instructions
execute in a single core clock. If resolution of a
branch indicates that a misprediction has
occurred, the M II CPU flushes the pipeline
and starts fetching from the correct target
address. The M II CPU prefetches both the
predicted and the non-predicted path for each
conditional branch, thereby eliminating the
cache access cycle on a misprediction. If the
branch is resolved in the EX stage, the
resulting misprediction latency is four cycles.
If the branch is resolved in the WB stage, the
latency is five cycles.

Since the target address of return (RET)
mstructions is dynamic rather than static, the
M II CPU caches target addresses for RET
mstructions in an eight-entry retum stack
rather than in the BI'B. The return address is
pushed on the return stack during a CALL
mstruction and popped during the corre-
sponding RET instruction.

PRELIM IN ARY
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1.2.5.2 Speculative Execution

The M II CPU is capable of speculative execu-
tion following a floating point instruction or
predicted branch. Speculative execution allows
the pipelines to continuously execute instruc-
tions following a branch without stalling the
pipelines waiting for branch resolution. The
same mechanism is used to execute floating
point instructions (see Section 1.6) in parallel
with integer instructions.

The M II CPU is capable of up to four levels of
speculation (i.e., combinations of four condi-
tional branches and floating point opera-
tions). After generating the fetch address using
branch prediction, the CPU checkpoints the
machine state (registers, flags, and processor
environment), increments the speculation level
counter, and begins operating on the predicted
instruction stream.

Once the branch instruction is resolved, the
CPU decreases the speculation level. For a
correctly predicted branch, the status of the
checkpointed resources is cleared. For a
branch misprediction, the M II processor
generates the correct fetch address and uses
the checkpointed values to restore the machine
state in a single clock.

In order to maintain compatibility; writes that
result from speculatively executed instructions
are not permitted to update the cache or
external memory until the appropriate branch
is resolved. Speculative execution continues
until one of the following conditions occurs:

1) Abranch or floating point operation
is decoded and the speculation level
is already at four.

2) An exception or afault occurs.
3) The write buffers are full.

4) An attempt is made to modify a
non-checkpointed resource (i.e,,

segment registers, system flags).

1.3 Cache Units

The M II CPU employs two caches, the Unified
Cache and the Instruction Line Cache (Figure
1-2, Page 1-15). The main cache is a 4-way
set-associative 64- KByte unified cache. The
unified cache provides a higher hit rate than
using equal-sized separate data and instruction
caches. While in Cyrix SMM mode both SMM
code and data are cacheable.

The instruction line cache is a fully associative
256-byte cache. This cache avoids excessive
conflicts between code and data accesses in the
unified cache.

1.3.1 Unified Cache

The 64-KByte unified write-back cache func-
tions as the primary data cache and as the
secondary instruction cache. Configured as a
four-way set-associative cache, the cache stores
up to 64 KBytes of code and data in 2048
lines. The cache is dual-ported and allows any
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two of the following operations to occur in
parallel:

¢ Code fetch
¢ Dataread (X pipe, Y pipeline or FPU)
¢ Datawrite (X pipe, Y pipeline or FPU)

1.3.2 Instruction Line Cache

The fully associative 256-byte instruction line
cache serves as the primary instruction cache.
The instruction line cache is filled from the
unified cache through the data bus. Fetches

from the integer unit that hit in the instruction
line cache do not access the unified cache. If
an instruction line cache miss occurs, the
instruction line data from the unified cache is
transferred to the instruction line cache and

The unified cache uses a pseudo-LRU replace-
ment algorithm and can be configured to allo-
cate new lines on read misses only or on read
and write misses.

the integer unit, simultaneously:
Instruction Data
¢ A A
Integer Ir}:&guction
Unit ress
IF > Instruction Line Cache BData
X Y — 256-Byte Fully Associative, 8 Lines A{g?‘lsesr
Pipe| Pipe ‘
A FPU
Data Bus
i -
Interface
Unit
Unified Cache | Cocte
Tags
64-KByte, 4-Way Set Associative, 2048 Lines
XY Instruction
Linear Line Cache
Address Miss Address
Modified X, Y
Physical Addresses
.
Memory Management Unit
g (TLB)
— Dual BUS 1747900
— = Single Bus

Figure 1-2. Cache Unit Operations

PRELIM IN ARY



Memory Management Unit 1

The instruction line cache uses a pseudo-IRU
replacement algorithm. To ensure proper oper-
ation in the case of self-modifying code, any
writes to the unified cache are checked against
the contents of the instruction line cache. If a
hit occurs in the instruction line cache, the
appropriate line is invalidated.

1.4 Memory
Management Unit

The Memory Management Unit (MMU),
shown in Figure 1-3, translates the linear
address supplied by the IU into a physical
address to be used by the unified cache and
the bus interface. Memory management proce-

dures are x86 compatible, adhering to stan-
dard paging mechanisms.

Within the M I CPU there are two TLBs, the
main L1 TLBand the larger 12 TIB. The
16-entry L1 TIB is direct mapped and holds
42 lines. The 384-entry 12 TLBis 6-way
associative and hold 384 lines. The DTEis
located in memory:

Scratch Pad CacheM em ory

The M II CPU has the capability to “lock
down” lines in the L1 cache on aline by line
basis. Locked down lines are treated as private
memory for use by the CPU. Locked down
memory does not participate in hardware--
cache coherency protocols.

Linear _ o
Address
| MainL1TLB
Lyl DTE | - L2 TLB /o
Directory Table
CR3 Pl PTE Physical Page |-
Control Register
> —>
Page Table Memory
1748000
Figure 1-3. Paging Mechanism within the Memory

Management Unit
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Cache locking is controlled through use of the
RDMSR and WRMSR instructions.

1.5 Floating Point Unit

The M I Floating Point Unit (FPU) processes
floating point and MMX instructions. The
FPU interfaces to the integer unit and the
cache unit through a 64-bit bus. The M II FPU
is x87 instruction set compatible and adheres
to the IEEE-754 standard. Since most applica-
tions contain FPU instructions mixed with
integer instructions, the M II FPU achieves
high performance by completing integer and
FPU operations in parallel.

FPU Parallel Execution

The M II CPU executes integer instructions in
parallel with FPU instructions. Integer instruc-
tions may complete out of order with respect
to the FPU instructions. The M I CPU main-
tains x86 compatibility by signaling exceptions
and issuing write cycles in program order.

As previously discussed, FPU instructions are
always dispatched to the integer unit's X pipe-
line. The address calculation stage of the X
pipeline checks for memory management
exceptions and accesses memory operands
used by the FPU. If no exceptions are detected,
the M II CPU checkpoints the state of the CPU
and, during AC2, dispatches the floating point
instruction to the FPU instruction queue. The
M II CPU can then complete any subsequent
integer instructions speculatively and out of
order relative to the FPU instruction and rela-

tive to any potential FPU exceptions which
may OCcCur.

As additional FPU instructions enter the pipe-
line, the M I CPU dispatches up to four FPU
mstructions to the FPU instruction queue. The
MII CPU continues executing speculatively
and out of order, relative to the FPU queue,
until the M II CPU encounters one of the
conditions that causes speculative execution to
halt. As the FPU completes instructions, the
speculation level decreases and the check-
pointed resources are available for reuse in
subsequent operations. The M II FPU also uses
aset of six write buffers to prevent stalls due to
speculative writes.

1.6 Bus Interface Unit

The Bus Interface Unit (BIU) provides the
signals and timing required by extermal
circuitry. The signal descriptions and bus inter-
face timing information is provided in
Chapters 3 and 4 of this manual.
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2.4.4 M 1l Configuration

Registers

The M1 configuration registers are used to
enable features in the M II CPU. These registers
assign non-cached memory areas, set up SMM,
provide CPU identification information and
control various features such as cache write
policy; and bus locking control. There are four
groups of registers within the M II configura-
tion register set:

¢ 7 Configuration Control Registers (CCRx)
* 8 Address Region Registers (ARRx)
¢ 8 Region Control Registers (RCRx)

Access to the configuration registersis achieved
by writing the register index number for the
configuration register to I/O port 22h. /O port
23h is then used for data transfer.

Each VO port 23h data transfer must be pre-
ceded by a valid /O port 22h register index
selection. Otherwise, the current 22h, and the
second and later VO port 23h operations com-
municate through the I/O port to produce
external O cycles. All readsfrom1/O port 22h
produce external /O cycles. Accesses that hit
within the on-chip configuration registers do
not generate external I/O cycles.

After reset, configuration registers with indexes
C0-CFh and FC-FFh are accessible. To prevent
potential conflicts with other devices which
may use ports 22 and 23h to access their regis-
ters, the remaining registers (indexes DO-FhBh)
are accessible only if the MAPEN(3-0) bits in
CCR3 are set to 1h. See Figure 2-16 (Page
2-29) for more information on the
MAPEN(3-0) bit locations.

If MAPEN[3-0] = 1h, any access to indexes in
the range 00- FFh will not create external /O
bus cycles. Registers with indexes CO-CFh,
FC- F¥h are accessible regardless of the state of
MAPEN[3-0]. If the register index number is
outside the CO-CFh or FC-FFh ranges, and
MAPEN[3-0] are set to Oh, external I/O bus
cycles occur. Table 2-11 (Page 2-25) lists the
MAPEN] 3-0] values required to access each M
I configuration register. All bits in the config-
uration registers are initialized to zero following
reset unless specified otherwise.

2.4.4.1 Configuration Control

Registers

(CCRO - CCR6) control several functions,
including non-cacheable memory, write-back
regions, and SMM features. A list of the config-
uration registers is listed in Table 2-11 (Page
2-25). The configuration registers are described
in greater detail in the following pages.
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Table 2-11. M Il CPU Configuration Registers

REGISTER NAM E acronvw | RESLSTER | Wi\ ieenen ron
Configuration Control 0 CCRo Coh 8 X
Configuration Control 1 CCR1 Clh 8 X
Configuration Control 2 CCR2 C2h 8 X
Configuration Control 3 CCR3 C3h 8 X
Configuration Contiol 4 CCR4 Esh 8 1
Configuration Control 5 CCRb Edh 8 1
Configuration Contiol 6 CCR6 FAh 8 1
Address Region 0 ARRO C4h - C6h 24 X
Address Region 1 ARR1 C7h - C9h 24 X
Address Region 2 ARR2 CAh - CCh 24 X
Address Region 3 ARR3 CDh - CFh 24 X
Address Region 4 ARK4 DOh - D2h 24 1
Address Region 5 ARR5 D3h - D5h 24 1
Address Region 6 ARR6 D6h - D8h 24 1
Address Region 7 ARR7 D%h - DEn 24 1
Region Control 0 RCRO DCh 8 1
Region Control 1 RCR1 DDh 8 1
Region Control 2 RCR2 DEh 8 1
Region Control 3 RCR3 DFh 8 1
Region Control 4 RCR4 Foh 8 1
Region Control 5 RCR5 Elh 8 1
Region Control 6 RCR6 E2h 8 1
Region Control 7 RCR7 E3h 8 1

Note: x = Don’t Care
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7 6 5 4 3 2 1 0
Reserved Reserved Reserved Reserved Reserved Reserved NC1 Reserved

Figure 2-13. M Il Configuration Control Register 0 (CCRO)

Table 2-12. CCRO Bit Definitions

BIT
POSITION NAME DESCRIPTION
1 NC1 |No Cache 640 KByte - 1 MByte
If = 1: Address region 640 KByte to 1 MByte is non-cacheable.
If = 0: Address region 640 KByte to 1 MByte is cacheable.
Note: Bits 0, 2 through 7 are reserved.
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7 6 5 4 3 2 1 0
SM3 Reserved Feserved NO_IOCK | HFReserved SVIAC USE_SMI Reserved
Figure 2-14. M Il Configuration Control Register 1 (CCR1)
Table 2-13. CCR1 Bit Definitions
BIT
POSITION NAME DESCRIPTION

7 SM3 SMM Address Space Address Region 3
If = 1: Address Region 3 is designated as SMM address space.

4 NO_IOCK | Negate LOCK#
If=1: All bus cycles are issued with LOCK# pin negated except page table accesses and
interrupt acknowledge cycles. Interrupt acknowledge cycles are executed as locked
cycles even though LOCK# is negated. With NO_LOCK set, previously noncacheable
locked cycles are executed as unlocked cycles and therefore, may be cached. This
results in higher performance. Refer to Region Control Registers for information on
eliminating locked CPUbus cycles only in specific address regions.

2 SMAC System Management Memory Access
If = 1: Any access to addresses within the SMIM address space, access system manage-
ment memory instead of main memory. SMI# input isignored. Used when initializing
or testing SMM memory.
If = 0: No effect on access.

1 USE_SMI | Enable SMM and SMIACT# Pins
If=1: SMI# and SMIACT# pins are enabled.
If = 0: SMI# pin ignored and SVIITACT# pin is driven inactive.

Note: Bits0, 3, 5 and 6 are reserved.
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7 6 5 4 3 2 1 0

USE SUSP |  Reserved Reserved WPR1 SUSP_HIT | LOCK_ NW SADS

Reserved

Figure 2-15. M Il Configuration Control Register 2 (CCR2)

Table 2-14. CCR2 Bit Definitions

BIT
POSITION

NAME

DESCRIPTION

7

UStE_SUSP

Use Suspend Mode (Enzble Suspend Pins)
If = 1: SUSP# and SUSPA# pins are enabled.
If = 0: SUSP# pin is ignored and SUSPA# pin floats.

WPR1

Write-Protect Region 1
If = 1: Designates any cacheable accesses in 640 KByte to 1 MByte address region
are write protected.

SUSP_HLT

Suspend on Halt
If = 1: Execution of the HLT instruction causes the CPU to enter low power sus-
pend mode.

LOCK NW

Lock NW

If = 1: NW bit in CRO becomes read only and the CPUignores any writes to the
NW bit.

If = 0: NW bit in CRO can be modified.

1

SADS

If = 1: CPU inserts an idle cycle following sampling of BRDY# and inserts an idle
cycle prior to asserting ADS#

Note: Bits 0, 5 and 6 are reserved.
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7 6 5 4 3 2 1 0
MAPEN3 MAPEN2 MAPEN1 MAPENO Feserved | TINBERST | NMI_EN SMI_IOCK
Figure 2-16. M Il Configuration Control Register 3 (CCR3)

Table 2-15. CCR3 Bit Definitions
BIT
POSITION NAME DESCRIPTION
7-4 MAPEN(3-0) MAP Ensgble
If = 1h: All configuration registers are accessible.
If = Oh: Only configuration registers with indexes CO-CFh, FEh and FFh
are accessible.
2 LINBRST If = 1: Use linear address sequence during burst cycles.
If=0: Use “1 + 4” address sequence during burst cycles. The “1 + 4” address
sequence is compatible with Pentium’s burst address sequence.
1 NMI_EN NMI Enable
If = 1: NMI interrupt is recognized while servicing an SMI interrupt.
NMI_EN should be set only while in SMIM, after the appropriate SMI interrupt
service routine has been setup.
0 SMI_IOCK SMI Lock

If = 1: The following SMM configuration bits can only be modified while in an
SMI service routine:

CCR1: USE_SMI, SMAC, SM3

CCR3: NMI_EN

CCR6: N, SMM_MODE

ARR3: Starting address and block size.

Once set, the features locked by SMI_LOCK cannot be unlocked until the
RESET pin is asserted.

Note: Bit 3 is reserved.
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7 6 5 4 3 2 1 0
CPUID Feserved Feserved FReserved Feserved IORT2 IORT1 IORT
Figure 2-17. M Il Configuration Control Register 4 (CCR4)
Table 2-16. CCR4 Bit Definitions
BIT
POSITION NAME DESCRIPTION
7 CPUID Enable CPUID instruction.
If = 1: the ID bit in the EFLAGS register can be modified and execution of the
CPUID instruction occurs as documented in section 6.3.
If =0: the ID bit in the EFLAGS register can not be modified and execution of
the CPUID instruction causes an invalid opcode exception.
2-0 IORI(2-0) 1O Recovery Time

Soecifies the minimum number of bus clocks between /O accesses:
Oh = 1 clock delay

1h = 2 clock delay

2h = 4 clock delay

3h = 8 clock delay

4h = 16 clock delay

5h = 32 clock delay (default value after RESET)

6h = 64 clock delay

7h = no delay

Note: Bits 3 - 6 are reserved.
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7 6 5 4 3 2 1 0
FReserved FReserved ARREN FReserved FReserved | Reserved | Reserved WT_ALLOC
Figure 2-18. M Il Configuration Control Register 5 (CCR5)

Table 2-17. CCR5 Bit Definitions

BIT
POSITION NAME DESCRIPTION
5 ARREN Enable ARR Registers
If = 1: Enables all ARR registers.
If = 0: Disables the ARRregisters. If SM3 is set, ARR3 is enabled regardless of
the setting of ARREN.
0 WT_ALLOC Write-Through Allocate

If = 1: New cache lines are allocated for read and write misses.
If = 0: New cache lines are allocated only for read misses.

Note: Bits 1 - 3 and 6 - 7 are reserved.
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7 6 5 4 3 2 1 0
Reserved N Reserved Reserved | Reserved | FResrved |WP_ARR3| SMM_MODE

Figure 2-19. M Il Configuration Control Register 6 (CCR6)

Table 2-18. CCR6 Bit Definitions

BIT
POSITION NAME DESCRIPTION
6 N Nested SMI Enable bit: If operating in Cyrix enhanced SMM mode and.:
If = 1: Enables nesting of SMI's
If = 0: Disable nesting of SMTI’s.

This bit is automatically CLEARED upon entry to every SMM routine and is

SET upon every RSM. Therefore enabling/disabling of nested SMI can only be

done while operating in SMM mode.

1 WP_ARR3 If = 1: Memory region defined by ARR3 is write protected when operating out-
side of SMM mode.

If = 0: Disable write protection for memory region defined by ARR3.

Reset State = 0.

0 SMIM_MODE | If = 1: Enables Cyrix Enhanced SMM mode.

If = 0: Disables Cyrix Enhanced SMM mode.

Note: Bit 1 is reserved.
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2.4.4.2 Memory Address The base address must be on ablock size
Region Registers boundary. For example, if a 128-KByte block is
used, the base addresses are allow to be 0,

The Address Region Registers (ARRO - ARR7) 128 and, 256 KBytes, and so forth.
are paired with the Region Control Registers

(RCRO-RCRY7) and specify up to eight The meaning of the SIZE fields are listed in Table
memory address regions. Using ARRVRCR 2-20. (Page 2-34). If the SIZE field is zero, the
pairs, these regions can be designated as address region is zero sized and thus disabled.

non-cacheable, write through, write locking

and weaklocking. Register pairs ARR7/ RCR7 ~ The ARRregisters are accessed using IO ports

are unique and can define attributes for all of 22h and 23h. To read or write to a comple‘re ARR

system main memory; register, three I/O port cycles are required. Each
byte is assigned an index value (Table 2-19, Page

The 24-bit ARR registers (Figure 2-20) are 2-34).

divided into the 20-bit BASE ADDRESS and

4-bit SIZE fields. The fields define the size A region is noncacheable, if defined by ARR'RCR

and base addresses for the memory regions. pair even if KEN# is active.

23 43 0
START ADDRESS SIZE
Memory Address Memory Address Memory Address Size Bits
Bits A31-A24 Bits A23-A16 Bits A15-A12 3-0
7 07 07 43 0

Figure 2-20. Address Region Registers (ARRO - ARR7)
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Table 2-19. ARRO - ARR7 Register Index Assighments

Register Bytes
ARR Base Memory Base Memory Base Mem_ory
Register Address Field Address Field Afsdd':jsz':'e'dd

A31 - A24 A23 - A16 SI-ZEFie,Idan
ARRO C4h Csh Céh
ARR1 C7h C8h Coh
ARR2 CAh Chh CCh
ARR3 CDh CEh CFh
ARR4 DOh Dih D2h
ARRS D3h D4h D5h
ARR6 D6h D7h D8gh
ARR7 D9%h DAh Dhh

Table 2-20. SIZE Field Bit Definition

SIZE (3-0) BLOCK SIZE| BLOCK SIZE SIZE (3-0) BLOCK SIZE BLOCK SIZE

ARRO-6 ARR7 ARRO -6 ARR7

Oh Dissbled Dissbled sh 512 KBytes | 32 MBytes

1h 4 KBytes 256 KBytes 9h 1 MBytes 64 MBytes

2h 8 KBytes 512 KBytes Ah 2 MBytes 128 MBytes

3h 16 KBytes | 1 MBytes Fh 4 MBytes 256 MBytes

4h 32 KBjtes | 2 MBytes Ch 8 MBytes 512 MBytes

5h 64 KBytes | 4 MBytes Dh 16 MBytes | 1 GBytes

6h 128 KBrtes | 8 MBytes Fh 32 MBytes | 2 GBytes

7h 256 KBytes | 16 MBytes Fh 4GBytes | 4 GBytes
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2.4.4.3 Region Control

Registers

The Region Control Registers (RCRO - RCR7)
are paired with the Address Region Registers
(ARRO -ARRY). Each RCR register specifies the
attributes associated with a particular address
regions. These attributes include: cacheability,
weak locking, write gathering, and cache write
through policies.The bit definitions for the
region control registers are shown in Figure
2-21 (Page 2-36) and in Table 2-21 (Page
2-36).

If an addressis accessed thatis notin a memory
region defined by the ARRx registers, the fol-
lowing conditions will apply:

¢ If the memory address is cached,
write-back is enabled if WB'WTH# is
returned high.

* Writes are not gathered

* Strong locking takes place

® The memory access is cached, if KEN# is
returned asserted.

0 verlapping C onditions D efined . If two
regions specified by ARRx registers overlap and
conflicting attributes are specified, the follow-
ing attributes take precedence:

Write-back is disabled
Writes are not gathered
Strong locking takes place
The overlapping regions are
non-cacheable.
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7 6 5 4 3 2 1 0

Beserved INV_RGN BReserved WT WG WL BReerved CD

Figure 2-21. Region Control Registers (RCRO-RCR7)

Table 2-21. RCRO-RCR7 Bit Definitions

BIT
POSITION NAME DESCRIPTION

6 INV_RGN | wverted Region. If =1, applies controls specified in RCRx to all memory addresses out-
side the region specified in corresponding ARR. Applicable to RCRO-RCRG6 only:

4 WT W riteThrough . If =1, defines the address region as write-through instead of
write-back.

3 WG W rite G athering. If =1, enables write gathering for the associated address region.

2 WL W eak Lockng.If =1, enables weak locking for that address region.

0 CD Cache D isable. If =1, defines the address region as non-cacheable.

Note: Bits 1, 5 and 7 are reserved.
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Inverted Region (INV_ RGN ). Setting
INV-RGN applies the controls in RCRx to all the
memory addresses outside the specified address
region ARRx. This bit effects RCRO-RCR6 and
not RCRY.

W rite Through @ T) .Setting WT defines the
address region as write-through instead of
write-back, assuming the region is cacheable.
Regions where system ROM are loaded (shad-
owed or not) should be defined as write-
through. This bit worksin conjunction with the
CRO_NW and PWT bits and the WB'WT# pin
to determine write-through or write-back
cacheability:

W rite Gathering W G) . Setting WG enables
write gathering for the associated address
region. Write gathering allows multiple byte,
word, or Dword sequential address writes to
accumulate in the on-chip write buffer. As
instructions are executed, the results are placed
in a series of output buffers. These buffers are
gathered into the final output buffer.

When access is made to a non-sequential mem-
ory location or when the 8-byte buffer becomes
full, the contents of the buffer are written on the
external 64-bit data bus. Performance is
enhanced by avoiding as many as seven memory
write cycles.

WG should notbe used on memory regions that
are sensitive to write cycle gathering. WG can be
enabled for both cacheable and non-cacheable
regions.

PRELIMIN ARY 2

W eak Locking W L). Setting WL enables
weak locking for the associated address region.
During weak locking all bus cycles are issued
with the LOCK# pin negated (except when page
table access occur and during interrupt
acknowledge cycles.)

Interrupt acknowledge cycles are executed as
locked cycles even though LOCK# is negated.
With WL set previously non-cacheable locked
cycles are executed as unlocked cycles and
therefore, may be cached, resulting in higher
CPU performance.

Note that the NO_ILOCKbit globally performs
the same function that the WL bit performs on
asingle address region. The NO_LOCKbit of
CCRI enables weak locking for the entire
address space. The WLbit allows weak locking
only for specific address regions. WL is inde-
pendent of the cacheability of the address

region.

CacheDisablk (CD).Cache Disable - If set,
defines the address region as non-cacheable.
This bit works in conjunction with the CR0_CD
and PCD bits and the KEN# pin to determine
line cacheability. Whenever possible, the
ARR/RCR combination should be used to define
non-cacheable regions rather than using exter-
nal address decoding and driving the KEN# pin
as the M II can better utilize its advanced tech-
niques for eliminating data dependencies and
resource conflicts with non-cacheable regions
defined on-chip.
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2.5 Model Specific

Registers

The CPU contains several Model Specific
Registers (MSRs) that provide time stamp,
performance monitoring and counter event
functions. Accessto a specific MSR through an
index value in the HCX register as shown in
Table 2-22 below.

Table 2-22. Machine Specific

Register
REGISTER ECX
DESCRIPTION VALUE

Test Data 3h
Test Address 4h
Command/Status 5h
Time Stamp Counter (TSC) 10h
Counter Event Selection and Control Register| 11h
Performance Counter #0 12h
Performance Counter #1 13h

The MSR registers can be read using the
RDMSR instruction, opcode 0F32h. During an
MSRregister read, the contents of the particular
MSR register, specified by the HCX register, is
loaded into the EDX:FAX registers.

The MSR registers can be written using the
WRMSR instruction, opcode OF30h. During a
MSRregister write the contents of EDX:FAX are
loaded into the MSR register specified in the

FCX register.

The RDMSR and WRMSR instructions are
privileged instructions and are also used to
setup scratch pad lock (Page 2-61).

2.6 Time Stamp Counter

The Time Stamp Counter (TSC) Register
MSR(10) is a 64-bit counter that counts the in-
ternal CPU clock cycles since the last reset. The
TSC uses a continous CPU core clock and will
continue to count clock cycles even when the
M II is suspend mode or shutdown.

The TSC can be accessed using the RDMSR and
WRMSR instructions. In addition, the TSC can
be read using the RDTSC instruction, opcode
0F31h. The RDTSC instruction loads the con-
tents of the TSC into EDX:EAX. The use of the
RDTSC instruction is restricted by the Time
Stamp Disable, (TSD) flag in CR4. When the
TSD flag is 0, the RDTSC instruction can be ex-
ecuted at any privilege level. 'When the TSD
flag is 1, the RDTSC instruction can only be ex-
ecuted at privilege level 0.

2.7 Performance

Monitoring

Performance monitoring allows counting of
over a hundred different event occurrences and
durations. Two 48-bit counters are used: Per-
formance Monitor Counter 0 and Performance
Monitor Counter 1. These two performance
monitor counters are controlled by the Counter
Event Control Register MSR(11). The perfor-
mance monitor counters use acontinuous CPU
core clock and will continue to count clock cy-
cles even when the M I CPU is in suspend
mode or shutdown.
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2.8 Performance
Monitoring

Counters 1 and 2

The 48-bit Performance Monitoring Counters
(PMC) Registers MSR(12), MSR(13) count
events as specified by the counter event control

register.

The PMCs can be accessed by the RDMSR and
WRMSR instructions. In addition, the PMCs
can be read by the RDPMC instruction, opcode
0F33h. The RDPMC instruction loads the con-
tents of the PMC register specified in the HCX
register into EDX:EAX. The use of RDPMC in-
structions is restricted by the Performance Mon-
itoring Counter Enable, (PCE) flag in C4.

When the PCE flag is set to 1, the RDPMC in-
struction can be executed at any privilege level.
When the PCEflag is 0, the RDPMC instruction
can only be executed at privilege level 0.

2.8.1 Counter Event

Control Register

Register MSR(11) controls the two internal
counters, #0 and #1. The events to be counted
have been chosen based on the micro-architec-
ture of the M 1I processor. The control register
for the two event counters is described in
Figure 2-21 (Page 2-36) and Table 2-23 (Page
2-40).

PRELIMIN ARY 2

2.8.1.1 PM Pin Control

The Counter Event Control register MSR(11)
contains PM control fields that define the PMO
and PM1 pins as counter overflow indicators or
counter event indicators. When defined as
event counters, the PM pins indicate that one or
more events occurred during a particular clock
cycle and do not count the actual events.

When defined as overflow indicators, the event
counters can be preset with a value less the
248_1 and allowed to increment as events occur.
When the counter overflows the PM pin be-
comes asserted.

2.8.1.2 Counter Type Control

The Counter Type bit determines whether the
counter will count clocks or events. When
counting clocks the counter operates as a timer.

2.8.1.3 CPL Control

The Current Privilege Level (CPL) can be used
to determine if the counters are enabled. The
CPR02 bit in the MSR 11) register enables count-
ing when the CPLis less than three, and the
CP03 bit enables counting when CPLis equal to
three. Ifboth bits are set, countingisnot depen-
dent on the CPLlevel; if neither bitis set, count-
ing is disabled.
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*Note: Split Fields

Figure 2-22. Counter Event Control Register

Table 2-23. Counter Event Control Register Bit Definitions

BIT
POSITION NAME DESCRIPTION
25 P Define External PM1 Pin

If = 1: PM1 pin indicates counter overflows
If = 0: PM1 pin indicates counter events

24 CT1 Counter #1 Counter Type
If =1: Count clock cycles
If = 0: Count events (reset state).

23 CP13 Counter #1 CPL 3 Enable
If = 1: Enable counting when CPL=3.
If = 0: Disable counting when CPL=3. (reset state)

22 CP12 Counter #1 CPL Less Than 3 Enable
If = 1: Enzable counting when CPL < 3.
If = 0: Disable counting when CPL < 3. (reset state)

26,21-16 |TC1(5-0) | Counter #1 Event Type
Reset state = 0

9 PMO Define External PMO Pin
If = 1: PMO pin indicates counter overflows
If = 0: PMO pin indicates counter events

8 CT0 Counter #0 Counter Tpe
If =1: Count clock cycles
If = 0: Count events (reset state).

7 CP03 Counter #0 CPL 3 Enable
If = 1: Enable counting when CPL=3.
If = 0: Disable counting when CPL=3. (reset state)

6 CP02 Counter #0 CPL Less Than 3 Enable
If = 1: Enzable counting when CPL < 3.
If = 0: Disable counting when CPL < 3. (reset state)

10,5-0 TCK5-0) | Counter #0 Event Type
Reset state = 0

Note: Bits 10 - 15 are reserved.
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2.8.2

Event Type and Description

The events that can be counted by the performance monitoring counters are listed in Table 2-24.
Each of the 127 event types is assigned an event number.

A particular event number to be counted is placed in one of the MSR 11) Event Type fields.
There is a separate field for counter #0 and #1.

The events are divided into two groups. The occurrence type events and duration type events.

The occurrence type events, such as hardware interrupts, are counted as single events. The du-
ration type events such as “clock while bus cycles are in progress” count the number of clock cy-
cles that occur during the event.

During occurrence type events, the PM pins are configured to indicate the counter has incre-
mented The PM pins will then assert every time the counter increments in regards to an occur-
rence event. Under the same PM control, for a duration event the PM pin will stay asserted for

the duration of the event.
Table 2-24. Event Type Register
NUMBER |COUNTER O [COUNTER 1 DESCRIPTION TYPE

00h yes yes Data Reads Occurrence
01h yes yes Data Writes Occurrence
02h yes yes Data TIB Misses Occurrence
03h yes yes Cache Misses: Data Reads Occurrence
04h yes yes Cache Misses: Data Writes Occurrence
05h yes yes Data Writes that hit on Modified or Exclusive Liens Occurence

06h yes yes Data Cache Lines Written Back Occurrence
07h yes yes External Inquiries Occurrence
08h yes yes External Inquires that hit Occurrence
09h yes yes Memory Accesses in both pipes Occurrence
0Ah yes yes Cache Bank conflicts Occurrence
0Bh yes yes Misaligned data references Occurrence
0Ch yes yes Instruction Fetch Requests Occurrence
0Dh yes yes 12 TIB Code Misses Occurrence
OEh yes yes Cache Misses: Instruction Fetch Occurrence
OFh yes yes Any Segment Register Load Occurrence
10h yes yes Reserved Occurrence
11h yes yes Reserved Occurrence
12h yes yes Any Branch Occurrence

PRELIMIN ARY
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Table 2-24. Event Type Register (Continued)

®
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NUMBER [(COUNTER 0 [COUNTER 1 D ESCRIPTION TYPE
13h yes yes BIBhits Occurrence
14h yes yes Taken Branches or BIBhits Occurrence
15h yes yes Pipeline Flushes Occurrence
16h yes yes Instructions executed in both pipes Occurrence
17h yes yes Instructions executed in Y pipe Occurrence
18h yes yes Clocks while bus cycles are in progress Duration
19h yes yes Pipe Stalled by full write buffers Duration
1Ah yes yes Pipe Stalled by waiting on data memory reads Duration
1Bh yes yes Pipe Stalled by writes to not-Modified or not-Exclusive Duration

cache lines,

1Ch yes yes Locked Bus Cycles Occurrence
1Dh yes yes T/O Cycles Occurrence
1Eh yes yes Non-cacheable Memory Requests Occurrence
1Fh yes yes Pipe Stalled by Address Generation Interlock Duration
20h yes yes Reserved

21h yes yes Reserved

22h yes yes Floating Point Operations Occurrence
23h yes yes Breakpoint Matches on DR) register Occurrence
24h yes yes Breakpoint Matches on DRI register Occurrence
25h yes yes Breakpoint Matches on DR2 register Occurrence
26h yes yes Breakpoint Matches on DR3 register Occurrence
27h yes yes Hardware Interrupts Occurrence
28h yes yes Data Reads or Data Writes Occurrence
29h yes yes Data Read Misses or Data Write Misses Occurrence
2Bh yes no MMX Instruction Executed in X pipe Occurrence
2Bh no yes MMX Instruction Executed in Y pipe Occurrence
2Dh yes no EMMS Instruction Executed Occurrence
2Dh no yes Transition Between MMX Instruction and FP Instructions | Occurrence
2Eh no yes Reserved

2Fh yes no Saturating MMX Instructions Executed Occurrence
2Fh no yes Saturations Performed Occurrence
30h yes no Reserved

31h yes no MMX Instruction Data Reads Occurrence
32h yes no Reserved

32h no yes Taken Branches Occurrence
33h no yes Reserved

34h yes no Reserved

34h no yes Reserved

35h yes no Reserved
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Table 2-24. Event Type Register (Continued)

NUMBER [(COUNTER 0 [COUNTER 1 D ESCRIPTION TYPE
35h no yes Reserved
36h yes no Reserved
36h no yes Reserved
37h yes no Returns Predicted Incorrectly Occurrence
37h no yes Return Predicted (Correctly and Incorrectly) Occurrence
38h yes no MMX Instruction Multiply Unit Interlock Duration
38h no yes MODV/MOVQ Store Stall Due to Previous Operation Duration
39h yes no Retums Occurrence
39h no yes RSB Overflows Occurrence
3Ah yes no BIBFalse Entries Occurrence
3Ah no yes BI'B Miss Prediction on a Not-Taken Back Occurrence
3Bh yes no Number of Clock Stalled Due to Full Write Buffers While | Duration
Executing
3Bn no yes Stall on MMX Instruction Write to Eor M Line Duration
3C - 3Fh yes yes Reserved Duration
40h yes yes 12 TIB Misses (Code or Data) Occurrence
41h yes yes L1 TIBData Miss Occurrence
42h yes yes L1 TIBCode Miss Occurrence
43h yes yes L1 TIBMiss (Code or Data) Occurrence
44h yes yes TILB Flushes Occurrence
45h yes yes TLB Page Invalidates Occurrence
46h yes yes TLB Page Invalidates that hit Occurrence
47h yes yes Reserved
48h yes yes Instructions Decoded Occurrence
49h yes yes Reserved

PRELIMIN ARY




.

,Advan cing the Standards
Electrical Specifications

4.0 ELECTRICAL
SPECIFICATIONS
4 .1 Electrical Connections

This section provides information on electrical
connections, absolute maximum ratings,
recommended operating conditions, DC char-
acteristics, and AC characteristics. All voltage
values in Electrical Specifications are measured
with respect to Vgg unless otherwise noted.

The M I CPU operates using two power supply
voltages—one for the I/O (3.3 V) and one for
the core (2.9V).

4 .1.1 Power and Ground

Connections and
Decoupling

Testing and operating the M II CPU requires
the use of standard high frequency techniques
to reduce parasitic effects. The high clock
frequencies used in the M Il CPU and its output
buffer circuits can cause transient power surges
when several output buffers switch output
levels simultaneously. These effects can be
minimized by filtering the DC power leads with
low-inductance decoupling capacitors, using
low impedance wiring, and by utilizing all of
the Voc and GND pins. The M1 CPU
contains 296 pins with 25 pins connected to

PRELIMINARY
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Ve (2.9 volts), 28 pins connected to Vg
(3.3 volts), and 53 pins connected to Vgg
(ground).

4.1.2 Pull-Up/ Pull-Down

Resistors

Table 4-1 lists the input pins that are internally
connected to pull-up and pull-down resistors.
The pull-up resistors are connected to V- and
the pull-down resistors are connected to Vg When
unused, these inputs do not require connec-
tion to external pull-up or pull-down resis-
tors. The SUSP# pin is unique in that it is
connected to a pull-up resistor only when

SUSP# is not asserted.

Table 4-1. Pins Connected to Internal

Pull-Up and Pull-Down Resistors
SIGNAL | PIN NO. RESISTOR

BRDYC# 3 20-kQ pull-up

CKMULO Y33 20-k2 pull-down (see text)

CKMUL1 X34 20-k pull-up (see text)

Reserved AN35 | 20-kQ pull-down

Reserved W35 20-k pull-up

SMI# AB34 | 20-kQ pull-up

SUSP# Y34 20-kQ pull-up (see text)

TCK M34 20-k pull-up

TDI N35 20-kQ pull-up

T™S P34 20-kQ pull-up

TRST# Q33 20-k pull-up
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4.1.3 Unused Input Pins

All inputs not used by the system designer and
not listed in Thble 4-1 should be connected
either to ground or to Ve Connect active--
high inputs to ground through a 10 ko (+ 10%)
pull-down resistor and active-low inputs to
Ve through a 10 ko (= 10%) pull-up resistor
to prevent possible spurious operation.

4.1.4 NC and Reserved Pins

Pins designated NC have no intemal connec-
tions. Pins designated RESV or RESERVED
should be left disconnected. Connecting a
reserved pin to a pull-up resistor, pull-down
resistor, or an active signal could cause unex-
pected results and possible circuit malfunc-
tions.

4.2 Absolute Maximum

Ratings

The following table lists absolute maximum
ratings for the M II CPU processors. Stresses
beyond those listed under Table 4-2 limits may
cause permanent damage to the device. These
are stress ratings only and do not imply that
operation under any conditions other than
those listed under “Recommended Operating
Conditions” Table 4-3 (Page 4-3) is possible.
Exposure to conditions beyond Table 4-2 may
(1) reduce device reliability and (2) result in
premature failure even when there is no imme-
diately apparent sign of failure. Prolonged
exposure to conditions at or near the absolute
maximum ratings may also result in reduced
useful life and reliability.

Table 4-2. Absolute Maximum Ratings
PARAM ETER MIN M AX UNITS NOTES

Operating Case Temperature -65 110 °C Power Applied

Storage Temperature -65 150 °C

Supply Voltage, Vs -0.5 4.0 v

Supply Voltage, Voo -0.5 3.3 \'

Voltage On Any Pin -0.5 Vo +0.5 \Y% Not to exceed Vee3 max
Input Clamp Current, I 10 mA | Power Applied

Output Clamp Current, Ik 25 mA | Power Applied

PRELIM INARY
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4.3

Recommended Operating Conditions

Thble 4-3 presents the recommended operating conditions for the M II CPU device.

Table 4-3. Recommended Operating Conditions

PARAM ETER MIN MAX UNITS NOTES
Te Operating Case Temperature 0 70 °C Power Applied
Voes Supply Woltage (3.3 V) 3.135 3.465 \%
Voce Supply Voltage (2.9 V) 2.8 3.0 \%
Vig High-lLevel Input Voltage (except CLK) 2.00 3.55 A%
Vi CLKHigh-Level Input Voltage 2.0 5.5 \%
Vi, Low-Level Input Voltage -0.3 0.8 \%
Iog High-Level Output Current -1.0 mA | Vo=Vounm
Ior, Low-level Output Current 5.0 mA | Vo=Vorax
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4.4 DC Characteristics

Table 4-4. DC Characteristics (at Recommended Operating Conditions) 1 of 2

PARAM ETER MIN TYP MAX UNITS NOTES

Vor, lLow-level Output Voltage 04 A" Io, =5 mA

Vou High-Level Output Voltage 24 A" Iog=-1mA

I Inputleakage Current *15 MA | 0<VN<Vics
For Al pins (except those Note 1
listed in Thble 4-1).

Im  Input Leakage Current 200 MA | V=24V
For dll pins with internal Note 1
pull-downs.

In, Input Leakage Current -400 LA | V=045V
For all pins with internal pull-ups. Note 1

Cn  Input Capacitance 15 pF | f=1MHz*

Co VO Capacitance 25 pF | f=1MHz*

Cax CLK Capacitance 15 pF | f=1MHz*

*Note: Not 100% tested.
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Table 4-5. DC Characteristics (at Recommended Operating Conditions) 2 of 2
1CC2 1CC3
PARAM ETER M AX M AX UNITS NOTES
ICC Active ICC Notes 1, 2
75/225 MHz (M II -300) 7480 100 mA
66/233 MHz (M II -300) 7740 100
83/250 MHz (M I -333) 8350 100
ICCSVI Active ICC Notes 1, 2, 3
75/225 MHz (M II -300) 52 100 mA
66/233 MHz (M II -300) 54 100
83/250 MHz (M I -333) 57 100
ICC$ Standby ICC Notes 1, 2, 4
0 MHz (Suspended/CLK Stopped) 30 50.0 mA
Notes: 1. These values should be used for power supply design. Maximum I is determined using the worst-case instruction sequences and
functions at maximum Vec.
2. Frequency (MHz) ratings refer to the internal clock frequency.
3. All inputs at 0.4 or Vg - 0.4 (CMOSlevels). All inputs held static except clock and all outputs unloaded (static I =0 mA).
4. All inputs at 0.4 or Vg - 0.4 (CMOS levels). All inputs held static and all outputs unloaded (static Iopr =0 mA).
Table 4-6. Power Dissipation
POW ER
PARAM ETER UNITS NOTES
TYP MAX
Active Power Dissipation Note 1
75/225 MHz (M II -300) 12.5 20.7 W
66/233 MHz (M II -300) 13.0 21.6
83/250 MHz (M I -333) 14.0 23.3
Suspend Mode Power Dissipation Notes 1, 2
75/225 MHz (M II -300) 0.150 W
66/233 MHz (M II -300) 0.152
83/250 MHz (M I -333) 0.157
Standby Mode Power Dissipation Notes 1, 3
0 MHz (Suspended/CLK Stopped) 0.070 W
Notes: 1. Systems must be designed to thermally dissipate the maximum active power dissipation. Maximum power is determined using the

worst-case instruction sequences and functions with Vec2 =2.9 Vand Vee3 =3.3 V.

2. Allinputs at 0.4 or Vog - 0.4 (CMOS levels). All inputs held static except clock and all outputs unloaded (static Iy =0 mA).
3. Allinputs at 0.4 or Vg - 0.4 (CMOSlevels). All inputs held static and all outputs unloaded (static Ioyr =0 mA).

PRELIMINARY




.
C Ix AC Characteristics
Advancing the Standards

4.5 AC Characteristics

Tables 4-7 through 4-12 (Pages 4-8 through
4-11) lList the AC characteristics including
output delays, input setup requirements, input
hold requirements and output float delays.
These measurements are based on the
measurement points identified in Figure 4-1
(Page 4-7) and Figure 4-2 (Page 4-8). The rising
clock edge reference level Vggg and other

reference levels are shown in Thble 4-7. Input
or output signals must cross these levels during

testing.

Fgure 4-1 shows output delay (A and B) and
input setup and hold times (C and D). Input
setup and hold times (C and D) are specified
minimums, defining the smallest acceptable
sampling window a synchronous input signal
must be stable for correct operation.

The JTAG AC timing is shown in Table 4-13

(Page 13) supported by Figures 4-6 (Page
4-13) though 4-8 (Page 4-14).
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Vi —

k@ Vg N N\ Vi
IKV\{E?7/—\—/ R

ILD

OUTPUTS: Outputn %W/ / {‘ﬁw Xi]gut nel
NS . /// Vor E%‘% %}V///

LEGEND: A - Maximum Output Delay Specification
B- Minimum Output Delay Specification
C - Minimum Ihput Setup Specification
D - Minimum Input Hold Specification

1709406

Figure 4-1. Drive Level and Measurement Points for Switching Characteristics

Table 4-7. Drive Level and Measurement
Points for Switching Characteristics

SYMBOL V(?II;'I'II;\SC; E
Vieer 15
VD 2.3

Note: Refer to Figure 4-1.
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Table 4-8.

Clock Specifications
TCASE =0°C to 70°C, See Figule4-2

®
AC Characteristics

60-MHz BUS 66 -MHz BUS 75-MHz BUS 8 3-MHz BUS
PARAMETER UNITS
MIN M AX MIN MAX MIN M AX MIN MAX
f |CLK Frequency 60 66.6 75 83 MHz
T1 |CLK Period 16.67 15.0 13.33 12.0 ns
T2 |CLK Period Sability +250 +250 +250 +250 ps
T3 |CLK High Time 4.0 4.0 4.0 4.0 ns
T4 |CLKIow Time 4.0 4.0 4.0 4.0 ns
T5 |CLKFall Time 0.15 15 0.15 1.5 0.15 15 0.15 1.5 ns
T6 |CLK Rise Time 0.15 15 0.15 1.5 0.15 15 0.15 1.5 ns
- T1 »>
VH_I(MIN) JE—
Veer, —
VIHMAX) —_ —
CLK
T6 T5
1740502
Figure 4-2. CLK Timing and Measurement Points
4-8 PRELIMINARY
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Table 4-9.
C1,=50 pE T . = 0°C to 70°C, See Figure 4-3

Output Valid Delays

60-MHz BUS| 66-MHz BUS|75-MHz BUS| 83-MHz BUS
PARAM ETER UNITS
MIN | MAX | MIN | MAX | MIN | MAX | MIN | MAX
T7a |A31-A3 1.0 7.0 1.0 6.3 10 6.3 1.0 5.7 ns
T7b | BE7#-Bi0#, CACHE#, D/C#, 1.0 7.0 1.0 7.0 10 7.0 1.0 6.0 ns
LOCK#, PCD, PWT, SCYC,
SMIACT#, W/R#
T7c | ADSH 1.0 7.0 1.0 6.0 10 6.0 1.0 5.5 ns
T7d | MAO# 1.0 7.0 1.0 59 10 59 1.0 5.5 ns
T8 | ADSC# 1.0 7.0 1.0 7.0 10 7.0 1.0 6.5 ns
9 |AP 1.0 8.5 1.0 8.5 10 8.5 1.0 7.5 ns
T10 | APCHK#, PCHK#, FERR# 1.0 8.3 1.0 7.0 10 7.0 1.0 6.5 ns
T11 | D63-D0, DP7-DR) (Write) 1.3 7.5 13 7.5 13 7.5 13 7.0 ns
T12a | HIT# 1.0 8.0 1.0 6.8 10 6.8 1.0 6.0 ns
T12b | HITVE 11 6.0 11 6.0 11 6.0 11 5.5 ns
T13a | BREQ 1.0 8.0 1.0 8.0 1.0 8.0 1.0 7.0 ns
T13b | HIDA 1.0 8.0 1.0 6.8 10 6.8 1.0 6.0 ns
T14 | SUSPA# 1.0 8.0 1.0 8.0 10 8.0 1.0 7.0 ns
Tx Tx Tk Tx
CIK
MINj MAX
< » T7-T14
OUTPUTS VALID n N\\W VAIID n+1
1740900
Figure 4-3. Output Valid Delay Timing
PRELIM INARY 4-9
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Table 4-10. Output Float Delays
Cr,=50pE T = 0°C to 70°C, See Figure 4-5

60-MHz BUS|6 6-MHz BUS|75-MHz BUS| 83-MHz BUS
PARAM ETER UNITS
MIN [ MAX | MIN [ MAX | MIN | MAX [ MIN | MAX
T15(A31-A3, ADSH, 10.0 10.0 10.0 100 | ns
BE7#-BED#, CACHE#,
D/C#, LOCK#, FCD,
PWT, SCYC, SMIACT¥,
W/R#
T16|AP 10.0 10.0 10.0 100 | ns
T17/D63-D0, DP7-DPO (Write) 10.0 10.0 10.0 100 | ns
Tx Tx Tk Tx
CIK

MAX
T15- T17 |MIN N

e —l

oumurs S\

1741000

Figure 4-4. Output Float Delay Timing
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Table 4-11. Input Setup Times
T ose = 0°C to 70°C, See Figure 4-5
60-MHz | 66-MHz | 75-MHz | 83-MHz
SYM BOL PARAM ETER BUS BUS BUS BUS |UNITS
MIN MIN MIN MIN

T18a |A20MH#, 5.0 5.0 3.3 3.0 ns

T18b |FLUSH#, IGNNE#, SUSP# 5.0 5.0 3.3 3.0 ns

T19a |AHOLD, BOFF# 5.0 5.0 3.3 3.0 ns

T19 |HOLD 5.0 5.0 3.3 3.0 ns

T20 |(BRDY# 5.0 5.0 3.3 3.0 ns

T21 |BRDYC# 5.0 5.0 3.3 3.0 ns

T22a |A31-A3, AR BE7#-BE0#, 5.0 5.0 3.3 3.0 ns

T22b |AP 5.0 5.0 3.3 3.0 ns

T22¢ |D63-DO0 (Read), DP7-DP0 (Read) 3.0 3.0 3.0 2.7 ns

T23a |EADSH 5.0 5.0 5.0 4.5 ns

T23b |[INV 5.0 5.0 5.0 4.5 ns

T24 |INTR, NMI, RESET, SMI#, WM_RST| 5.0 5.0 5.0 4.5 ns

T25a |EWHE#, NA#, WBWT# 45 4.5 3.0 2.7 ns

T25b |KEN# 45 4.5 3.0 2.7 ns

Table 4-12. Input Hold Times
T e = 0°C to 70°C, See Figure 4-5
60-MHz 6 6 -MHz 75-MHz 83-MHz
SYM BOL PARAM ETER BUS BUS BUS BUS UNITS
MIN MIN MIN MIN
T27 | A20M#, FLIUSH#, IGNNE#, SUSP# 1.0 1.0 1.0 1.0 ns
T28a | AHOLD, BOFF# 1.0 1.0 1.0 1.0 ns
T28b |HOLD 1.0 1.0 1.0 1.0 ns
T29 |BRDY# 1.0 1.0 1.0 1.0 ns
T30 |BRDYC# 1.0 1.0 1.0 1.0 ns
T31a |A31-A3, AP BE7#-BEO#, 1.0 1.0 1.0 1.0 ns
T31lb |[AP 1.0 1.0 1.0 1.0 ns
T31c |D63-DO0 (Read), DP7-DPO (Read) 2.0 15 1.5 15 ns
T32 |EADSH#, INV 1.0 1.0 1.0 1.0 ns
T33 |INTR, NMI, RESET, SMI#, WM_RST' 1.0 1.0 1.0 1.0 ns
T34 | EWBE#, KEN#, NA#, WBW'T# 1.0 1.0 1.0 1.0 ns
PRELIMINARY 4-11
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CIK

TIS-T26 | T27-T35
SETUR e HOID—>-|

NN AN

1740600

Figure 4-5. Input Setup and Hold Timing
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Table 4-13. JTAG AC Specifications

SYMBOL PARAMETER ALL BUS FREQUENCIES UNITS FIGURE
MIN MAX
TCK Frequency (MHz) 20 ns
T36 TCK Period 50 ns 46
T37 TCK High Time 25 ns 4-6
T38 TCK Low Time 25 ns 4-6
T39 TCK Rise Time 5 ns 4-6
T40 TCK Fall Time 5 ns 4-6
T41 TDO Valid Delay 3 20 ns 4-7
T42 Non-test Outputs Valid Delay 3 20 ns 4-7
T43 TDO Float Delay 25 ns 4-7
T44 Non-test Outputs Float Delay 25 ns 4-7
T45 TRST# Pulse Width 40 ns 4-8
T46 TDI, TMS Setup Time 20 ns 4-7
T47 Non-test Inputs Setup Time 20 ns 4-7
T48 TDI, TMS Hold Time 13 ns 4-7
T49 Non-test Inputs Hold Time 13 ns 47
- 136 >
Vin
Veer
Vi,
TCK
1741102
Figure 4-6. TCK Timing and Measurement Points
PRELIMINARY 4-13
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1.5V
o T\
Tas | T48
ToI
™S AR
Ta1 T43
4P <>
o o —
T42 Ta4
oUTPUT
SIGNALS A X F
T4z T49
INPUT it
S 1101
1740400

Figure 4-7. JTAG Test Timings

TRST# [ W3V

1741200

Figure 4-8. Test Reset Timing
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Mechanical Specif ions

5.0 MECHANICAL SPECIFICATIONS
5.1 296 -Pin SPGA Package

The pin assignments for the M II CPU in a 296-pin SPGA package are shown in Figure 5-1.
The pins are listed by signal name in Table 5-1(Page 5-3) and by pin number in Thble 5-2 (Page
5-4). Dimensions are shown in Figure 5-2 (Page 5-5) and Thble 5-3 (Page 5-6).
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Figure 5-1. 296-Pin SPGA Package Pin Assighments
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Figure 5-2. 296-Pin SPGA Package Pin Assighments (Bottom View)
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Table 5-1. 296-Pin SPGA Package Sighal Names Sorted by Pin Number

Pin Signal |Pin Signal |Pin Signal |Pin Signal |Pin Signal |Pin Signal
A3 NC C29 D21 B5 D2 U35 Vss AE35 NC Al21 A20
A5 D41 C31 D17 B7 Vee3 U37 Vee3 AE37 Vee3 AI23 Al8
A7 Vee2 C33 Di4 K2 Vss V2 Vss AF2 Vss AI25 Al6
A9 Vee2 C35 D10 K4 D59 V4 AHOID AF4 PCHEK# AI27 Al4
All Vee2 C37 D9 K34 DO V34 SUSPH AF34 A21 AI29 Al2
Al13 Vee2 D2 D50 K36 Vss V36 Vss AF36 Vss Al31 All
Al5 Vee2 D4 D48 L1 Vee2 W1 Vee2 AG1 Vee2 AI33 A7
A17 Vee2 D6 D44 L3 D61 W3 EWEE# AG3 SMIACTH# | AL35 A3
A19 Vee3 D8 D40 L5 D60 W5 KEN# AG5 FCD AI37 Vss
A21 Vee3 D10 D39 L33 Vee3 W33 SUSPA# AG33 A7 AM2 ADSCH#
A23 Vee3 D12 D37 L35 NC W35 CIKMUL2 | AG35 A24 AM4 EADSH
A25 Vee3 Di4 D35 L37 Vee3 W37 Vee3 AG37 Vee3 AM6 ‘W/R#
A27 Vee3 Di6 D33 M2 Vss X2 Vss AH2 Vss AMB Vss
A29 Vee3 D18 DPF3 M4 D62 X4 BRDY# AH4 LOCK# AMIO  Vss
A31 D22 D20 D30 M34 TCK X34 CIKMUL1 | AH34 A26 AMI12  Vss
A33 D18 D22 D28 M36 Vss X36 Vss AH36 A22 AM14  Vss
A35 D15 D24 D26 N1 Vee2 Y1 Vee2 ATl BREQ AMI16  Vss
A37 NC D26 D23 N3 D63 Y3 BRDYC# AB HIDA AMI18  Vss
B NC D28 D19 N5 DF7 Y5 NA# Ab ADSH AM20  Vss
B D43 D30 DP1 N33 TDO Y33 CLKMULO |AB3 A31 AM22  Vss
B6 Vss D32 D12 N35 TDI Y35 NC AB5 A25 AM24  Vss
B3 Vss D34 D8 N37 Vee3 Y37 Vee3 AB7 Vss AM26  Vss
B10 Vss D36 DR P2 Vss 72 Vss ARK2 AP AM28  Vss
B12 Vss E1 D54 P4 NC 74 BOFF# AK4 D/C# AMBO  Vss
Bl4 Vss E3 D52 P34 ™S 734 NC AK6 HIT# AMB2 A8
B16 Vss B D49 P36 Vss 736 Vss AKB A20M# AMB4 M
B18 Vss E7 D46 Q1 Vee2 AA1 Vee2 AKI10 BEl# AMB6 A30
B20 Vss O D42 Q3 MO AA3 NC AK12 BE3# AN1 NC
B22 Vss E33 D7 Q5 FERR# AA5 WBWTH# AK14 BEb# AN3 NC
B4 Vss E35 D6 Q33 TRST# AA33 WM_RST | AKl16 BET# AN5 NC
B26 Vss E37 Vee3 Q35 NC AA35 IGNNE# AK18 CIK AN7 FLUSH#
B28 Vss F2 DR Q37 Vee3 AA37 Vee3 ARK20 RESET AN9 Vee2
B30 D20 F4 D51 R2 Vss AB2 Vss ARK22 A19 AN11 Vee2
B32 Di6 F6 DFs R4 PV AB4 HOID ARK24 A17 AN13 Vee2
B34 D13 F34 D5 R34 NC AB34 SMIT# AK26 Al5 AN15 Vee2
B36 D11 F36 D4 R36 Vss AB36 Vss ARK28 A13 AN17 Vee2
C1 NC G1 Vee2 S1 Vee2 AC1 Vee2 AK30 A9 AN19 Vee2
C3 D47 G3 D55 S3 NC AC3 NC AK32 A5 AN21 Vee3
C5 D45 G5 D53 S5 NC AC5 NC AK34 A29 AN23 Vee3
c7 DRt G33 D3 S33 NC AC33 NMI AK36 A28 AN25 Vee3
C9 D38 G35 D1 S35 NC AC35 NC ALl Vec2DET | AN27 Vee3
Cl11 D36 G317 Vee3 S37 Vee3 AC37 Vee3 AI3 PWT AN29 Vee3
C13 D34 H2 Vss T2 Vss AD2 Vss Al5 HITMV# AN31 A10
C15 D32 H4 D56 T4 MI/O# AD4 NC AL7 NC AN33 A6
C17 D31 H34 NC T34 Vee3 AD34 INTR AI9 BEO# AN35 VCC2H/L#
C19 D29 H36 Vss T36 Vss AD36 Vss All11l B2# AN37 Vss
C21 D27 Jl Vee2 U1 Vee2 AE1 Vee2 AL13 BEA#

C23 D25 B D57 U3 CACHE# AE3 NC ALl5 Bb#

C25 DR2 b D58 Us INV AE5 APCHK# AL17 LYC

C27 D24 B3 NC 033 Vee3 AE33 A23 AL19 NC
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Table 5-2. 296-Pin SPGA Package Sighal Names Sorted by Signal Names

Signal Pin Signal Pin | Signal Pin | Signal Pin | Signal Pin | Signal Pin
A3 Al35 CIKMUL1 X34 D47 C3 NC 33 Vee2 AAl Vss m»6
AL AM34 CIKMUL2 W35 D48 D4 NC S5 Vee2 AC1 Vss »8
Ab AK32 D/C# AK4 D49 B NC $33 Vee2 AE1 Vss 0
A6 AN33 Do K34 D50 D2 NC S35 VCC2H1# AN5 Vss H36
A7 AI33 D1 G35 D51 F4 NC Y35 Vee2 AG1 Vss K2
A8 AM3B2 D2 B5 D52 E3 NC 734 Vee2 ANO Vss K36
A9 AK30 D3 G33 D53 G5 NC AA3 Vee2 AN11 |Vss M2
Al10 AN31 D4 F36 D54 E1 NC AC3 Vee2 AN13 | Vss M36
All Al31 D5 F34 D55 G3 NC AC5 Vee2 AN15 | Vss P2
Al2 Al29 D6 E35 D56 H4 NC AC35 | Vee2 AN17 |Vss P36
Al3 AK28 D7 E33 D57 B NC AD4 Vee2 AN19 |Vss R2
Al4 AL27 D8 D34 D58 8 53 NC AE3 Veed A19 Vss R36
Alb AK26 Do C37 D59 K4 NC AE35 | Vee3 A21 Vss T2
Al6 Al25 D10 C35 D60 15 NC AL7 Veed A23 Vss T36
Al7 AR24 Di1 B36 D61 13 NC AL19 Veed A25 Vss U35
Al8 Al23 D12 D32 D62 M4 NC AN1 Veed A27 Vss V2
A19 AR22 D13 B34 D63 N3 NC AN3 Veed A29 Vss V36
A20 Al21 D14 C33 DR D36 NC AN5 Veed E37 Vss X2
A20VE# AKS8 D15 A35 DP1 D30 NMI AC33 | Vee3 G37 Vss X36
A21 AF34 D16 B32 DP2 C25 FCD AG5 Veed B7 Vss 72
A22 AH36 D17 C31 DP3 D18 PCHEK# AF4 Veed 133 Vss 736
A23 AE33 D18 A33 DP4 Cc7 PMD Q3 Veed 137 Vss AR
A24 AG35 D19 D28 DP5 e PM1 R4 Veed N37 Vss AB36
A25 AB5 D20 B30 Db6 2 PWT Al3 Veed Q37 Vss AD2
A26 AH34 D21 C29 DP7 N5 RESXET AK20 | Vee3 837 Vss AD36
A27 AG33 D22 A3l EADSH AM4 LYC AL17 | Vee3 T34 Vss AF2
A28 AK36 D23 D26 EWBE# w3 SMVIE# AB34 | Vee3 U33 Vss AF36
A29 AK34 D24 c27 FERR# Q5 SMIACT# AG3 Veed 37 Vss AH2
A30 AM36 D25 c23 FLUSI# AN7 SUSP# V34 Veed W37 Vss AB7
A3l AB3 D26 D24 HIT# AK6 SUSPA# w33 Veed Y37 Vss AL37
ADSH Ab D27 c21 HITM# Alb TCK M34 Veed AA37 | Vss AMB
ADSC# AM2 D28 D22 HLDA AB TDI N35 Veed AC37 | Vss AM10
AHOID V4 D29 C19 HOILD ABt TDO N33 Veed AE37 | Vss AM12
AP AR2 D30 D20 IGNNE# AA35 | TMS P34 Veed AG37 |Vss AM14
APCHE# AE5 D31 C17 INTR AD34 | TRST# Q33 Veed AN21 | Vss AM16
BED# A9 D32 C15 INV U5 Vee2 A7 Veed AN23 | Vss AM18
BE1# AK10 D33 D16 KEN# Wb Vee2 A9 Veed AN25 | Vss AM20
BE2# Alll D34 C13 LOCK# AH4 Vee2 All Veed AN27 | Vss AM22
BE3# AK12 D35 D14 MI/O# T4 Vee2 Al3 Veed AN29 | Vss AM24
BEL# Al13 D36 C11 NA# Y5 Vee2 Alb Vec2DET All Vss AM26
BEb# AKl14 D37 D12 NC A3 Vee2 Al7 Vss B Vss AM28
BEG# All5 D38 c9 NC A37 Vee2 Gl Vss B Vss AMB0
BE7# AK16 D39 D10 NC B Vee2 J1 Vss B10 Vss AN37
BOFF# 74 D40 D8 NC C1 Vee2 11 Vss B12 W/R# AM6
BRDY# X4 D41 Ab NC H34 Vee2 N1 Vss Bi4 WBWT# AA5
BRDYC# Y3 D42 B NC B3 Vee2 Q1 Vss B16 WNMLRST AA33
BREQ Al D43 Bt NC 135 Vee2 S1 Vss B18
CACHE# U3 D44 D6 NC P4 Vee2 U1 Vss B0
CLK AK18 D45 C5 NC Q35 Vee2 w1 Vss »2
CLKMULIO Y33 D46 E7 NC R34 Vee2 Yl Vss B4
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Table 5-3. 296-Pin SPGA Package A

DESCRIPTION OF M ILLIM ETERS INCHES
SYMBOL M EASURMENT MIN MAX MIN MAX
A Seating plane to highest point on heat 3.43 434 0.135 0.171
spreader
Al Seating plane to highest point on 2,51 3.07 0.099 0.121
package
B Pin diameter 0.43 0.51 0.017 0.020
D Overall package dimension 49.28 49.91 1.940 1.965
D1 Outer pin center to outer pin center 4547 45.97 1.790 1.810
D2 Vert. and hoz. heat spreader, 3137 32.13 Sq. 1.235 1.265
measured edge to edge.
D3 "Top metalization vert. and hoz., 33.43 34.42 1.316 1.355
measured edge to edge
D4 "Top metalization to top edge. 7.49 6.71 0.295 0.264
K Hrst row/column linear pin spacing 241 2.67 0.095 0.105
O Next row/column linear pin spacing 114 140 0.045 0.055
G Linear chamfer distance 152 2.29 0.060 0.090
L Pin length, tip to seating plane 297 3.38 0.117 0.133
S1 Outer pin center to edge of package 165 2.16 0.065 0.085
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Table 5-4. 296-Pin “Flip-Chip C4” SPGA Package B Dimensions
SYM BOL M ILLIM ETERS INCHES

MIN MAX MIN MAX
A 3.80 4.50 0.150 0.177
Al 1.62 1.98 0.064 0.078
B 0.43 0.51 0.017 0.020
D 49.28 49.91 1.940 1.965
D1 45.47 45.97 1.790 1.810
D2 36.75 X. 37.25 &. 1.447 1.467
E 241 2.67 0.095 0.105
B2 1.14 1.40 0.045 0.055
G 1.52 2.29 0.060 0.090
L 297 3.38 0.117 0.133
S1 1.65 2.16 0.065 0.085
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Thermal Resistances

Three thermal resistances can be used to idealize the heat flow from the junction of the M I CPU
to ambient:

= thermal resistance from junction to case in °C/W
0 g = thermal resistance from case to heatsink in °C/W,
Bga = thermal resistance from heatsink to ambient in °C/W,
0 =Ocg + Ogp, thermal resistance from case to ambient in °C/W.
To =Ta + P 8¢p (where Ty = ambient temperature and P = power applied to the CPU).

To maintain the case temperature under 70°C during operation 64 can be reduced by a heat-
sink/fan combination. (The heatsink/fan decreases 6 by afactor of three compared to using a
heatsink alone.) The required 6 to maintain 70°C is shown in Table 5-4. The designer should
ensure that adequate air flow is maintained to control the ambient temperature ('Ty).

Table 5-3. Required Ogy to Maintain 70°C Case Temperature

Frequency Power* Gm For Different Ambient Temperatures
(MHz) (W) 25°C | 30°C | 35°C | 40°C | 45°C
150 16.7 2.68 2.39 2.09 1.79 1.49
166 18.1 2.48 2.20 1.92 1.65 1.37
188 20.6 2.17 1.93 1.69 1.45 1.20
200 22.0 2.4 1.81 1.58 1.35 1.13
225 24.9 1.87 1.66 1.45 1.24 1.03
233 25.5 1.81 1.61 1.41 1.20 1.00
250 27.6 1.63 1.45 1.27 1.09 0.91

*Note: Power based on Max Active Power values from Table 4-6, Page 4-5.
Referto the Cyrix Application AP105 titled “Thermal Design Considerations” for more information.

Atypical 9y value for the M II 296-pin PGA-package value is 0.5 °G/W.
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Ordering Information

MI -300 G P

Device Name
MO

Performance

Package Type
G = PGA Package

Temperature Range
P= Commercial

1740002

Note: For further information concerning Rerformance Ratings, visit our website at www.cynix.com.
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The Cyrix M II CPU part numbers are listed below.

Cyrix M lI™Part Numbers

PART NUM BER cLock FRE(E'L:FZ'; “
MULTIPLIER BUS INTERNAL

MTI - 300GP 3.0 75 225

MTI - 300GP 35 66 233

MTI - 333GP 3.0 83 250
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