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INTRODUCTION

The Intel Memory Design Handbook contains
information on the use of Intel's memory components
and support circuits in system application. It is intended
to aid the system designer to gain a thorough
understanding of the operation and characteristics of
Intel memory components in a system environment.

The Handbook contains six major sections:

1. An overview, which discusses the evolution of various
members of the semiconductor memory family.

2. Random Access Memories, which discusses the Intel
16K, 4K family of dynamic RAMSs, and both high speed and
low power Static 1K RAMSs.

3. Read Only Memories, which discusses the Intel
bipolar and MOS families of fusible link and Erasable
Programmable Read Only Memories, including the
newest 5V 16K device, the Intel® 2716.

4. Serial Memories, which discusses the operation of
Charge Coupled Devices (CCD’s) and the information
necessary to design several systems with them.

5. Support Circuits, which discusses the use of the
various refresh controllers and drivers that are available
as companion devices to the Intel storage devices.

6. Appendix, which contains reprints of several
previously published articles that are pertinent to the
devices discussed elsewhere in the handbook.

The Intel Data Catalog is intended to be a companion to
the handbook, as it contains detailed specifications of
all of Intel's storage devices. You may request a copy of
the Data Catalog from the nearest Intel Sales Office or
distributor listed on the inside back cover.

Bob Greene
Application Engineering

ON THE COVER:

The cover represents the entire process of designing a
semiconductor memory.

1. During the process of manufacture, each
semiconductor memory is “laid out” in @ manner similar
to that used in printed circuit boards, with a different
mask used for each step to control etching, metal
deposition, etc. This rendering illustrates a reduced
segment of a mask used in manufacturing an Intel
dynamic RAM.

2. In order to interconnect the storage and control
devices to make an operational memory system, a
printed circuit board must be designed. This photo
represents the composite (component side and solder
side) layout used by designers to check the electrical
integrity of the circuit connections. Detailed memory
storage card layouts are presented in several sections of
this handbook.

3. No system is complete without a logic diagram of the
control portion. The correct implementation of control
logic is absolutely necessary to proper operation of any
storage system. NOR gates, NAND gates, as well as
other TTL logic elements are the building blocks used
in designing the control and interface portions of a
storage system.

4. The finished storage card will resemble this photo of
the Intel in-1611 Basic Storage Module, designed and
manufactured by the Memory Systems Division of Intel.
The in-1611 uses the Intel® 2116 as the basic storage
element. The card is available in either 64Kx18 bit or
128Kx9 bit configurations, and can be used in systems
requiring up to 384Kx72 bit storage systems utilizing the
Intel in-Unichassis.

5. The proof of any storage system is in its
performance. Using a high speed oscilloscope, this
photograph was taken of an access cycle on an Intel®
2115, a high speed 1K static RAM. The address is
shown as the top trace, and the bottom trace is the Data
Out signal. This particular device shows an access time
of approximately 15 nanoseconds at room temperature.

Intel Corporation assumes no respensibility far the use of any circuitry other than cicuitry embudied in an intel product. No other circuit patent licenses are implied
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OVERVIEW

OVERVIEW

Developments in the semiconductor industry dur-
ing the last six years have resulted in a major shift
in the type of storage technology used in digital sys-
tems. Semiconductor memories used today are low-
er in cost, higher in density, faster in access and
cycle time, higher in reliability and more modular
in incremental size than the comparable core mem-
ory modules that are available. The advantages of
semiconductor memories have been so widely ac-
cepted that semiconductor memory shipments will
exceed core memory shipments in 1975. The curves
shown in Figure 1 show this change in the memory
market place and the increasing importance of semi-
conductor memory.

SEMICONDUCTOR MEMORIES

Semiconductor memories are divided into three
broad categories as shown in Figure 2. With two
exceptions, each of these three generic categories
can be implemented with either of the two major
semiconductor technologies: MOS or bipolar. These
exceptions are the CCDs (Charge Coupled Devices)
and EPROMs (Erasabie Programmabie Read-Only
Memories) which are uniquely implemented with
MOS technology.

Random Access Memories
No other area of semiconductor memory has grown

as rapidly and as large as that of random access
memories. Leading the way in the explosive growth
of RAMs are the MOS devices. One of the reasons
for the wide acceptance of such devices has been
the increasing bit density of MOS devices. The den-
sity has been quadrupling on the average of every
two years as shown by the graph in Figure 3.

In 1969, Intel introduced the 1101, a 256 x1 bit
static MOS random access memory (RAM). This de-
vice was designed primarily for small buffer storage

applications where 256 word modularity, low over-
head support cost, and ease of use were important
design objectives. :

In 1971, Intel introduced the 1103, a 1K x 1 bit
dynamic MOS RAM. The 1103 offered a 4:1 den-
sity improvement along with a 4:1 speed improve-
ment over the 1101. The 1103 was the first semi-
conductor memory element to be speed and cost
competitive with core memory systems; which ex-
plains the fact that the 1103 is the largest volume
semiconductor memory device ever produced.
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3, Intel introduced the first 4K dynamic
NMOS memory, the 2107. This product was sub-
sequently improved and is known as the 2107B,
which has become the industry standard for 4K
RAMs in 22 pin packages. In addition, Intel now
offers the 2104A, which has reduced the package
size for a 4K RAM to a standard 16 pin package.
The 2104A, in integrating many of the support cir-
cuits internal to the device, has produced an im-
provement in ease of use. P-channel 1K RAMs, with
their MOS level inputs, required high voltage TTL-
MOS drivers on all input pins. Their low level sig-
nal cutput required the use of external sense amp-
lifiers. These overhead devices have been integrated
onto the 4K 2104A chip such that all input and out-
puts are fully TTL compatible. The trend has been
and continues to be toward denser, faster, and easier
to use semiconductor memory devices.

Z,

In 1977 Intel introduced the 2116, a 16-pin 16K
dynamic RAM with latched outputs, thus continu-
ing the evolution shown in Figure 3. This RAM is
also TTL compatible on all inputs and outputs, and
can be plugged directly into 2104A sockets, pro-
viding a 4:1 increase in density.

While dramatic improvements have been made in
MOS dynamic memories (such as the 1103 and
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2107A, 2107B, 2104A), equal improvements have
been made in high density static, TTL compatible
memories. This family of devices, such as the 2102A,
2101A, 2111A, 2112A, 2114, 2115A, 2147, and
the CMOS 5101 has greatly increased the ease of
use of memories in systems which do not require a
large amount of memory. These static RAMs (like
the dynamic RAMs) are continuing to expand to
include faster devices.

Read Only Memories

The Read Only Memory, like the random access
memory, has gone through evolutionary changes in
a short period of time. Innovations in bipolar and
MOS technology have resulted in programmable and
eraseable programmable ROMs, called PROMs and
EPROMs respectively. These two types of devices
have greatly increased the usefulness and accept-
ability of Read Only Memories in system applica-
tions.

One of the most unique devices in the ROM famil(:)/
is the eraseable PROM (EPROM) such as the Intel
1702A, 2708, and 2716. These devices, which have
bit densities of 2K, 8K, and 16K respectively, offer
the system designer maximum flexibility in chang-
ing program instructions etc. in the development of
their systems.

Other user programmable device types (not erasable)
are the Intel® 3601, 3602 and 3604 family of bi-
polar PROMs. These devices offer the system de-
signer very fast access times along with the ability
to change programs ““in-house’ by merely replacing
an old PROM with a newly programmed PROM.

Since their introduction in 1971, MOS EPROMs
have undergone evolution similar to dynamic RAMs,
only at a somewhat slower rate. Figure 4 indicates
that their density doubles approximately every
two years.

To maintain compatibility with the new generation
of microprocessors which have a 5V technology, in
1977 Intel introduced the 2716, a 2K by 8 bit UV
eraseable PROM, which requires only a single power
supply for normal operation. In addition, pro-

gramming was simplified and now resembles a bi-
polar PROM type of programming; after raising
programming supply to +26 volts, addresses can be
programmed in random order; with all signals being
TTL compatible, including the address data and
program pulse-inputs. Erasure requirements remain
the same as the 2708—15w sec/cm2.

In addition to the 2716, true mask ROM replace-
ment is now available in the form of -the Intel
2316E. When the programmable Chip Select inputs
are selected in accordance with the suggested pin-
out in the Intel 1977 Data Catalog, the 2316E can
plug directly into the 2716 socket, with no need to
relayout the board. In addition, a system designed
for use with the 2316E can be “customized” for
OEM special systems by programming them with
the custom data pattern and inserting them in the
2316E sockets, either at time of manufacture or in
the field.

All of the Intel PROM family of devices has a
counter-part in ROM (non alterable or mask pro-
grammable) form. These devices are generally used
in systems which are in mass production.

Serial Memories

One of the most exciting new memory products to
be recently introduced is the Intel® 2416, a 16K
charge coupled device (CCD). The high density and
low cost of this device makes it very attractive for
use in “drum” replacement type systems as well as
terminal and minicomputer applications.

To facilitate the use of the 2416, Intel now offers
the 5244, a clock driver that minimizes the prob-
lems of manipulating the 4 clock inputs by 1) pro-
viding TTL inputs and 2) providing output rise
time control and 3) providing ‘“‘cross coupling”
control to minimize intercoupling between phases.
One 5244 will drive 4 2416’s or provide storage
and transfer clock control for a total of 64K bits.

This handbook contains a detailed explanation of
the use of the 2416 in a system environment. The
significance of the unique organization of the 2416
is also fully explored so that the designer may take
maximum advantage of its characteristics.

¥
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2116

Application of the
Intel’ 2116 16K RAM

Jim Coe
Application Engineering
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2116

INTRODUCTION

The Intel® 2116 is a 16,384 word by 1 bit dynamic
random access memory. The 2116 is fabricated
using Intel’s proven two-layer polysilicon, n-channel
silicon gate MOS technology. The device is packaged
in a standard 16-pin DIP. The pin configuration
and logic symbol are shown in Figure 1.

PIN CONFIGURATION LOGIC SYMBOL

Vaad 1 16 :]Vss — %
—d A
]
On| |2 15 CAS
O ] _a,
we[_|3 14| Jogur i, opb—
Aas e 13 ]a, — A
2116 A
Ao[:s 12 :]Ag Doyt b—
— %
N
—o|ras
Al 10[7]a —dcas
VDD[: 8 9 :] Vee —qwe
PIN NAMES
Ay g ADDRESS INPUTS [ WE__ WRITE ENABLE
COLUMN ADDRESS STROBE | Vg POWER (-5V)
Dy _ DATAIN Vg, POWER (+5V]
Douy  DATAOUT Vpp  POWER (112V]
RAS __ ROW ADDRESS STROBE Vgs  GROUND

Figure 1. 2176 Pin Assignments

The 2116 operates with three power supplies rela-
tive to ground: Vpp (+12V), VBB (-5V), and'VCC
{(+3V). The V(CC supply is connected only to the
output buffer of the 2116 and may be turned off

during power down (battery back-up) operation.

The 2116 is designed to be compatible with the
industry standard 16-pin 4K RAM, the Intel®
2104A. This compatibility allows a single system
design for both the 4K and 16K devices provid-
ing for memory expansion without additional
engineering.

The use of the 16-pin package is made possible by
multiplexing the 14 address bits (required to ad-
dress 1 of 16,384 bits) into the 2116 on 7 address
input pins. The two 7-bit address words are latched
into the 2116 by the two TTL clocks, Row Address
Strobe (RAS) and Column Address Strobe (CAS).
Non-critical clock timing requirements allow use of
the multiplexing technique while maintaining high
performance.

Data is stored in the 2116 in single transistor, dyna-
mic storage cells. The storage cells require refresh-
ing for data retention. Refreshing is accomplished
by performing a memory cycle at each of the 128
row addresses every 2 milliseconds.

The purpose of this Application Brief is to describe
the basic internal operation of the 2116 and to out-
line the areas in design which allow a 2104A/2116
compatible memory system.

Device Internal Operation

Operation of the 2116 is most easily understood
with the aid of the block diagram shown in Figure
2. As is shown in this figure, the 2116 is arranged
as two 8192-bit storage arrays sharing a common
set of column address decoders and a common I/O
bus. Each array is arranged in a 64 row by 128
column matrix of storage cells with 128 sense am-
plifiers per array. Row address bit Ag is decoded
and selects one of the two arrays to be active dur-
ing any given memory cycle. Thus, only one set of
128 sense amplifiers is active during a cycle main-
taining low operating power.

32 X 128 CELLS
10F 64
ROW 128 SENSE AMPS
DECODER
32 X 128 CELLS
110
1T ) ouTeuT
[ LATCH
10F 128 COLUMN DECODER AND BUFFER
AND 1/0 GATING
32 X 128 CELLS ! ‘
10F 64 | Sout
ROW 128 SENSE AMPS |
DECODER Ol
i 32 X 128 CELLS I
I J
7BIT 7BIT
LATCH LATCH
(ROW) (COLUMN)
Ag Ay Az A3 Ay Ay Ay
(A1 (Ag) (Ag){A1g) (A1) A1) (A3}
R cLoCK cLOCK j
RAS GENERATOR GENERATOR
NO. 1 CAS — NO 2
WRITE
We —|  ENABLE OATAIN

Dy —|  LATCH

LATCH

Figure 2. 2116 Block Diagram

The storage cells are implemented with a single
transistor and a “storage” capacitor and are called
single transistor cells. A cell is accessed by the
coincidence of a row select (defined by address
bits AQ - Ag) and a column select (defined by ad-
dress bits A7 - A13). On chip timing and control
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2116

generators provide the internal timing signals for
decoding, data sensing, read/write strobing and 1/O
data gating. The timing circuits in the 2116 are
activated by _the negative going edges of the two
TTL clocks, RAS and CAS.

Data Sensing

Data is stored in the 2116 storage cells as one of
two discrete voltage levels on the cell capacitor;
a high is ~Vpp (+12V) and a low is ~Vss
(ground). These levels must be sensed by the data
sense amplifiers and propagated to the Data Output
(DOUT) in order to fulfill the function of a RAM
device. Sensing of the stored levels is destructive
and automatic restoration (rewriting) of the sensed
data must also occur.

The 2116 data sensing scheme is known as the
Dummy Cell Reference technique. The reference
level that the sense amplifier compares the stored
level to is a level stored in a special, non-accessable
storage cell. The level stored in this reference or
“dummy” cell is less than the minimum allowable
stored high level and greater than the maximum
allowable stored low. Examination of the simplified
sense amplifier schematic of Figure 3 will clarify
the sensing operation.

BsLL
FTTTTTTTTT
31 STORAGE
CELLS PLUS

MMY |
DUMMY CELL Q10

0, *ROW
-I- CsT6

32 STORAGE

CELLS
-

SELECT

Figure 3. Simplified 2116 Data Sensing Schematic

During the RAS clock off time (high), @p turns on
devices Q5 and Q6 connecting nodes A and B to
VDD and precharging the nodes to VX (~VpD-VT
where VT is the MOS device threshold voltage).
Device Q7 is also turned on by @p and connects
nodes A and B together assuring that they reach
the same precharge level. Pp also turns on device
Q9 precharging the dummy storage cell capacitor

(CDSTG) to VREF.

When RAS goes active (low), @p turns off isolating
nodes A and B and the dummy cell capacitor. When
the row address bits have been decoded and the
row select is valid, @A turns on Q8 and Q10, the
dummy cell and storage cell transistors respectively.

This connects the cell capacitors to the bit sense
lines (Bit Sense Line Left [BSLL] and Bit Sense
Line Right [BSLR]). If the voltage stored in CSTG
is greater than the voltage stored in CDSTG (VREE),
node A will be higher than node B. This voltage
inequality will cause the sense amplifier (a cross-
coupled latch made up of devices Q1 and Q2) to
switch when load devices Q3 and Q4 are turned
on by @B. The latch will switch node B to Vg§
and node A to ~VDpD due to the regenerative
action of the latch. @B is delayed from @4 suffi-
ciently to allow the voltages on nodes A and B to
stabilize prior to enabling the sense amplifier. If
the voltage stored in CSTG had been less than that
stored in CDSTG, the latch would have sensed a
low and switched such that node A would be at
Vss and node B would be at ~Vpp.

After the stored level has been sensed against the
reference level, the sense amplifier will have forced
BSLL to a level corresponding to the level originally
stored in the storage cell capacitor (VDD if VCSTG
> VREF or Vss if VCSTG < VREF). Since the
storage cell transistor (Q10) is still turned on, the
storage cell capacitor will be charged to the BSLL
fevel. This effectively restores the sensed data into
the cell capacitor but at full levels, not leakage or
noise degraded levels. This is also what occurs
when a storage cell is refreshed, the data integrity
is restored through the sensing function.

Note that the stored level only has to be greater
than or less than VREF, not full Vpp or Vsg
levels. This is important because leakage currents
from the storage cell capacitor degrades a stored
high level toward VREF while system ground noise
degrades a stored low level toward VREF. Leakage
degraded high levels are the most serious design
problem and VREF is generally set closer to Vgs
than to VDD to counteract the leakage effects.
Leakage of stored high levels is also the reason dy-
namic storage RAMs must be periodically refreshed.

Data Storage

The block diagram in Figure 2 shows that the two
8192-bit arrays in the 2116 share a common I/O
bus and common column decoders. The simplified
schematic of Figure 4 shows one set of correspond-
ing columns from the two arrays with their sense am-
plifiers and I/O gating. As shown, the I/O bus con-
sists of two parallel, opposite polarity data lines
which connect the column(s) to the Data In and
Data Out latches. Referring to the previous dis-
cussion of the operation of the sense amplifiers
and storage cells, a “stored level” or data map may
be developed for the 2116.

2.7
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INPUT
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o
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QUTPUT
LATCH
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Figure 4. 1/0 Line and Data Column Schematic

Column select device (Q3) connects sense amplifier
Al and its related storage cells to the I/O line. Data
stored in the cells on Al’s BSLR will be inverted
with respect to the data level at the Data Input
(DIN). Data in the cells on BSLL will be the same
polarity as DIN since the I/O bus data is inverted
through the sense amplifier. Conversely, sense am-
plifier Bl and its related cells are connected to the
I/O line by device Q4 and data on it’s BSLL will
be DIN while data on it’s BSLR will be DIN. These
data inversions are internal to the 2116 and are in-
visible to the user since DQUT will be the same
polarity as DIN. The data map for the 2116.is
therefore, as shown in Figure 5. This figure also in-
dicates the address map for the 2116.

Address Latches

The 7-bit row and column address words are latched
into internal latches by RAS and CAS respectively.
These latches capture the TTL level address infor-
mation on the shared address input pins and convert
the TTL levels to the MOS levels (12V) required
internally by the 2116.

Data Latches

Both the Data Input (DIN) and Data Output
(DOUT) information is latched by the 2116. The
input data is latched by the logical AND function
of RAS, CAS, and WE. When a data cycle is being
performed (RAS low), DN will be latched by the
falling edge of the last of the two control signals
(CAS or WE) to go low. In a “fast” write cycle ji.e.,
WE low before CAS goes low, the CAS edge will
operate the latch. Ina “late” write (CAS low before
WE goes low) or read-modify-write cycle, DIN is
latched by the falling edge of WE.

A5 A
0 8128
Low Low Oin
31 8155
128 SENSE AMPLIFIERS
—
32 8160
HIGH LOW Din
63 8191
L
ROW COLUMN DECODERS
DECODERS AND COMMON 1/0
8192 16320
LOW HIGH Din
8223 16351
128 SENSE AMPLIFIERS
8224 16352
HIGH HIGH — 5;‘1
8255 16383
L—

Figure 5. 2116 Address and Data Map

The Data Output (DoUT) latch and buffer is
controlled by CAS. The leading (falling) edge of
CAS in any cycle causes DOUT to assume an open-
circuit (HI-Z) state. At access time (tRAC or tCAC),
DoUT will assume a data state (high or low) depen-
dent upon the type of data cyle performed or will
remain in the HI-Z state if the cycle was a CAS-only
deselect cycle. The DOUT state is latched and re-
mains valid until the next cycle during which a
CAS occurs. Table I summarizes the states the data
output assumes for each type of 2116 cycle.
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2116

Refresh Modes

The data stored in the 2116 single transistor storage
cells may be refreshed in any of three modes. The
cells must be refreshed every 2msec.

Read Cycle Refresh: A read cycle at each of the
128 row addresses (AQ - Ag) of the 2116 will refresh
all the storage cells. This refresh mode is useful
only when the memory system consists of a single
row of devices (16K words X n-bits) and OR-tying
of outputs is not necessary. Each device will access
data during the refresh cycle and OR-tying of device
outputs would result in conflict between devices
for the output data bus. Write cycles also fulfill the
refresh requirement but the selected cell (deter-
mined by the column address) on the row being
refreshed will have new data written into it while
the remaining 127 cells on the row are simply
refreshed.

Table 1. Data Qutput Content

Type of Cycle Data Latch Content (DoyT)

Read Cycle Data from Addressed Memory
Cell

Write Cycle Input Data (Dyp)

RAS-Only Cycle Data from previous Cycle or
HI-Z if Device was Deselected

in previous Cycle
H1-Z (CAS-Only Deselects Device
and Turns Output Buffer Off)

Data Read from Addressed
Memory Cell During Read
Portion of Cycle

CAS-Only Cycle

R-M-W Cycle

Page Mode Entry Data from Addressed Memory

Cycle Cell
Page Mode Read Data from Addressed Memory
Cycle Cell

Page Mode Write
Cycle (or Page
Mode Write and
Exit Cycle)

Input Data (DIN)

RAS-Only Refresh: A cycle with only the RAS
clock active, performed at each of the 128 row
addresses will refresh the 2116 storage cells. This
mode is useful when the memory system con-
sists of multiple rows of devices. The data outputs
of the RAMs may be OR-tied when RAS-only re-
fresh cycles are performed since the DOUT line of
each 2116 will remain unchanged during the refresh
cycle.

CAS-Before-RAS-Refresh: The 2116 storage cells
may be refreshed with only 64 cycles each 2msec if
the CAS-before-RAS mode is used. In this mode,
initiated by CAS being valid (low) when RAS goes
low, both 8KX1 halves (see Figure 2) of the 2116
are turned on and one row in both halves is refreshed
during each cycle. Since there are 64 rows of cells
in each half, only 64 cycles are required to refresh
all the cells. This refresh mode is also useful in sys-
tems with multiple rows of devices since receipt of
a CAS before the RAS turns off all device outputs,
thereby preventing OR-tied data conflicts.

APPLICATIONS INFORMATION

The Intel® 2116 is functionally compatible with
the industry standard Intel® 2104A 16-pin 4K
RAM. It is pin compatible with the 2104A with
the exception of the seventh address bit (Ag) input
pin. The 4K RAM uses that pin as the Chip Select
(CS) input pin. The CS signal on the 4K RAMs was
essentially treated as a seventh column address bit
and, therefore, there is considerable similarity be-
tween the 16K and 4K 16-pin RAMs.

The following applications information will con-
centrate on designing compatible 4K/16K memory
systems rather than on just using the 2116. Addi-
tional basic applications information on the use of
16-pin, multiplexed address RAMs is contained in
the next section of this Handbook.

Implementing Refresh

The 2116 may be refreshed in any of three modes.
Read cycles and RAS-only cycles refresh the row
of storage cells (1 of 128 rows) addressed by Ag
through ‘Ag and, therefore, require 128 cycles each
2msec to refresh the stored data. The third 2116
refresh mode, CAS-before-RAS, refreshes two rows
of storage cells during each cycle and, therefore,
only requires 64 cycles each 2 msec to refresh the
stored data.

The 2104A is compatible with all three 2116 re-
fresh modes. A very sim le compatible refresh
system would perform 128 RAS-only refresh cycles
each 2 msec on both the 2104A and 2116. The
2104A would of course be refreshed twice as
often as necessary but this is not a problem. The
advantage would be that no logic or timing change
would be necessary to differentiate between the
4K and 16K RAMs for refreshing.

Read cycles could also be used with 128 cycles each
2 msec but the 2104A CS input would need to be
driven high (deselected) during each cycle to pre-
vent data bus conflicts between OR-tied 2104 A data
outputs during refresh. This requires a logic control
funtion of ng during refresh (and read cycles also
dissipate more power than RAS-only cycles) so
most systems will use RAS-only refresh.
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Each of the first two refresh modes require 128
refresh cycles each 2 msec. Assuming a system cycle
time of 500 nsec, 3.2% of the available memory
time is required for refreshing. In many systems,
this loss of memory availability is of no conse-
quence. In the high throughput memory system
environments found in many large and mid-sized
computer systems, however, any loss of memory
availibility is undesireable.

For these systems, the 64 cycle refresh mode is
advantageous since it requires only 1.6% of the
available memory line, a 50% savings over 128
cycle refresh. It is also compatible with the 4K
RAM systems presently in use since the the 4K
RAMs require only 64 refresh cycles each 2 msec.

The 2116 automatically goes into its 64-cycle
refresh_mode when CAS is low (active) at the
time RAS goes low (active). When this CAS-before-
RAS condition is satisfied, the 2116 ignores address
bit Ag and refreshes one row in each half of the
device, thus refreshing all 128 rows of storage cells
in only 64 cycles. Address bits AQ through A3 de-
termine which rows are refreshed. The 2104A will
also accept the CAS-before-RAS cycle and will
simply perform a READ cycle on the row addressed
by address bits AQ through Aj5, thereby refreshing
the row of storage cells. The 2104A CS input should
be driven high (unselected) during this refresh mode
to prevent conflicts between OR-tied data outputs
just as with normal read cycle refreshing.

Address Multiplexing/Refresh Timing

After the refreshing mode has been selected, the
address multiplexer and refresh address counter/
timer must be configured to support the selected
operational mode. The simplest compatible mode
(128-cycle RAS-only refresh) will again be devel-
oped first. Figure 6 shows the detailed block dia-
gram of the logic required to perform the multi-
plexing/refresh function for the 2104A/2116 com-
patible system. An implementation of the required
logic using the Intel® 3222 and Intel® 3242
Schottky TTL memory support devices is shown in
Figure 7.

The 2104A requires 12 address bits multiplexed in-
to 6 address input pins plus a Chip Select (CS) in-
put. The 2116 requires 14 address bits multiplexed
into 7 address input pins and no CS signal. Rather
than requiring jumpers or strapping at each address
multiplexer input pin, the address assignments
shown in Figure 1 are “scrambled” to minimize
the strapping requirements as much as possible. This
address scramblingeffects only the column addresses
to the 2116. It results in the column address to the
memory devices progressing in the order 0, 2,4, 6,
..., 124,126,1,3,5,7,....125,127 as the
column address bits (A9 through A13) from the
processor progress in the order 0, 1,2,3,4,....,
125, 126, 127. This does not effect refreshing
since only the column address bits are scrambled.
No system effects will result from this technique
but it is necessary to be aware of the addressing
characteristics while troubleshooting the system.
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The circuit of Figure 7 assumes a memory board
configuration of four rows of memory devices
(16K words X n-bits with the 2104A or 64K words
X n-bits with the 2116). It also assumes that row
selection will be via RAS gating for both the 2104A
and 2116 and that the RAS-only refresh mode will
be used with both devices. The address decoding
for row selection and RAS gating is performed by
the 3205. Only address inputs Ag and A| of the
3205 are used and the E3 enable input pin is used
to inhibit the address decoding during refresh cycles.

Processor address bits Aj2 and A3 are decoded
by the 3205 when the 2104A is used (14 system
address bits total) and address bits A14 and Aj5

are decoded for row selection with the 2116 (16
system address bits total). This requires strapping
of the proper system address bits into the 3205 as
indicated in Figure 7.

A 74800 quad Nand gate is used in an inverting OR
gate configuration to provide either 1-of4 RAS
enables during data cycles or 4-of4 RAS enables
during refresh cycles to refresh all rows at once.

The 3242 includes the refresh address counter and
the counter is incremented following each refresh
cycle by the high-to-low transition of the REFRESH
ENABLE signal at the 3242 COUNT input.

An optimization of the configuration of Figure 7
would be to select between 64-cycle refresh for the
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2104 A and 128-cycle refresh for the 2116. This.
would optimize the memory availability for each
device type while using RAS-only refresh cycles.
Figure 8 shows the modifications required on the
circuit of Figure 7 to implement the refresh switch-
ing.

If 64-cycle refresh is desired for both the 4K and
16K RAMs, clock control logic is necessary to
switch CAS low prior to RAS during refresh cycles.

The CS pin of the 2104A must also be driven high
during refresh cycles to prevent data output bus
conflicts. One possible logic configuration to per-
form the switching function is shown in figure 9.

Power Distribution/Decoupling

The recommended printed circuit board layout for
the memory device array is shown in Figure 10.
Notice that each power supply distribution system
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in this double-sided layout is gridded both horizon-
tally and vertically at each device location. This
technique provides a low inductance, high quality
distribution system which performs as well as multi-
layered layout techniques.

When the layout of Figure 2 and the following
recommended decoupling capacitance values are
used, power supply noise levels within the memory
device matrix will be within the required operational
limits for the 2104A and 2116.

Recommended decoupling for the 2104A is as
Follows:

VDD: A 0.1uF ceramic capacitor between Vpp
and V§§ at every other device location.
A 10uF tantalum or equivalent bulk capac-
itor adjacent to the array for each 16 devices
in the array.

VBB: A 0.1uF ceramic capacitor between VBB
and VSS at every other device location
(preferably alternate devices to the Vpp
decoupling).

A 10uF tantalum or equivalent bulk capac-
itor adjacent to the array for each 32 devices
in the array.

Vce: A 0.01uF ceramic capacitor between VCC
and VSS for each 8 devices in the array.

Recommended decoupling for the 2116 is the same
as for the 2104A with the following exceptions:
VDD: Use 0.33uF ceramic capacitors rather than
0.1uF.
Use a 20uF tantalum rather than a 10yF.

A common configuration would be to use 0.33uF
ceramics for VDD decoupling with both the 2104A
and 2116. Also use a 10uF tantalum on Vpp for
each 8 devices in the array. The VBB and VC( de-
coupling would use the recommended values for
the 2104A. This configuration would yield accept-
able results with both the 4K and 16K devices and
would most likely be more economical than using
two different configurations.

Vss

Vee

Din Pout

Din Dout

DECOUPLING CAPACITORS
D =0.33 uFto Vpp TO Vgg

c

B = 0.1uF vgg TO Vgg
= 0.01 uF Voo TO Vg

Figure 10. Recommended two-Sided Board Layout for 2116
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2104A

INTRODUCTION

The Intel® 2104A is a 4096 word by 1 bit dynamic
random access memory. The 2104A is fabricated
using Intel’s proven n-channel silicon gate MOS
technology. The device is packaged in a standard
16-pin DIP. The pin configuration and logic symbol
are shown in Figure 1.

PIN CONFIGURATION LOGIC DIAGRAM
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Figure 1. 2104A Pin Assignments

The combination of Intel’s n-channel silicon gate
process and circuit design has resulted in a part
that is fast, easy to use, and economically produced
in large volume. In addition, the combination of
process and device design has resulted in a small
device using conservative layout rules. The small
size offers advantages in both large volume produc-
tion and increased reliability.

The 2104A operates with three power supplies
relative to ground: Vpp (+12V), VBB (-5V), and
Ve (+#5V). The Ve (+#5V) supply is connected
only to the output buffer of the 2104A and may
be turned off during power down operations.

The unique design of the 2104A allows it to be
packaged in the industry standard 16-pin dual-in-
line package. The 16-pin package provides the
highest system bit densities and is compatible with
widely available automated handling equipment.

The use of the 16-pin package is made possible by
multiplexing the 12 address bits (required to
address 1 of 4096 bits) into the 2104A on 6
address input pins. The two 6-bit address words are
latched into the 2104A by the two TTL clocks,
Row Address Strobe (RAS) and Column Address
Strobe (CAS). Non-critical clock timing require-
ments allow use of the multiplexing technique
while maintaining high performance.

The dynamic storage cell provides high speed along
with low power dissipation. The memory cell
requires refreshing for data retention. Refreshing is
most easily accomplished by performing a read
cycle at each of the 64 row addresses every 2 milli-
seconds.

The purpose of this application note is to describe
the internal operation of the 2104A and outline
those areas in system implementation to which the
designer should pay particular attention.

DEVICE CIRCUIT OPERATION

Operation of the 2104A is most easily understood
with the aid of the block diagram shown in Figure
2. As is shown in this figure, the memory array is
arranged in a 64 row X 64 column matrix of
storage cells. The storage cells are implemented
with select transistors and “‘storage” capacitors.
The operation of the storage cell will be discussed
later. The cell is accessed by the coincidence of a
row select (defined by addresses AQ-As) and a
column select (defined by addresses Ag-A11) signal
at the desired address. On chip timing and control
generators provide the internal timing signals for
decoding, read/write strobing, data gating and
output gating. All of the timing circuits in the
2104A are activated by the negative going edges
of the two TTL clocks, RAS and CAS.
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Figure 2. 2104A Block Diagram

(RAS)

Data Accessing

Prior to discussing the RAS/CAS timing relation-
ships, a discussion of the basic operation of dynamic
4K RAM devices is in order. Access of stored data
from a dynamic memory device consists of two
discrete retrieval operations. The first of these
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operations is the selection of the desired row of
storage cells (1 of 64 rows of 64 cells in the 2104A),
sensing the data stored in each of the cells with
sense amplifiers (64 sense amplifiers in the 2104A),
and restoring the sensed data back into the cells
since the readout is destructive. When this opera-
tion is complete, the sensed data (64 bits) is avail-
able at the output of the sense amplifiers. This
operation may be completed with only the row
address and a clock (RAS with the 2104A) having
been supplied to the memory device. This first
operation fulfills the refresh requirement on the
selected row since data has been restored in the
cells on the row.

The second operation consists of connecting the
output of one of the sense amplifiers to the device
data output via a multiplexer (64 to 1 in the 2104A)
and latching the data into the output data latch.
In essence, this is accessing data from the sense
amplifier outputs rather than from the data cells.
This operation requires a column address and a
clock (CAS with the 2104A). This second operation
is the characteristic which makes page-mode opera-
tion possible. Page-mode will be discussed in the
Applications Information Section.

The two access operations may occur in parallel
as in the 18-pin and 22-pin 4K RAMs or in a time
sequential manner in a 16-pin 4K RAM such as the
2104 A. With proper design techniques such as used
in the 2104A, the sequential mode of operation
may be used, saving package pins and with no per-
formance loss as compared to the parallel mode
RAMs.

In the parallel mode RAMs (such as the Intel®
2107B) all address information is applied to the
RAM at the same time and both access operations
occur simultaneously. The cell data access is the
slower of the two operations and is the limiting
factor in device speed. The selection of the proper
sense amplifier output for connection to the
device output is completed prior to the time it is
necessary.

In the sequential mode 2104A RAM, cell data
access is begun first by the latching in of the row
address information (6-bits for 1 of 64 row select)
by the RAS. The access of data from the sense
amplifier outputs is faster and thus may be started
later without impacting overall access time [up to
70 nanoseconds (tRCL(max)) later in the 2104A-2].
The 6-bit, 1 of 64 sense amplifier data address
(column address) is latched into the 2104A-2 by
the CAS. As long as the sense amplifier output data
access is started prior to 70 nanoseconds into the
memory cycle, the limiting access time is tRAC,
the data cell access time plus the propagation time
through the sense amplifier data select multiplexer.

This access time is the same as the parallel mode
access time would be.

If the column address latching is delayed until later
than 70 nanoseconds into the memory cycle, the
limiting access time will become the sense amplifier
data access time. In this instance, the access time
will be tCAC (access time from CAS which includes
the sense amplifier output data multiplexer propa-
gation time) plus tRCL actual (the actual RAS to
CAS delay time). It is obvious that it is desirable to
latch the column address into the 2104A-2 at or
prior to the 70 nanosecond point in the memory
cycle to preclude lengthening of data access time.

In the 2104A-2, a 45 nanosecond window is pro-
vided during which CAS may be switched while
maintaining device access time. In other words,
the CAS leading edge may occur at any time
between 25 and 70 nanoseconds following RAS
and the access time will be tR Ac. Timing accuracy
required between RAS and CAS is thus reduced.
The advantages of this timing ‘“window” wiil be
discussed in the Applications Information Section.

Clock Input Buffers

The two device clocks, RAS and CAS, are TTL
compatible, active-low signals. The clock input
buffers are inverters which convert the TTL levels
to the MOS (12 volt) levels required within the
2104A. The major design consideration for these
buffers is speed since it is desirable to respond to
the clock inputs as quickly as possible to obtain
minimum data access. The speed is obtained by
implementing the inverters with high gain (large
geometry) devices operating at relatively high
current levels. The inverter circuit is shown in
Figure 3.
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Figure 3. Simplified CLOCK Input Buffer
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The inverter uses a bootstrapped, 0.7 milliampere
(typical) load device. The bootstrapping is used to
assure that the load device (Q2) is fully turned-on
so that the drain voltage of QI reaches Vpp. With-
out the bootstrapping, the drain of Q1 would only
reach VDD-VT where VT is the load device thres-
hold voltage. This would slow down the inverter
operation and affect the response time to the
clock(s).

The current requirement of the input buffer
accounts for the difference in standby power levels
between the 16-pin TTL clock devices and the 18
or 22-pin MOS clock devices. When the RAS clock
is inactive (high), the 2104A RAS buffer is on and
the inverter load current (2.0mA maximum) is
drawn from The Vpp supply yielding the 26.4mW
maximum standby power specification. MOS clock
devices (such as the Intel® 2107B) have inactive
low clocks and no buffer is on during standby,
vielding standby power specifications under 3mW
maximum (leakage currents only). This standby
power reduction at the memory device level is off-
set at the system level by the larger power dissipa-
tion levels of MOS level clock driver devices versus
TTL level drivers. The 2104A TTL clock inputs are
lower in capacitance than the MOS clock inputs (7
picofarads versus 25 picofarads). At a given speed,
this means a typical TTL driver can drive 32 2104A
clock inputs while a typical MOS clock driver can
drive only 10 2107B clock inputs.

Address Buffer/Latch

The TTL-level compatible address buffer/latch
circuit is shown in Figure 4. This circuit senses the
input TTL level, translates it to MOS signal levels,
and latches the address information. There are two
groups of six input buffer/latches in the 2104A;
one for the six row addresses and one for the six
column addresses. The operation of each group of
latches is the same except for the clock signals
which control their function.

The operation of the address buffer/latch is as
follows: During the clock (RAS or CAS) off time
(tRP or tCPp) both sides of the latch (Nodes A and
B) are precharged to VX (=10 volts) by devices
Q7 and Q9. Device Qg is turned on during the
precharge period to assure that the two nodes
charge to the same potential. Internal signal @p
controls the precharge devices and is on while
the RAS and CAS clocks are off off (at VIH). When
the appropriate system clock (RAS or CAS) goes
low (active), @p turns off isolating the two pre-
charged nodes and internal clock phase @A turns
on connecting the TTL address (AIN) to Node C
(the gate of the input buffer device Q2 and capa-
citor C1). Clock phase PA stays on for the address

hold time (tAH) and then turns off isolating Node
C from the shared address input pin. The TTL level
which was on the address pin during tAH is still
stored on capacitor C1 allowing the address latch
additional time to capture the address. This
“sample and hold” technique allows short address
hold times to be achieved.
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sl
°A NODE A NODE B

Arow

NODE

J—LFEH ] o£l>><—ﬂ;55
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Figure 4. Simplified Address Buffer/Latch Schematic

Internal clock phase QB turns on after a slight
delay from phase A turning on. Phase (B enables
the buffer/latch by turning on load devices Q3, Qg,
and Q1Q. The buffer (Q2 and Q3) converts the
TTL level address input to MOS levels (VS and
VDD) and drives Node A of the latch. The delay
between PA and QR is to allow the voltage at Node
C to stabilize prior to enabling the buffer/latch.

A TTL high level at the address input will force
Node A to V§S. The cross-coupled latch devices
(Q4 and Qs) will then switch driving Node B to
VDD. Conversely, a TTL low level at the address
input will force Node A to ~VpD and Node B to
VsS. Since the buffer/latch is isolated from the
address input after tAH, the latched address will
remain in the latch even though the TTL level at
the address input may change due to the multi-
plexing of the addresses.

Data Sensing

A major contributor to the operating margins of
the 2104A is the use of two single-transistor storage
cells per bit of storage. The effect of using two
cells per bit rather than one is best understood by
comparison of the data sensing function when used
with one and two cells per bit.
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Figure 5 illustrates the commonly used sense
amplifier and reference voltage scheme for single
cell per bit 4K RAMs. The sense amplifier in Figure
S senses data stored in a storage cell by comparing
the voltage level in the storage cell capacitor to the
voltage level in the cell capacitor of a ‘“dummy”
storage cell. The dummy cell capacitor contains a
voltage which is less than the minimum high level
and greater than the maximum low level which
may be stored in the storage cell capacitor. The
sense amplifier then senses the differential level
between the storage and dummy cell capacitor
voltages. The level stored in the dummy cell would
ideally be equal to one-half the difference between
a minimum written high and a maximum written
low as this would yield a maximum differential
across the sense amplifier during sensing. Unfor-
tunately, leakage currents from the storage capa-
citors degrade the written high levels toward the
written low levels. This normally requires that the
designer set the dummy storage cell level lower
(closer to a low level than a high level) to compen-
sate for leakage degradation of a stored high level.
Although this “lower” reference level tends to
compensate for a leakage degraded high level, it
also makes it more difficult to sense a ground
(Vss) noise degraded low level. Thus, designs
with dummy reference cells must necessarily be a
compromise in the maximum differential level
between the storage and dummy cells and can
never have a differential greater than one-half the
difference between a high and low level.

The dummy cell technique is used (rather than
simply developing a reference voltage level with a
resistive divider) because it contributes to the
capacitive balance of the sense amplifier.

The sense amplifer of Figure 5 will operate with
maximum margins only when the capacitance seen
by Node B is the same as the capacitance seen by
Node A, i.e., the capacitances are equal or balanced.
The capacitances of the left (BSLL) and right
(BSLR) bit sense lines as well as the dummy cell
and storage cell capacitances can be made approxi-
mately equal by layout constraints. The effect of

the I/O line connection to the right bit sense line is
to add capacitance on the right bit sense line which
is not offset or balanced by capacitance on the left
bit sense line. The placement of the dummy cell on
the bit sense line also contributes to capacitance
imbalance since its location is not a mirror image
of the accessed storage cell. The resistive effects of
the bit sense line magnify the effect of this place-
ment disparity during the data sensing process. The
ideal situation would be a dummy cell mirroring
the placement of the accessed data cell and a
balancing capacitance to the I/O connection
capacitance.

This is essentially the technique used in the Intel®
2104A. Instead of a dummy cell containing a refer-
ence level of one-half a minimum high level, the
2104A stores the full opposite data level in a
mirror image storage cell physically located near
the accessed storage cell as shown in Figure 6. Not
only does this mean that the storage cell and
“image” cell capacitance and location with respect
to the sense amplifier are equal, but the data level
is now being sensed against the full opposite level
rather than one-half of the minimum high level.
Thus, the sense amplifier is seeing the maximum
possible differential signal during the sensing opera-
tion.

Also, notice in Figure 6, that there is an 1/O con-
nection to each bit sense line rather than only to
one. The I/O capacitance contribution to the bit
sense line capacitance is therefore equal, contri-
buting again to the overall balance of the sense
amplifier.

The 2104A sense amplifier sees essentially equal
capacitances at nodes A and B and this contributes
greatly to the margins of the sensing operation.
This balance of the sense amplifier and the sensing
of data against a reference of a full opposite level
allows the cell capacitors to be a smaller value than
with the dummy cell approach (for equal margins)
and allows 8192 cells to occupy only slightly more
chip area than 4096 cells previously occupied in
the Intel® 2104,
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Figure 6. 2104A !mage Cell Data Sensing Technique

Data Sense Amplifier

The data sense amplifier of the 2104A is a cross-
coupled static latch as shown in Figure 7. The state
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Figure 7. Simplified Data Sense Amplifier Schematic

the latch assumes during sensing of the stored data
depends upon the differential voltage between
nodes A and B. If the voltage on node A is higher
than the voltage on node B, transistor Q2 will turn
on switching node B and the gate of transistor Q
to VS turning transistor Qj off. Conversely, if the
voltage on node B is higher than the voltage on
node A, transistor Q1 will turn on while transistor
Q2 will be turned off. Devices Q4 and Q35 act as
loads for the switching transistors Q1 and Qo2,
respectively. Additional transistors (Qg through
Q10) shown in the circuit diagram of Figure 7
serve to precharge nodes A and B to ~VpD in pre-
paration for the next memory cycle. This pre-
charging assures that the sense amplifier and bit
sense lines begin each memory cycle in the same
known condition or state with no ‘“history” or
“memory” of data from previous cycles eliminating
data pattern effects on the sensing function. Note
that the 2104 A has precharge transistors connected
to both ends of the bit sense lines to speed up the
precharging of the lines and sense amplifier. This
increases the timing margin of the clock off time
(tRP) and enables the 2104A to run short memory
cycles without degradation of the precharge func-
tion. The “folded™, close proximity bit sense lines
shown in Figure 6 and transistor Qg of Figure 7
assure that the precharge level of each pair of bit
sense lines and the associated sense amplifier nodes
reach the same precharge level contributing to the
balance of the sensing function.

Transistor Q3 in Figure 7 turns the sense amplifier
on by completing the current path to VSS when
the row address bits have been decoded and the
desired row of storage cells selected. The gated
shutoff circuit controls transistors Q11 and Q12
to reduce the power dissipation of the sense ampli-
fier following the sensing of the stored data. The
shutoff circuitry senses the levels on Nodes A and
B and turns off the load current to the switching
transistor (Q] or Q2) which is turned on to Vss.
This reduces the Ipp current drawn by the sense
amplifier and contributes to the low power dissi-
pation of the 2104A.
Output Data Latch/Driver
A simplified schematic of the 2104A output data
latch/driver is shown in Figure 8. The three opera-
tional states for the output driver are:

1) “I1” output (Q1 on and Q7 off)

2) “0” output (Qq off and Q2 on)

3) Open output (Q1 and Q7 off)
Devices Q1 and Qp are large geometry devices
which allow the output of the 2104A to source
and sink the relatively large current levels associa-
ted with TTL interfaces. Devices Q3 through Qg
control the output driver stage in conjunction with
the data latch.
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The inputs to the latch are data from the selected
cell and a clock phase (PACC) which is related to
access time from the cell matrix. At the proper time
after the memory cycle starts, QACC will go high,
clocking the data from the selected cell into the
latch. The Q and Q outputs of the latch then drive
the gates of devices Qf and Q2 controlling the out-
put level. The accessed data will remain in the latch
until the next cycle when new data will be clocked
into the latch. During a write cycle, the data input
to the latch is the data on the I/O lines which is the
data to be written into the selected cells. The data
latch will, therefore, contain the input data follow-
ing a write cycle. The first two of the three possible
output data states are, therefore, related to the
data level stored in the latch.

The third or open-circuited state occurs when
devices Q1 and Q7 are both off (gates at VSS).
Internal signal op turns on devices Q3 and Q4
connecting the gates of devices Q] and Q2 respec-
tively to Vss from shortly after the CAS input
switches low until data access time. This signal
forces the data_output to the open-circuited condi-
tion following CAS in every memory cycle guaran-
tying that no two OR-tied data outputs in a
system will be on at the same time.

The control clock phase QD is a logic function of
CAS and CS. Table I lists the various combinations
of CAS and CS and the corresponding states of

9oD.

Devices Q5 and Qg in Figure 8 are simply series
switches which isolate the Q and Q outputs of the
data latch from output devices Q1 and Q7 until the
latch data has stablized. Q5 and Qg are controlled
by the inverse of QOD so that the latch is isolated
from Q] and Q2 when the gates of Q1 and Q7 are
connected to VSS.

Table 1. Operational States of Pop

RAS | CAS | CS |4dgp COMMENTS
LOW | LOW | HIGH | HIGH Device Deselected by
CS (DQUT = HI-Z)
LOW | LOW | LOW LOW | Device Selected by
CS (DouT = Data)
Don’t R
HIGH | LOW c HIGH _Dﬂce Deselected by
are CAS (DoyT=H!-2)

APPLICATIONS INFORMATION
Addressing

The 2104A RAM combines the advantages of a
very high speed RAM with the high packing density
of the industry standard 16 pin dual-in-line pack-
age. The use of the 16 pin package is made possible
by multiplexing the 12 address inputs (required to
access 4096 words) on 6 external address pins.
Two externally applied negative going clocks, Row
Address Select (RAS), and Column Address Select
(CAS), are used to strobe the two sets of 6 address
bits into the_internal address buffer registers. The
first clock, RAS, strobes in the six low order
address bits (AQ-A5) which select one of 64 rows.
The second clock, CAS, strobes in the six high
order address bits (Ag-A1]) which select one of 64
columns and Chip Select (CS).

Note that CS and WE do not have to be valid until
the second clock, CAS. It is, therefore, possible to
start a memory cycle before it is known which
device must be selected or what type of cycle is
to be performed. This can result in a significant
improvement in system access time since the
decode time for chip selection does not enter into
the calculation for access time.

Read Cycle

A memory cycle begins with addresses stable and
a negative transition of RAS. The data-out pin of
the selected device will unconditionally go to a
high impedance state immediately following the
leading edge of CAS and remain in this state until
valid data appears at the output (refer to the Data
Output Operation Section). The selected output
data is internally latched and will remain valid until
a subsequent CAS is given to the device by a Read,
Write, Read-Modify-Write or Refresh cycle. Data-
out goes to a high impedance state for all non-
selected devices (CS high) that receive RAS and
CAS.

Device access time, tACC, is the longer of two cal-
culated intervals:
1) tACC=tRAC
OR

2) tACC=tRCL *tT *+tCAC
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Access_time from RAS, tRAC, and access time
from CAS, tCAC, are device parameters. Row to
column address strobe lead time, tRCL, and transi-
tion time, tT, are system dependent timing para-
meters.

Substituting the device parameters for the 2104A-2
and assuming a TTL level transition time of 5nS
vields:

3) tACC =tRAC = 200ns for tRCL + tT <70 ns
OR

4) tACC=tRCL *+tT +tCAC=tRCL +tT +
130ns for tRCL + tT > 70ns

Note that if tRCL + tT < tRCLmax, device access
time is determined by equation 3 and is equal to
tRAC- If tRCL + tT > tRCLmax, access time
is determined by equation 4. A 45ns interval
(tRCLmax — tRCLmin) in which the falling edge of
CAS can occur without affecting the access time is
provided to allow for system timing skew in the
generation of CAS. This “designed in”* skew window
at the device level allows minimum access times to
be achieved in practical system designs.

Note that both the RAS and CAS clocks are TTL
compatible and do not require external level shift-
ing to high voltage MOS levels. Internal buffers in
the 2104A convert the TTL level signals to MOS
levels inside the device. Therefore, the delay asso-
ciated with external TTL-MOS level converters is
not added to the 2104 A system access time.

Write Cycle

A Write Cycle is performed by bringing Write
Enable (WE) low before or during CAS. If Write
Enable goes low at or before CAS goes low, the
input data must be valid at or before the CAS falling
edge. If Write Enable goes low after CAS, Data In
must be valid at or before the falling edge of WE.
If Write Enable is low before CAS goes low, the
data-out buffer will contain the written data at
access time. However, if Write Enable goes low
while CAS is low, a read operation may also be
performed and data-out will go either high or low
depending on the state of the accessed cell before
the write takes place (refer to the Data Output
Operation Section).

Refresh

Each of the 64 rows internal to the 2104A must be
refreshed every 2 msec to maintain data. Any data
cycle (Read, Write, Read-Modify-Write) refreshes
the entire selected row (defined by the 6-bit row
address). The_refresh operation is independent of
the state of CS. It is evident, of course, that if a
Write or Read-Modify-Write cycle is used to refresh
a row, the device should be deselected (CS high) if

it is desired not to change the state of the selected
cell. RAS-only cycles may also be used to refresh
the 2104A at a savings in power dissipation over
data cycles. :

Page Mode Operation

Page mode operation with the 2104 A allows faster
successive memory data operations at the 64 column
locations in a single address row. Receipt of a
RAS and a 6-bit row address byte causes the RAM
to access the 64 data cells on the addressed row.

At access time all 64 data bits are available at the
sense amplifier outputs as long as RAS is held
active. By cycling the CAS clock and addressing
the desired data bit with the 6-bit column address
byte all 64 data bits may be brought to the data
output of the device. Data access and cycle time in
this mode, called page mode, is faster than normal
data cycles. Page mode is an excellent way to
transfer blocks of data to and from memory at
high speed, but it is impacted by refreshing.

The refresh requirements of the device limits the
number of consecutive page mode cycles that may
be performed. The device may remain in the page
mode for a period no longer than the time required
between refresh cycles. As an example, recall that
the distributed refresh mode requires a refresh
cycle every 31 microseconds. RAS may then
remain low (active) for 31 microseconds maximum
before it must be cycled high to precharge and
then perform a refresh cycle. System page mode
cycle times of 485 nanoseconds or less will enable
all 64 data bits in the selected row to be examined
or written between refresh cycles, maximizing the
usefulness of page mode.

Power Dissipation/Operating

The power dissipation of a continuously operating
2104A device is the sum of Vpp x Ipp and
VBB x IBB. For a cycle time of 320 ns (including
a tRp of 100ns) the typical power dissipation of
the 2104A-1 is 289 mW.

Standby Power-Refresh Only
The standby power-refresh only is calculated by
the following equation:

tcyc tCYC
1) PREF = POP (64ggp) * PSBII-(64zgp)!

Where:

PREF = Standby power-refresh only.

POp = Power dissipation-continuous operation.
tCYC = Refresh cycle time.

tREF = Refresh period.

PsB = Standby power dissipation.
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Table 11. 2104A Family Current Specifications

Limits

Symbol Parameter Typ Max Units Comments

IDD1 VpD Standby Current 0.7 2.0 mA VppD = 13.2 Volts

iDD2 Vpp Data Cycle Operating Current 24 35 mA 2104A-1 toyc =320 ns
22 32 mA 2104A-2tcyc =320 ns
20 30 mA 2104A-3,4 tcyc=375ns

IpD3 Vpp RAS-Only Cycle Operating Current 12 25 mA 2104A-1,-2 tcyg =320 ns
10 22 mA 2104A-3,4 tcyc = 375 ns

IBB1 Vpp Standby Current 5 50 HA

1BB2 VgB Operating Current 160 400 MA Minimum Cycle Time

The standby power dissipation PSB is given by:
2) Psp=VDD xIDD1 *+ VBB x IBBI

The operating power PQP is given by:
3) Pop=VDD xIpD2 + VBB x IBB2

for read and write data cycles or by:

4) Pop=VDD x IDD3 + VBB x IBB2
for RAS-only refresh cycles.

Table II lists the pertinent current values for the
2104A family of devices.

Calculating the standby-refresh only power dissi-
pation for the 2104A-1 using equations 1 through
4 above and the data from Table II yields:

a) For RAS-only Refresh:

PREF = 330mW (0.01) + 26.7mW (0.99) =
29.7mW maximum
For Read or Write Cycle Refresh:

PREF = 462mW (0.01) + 26.7mW (0.99) =
31.0mW maximum

b)

at VDD = 13.2 volts, VBB = -5.5 volts and
the specified maximum current levels.

Data Output Operation

The operation of the output data latch is controlled
by the CAS clock. Figure 9 indicates the content
of the data latch following access time during
various types of 2104A memory cycles. Table III
summarizes the information on data content
shown in Figure 9.

POWER DISTRIBUTION/DECOUPLING
General

Typical IDD and IBB current waveforms for the
2104A are shown in Figure 10. Examination of
these waveforms shows that transient current
drawn from the memory circuit board power distri-

Table H1. Data Latch Content at End of Cycle

Type of Cycle Data Latch Content (DouT)

Read Cycle Data from Addressed Memory
Cell

Write Cycle tnput Data (DyN)

RAS-Cnly Cycle Data from Previous Cycle or
HI-Z if Device was Deselected

in Previous Cycle
HI-Z (CTA—S-OnIy Deselects Device
and Turns Output Buffer Off)

Data Read from Addressed
Memory Cell During Read
Portion of Cycle

EKé—OnIy Cycle

R-M-W Cycle

Page Mode Read
and Entry Cycle

Page Mode Read
Cycle

Page Mode Write

Data from Addresssed Memory
Cell

Data from Addressed Memory
Cell

Input Data (D)

Cycle (or Page
Mode Write and
Exit Cycle)

bution system is a function of the two device
clocks, RAS and CAS. The peak amplitude of the
VDD current transients is approximately 60 milli-
amperes with rise and fall times in the 5 to 10
nanosecond range and widths of typically 20 nano-
seconds. Rise and fall times of this magnitude
generate significant harmonic noise components in
the 10 MHz and above frequency region. The
power distribution/decoupling techniques used to
suppress these noise components must be effective
at these higher frequencies. The series inductance of
the circuit board traces and the decoupling capaci-
tors must be minimized to reduce time constant
response effects of the distribution/decoupling
system.
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Printed Circuit Board Trace Characteristics

Figure 11 shows the nominal lumped constant
equivalent circuit of one-inch of 10 mil wide
2-ounce copper trace on a typical double sided
printed circuit board with traces on both surfaces.
The effect of the series resistance Rg is very small
when compared to the series inductance Lg and can
be ignored in practice. The series resistance is also
non-reactive and its impedance is not frequency
dependent. The following discussions will, there-
fore, not consider the minimal effects of Rg.

CAS.ONLY
(DEVICE
PREVIOUSLY
SELECTED)

CAS.ONLY
(DEVICE
PREVIOUSLY
UNSELECTED)

RAS/CAS RASOnly

H

Vin
ViL

'sB
{maA}

Figure 10. Typical Supply Current Waveforms

Decoupling Capacitor Characteristics

Capacitors used to decouple noise are not ideal
devices and, therefore, exhibit inductive and resis-
tive effects. Figure 12 shows the lumped constant
equivalent circuit of a capacitor. The shunt resis-
tance RSH is a very high value (>10 M) in capa-
citors of modern design and has minimal effects on
the capacitor function. Therefore, the effect of
RgH will not be considered in the analysis of the
decoupling capabilities of the capacitor.

The series inductance Lg in small disc ceramic and

monolithic ceramic capacitors consists of lead
inductance and is approximately 10nH/inch.

Rg = 4 mOHM/INCH
A 8 Lg = 10nH/INCH

Cp = 1.5pF/INCH
Cp

Figure 11. Lumped Constant Trace Equivalent Circuit

Rgyy > 10 meg OHM

¢ Ry Lg Varies With Construction
of Capacitor
C is Capacitor Value

Figure 12. Lumped Constant Capacitor Equivalent Circuit
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The series inductance in bulk capacitors such as
tantalum and aluminum electrolytics is much larger
due to the construction of the capacitors. The
internal series inductance of the electrolytic units
varies widely with capacitance value, physical size,
and construction type and is generally much greater
than the lead inductance. For this reason, the
effectiveness of electrolytic type capacitors as
decoupling components for noise frequencies
above 10 MHz is minimal. Their use in the power
distribution/decoupling network is to provide a
bulk power storage element located on the
memory array board. This placement eliminates
the inductive effects of the system backplane
wiring on the power distribution to the memory
array board.

Power Distribution System Characteristics

Now that models for the printed circuit board
traces and decoupling capacitors have been genera-
ted, various power distribution/decoupling schemes
can be compared for effectiveness in minimizing
power supply noise levels.

Figure 13 shows a Vpp decoupling technique
often used with dynamic RAMs. Total lead length
external to the 0.1pF decoupling capacitor is
approximately l-inch. Add to that the 0.5 inch
internal lead length of a typical disc ceramic capa-
citor and the lead length in series with the capacitor
is 1.5 inches. This equates to a series inductance of
(1.5 inches) (10nH/inch) = 15 nH. The impedance
of Lg as a function of frequency is shown in Figure
14. When a current pulse occurs, current is drawn
from the capacitor through the series inductance
Ls.

=%-INCH

Figure 13. Commonly Used Capacitor Connection on VDD

The impedance of the capacitor varies from 64
milliohms at 25 MHz to 16 milliohms at 100 MHz
and is very small compared to the lead and trace
impedance. Most of the impedance the current sees
is in the inductance Lg and this is the impedance
component of most concern to the system designer.

Fortunately, the energy spectrum of the current
pulse is similar to that shown in Figure 15 which
indicates that most of the energy is contained in
the lower frequency components of the pulse.

Let’s use Figures 14 and 15 as a hypothetical
example and calculate the approximate noise
generated by the leading edge of a 60 milliampere
current pulse with a fast rise time. For simplicity,
only the hypothetical components at 25, 50, 75,
and 100 MHz will be included in the calculations.
Also, the supply voltage will be assumed to be con-
stant so that the vertical axis of Figure 15 represents
current, I, as a percentage of total.

r4
(OHMS} Lg 1onH

0 1 L i
25 50 7%

FREQUENCY (MHz}

Figure 14. Impedance of LS Versus Frequency

ENERGY
CONTENT

%
o AAAA AAALA_LJ

25 50 5 100

FREQUENCY {MH/)

Figure 15. Hypothetical Energy Spectrum of Current Pulse

Vnoise = (Z25) (125) +(Z50) (I50) *+ (Z75) (I75) +

(Z100) 100)

= (2.36) (35x1073) + (4.71) (22x1073) +

(7.06) (15 x 10-3) + (9.4) (10x10-3)

= 0.386 volts
In other words, the voltage between the VDp and
VgS pins on the memory device would drop by
nearly 0.4 volt when the current pulse occurred.
Considering all the current components would pre-
dictably increase this to 0.5 volt or more. Add to
this the noise coupled into this LC circuit from the
other similar circuits in the memory array and it
becomes apparent that this memory device may see
VDD noise levels approaching 1.0 volt. While the
device may operate with that noise level, opera-
tional margins of the device may well be reduced.
Every practical effort should be made by the
designer to reduce the overall noise level to 0.5
volts peak-to-peak or less.
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One way this can be accomplished is by simply
reducing the inductance in the circuit. Figure 16
shows a way to reduce the inductance. The equiva-
lent inductance of the two traces from pin 16 to
the capacitor is the parallel combination of the two
paths since:

_Lilp (10nH) (10nH)
T Ll 20nH
Add that to the inductance of the capacitor lead
length and the 0.25 inch trace from the capacitor
to pin 8 of the device. The total inductance is
“then:

= 5nH

Lp

Ls = 5nH + (0.75 inch) (10nH/inch)

=12.5nH
1 16 Vss
u]
g .
E 2104A ::l
d - ~1-INCH
v g ul
DD<7-E 8 ]

Figure 16. Reduction of Inductance by Paralleling Traces

The impedance of this inductance at 25 MHz and
100 MHz is 2.0-ohms and 7.8-ohms respectively.
This compares to 2.4-ohms and 9.4-ohms for the
original circuit at those frequencies and is a reduc-
tion in impedance of almost 17%.

Voo
Vss

Voo —{
Vss —e

Voo
Vss
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Figure 17. Gridded VDD and VSS

Additional reductions can be achieved by addition
of more parallel traces or wider, lower inductance
traces. Neither of these approaches is really practi-
cal, however, since board space is generally at a
premium. A more practical, equally effective
method of inductance reduction is the use of “‘grid-
ded” power distribution. This involves bussing each
power supply distribution network both horizon-
tally and vertically on the circuit board. An example
of this type of distribution for Vpp and VgS is
shown in Figure 17 for a matrix of six devices ona
double sided printed circuit board. Consider the
path of the current drawn by device B in Figure 17.
As indicated, in addition to the primary path PB,
there are no less than six other secondary, parallel
paths (PB] through PBg) due to the gridding of the
VsS supply distribution system. Each of these
secondary paths or traces is in parallel with the pri-
mary trace reducing the equivalent inductance of
the current path between pin 16 and pin 8 of
device B. Similar parallel paths exist for all the
devices in the matrix.

Use of such a gridded power distribution network
is recommended for all dynamic RAM systems due
to the characteristics of the device current wave-
forms. Experience has shown the gridded distribu-
tion system to equal the performance of the more
expensive multi-layer printed circuit board with
internal power layers.

Additional power supply distribution traces may
be added to the layout example of Figure 17 with
only slightly greater side-toside and end-to-end
spacing between adjacent devices. It is recommen-
ded that VpD, VBB, and V§§ distribution systems
be gridded. Figure 18 shows a recommended
double-sided layout for 16-pin 4K and 16K RAMs.
Voc may be gridded but it is generally sufficient
to distribute V(C in one direction only since the
2104A itself does not draw power from the VOC
supply but only uses it to supply input levels to
the peripheral TTL devices connected to the DQUT
pin (refer to the Device Circuit Operation Section).

Alternate power distribution layout techniques
may be used with dynamic RAMs and some will
show comparable results to the gridded system
depending on memory array size, the number and
placement of the decoupling capacitors, and the
number of memory devices which are active in any
given cycle. The gridded system has been proven in
many production systems, however, and its use will
result in predictable, workable power supply noise
characteritistics. One commonly used distribution
system is illustrated in Figure 19. This technique
should definitely not be considered for use with
dynamic RAMs simply due to the length of the
current path between the VDD and VSS pins of
any device in the matrix. As an example, device B
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Figure 18. Recommended Two-Sided Board Layout for 2104A

in Figure 19 has an unnecessarily long and, there-
fore, high inductance current path between its
VDD and VSS pins. Compounding the probiem,

Figure 19. Unacceptable Power Distribution System

it shares most of that current path with device C
and all of it with device A. The magnitude of the
noise between the VDD and VSS pins of device B
is greatly dependent upon the noise generated by
the other adjacent devices. This sytem is unaccep-
table at best and is to be avoided. Unfortunately,
this is the power distribution scheme found on
many of the “prototyping” printed circuit boards
available on the market. Examine your prototyp-
ing boards carefully and avoid the use of this type
for the memory array or add wiring to the board to
grid the supplies.

Recommended Decoupling Values

The decoupling capacitors used in the memory
array should be types which exhibit good high
frequency characteristics as discussed earlier. It is
recommended that a 0.1uF ceramic capacitor be
connected between Vpp and VS§ at every other
device in the memory array. Itis also recommended
that a 0.1uF ceramic capacitor be connected
between VBB and VSg at every other device in the
array, preferably the alternate devices to the Vpp
decoupling. Smaller capacitor values such as 0.01uF
may be substituted but noise levels will increase
with any given distribution scheme due to the
higher capacitive impedance. Empirical compara-
tive data should be taken and decoupling efficiency
considered with the distribution system being used
before the smaller capacitors are used. The small
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cost difference between 0.1uF and 0.01uF capaci-
tors may be negated by degradation of system
noise margins.

A 0.01pF ceramic capacitor is recommended
between Vcc and VSS for approximately each
eight devices in the memory array to prevent noise
coupled to the V¢ line in the memory array from
affecting the peripheral TTL logic in the system.

In addition to the ceramic capacitors in the
memory array, it is recommended that a 10uF
tantalum or equivalent capacitor be connected
between Vpp and VSS adjacent to the array for
each 16 memory devices in the array. An equal or
slightly smaller value bulk capacitor is also recom-
mended between VBB and V§§ for each 32 memory
devices on the array. These bulk capacitors elimin-
ate the inductive and resistive effects of the
memory system backplane wiring connecting the
memory array boards to the system power supplies.

IBB Characteristics
The high performance of the 2104A results from

advanced designand processingtechniques developed
by Intel. These. techniques yield slightly different
characteristics in the IBB parameter than with the
previous Intel 4K Dynamic RAMs. These changes
have little effect on the VBB power supply require-
ments of a typical system but they do require that
IBB be specified in a different manner and for this
reason, igB will be discussed here in detail for
clarification.

In a typical MOSFET integrated circuit the current
from the VBB (substrate) supply when the device
is turned off is essentially the leakage from the
source and drain diffusions into the substrate. This
leakage current is in the nanoampere range for each
individual MOS transistor but when multiplied by
the 6000 or so transistors in a typical 4K RAM, the
total leakage is typically 50 to 60 microamperes.
When the device turns on and current is conducted
between the drain and source, charge carriers flow
between the drain and source through the gate
voltage induced channel between the two terminals.
As the carriers move through the region of high
electric field close to the drain, they generate addi-
tional carriers by impact ionization. Most of these
carriers join the initial carriers and move between
the source and drain terminals due to the influence
of the electric field created by the potential differ-
ence between the source and gate terminals. Some
of these carriers however, are accelerated through
the boundaries of the channel into the substrate and
add to the leakage currents from the drain and
source diffusions. This increases the IBB current
slightly during the time the device is operational.
The number of these additional carriers is relative-

ly low in typical 4K RAM and results only ina 15
to 20 pA increase in IgB during the time the device
clocks (RAS and CAS) are active. This is because
the energy, i.e. speed, of the carriers in the channel
is not high enough to generate many additional
carriers via impact ionization. The 2104 IBB speci-
fication was 100uA maximum.

In the 2104A, shallow diffusions are used for the
source and drain and thin gate oxide is used for
speed/performance reasons. This results in much
higher energy, i.e., faster, carriers in the channel
due to the high electric field in the channel. These
higher energy carriers are capable of generating
more carriers than in previous 4K RAMs. The
increase in IBBR during this action is significant,
typically 100pA or more. Importantly, however,
this increase is only during the time the clocks
are active.

As a result of this difference in IR during inactive
(standby) and active conditions of the clock, the
2104A has two IBB specifications. IBB1 is the IBB
current during standby and IBB2 is the IBB current
during a memory device cycle. Interestingly
enough, the standby IBR current for the 2104A is
lower than for the earlier 2104 due mostly to pro-
cessing and design improvements. Due to these
same improvements, however, the operating IBB
specification, Igg2, is typically 160uA (400pA
maximum).

What does this higher IRR during operation mean
in a typical 16K by 8-bit system? Assuming a 50%
duty cycle due to data and refresh cycles and a
cycle time of 500nsec, the average IBB per device
during any 2 msec refresh period will be:

(IBB2pay) (1msec)

iBBavg = 2msec

(IBB1ppay) (1msec)

2msec

= 225pA max

and typically:
(160x1076) (1x1073)

IBBavg(typ) = 2%10-3 +
(5x10-6) (1x10-3)
WX X T =83pA typ.
2x10-3 pA P

Variations in duty cycle will decrease or increase
these values but most systems will experience IBB
values not much different than with other 16-pin
4K RAMs. In the 16K X 8-bit system example, the

total IBBayg will be no greater than 7.2 milliamperes.
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INTRODUCTION

The Intel® 2107B is a 4096 word by 1 bit dynamic
random access memory. The 2107B is fabricated
using Intel’s standard reliability proven n-channel
silicon gate MOS technology. The device is pack-
aged in a standard 22-pin DIP. The pin configura-
tion and logic symbol are shown in Figure 1. Note
that the 2107B can be used as a replacement for
the 2107A.

LOGIC SYMBOL PIN CONFIGURATION
21078 21078
— %
— a
Ja onl|
—
1A
%
— A, Douro-
-1 4
14
—1 Ao
—1An
CS CE WE
Yol ,,?

Figure 1. 21078 Logic Symbol and Pin Configuration

The combination of Intel’s® n-channel silicon gate
process and circuit design has resulted in a part that
is very fast, easy to use, and economically produced
in large volume. In addition, the combination of
process and device design has resuited in a very
small device (see Figure 2) using conservative lay-
out rules (same as 2102A). The small size offers
advantages in both large volume production and
increased reliability. The 2107B operates with three
power supplies relative to ground; Vpp (+12V),
VBB (-5V), and VCC (+5V). The VCC (+5V) sup-
ply is connected only to the output buffer of the
2107B and may be tured off during power down
operations.

Figure 2. 2107B Comparative Die Size

The 2107B has one MOS level clock (Chip Enable)
with all other inputs being low level TTL compati-
ble (+2.4V Viy minimum). The output is capable
of driving 1 TTL load.

The purpose of this chapter is to describe the in-
ternal operation of the 2107B, outline those areas
in system implementation to which the designer
should pay particular attention and to discuss typi-
cal examples of the uses of the 2107B in systems
environment. The chapter is arranged so that each
of the above sections can be read independently of
each other without having to go through any un-
wanted detail in the other sections.

INTERNAL DEVICE OPERATION

Internal operation of the 2107B is most easily
understood with the aid of the block diagram
shown in Figure 3. As is shown in this figure, the
memory array is arranged in a 64 row X 64 column
matrix of storage cells. The storage cells are imple-
mented with a single transistor and a “storage”
capacitor and are called single transistor cells. The
operation of the storage cell will be discussed later.
The memory cell is accessed by the coincidence of
a row select {defined by addresses Ag—As) and a
column select (defined by addresses Ag—Aj) sig-
nal at the desired address. An on chip timing and
control generator provides for the internal timing
signals for decoding, read/write strobing, data
gating and output gating. All of the timing circuits
in the 2107B are activated by the positive-going
edge of chip enable.

Chip select controls the data I/O gating circuits
internal to the 2107B. When chip select is high the
output data buffer is in a high impedance state and

BLOCK DiIAGRAM

2 - Voo
A| -0 V,
o—» MEMORY cc
ROW DECODE 64 -0
o—n]
:2 and BUFFER ARRAY - &
A: o1  REGISTER 6464 ‘s
Ay O—»
TIMING
CE O CONTROL Aﬁgtm‘:ns
GENERATOR
O > COLUMN DECODE
WE o—| 1o and
= o BUFFER REGISTER

] BEEE!

As Ay Ag A9 Ay Ay

Figure 3. 2107B Block Diagram
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the data-in buffer is electrically isolated from the
data-in input pin. Since chip select controls only
the internal data buffers and not the timing genera-
tors or address buffers internal to the 2107B, it is
possible to refresh the 2107B with chip select high
by initiating a read/refresh or write cycle.

The address buffer registers consist of latches acti-
vated at the leading edge of chip enable. Since the
addresses are latched shortly after chip enable goes
high, it is permissible to change the address fong
before the memory cycle is completed to set up
for the next cycle.

The write enable input activates the data-in buffer
gating data to the selected memory cell. Input data
must be valid at the time write enable goes low to
assure that the proper data is written into memory.

Circuit implementation and operation of each of
the major input/output and storage portions are
discussed below.

Storage Cell Operation

The storage cell used in the 2107B is implemented
with a single transistor and storage capacitor as
shown in Figure 4. From this figure it is shown
that a charge on a storage cell is gated to the bit
sense line by the MOS device connected to the col-
umn select line. (Note that for a given column
select, 64 storage devices are gated to the respective
64 bit sense lines.)

Consider first a read operation and the case where
the storage capacitor Cgyg is discharged; i.e., node
(1) is at Vgg (GND). Prior to chip enable going
high, the bit sense lines have been precharged to V'
by device Q1. [V’ is a voltage between Vpp (+12V)
and Vgg.] After the address decoders have stabil-
ized, the proper column select line is brought high,
turning on device Q. The storage capacitor is then
electrically connected to the bit sense line. At this

time the charge on Cyo (proportional to the pre-
charge voltage V') is redistributed between Cyo
(parasitic capacitance of bit sense line) and Cgpg-
Since Cgtg was initially discharged (node 1 at Vss)
the voltage will distribute between Cyo and Cstg
according to the following relationship:

Cro
VBIT SENSE (t1) = VBIT SENSE (t0) (CIIO +/CSTG)

Since Cyp is very much larger than Cstg the
change in the voltage on the bit sense line will be
very small. The sense amplifier (S/A) is designed to
detect very small changes in bit sense line voltage
and to latch in a state near Vgg (GND) or Vpp
(+12V), depending on the state of the storage cell.

Sensing an initial charge on Cgtg (proportional to
Vx where Vx = Vpp-VrtH, VTH is the effective
MOS threshold) is identical to the sequence de-
scribed above. The only difference is that now the
bit sense line is driven above the initial V' precharge
voltage. Again the sense amplifier detects the small
change in bit sense line voltage and latches in the
appropriate state.

Note that during a read operation of the storage
cell, the original charge (data) on the storage cell is
changed (i.e., the read operation is effectively a
destructive read). Data is rewritten back on the stor-
age capacitor Cgyg by the sense amplifier after it
has latched in the proper state. For example, if
Cstg was initially charged to Vx (~10V), the sense
amplifier will latch the bit sense line to Vx and,
since the column select line is on (high), the origi-
nal data is automatically rewritten into Cstg. The
entire operation is transparent to the user.

A plot of the voltage on the bit sense line for the
two cases described above is shown in Figure §.

v

v COLUMN SELECT

.

»]

BIT SENSE LINE e BIT SENSE LINE
S/a T
T T, .1 | | —— T T
| — 1 10 1
/0 LINE
31X T T 31X !
@ Q
-1
:
:
NODE (1) sax
T T 3
- ]
.
o o [ INPUT 10 ouTPUT o
DATAIN—] oaTA [ surFen pRiver [~ Dout

ROW SELECT

ROW SELECT

Figure 4. 2107B Memory Cell and Associated I/0 Circuitry
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LOGIC "1

REWRITE AND GATING
TO 1/O BUFFER

(VOLTS}

SENSE “1”
v

BIT SENSE LINE

SENSE 0"

Figure 5. Bit Sense Line Voltage

A write operation is identical to the rewrite portion
of a read cycle. In this case, however, the incoming
data ‘“‘overrides” the state of the sense amplifier
(if different from the desired state) and writes into
the selected cell. It is important to remember that
the data-output at the output pin is the logical in-
verse of the data written into memory.

Data Sense/Latch

As discussed previously, a sense amplifier on the bit

sense line is necessary to detect the low level data
signals generated on the bit sense line during a read
cycle. A simplified circuit schematic used for the
sense amplifier is shown in Figure 6.

).

BIT SENSE

a—if e

BIT SENSE,
LEFT

: : RIGHT

l___'.__J |_'___l
(22X} 32X
STORAGE STORAGE

Vss
Figure 6. Data Sense/Latch

Before chip enable is brought high, both sides of
the bit sense lines are precharged to V' (as dis-
cussed previously). At the proper time (after all
data transients have subsided) devices Q; and Q;
are turned on by ¢Rr going positive. At this time,
the state of bit sense left is compared with bit sense
right causing the latch to lock in the appropriate
state. For example, if the right bit sense line is at a
higher potential than the left bit sense line, device
Q3 will begin to conduct. The cross coupled latch
will then fully switch with bit sense left going to
Vss and bit sense right to Vx.

Address Buffer/Latch
The address buffer/latch is shown in Figure 7. The
input to the address buffer/latch is low voltage

compatible which the circuit senses, translates to
MOS level signals and latches.

Operation of the address buffers is as follows: Dur-
ing chip enable off time (CE low) both sides of the
latch are precharged to Vx (~10V) by devices Qy,
Qa, and Q3. Device Q3 is used to assure that the
initial precharge on each side of the latch are equal.

When chip enable goes high, the input to the ad-
dress buffer (Aqy) is gated. to the cross coupled latch
which latches the appropriate MOS level at Ajand
Aj. For example, if the TTL address input is-high,
then device Q7 will turn on at ¢4 time. The cross
coupled latch then regenerates, turning Qg off. The
quiescent state of the latch for this input is Qg off,
Qg on, thereby setting Aj and A[ to MOS level
high and low, respectively.

This type of latch is capable of triggering and latch-
ing at very high speeds which allows the addresses
to be removed from the input as soon as possible.
However, there are a few characteristics of this
latch which have an effect when the device is
placed in a system environment.

First note that node (1), Figure 7, has been pre-*
charged to a high MOS level of Vx (~10V). When

]

Aj (MOS LEVEL ) ——q

A IN (TTL LEVEL)

Figure 7. Address Buffer/Latch

L

p——A; (MOS LEVEL}
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chip enable goes high turning on Q4, the charge
on this node is connected to the address input
node (ApN) for a short period of time (until
the latch switches). This results in a small positive
voltage shift on the address input Apy. It follows
then that the more 2107B devices attached to a
given address driver the larger the voltage excursion
will be. This excursion has been found to cause no
problem in any reasonable system environment (as
described later)and amounts to no more than 9 mV
positive shift for each 2107B. The amount of posi-
tive charge coupling depends upon the address
driver and the address line impedance. As should be
expected, the most sensitive address level is the low
level (V) since any positive coupling decreases
the available noise margin.

Another characteristic to be aware of in this type
address buffer is the input current drawn through
the address driver when an address goes from a low
state to a high state during chip enable high. This
condition results from the latch being set in the
state where Qg is on as well as Q4 and Qs. Current
is then drawn through devices Q4, Qs, Qg and Qg.
This current is typically in the order of 0.5 mA.
Note that although this may cause a load on the
address driver and cause it to drop below 2.4V,
there is no effect on the memory component since
the desired address has been latched in. This current
is drawn only as long as chip enable is high. When
chip enable goes low, device Q4 is turned off,
opening the current path. This effect will be shown
on various type drivers in a later section (Low
Voltage Buffer/Drivers).

Output Driver

A schematic of the output buffer is shown in Fig-
ure 8. Note that the output is in a high impedance
state if either chip select is high or chip enable is
low. Further, the Ve shown in Figure 8 is the
only connection the Voe makes on the 2107B.
This allows V¢ to have a wide range of values (up
to Vpp) if types of sensing other than TTL is
desired.

2107B Bit Map

Figure 9 gives the location of each cell in the mem-
ory matrix for each address. As shown in this

VCC

DATA

DATA OUT

CE

Figure 8. 2107B Output Driver

|
J

4064

COL. S/A

31 4063

LOW ORDER ADDRESS DECODER

0 4032

HIGH ORDER
ADDRESS DECODER

Figure 9. 2107B Bit Map

figure, the addresses run sequentially starting from
the lower left corner (device oriented as shown).

2107B SPECIFICATION

Although the device specifications for the 2107B
are concise and self explanatory, some sections are
included here to emphasize those areas of most
interest to the designer. Consider first the DC and
operating characteristics shown in Table I marked
with a [5].

The Vpp supply current during chip enable off is
specified at 200 ya maximum with chip enable no
higher than 0.6V. It is important to hold the low
level of chip enable at or below this value (to a
maximum of —1.0V) to assure that devices internal
to the 2107B.do not turn partially on. Note that
considering only the AC operating environment,
chip enable can go as high as 1.0V above Vgg and
the device will still operate properly. This require-
ment on chip enable off is most important in those
systems being placed in a low power refresh only
standby mode.

The Vgg supply current load (Igg) is maximum at
100 wa and includes all leakages. It is not necessary
to add the other leakage currents (e.g., I 1, IL¢) to
Igp to calculate supply drain on Vgg.

The input low voltage (for low level signals) Vg, is
specified as a function of the chip enable rise time
and is referenced to a transition with t = 20 nsec.
It is recognized that in some system applications, the
load on the chip enable driver may result in transi-
tions of 30 nsec or higher (to a maximum of 40
nsec). If the chip enable transition in the system is
not 20 nsec or faster (to a minimum of 10 nsec),
then the typical low level for the low level drivers
is shown by the graph in Figure 10. It is important
to include any noise which may be on the address
line during tpy (address hold) time. An example of
the noise expected on an address line when chip
enable goes high (during refresh) is shown in Figure
11. The noise shown here is the result of 36 devices
attempting to raise the address driver (see Address
Buffer/Latch) level during refresh time. Refresh
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Table I. D.C. and Operating Characteristics

Ta =0°Ct0 70°C, Vpp = +12V £5%, Vo = +5V £10%, VBBm = —B5V 5%, Vgg = 0V, unless otherwise noted.

Symbol P Limits Unit | Conditions
Min. | Typ.[2] Max.
" input Load Current 01 10 A Vin = Vit Min to Vid MAX
(all inputs except CE) CE = V) cor Vinc
e Input Load Current .01 2 HA VIN = ViL MIN 1O VIH MAX
fiol Output Leakage Current .01 10 uA | CE=Vj ¢ orCS=vy
for high impedance state Vo =0V to 5.25V
Iop1 8! Vg&i‘;pcps"’cg‘;gem 110 200 pA | CE=-1Vto+6V
Ibb2 Vg’u'iiiz‘g’éyoi“"e"’ 60 | mA | CE=Vipe CS=Vy
lop av 8l Average Vpp Current 38 54 mA Cycle time=400ns, tcg=230ns
CS=V,_; Ta=25°C
loct 4] ngri‘;"gé"ocf;‘"e“‘ 01 10 #A | CE=Vic or CS = Wiy
Igg 8] Vgg Supply Current 5 100 HA
v, 18! Input Low Voltage -1.0 0.6 \Y t7=20ns — See Figure 10
ViH Input High Voltage 24 Voot \" tt=20ns
ViLe CE input Low Voliage -1.0 +1.0 3
Viucl8l | CE Input High Voltage Vpp-1 Vpp+1 \ .
Voo Output Low Voltage 0.0 0.45 \ loL = 2.0mA
Vou Output High Voltage 2.4 Vee \ loy =-2.0mA
NOTES:

4 T b e o
1. I1NE Oy rEGuiTement

negative than Vgp.

. Typicat values are for T = 25°C and nominal power supply voltages.
. The Ipp and I currents flow to Vgg. The Igg current is the sum of all leakage currents.
. During CE on V¢ supply current is dependent on output loading, V¢ is connected to output buffer only.

o & W N

. See discussion — 2107B specifications.

16

14

N | Voo = 126V
R, 1T ATt=
5 12 . Vore = 118V o e cETRaNsITONATE-0
El 2
T \\‘\ g?
x >
£ os ~—T——
N Vop = 114V — ADDRESS LINE COUPLING
> 0s Vige = 104V 1
ADDRESS QUIESCENT
04 LOWSTATE
02 . 0 N
o H | 20 4 60 80
10 15 20 25 30 3B 40 t {nsec}
ty (ns) 36 2107B DEVICES ON ADDRESS DRIVER

REFRESH CYCLE
Figure 11. Coupling to Address Line Caused by Chip
Figure 10. V,_ vs CE Rise Time Enable Transition
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is the worst case since all chip enable signals will be
simultaneously decoded and driven at the same
time.

The chip enable high voltage, Viyc, can vary be-
tween Vpp+1.0 and Vpp-1.0 volts. This allows
maximum flexibility in the driver design and pro-
vides for adequate noise margins.

The average Vpp current (Ipp Av) during a read/
write cycle is specified to be a maximum of 54ma.
This current is a function of both cycle time and
temperature as shown in Figures 12 and 13, re-
spectively. As shown by these curves, the maximum
power occurs at low temperature and maximum
duty cycle.

- 128v
= -4.75vV—
- 528V
=138V T
= 25°C

Voo
Vea
Vee
vlm:
TA

g 8 3

3

1197
Z

gFad

N
\\ '\\

1o AvI (mA}

8

o 200 400 600 800 1000 1200 1400

Tey ()

Figure 12. Ipp av vs Cycle Time

-
~——

-
-<2

P~ 72mA
p

—-

lop AV1 (mA)

\%

CYCLE TIME = 4003
teg =230ms l

[ 25 e

T, 1°C)

Figure 13. Ipp av vs Temperature

Timing

The timing relationship between the control, ad-
dresses, and data in/out is very straightforward as
shown in the specification. For reference, the Read/
Refresh, Write and Read-Modify-Write cycles are
shown in Figures 14, 15, and 16, respectively, for
minimum timing. Selected points are discussed

which may cause the most problems if they are
violated in a system environment.

For all cycles it is imperative to make certain that
the address inputs are valid at or before chip enable
reaches the Vgg+2.0V level (tac). The high Speed
of the 2107B address buffer/latches means that if
the address inputs are not valid until just after chip
enable goes high, the wrong address is likely to be
latched in the chip. Likewise, the input data must
not change after write enable goes low while chip
enable is high (tpw). Again, violation of this
requirement may result in incorrect data being
written into memory.

Note that for all cycles, the data-out output goes to
a low state shortly after chip enable goes high. This
prohibits the output from being tied directly to a
clear or preset input of a latch.

Problems can occur when one or more parts of
these specifications are violated.

Transient Currents

Although the transient currents in the 2107B are
easily handled, proper attention should be paid to
the peak values and adequate decoupling provided
to handle the expected transients. Figure 17 shows
the transient currents present in the 2107B.

Consider first the transient current supplied by the
chip enable driver Icg. It is noted that this current
does not have a resistive component but is strictly
a charging current represented by the relationship:

dv
I=¢C a
As expected, the largest transient current drawn
by the 2107B is the Vpp supply and is represented
by Ipp. The first portion of this curve shown as A
is the result of internal nodes charging up for op-
eration. The section shown as B is the result of the
address buffers/decoders turning off. Portion C is
the “steady state” current drawn by all internal
circuits while chip enable is high.

Portion D of the transient current is the result of
feedthrough capacitance (internal to the chip)
coupling to Vpp when chip enable goes low. Por-
tion E is the precharging of selected internal nodes
by the chip enable generator (e.g., precharging bit
sense line. See section on Internal Device Opera-
tion).

The transients associated with the Vgp supply Igp
should be reviewed closely. Note that the peak
values are approximately 20 ma during a cycle
with a time base as shown. Special attention is
called to this because even though the average DC
current is very small (maximum 100 ua) the peak
currents can be two orders of magnitude higher.

18
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{Numbers in parentheses are for minimum cycle timing in ns)

tey (400}
“\fD '
ADORESS ADDRESS STABLE ‘ ADDRESS CAN CHANGE (7) ADDRESS STABLE
AND TS ®
Vic
le—— 144100) ——= —| f—tyi200 — tpl20)
tac (0} tcg (230
Ve @
ce
i
EROXR £ e
Vite EEENEROE 1
i ‘ e to (130) —y
| — [ tacl0
Vin L :
WE _
W oan ChHANGE
CHANGE i ;
Vie |
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| teo (180} — eyt !
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Dout <= mpEDANCE _’—\ VALID } "‘lMPEDANcs
vm---.?__- ——— ]
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Figure 14. Read/Refresh Cyclem
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Figure 15. Write Cycle
NOTES:

—

terl® i

For Refresh cycle row and column addresses must be stable before toc and remain stable for entire tp |4 period.

. VjL MAX is the reference level for measuring timing of the addresses, CS, WE, and D).
. ViH MIN is the reference leve! for measuring timing of the addresses, €S, WE, and DiN.

. Vpp ~2V is the reference level for measuring timing of CE.
. Vg +2.0V is the reference level for messuring the timing of DOUT
. During CE high typicatly 0.5mA will be drawn from any address pin which is switched from low to high.

1.
2
3
4. Vgg +2.0V is the reference level for measuring timing of CE.
5
6.
7

a7
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(Numbers in parentheses are for minimum cycle timing in ns.)
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. Minimum cycle timing is based on t1 of 20ns. R

. ViL MAX is the reference level for measuring timing of the addresses, CS, WE, and Din.

. Vi MIN is the reference level for measuring timing of the addresses, CS, WE, and DN

. Vgg +2.0V is the reference level for measuring timing of CE.

Vpp -2V is the reference level for measuring timing of CE.

ll§§ +2.0V is the reference level for measuring the timing of DoyT-.

. WE must be at V1 until end of tcQ.

. During CE high typically 0.5mA will be drawn from any address pin which is switched from low to high.

PNOO AL -

Figure 16. Read-Modify-Write Cycle
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Figure 17. Typical Current Transients vs Time
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These transients are characteristic of any dynamic
RAM and are in part related to the density of the
RAM. Again, if adequate decoupling measures are
taken, very little noise will be generated on the Vgp
system distribution.

Notice that the transient current for Iccp is not
shown. This is because the Ve supply is con-
nected only to the internal output device and its
transient depends on the load placed on the output.

A full discussion on decoupling the power distribu-
tion in 2107B arrays appears in the decoupling sec-
tion. As it is shown later, the use of a multi-layer

A1

memory board is not required by the 2107B.

SYSTEM CONSIDERATIONS

The previous sections of this application note have
dealt with the characteristics of the 2107B as a
stand-alone device. This section will outline the
types of interface, system design considerations,
power calculations and testing considerations when
using the 2107B.

MOS Level Drivers

There are many types of drivers capable of driving
n-channel RAMs such as the 2107B. The drivers
can be used in one or more of the configurations
as shown in Figure 18a, b, and c. Each of the
driver types shown in Figure 18 has an optimum
circuit load that it can drive and each has special
design considerations. These drivers are catagorized
in three general types; those which:

1. Require external drive transistors.
2. Require an additional power supply.
3. Require no special components or voltages.

In case (1) above, there is insufficient high level
drive capability in the driver, hence a PNP external
discrete transistor must be used to generate suffici-
ent up-going transition (Figure 18a). Note that this
transistor is driving in the saturated mode so the
minimum high level criteria (Vpp—1.0) on the high
level MOS clock are easily met.

Driver type (2), shown in Figure 18b, does not
require external discrete transistors but does re-
quire an additional power supply. This extra supply
is usually 3V higher than the Vpp supply for the
RAM (e.g., using this type of driver with the 2107B
would require Vpp = 12V and Vpp1 = 15V). The
additional supply is necessary to assure that the
minimum up level (Vpp—1.0) requirement of the
MOS clock is met.

The 3245, shown in Figure 18c, has been designed
to maintain the Vigympy requirements of the
2107B, while some other types of drivers using a

single Vpp supply may not maintain a sufficient
Vig miNy level. The 3245 is recommended for all
new designs using the 2107B.

Voo

HB—A/\O—G MOS (OUT)

|

Vss

TTL (IN}

VoD1 VDD2

(b) TTLON) MOS (0UT)

Vss

Vbp
]

(c) TTL (N) 3245

I

Vss

MOS (0UT)

Figure 18. Three Types of MOS Level Drivers

It is important to remember to place the MOS
level driver outputs physically as close as possible
to the memory array. This will minimize any trans-
mission line impedance mismatch between the un-
joaded stub and heavily ioaded line in the memory
array. The effect can most easily be seen with the
aid of Figure 19. The impedance of the intercon-
nect is:”

L
L Zo) = V%'

where C; is the capacitance per unit

length of the interconnect

L is the inductance per unit
length of the interconnect

INTERCONNECT TO ARRAY
202}

L |

T
LOADS

DRIVER

Figure 18. MOS Level Driver Loading
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For all practical purposes, the inductance per unit
length of the printed line is independent of the
externally connected loads. Therefore, the imped-
ance of the loaded section of transmission line can
be represented as:

L
2. Zyy = \ém:z

where C; is the added capacitance per unit length
to the printed transmission line.

For most practical systems, capacitance per unit
length of an unloaded transmission line will be
approximately 1-2 pF/in. (C;). C, is the capaci-
tance effect of the 2107B per unit length. Since
the spacing between memory devices is approxi-
mately 0.5" the typical loading effect of C, is 30
pF/in. (i.e., 15 pF assumed for each chip enable
input).

The ratio of the twa impedances is calculated as

follows:
ZO(I) _ C1+C2 - 2 -4
Zo@) Cy 2

This means that the impedance of the stub is
four times the impedance of the loaded section.

If the loads are placed close to the driver output
the effect of the stub will be negligible and will
cause no problem.

3245 MOS Level Driver

The Intel® 3245 is a quad MOS level driver, with
each driver capable of driving 250 pF load with
maximum delay of 30 nsec. The 3245 requires two
power suppliesi"VCC (+5V), and Vpp (+12V). The
pin configuration and logic diagram of the 3245 is
shown in Figure 20. For reference, input/output
waveforms are shown in Figure 21, with delays
given in Table II for worst case conditions.

Note that Table II gives the minimum input to out-
put delay for a lightly loaded line (C = 150 pF) and

the maximum delay plus rise time for a heavier
load (C=250pF). The minimum delay time is
given so the system designer can guarantee that the
chip enable driven by a particular driver does not
occur before the address lines have stabilized. The
maximum delay plus rise time is given to guarantee

3245

m

Voo [} 1] E——
L s]o,
nls wn E 1 o
[ 13 JE B - .
R[]s 2] T @—o,
s n[n — H_D—O
o, 0[]0, ? !
ano [ s 3 Jne D i —@_0‘
7 ——

ol

PIN NAMES

0,0, DRIVER QUTPUTS
Voc  +5VPOWERSUPPLY
Vop  +12V POWER SUPPLY

1

i DATA INPLITS

ENABLE INPUTS
REFRESH SELECT INPUT
CLOCK CONTROL INPUT

)
o

all ol m

Figure 20. 3245 Pin Configuration and Logic Diagram

Figure 21. 3245 Input/Output Wavéforms

Table 1. 3245 A.C. Characteristics
Ta=0°C to 75°C, V¢ = 5.0V 5%, Vpp = 12V 5%

Symbol Parameter Min{1] | Typ.R] |Max.I3! [ Unit | Test Conditions
t+ Input to Output Delay 5 11 ns Rseries = 0
tDR Delay Plus Rise Time 20 32 ns Rseries = 0
tyo Input to Output Delay 3 7 ns Rseries =0
toF Delay Plus Fall Time 18 32 ns | Rsemies =0
tr Qutput Transition Time 10 17 25 ns Rseries = 2092
tpR Delay Plus Rise Time 27 38 ns Rseries = 2002

NOTES: 1. CL=150pF 2. C_=200pF & T =25°C 3. C_ =250 pF

10
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a required system access or cycle time can be met.
The capacitance values specified for the 3245 of
C =150 pF, C=200 pF, and C = 250 pF are repre-
sentative of the minimum, typical, and maximum
capacitance, respectively, of nine 2107B Chip En-
able inputs plus associated stray capacitance.

Graphs showing the effect of capacitance loads on
delay and rise times are shown in Figure 22a and b.

 (nsec)

100 200 300 400 500 600

CLoaD {pF)

(a) INPUT TO OUTPUT DELAY

40

30
for

t {nsec}

o

L | | 1 | I
100 200 300 400 500 600

=0
CLoap (oF}

{b) DELAY PLUS TRANSITION TIME

Figure 22. 3245 Delay and Transition Time asa Function

of CLoap

The 3245 offers a great deal of flexibility in driving
large arrays of 2107Bs. A sample of its logic capa-
bility is shown in Figure 23. A given card is selected
by Card Enable i, byte control is maintained with
Byte Enable, and:the desired row selected by Row
Enable i. The basic chip enable timing pulse is
provided by CE timing.

At refresh time it is necessary to activate the Card
Enable i, Byte Enable and Refresh Enable to re-
fresh the entire card at one time. In most systems,
it is desirable to refresh all cards simultaneously. If
the cards are decoupled properly (see Decoupling
section), the power supply transients during refresh
will be minimal and are acceptable. The basic con-
figuration of such a card is shown in Figure 24. For

CARD ENABLE | O=mm——————————

BYTE ENABLE Oy

ROW 0 ENABLE CHIP ENABLE O

’_D— CHIP ENABLE 1

ROW 1 ENABLE —$
ROWZ ENABLE —-—:D _D— CHIP ENABLE 2
1 3 ~

ROW 3 ENABLE _D%—CHIP ENABLE 3

REFRESH ENABLE —4

N

v: |
|

CETIMING

Figure 23. 3245 Enable Configuration

3245

03 04
03 01
||

. CARDi

ROW 3 ROW 3

ROW 2 ROW 2

ROW 1 ROW 1°

ROW 0}
LEFTBYTE

ROW 0
RIGHT BYTE

ta | r

Figure 24. System Organization and Driver Placement

this system, the entire 16K X 16 memory array can
be driven with two 8245s placed as shown between
the two memory arrays.

Waveforms of the 3245 driver in a system similar to
that shown in Figure 24 are given in Figure 25a—d.
The driver configuration used is shown in Figure 26.
Figure 25a and b shows the leading and trailing edge
of chip enable at both the beginning and ending of
the printed line for an added series resistance R of
1082. Note the transition time and overshoot for
each of these edges. The overshoot is worst case at
the leading edge at the driver end and on the trail-
ing edge at the end of the line. The trailing edge
overshoot is 2.2V while the leading edge overshoot
is 1.5V. Both values are very marginal for system
operation.

The effect of increasing the series resistance to 2082
for the above driver is shown in Figure 25c and d.
Note that the transition time has increased but is




2107B

END OF
TRANSMISSION
LINE
: ! CE ce
' 2V/IDIV  2v/DIV __TTLIN
b BEGINNING OF /oy
TRANSMISSION
TTLIN LINE
w/DIv
BEGINNING OF
RANSMISSION
TRANS sims END OF
L TRANSMISSION T
REF LINE REF
___CE = CE
T =10nS/DIV T=10nS/DIV
LEADING EDGE, R = 109 TRAILING EDGE, R = 100
(a) (b)
END OF
TRANSMISSION
LINE
— CE : .
2v/DIv . TTLIN
/oI
BEGINNING OF
TRANSMISSION
TTLIN LINE
wiDw ce
2V/DIV
BEGINNING OF
TRANSMISSION L L
LINE ~— Rer REF
CE END OF CE
REF TRANSMISSION REF
L LINE LoL
T = 10 nS/DIV T <10 nS/DIV
LEADING EDGE, R = 2092 TRAILING EDGE, R = 2002
(c) (d)
Figure 25. 3245 Typical Driver Waveforms
M
R 2V/DIv
CE O LEFT BYTE 9 LOADS
3245/
3210 R
CE 0 RIGHT BYTE 9 LOADS TTLIN
1v/DIvV
. . ) . TTL
Figure 26. MOS Level Driver Configuration REF
. CE REF —|

still within entirely acceptable limits and the over-
shoots have been cut in half. The driver is now
operating in an acceptable mode with minimal
overshoot.

The effect of temperatures on the 3245 is shown in
Figure 27. A 2082 series resistor is used with the
driver.

The results of board measurements of a typical
3245 driver driving 18 loads and 9 loads is shown in
Table III. Note that the delay does not change ap-
preciably with temperature but the transition time
incoreased approximately 2—3 nsec from 25°C to
70°C.

. R
T =10nS/DIV

Figure 27. 3245 Driver Waveform with
Temperature = 70°C

3210 MOS Level Driver

The pin configuration and logic symbol for the
3210 driver is shown in Figure 28. As shown in this
figure, this driver consists of one MOS level driver
and four TTL low voltage buffers. These low volt-
age buffers can be used to drive inputs which re-
quire a 3.5V high level (such as the 2107 A address

EN
~a
LX)
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“Table 111, Summary of 3245 Driver Board Delay Measurements

MEASURED CONDITIONS MEASURED MEASURED
NUMBER 21078 LOADS INPUT TO OUTPUT DELAY DELAY!3! DELAY !
AND CIRCUIT CONFIGURATION
RS . 12 PLUS RISE PLUS FALL
worsTIS! | % | woRrsT!® WORST!S! WORST!S!
TP “case | TP case | T™P| case | TYP| case
3245 18 LOADS!®! R =200 12 12 10 10 34 37 33 35
3245 9 LOADS R = 2092 1 10 30 33 | 25 27171
NOTES:

1. TTL 1.5to Vgg +1 volt
2. TTL 1.5 to Vpp -1 voit
3. TTL 1.5 to Vpp -1 volt
4. TTL 1.5 to Vgg +1 volt

5. Worst case driver on board at 70°C and 5% power supply variation,
6. 18 loads 2082 split resistor (see Figure 26).
7. Projected from 18 load delay.

oatameuro, 1

enaace et e, ]2

Figure 28. 3210 Pin Configuration and Logic Symbol

inputs) or they can be used to drive high capaci- -

tance loads with minimum delay. For reference,
the input/output characteristics of the 3210 are
shown in Figure 29 and table IV, respectively.

The driver. configuration for the 3210 MOS level
output is shown with the aid of photos in Figure

30a and b for series resistances of 1082 and 2082.
Table V summarizes the results of board measure-
ments for the 3210 as a function of series resistance
and temperature.

Low Voltage Driver/Buffers

The address, data-in, write enable, and chip select
inputs on the 2107B are all low voltage TTL com-
patible requiring no special interface. This section
will discuss the types of drivers which can be used
to drive the low voltage inputs along with the
advantages and disadvantages of the drivers.

The types of low level drivers capable of driving the
2107B are shown in Figure 31. Two observations
are pointed out regarding the use of TTL drivers
shown in Figure 31.

1. There are no p\jll up resistors.

2. Series 74S type gates are not recommended.

Table IV. 3210 A.C. Characteristics
Ta =0°C t0 75°C, Vg = 5.0V £6%, Vpp = 12V 5%

SYMBOL PARAMETER MIN. TYP.[”_ MAX. | UNITS | TEST CONDITIONS

t.pR Delay Plus Rise Time for Low Voltage Drivers 17 25 nS Cp =200 pF
tLor Delay Plus Fall Time for Low Voltage Drivers 16 25 nS Cyp =200 pF
tH-+ Input to Output Delay for High Voltage Driver 9 15 nS C_ =175 pF
tHDR Delay Plus Rise Time for High Voltage Driver 27 40 nS C_ =350 pF
tH+- Input to Output Delay for High Voltage Driver 4 8 nS C_=175pF
tHDF Delay Plus Fall Time for High Voltage Driver 18 30 nS Cp = 350 pF
tps Delay to Base Drive to External PNP (Pin 12) 4 8 17 nS

NOTE: 1. TA=25°C
A.C. CONDITIONS OF TEST:

input Puise Amplitudes: 3,0V input Pulse Rise and Fall Times

: 5 nS between 1 volt and 2 voits Measurement Points: See Waveforms

4-13




HIGH VOLTAGE DRIVER

Voo —_——————— Voo

BASE OUTPUT (PIN 12)

toLR —=]

INPUT —\

[e—— toR —|

LOW VOLTAGE DRIVER

[ woR—=y

[tor —=f !
Figure 29. 3210 Input/Output Characteristics

7400/ 3245
7?%@4“ 74'-10!:u 3210/3211
(a) (b) (c) (d}

Figure 31. Low Level Drivers

TTL Drivers

Since TTL devices will typically pull up actively
to 2.8V to 3.4V, which is well above the required
minimum high level, pull up resistors are not
needed. Standard Series 7400 type gates are speci-
fied to supply 400 ua up level current at 2.4V worst

case. Since each address input of the 2107B

has a maximum leakage current of 10 ua, this type
of driver is capable of driving 40 2107B address
lines. However, it should be noted that these 40
address inputs have a capacitance of 240 pF. This
load will increase the delay through the series 74
gates.

When driving the 2107B address inputs with TTL
gates it is advisable to use a NAND type circuit

__cE __CE
2v/pIv 2v/DIv
TTLIN TTLIN
1v/DIv END OF 1V/DIV END OF
TRANSMISSION TRANSMISSION
LINE LINE
BEGINNING OF
TRANSMISSION
BEGINNING OF TTL LINE TTL
TRANSMISSION REF REF
LINE CE CE
REF REF
- = 10 nSlDl ) T= 10 nS/DIV
LEADING EDGE, R = 102 LEADING EDGE, R = 200
(a) {b)
Figure 30. 3210 Typical Waveforms
Table V. Summary of 3210 Driver Board Delay Measurements
MEASURED CONDITIONS MEASURED MEASURED
NUMBER 21078 LOADS INPUT TO OUTPUT DELAY DELAY!3! DELAY 4
AND CIRCUIT CONFIGURATION ) .2 PLUS RISE PLUS FALL
WORSTI®! WORsT!®! WORsT!®! WORST!®!
TYP. CASE Tvp CASE TYP. CASE TYP. CASE
321018 LOADS!®! R =200 16 16 10 10 48 50 35 35
3210 9 LOADS R = 208 14 8 30 32 | 26 25171

NOTES:
1. TTL 1.5to Vgg +1volt
2. TTL 1.5 to Vpp -1 volt
3. TTL 1.5 to V=1 voit
4. TTL 1.5 to Vgg +1 voit

5. Worst case driver on board at 70°C and 5% power supply variation,
6. 18 loads 2092 split resistor (see Figure 26}.
7. Projected from 18 load delay.

—
i
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(such as shown in Figure 31) with an enable input.
This will allow ‘all addresses to be set up in a high
state (above 2.4V) and be driven low when appro-
priate. Since TTL gates have much better drive
capability in the high to low direction, the increase
in delay due to the large capacitance is reduced.

It is not recommended that Schottky type TTL
gates be used to drive the low level inputs of the
2107B. This is because under worst case conditions,
the down level of the Schottky device is approxi-
mately 100 mv higher than for a regular or H series
TTL gate. This higher level coupled with the ad-
dress noise coupled from the 2107B (see Address
Buffer/Latch section) might make some systems
marginal in operation. In addition, the effect of
chip enable transition on address low voltage re-

duces the maximum positive down level on the
addresses. (See Device Specification section.)

An example of TTL circuits (7400, 74H00, 74S00)
driving 36 address inputs on the 2107B at refresh
time is shown in Figure 32. Figure 33 shows the
same TTL gate at “Read” time. Note the high level
loading effect is greatly reduced because only 9
loads (2107B) are turned on at one time. Note that
a Series 74S gate was used and is shown for refer-
ence only. From these photos the amount of over-
shoot present in driving high-low is clearly seen.
Therefore, even with TTL drivers it is desirable to
use series resistors to decrease the negative over-
shoot. This resistor value depends on the load on
the driver and 20f2 is recommended when driving
36 address loads.

T =50nS/DIV

DRIVER TYPE 7400
{a)

. CE

| LOADING
[ EFFECT
NOTE (1)

TTL

ADDRESS Fualld

Vss —
T =50 nS/DIV
DRIVER TYPE 74H00
{b)
e CE

ISR | o/.0iNG

Co EFFECT

NOTE (1)
TTL

ADDRESS ™ g

[
REFRESH e
courLinG S

(TYPICAL) %\
[

Vgg —]

T =50n5DIV
DRIVER TYPE 74500
(e}

Figure 32. TTL Driver Waveforms (Refresh Cycle}
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Figure 33. TTL Driver Waveforms (Read Cycle)
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In the discussion of the address latch circuitry
(Address Buffer/Latch section) reference was made
to input currents drawn by the address buffer when
an address is switched from a low to high level dur-
ing chip enable. The decrease in high level shown in
Figure 32 is due to the 0.5 mA/2107B loading of
the address line following the low to high transition
while chip enable is on. (All photos from Figure 32
are taken at refresh time when all devices are on.
This condition is worst case.)

Figure 32 also shows the effect of 36 memory
devices coupling charge back to the address line
[see Note (1) on photos]. This coupling limits the
series resistance value which can be added to the
address drivers to minimize overshoot. It also sug-
gests that the address drivers be placed as close as
practical to the memory array.

The photo shown in Figure 34 is the current
associated with the low to high level address transi-
tion for 36 devices at refresh time. (Note the time
delay of current relative to address voltage change.
This is the result of delays associated with the cur-
rent probe relative to the voltage probe.) For this
example, the driver used is a 3210.

Other Low Voltage Driver/Buffers

When speed and high level drive capability is needed
it is desirable to use drivers which are designed spe-
cifically for driving high capacitance loads with
minimum delay. The 3245 and 3210 can be used
to drive the 2107B low voltage inputs.

When operating the 3245 in a low voltage mode,
the device is connected per schematic shown in Fig-
ure 35. As shown in this figure, the Vpp; pin (pin
1) is connected to Ve (+5) and the Vpp, pin (pin
9) is connected to +12V. Photos of the waveforms
of the 3245 in the low voltage drive mode are
shown in Figure 36a and b. The circuit configura-
tion is shown in Figure 35. As shown in the photo,
the 3245 has very high drive capability in both the
positive and negative directions.

For comparison, the low level buffer portions of
the 3210 are shown in Figure 37a and b. As is
shown, both the 3245 and 3210 make excellent
low level buffer drivers for heavily loaded address
lines. )

TTL
ADDRESS
CURRENT
20 mA/DIV

REFRESH
CYCLE

TTL

ADODRESS

1V/DiV

TTL REF

vss) —H

CE REF _|
{Vss!

Vee
Vee —d 3245

Vo

Figure 35. 3245 Connected in Low Voltage Drive Mode
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TTLIN
1v/DIv
Vss
T = 10 nS/DIV
POSITIVE ADDRESS TRANSITION
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Figure 36. Typical Waveforms, 3245 Low Voltage Mode
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OQUTPUT
2vV/iDIvV
TTL IN
1V/DIV
VSS —_—

T =10 nS/DIV

POSITIVE ADDRESS TRANSITION
{a)

Figure 37. Typical Waveforms, 3210 Low Voltage Mode

QUTPUT
2v DIV

TTLIN
W/Div

Vss

T 10nSDIV

NEGATIVE ADDRESS TRANSITION
(b}

Output Sensing

The output of the 2107B can be sensed with any
TTL compatible series 74, 74L, 74LS or 74S gate.
In addition, Intel provides a latch (3404) which
features high speed and high density in a single
package. The pin configuration for the 3404 is
shown in Figure 38.

The V¢ input to the 2107B goes only to the out-
put buffer as shown in Figure 8. This means that
other types of outputs can be used instead of
standard TTL devices if so desired. However, since

thera ny diffarent wavs to utilize thic fea-
ays 1C uililZe ulis Iea

re m
there are many different w

ture, do not exceed the maximum limits on voltage
when using the 2107B in a non-standard manner.

Typical curves of output current as a function of
output voltage are included in Figure 39a and b to
facilitate the output interface of non-TTL loads.

System Timing and Control

The simplicity of design when using the 2107B
memory component is shown by the schematic
given in Figures 40, 41, and 42. The basic timing
for this schematic is shown in Figure 43.

GRD =

Figure 38. 3404 Pin Configuration

The design shown is for an expandable 16K X 18
system featuring:

1. Asynchronous memory requests/multiple ports
2. Free running refresh

The timing cycle consists of a start initiated by a
memory request (MREQ) which triggers the busy
latch and begins chip enable. The busy signal is used
to disable other ports from requesting a memory
cycle while the memory is being accessed from

o\
- N

ton (mAl
AY
P
N
Ay
o®

- N

Vou tvolt)

(a) HIGH LEVEL QUTPUT

40
30 '/
60
< “r‘ -C /
z S
3" ?V

Vo, (vohs)
(b) LOW LEVEL OUTPUT
Figure 39. 2107B Output Characteristics
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Figure 40. 16K X 18 Memory System Timing Generation
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Figure 43. 16K X 18 Memory System Control Timing

another device. Since further timing signals for a
read/write cycle are straightforward they will not
be discussed further.

However, several things need to be said about the
refresh circuitry. As many system designers know,
when a memory system with asynchronous refresh
runs into trouble in the checkout state, it is 99%
sure to be refresh interference in one form or an-
other in the control logic. The most likely cause of
problems for asynchronous refresh is glitching be-
tween a refresh request and a normal cycle request
resulting in false starts or the system not knowing
whether or not it is in a refresh cycle or normal
cycle.

To alleviate this problem it is necessary to deter-
mine that there are no possible requests coming
from an external port to the memory when a re-
fresh cycle is started. This will prevent the low
order address line from making transitions at the
wrong time (due to the multiplexer between the
refresh and normal addresses) and taking excessive
time to recover to the proper level.

The circuit which performs the function of delay-
ing the onset of a refresh cycle is shown by G3 in
Figure 40. Here, refresh is delayed for as long as
necessary to assure that the refresh required latch
(REF REQ) has had time to block further requests
from all ports attached to the memory.

Attention is also called to the power on reset
(PWRST) signal shown in Figure 40. This signal
is necessary to assure that all latches have been
reset (or set) to the proper state after power has
been applied. In addition, note that the refresh/
addresses RAg thru RAs are changed after the
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refresh cycle is complete. This assures that the
address will not be changing during refresh as chip
enable goes high. ‘

Memory Array Layout

The layout for the 2107B memory array can be
identical to that used for the 2107A. An example
of such a layout is shown in Figure 44. The layout
in this example is constructed with grided power
busing which minimizes power distribution noise.
When using this technique it is important to remem-
ber to bus all power lines both vertically and hori-
zontally through every memory component.

The effect of propér power distribution in the
memory array cannot be over-emphasized. It is
most desirable to bus the power lines both ver-
tically and horizontally at every memory device

location (even if it means running a 15 mil wide
printed line to achieve the connection). If it is not
possible to make such a connection at every loca-
tion, then the interconnect should be done as much
as possible throughout the array.

" As a general rule of thumb, power distribution can
be considered adequate if the distance from each
power pin (e.g., Vpp to capacitor and Vgg to
capacitor) to the closest decoupling capacitor is
less than or equal to 1.5 inches.

For some layouts, particularly those which have all
timing and control as well as the memory on a
single board, it may be desirable to build multi-
layer boards. Attention should be paid to the con-
struction of the internal planes to gain maximum
effectiveness from these planes. If all the required
power supplies cannot be distributed on internal
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planes and any have to be left out and put on the
upper surfaces of the board they should be re-
moved from the internal plane in the following
order:

1. Vcc
2. VBB

3.Vpp
4. Vgg

Numbers 1 and 2 can be interchanged if there is a
particularly heavy Ve load due to timing, control,
etc. circuitry on the board.

When constructing internal planes, care should be
taken to obtain the most continuous plane possible.
For example, the plane should have “fingers”
between each IC feedthrough to minimize induc-
tance.

Decoupling

As mentioned in the Transient Currents section, it
is imperative to adequately decouple all supplies to
the 2107B. The type and amount of decoupling
recommended is most easily shown with the aid of
the diagram given in Figure 45. In this figure, every
other location for decoupling is Vpp-VYss using a
1.0 uF capacitor. Alternate locations can be Vgg—
Vss or Voc—Vss. It is suggested that Vgg-Vgg be

1 2 1 z 1 2 1 2
ninicininininis
4
I O N N I N N O O O
2 1 2 1 2 1 2 1
4
W Dy NN By SN Dy SN Dy SN p SENN D SN B SN
1 2 1 2 1 2 1 2
— 1 — f_ 2 L
B 4
2 1 2 1 2 1 2 1
nimininininiais
4
I U I NN [ N N B N By NN g
1 2 1 2 1 2 1 2
3
DECOUPLING KEY
1 Vpp-Vss - 10uF
2 Vgg-Vgs - 0.1uF
3 Vee-Vss - 0.1uF
4 Vpp-Vgs - 4.74F

Figure 45. Recommended Memory Array Decoupling

decoupled more heavily than Vcc—Vss (as shown
in Figure 45), because of the higher transients on
Vgp. Noise on the Vgg distribution is shown in
Figure 46.

VBB

T =50 nS/DIV
{11 vgg A.C. COUPLED, 100 mV/DIV

Figure 46. Typical Vgg Array Noise Decoupling per
Figure 45

In addition to the 1.0 uF decoupling discussed
above, it is necessary to provide a bulk of ~100 uF
Vpp—Vss per 36 devices located near the mem-
ory array. Also, placing 4.7 uF capacitors between
Vpp-Vss along the end of each row as shown will
eliminate noise problems during refresh time.

The effect of changing decoupiing capacitance in a
system is shown in Figure 47a, b, ¢, and d.

These photos show the effects of different de-
coupling schemes on the Vpp supply and the effect
of adding a more solid power distribution bus. (In
this case #22 wire was paralleled with the existing
power distribution of grided 15 mil printed line.)
Each of the photos shown in Figure 47 were taken
at the worst case location in the memory array at
refresh time.

Figure 47a shows the Vpp supply with 0.1 uF
spaced at every third device, no additional Vpp
busing and no bulk capacitors (4.7 uF) at the end
of each row. Note that the Vpp supply decreases
to approximately 300 mv below desired setting
with spikes driving the supply down a maximum of
440 mv. This excursion is not acceptable.

Figure 47b is for the condition of decoupling with
0.1 pF every third device and adding a 4.7 uF
capacitor at the end of each row. Additional power
busing on the Vpp and Vgg lines was added but
was observed to have little effect on the noise,
shown in Figure 47b. For this case, the Vpp sup-
ply is observed to decrease approximately 180 mv
with spikes adding a further reduction to 240 mv.
The major difference between this condition and
the one shown in Figure 47a is the addition of the
4.7 uF capacitors at the end of each row. However,
the decrease in Vpp voltage is still unacceptable.

4-2
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Figure 47. Vpp Noise as a Function of Decoupling

Figure 47c shows the Vpp supply where Vpp in
the memory array is decoupled at every other
memory device location. All other conditions are
per Figure 47b. Note that the offset is now only
100 mv with spikes taking the supply down to 170
mv below nominal. Such decoupling results in ade-
quate but marginally acceptabie system operation.

Figure 47d shows the Vpp supply decoupled at
every other memory device location with 1.0 uF
ceramic capacitors. All other conditions are per
Figure 47c. Note that the offset is approximately
20 mv with spikes lowering the Vpp to a maximum
of 200 mv for the length of time shown.

The most desirable decoupling of Vpp to Vgs in
a memory array is therefore 1.0 yF at every other
device location with 4.7 uF at the end of each row.

The above recommendations on power distribution
and decoupling will result in minimal memory ar-
ray power noise. However, it is certainly not the
only way to suppress power distribution noise. Ad-
equate distribution and decoupling can be assumed
if the following values are achieved:

1. Vpp—Vss 200 mv peak
2.Vpg—Vss 100 mv peak

1l
(s"’r%?aoy — J-"‘“"‘.
STATE)
Vss —i
T =50 nS/DIV
{d}
3. Vec—Vss 100 mv peak
4. Vgs—Vss 200 mv peak (corner to diagonal
corner)
Debugging A Memory System

The design and build of memory systems using the
newer, easier to use dynamic RAMs, usually results
in minimum system debugging time. However,
when this is not the case and the control and mem-
ory are not playing together well, life can be mighty
miserable for the designer while the problem is
being tracked down.

This section will deal with some of the more com-
mon problems that can affect dynamic memory
systems in general, their characteristics and how to
better identify them. An integral part of this sec-
tion is the testing of the system to identify those
conditions which cause the most problems for the
memory system. In the following it is assumed that
power supplies and timing are set to nominal values.

In debugging a memory system the most logical
place to start is to determine that all specified
criteria are met. This means looking at chip enable
timing during each type of cycle both high and low
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voltage level (read, write, read-modify-write, if
used, and refresh). In all cycles make sure the ad-
dresses and chip select are set up at the proper time
and are held for the minimum hold time. Check all
other signals for proper levels (this especially in-
cludes the address down level at the time just after
chip enable goes high). Remember that the maxi-
mum address down level is a function of the chip
enable rise time. Erratic operation results from a
slow transition and a mdrginal address down level.
Next, check all voltage pins for excessive noise. It
is usually desirable to check the power noise at re-
fresh time since all memory devices will be on then
and noise will be at a maximum.

After the above, sync on a read cycle and make
sure that the system data strobe, if any, occurs be-
fore chip enable going low has a chance to reset the
data. Also check to make sure no spurious write
signals are getting through at read time. In a write
cycle check the write enable waveform and make
sure data-in is valid at or before write enable goes
low.

In a refresh cycle, write enable should be held high
unless chip select is high. Aiso, while in the refresh
mode, make sure that all refresh addresses are being
accessed. This is most easily done by syncing on the
high order refresh address, As, and looking at the
low order addresses for one cycle of As. Checking
a read-modify-write cycle is merely*a combination
of the above discussion of read and write.

After confirming that the specification is met in all
regards and that power supply noise is within toler-
ance in all cycles, the designer is probably tempted
to harbor ill feelings toward the memory compo-
nent and/or manufacturer of same. However, it is
not yet time for such.

If the memory is failing most of the data and
address patterns that are being used for the test, it
is useful to inhibit refresh. When doing so, make
sure that the test cycle is such that refresh is being
done ‘“automatically” by the normal cycles oc-
curring at a fast enough rate. When inhibiting
refresh it may be necessary to restrict the test ad-
dressing so that all cells can be ‘“‘refreshed” by a
normal cycle. If the problem goes away after in-
hibiting refresh, you are now in the army of people
who have used dynamic RAMs to be caught with
refresh interference.

The only thing that can be said about refresh inter-
ference is that refresh is coming in at the wrong
time! In properly designed systems, the most likely
culprit is a noise glitch getting into the refresh
timing circuitry to cause the problem. One of the
most common causes for other types of system de-
sign is the improper use of “D” type latches. For
example, if an asynchronous input (relative to
clock) is applied to the D input of a latch and
clocked, there will be times where the change on

the D input occurs simultaneously with the clock.
In some latches this can cause an order of magni-
tude increase in delay instead of simply missing the
D input (see Figure 48). This problem also exists
when using a latch made of NAND gates (see Fig-
ure 49). The method of correcting the refresh inter-
ference problem of a system is left to the imagina-
tion and luck of the designer. If the problem is not
refresh interference, do not harbor ill feelings yet!

D-TYPE LATCH

o—

I

VOLTS

, DINPUT SET-UP

2
Q.CHANGES STATE (SET-UP 1)

Q CHANGES STATE (SET-UP 2)

TIME

Figure 48. D-Type La_atch

SET

RESET

Figure 49. Cross-Coupled NAND Latch

After checking all of the above with no change in
results, the next place to start is to determine
whether the system is sensitive to addressing pat-
terns. An effective test for evaluating address
pattern sensitivity is Galpat. The structure of Gal-
pat is shown in Figure 50. This test is time consum-
ing and requires a careful monitoring of the failed
data and its addresses.

Failures caused by a Galpat-only type test are
most likely due to address line noise, address
coupling to other signals, or refresh related. If ad-
dress type noise is suspected a careful look at every
point in each address path is in order. The best
place to concentrate is around the address and its
complement that failed.

Refresh related problems can occur during Galpat
because this test takes a long time and may not
“automatically” refresh the memory. (A sequential
type test can refresh the memory automatically
if it cycles faster than the maximum allowed

4.24
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A “galloping” “1” or “0” thru memory consists of initializ-
ing the contents of memory (all “1s” or “0s™) and imple-
menting the following sequence at each successive memory
location:

1. Write opposite data (from initialized state) into test

address (AtgsT)
. Read next address (Apggy + 1)
. Read test address (ATggT)
. Read Apggr +2

w A WN

. Read test address — continue read sequence for en-
tire memory

. Write test address back to initialize state
Go to next address for new ATggT
. Repeat steps 1—6 until entire memory tested

. Complement initial data pattern and repeat steps 1-8

Figure 50. Galpat Flow Chart

refresh period.) If any address fails to get refreshed
during the refresh period, Galpat will most likely
pick it up.

If the above does not yield a clue, then a check of
the data pattern across a word is in order. In many
tests each bit in a word contains the same data.
This can cause certain groups of data lines to
couple into adjacent control or address lines. This
problem can be tracked down by allowing only one
bit in a word to change at a time.

If the memory system is having massive failures, it
is very likely that the above debug procedure will
reveal the problem. The second type of problem to
be discussed is that of soft failures at frequent in-
tervals. In general, these are problems caused by
system noise, marginal timing, flaky peripheral de-
vice(s), or marginal memory component.

For soft failures, the first item to suspect is refresh
interference. Proceed per above to isolate the prob-
lem.

A great deal of information on soft failures at
nominal voltage settings can be obtained by shmoo-
ing the memory system. A shmoo consists of vary-
ing each voltage in a manner which is worst case for
certain conditions.

The voltage points which emphasize certain tend-
encies in the memory are contained in Figure 51.
The device failed address should be noted at each
shmoo point to give a clue to the problem.

A broad guideline here is as follows:
Failure
1. Vpp low, |Vpg| high

Cause
— timing marginal
(memory tends to
slow down).
2. Vpp high, IVgpllow — noise in system.
Look for Vgs, Vpp,
Vg noise.

Temperature variation can also reveal similar prob-
lems. For example:

Failure
1. High temperature

Cause

— timing should be sus-
pected.

— noise should be sus-
pected.

2. Low temperature

T T
| % MIN. OPERATING CORNER (21078) |

-__.+ ________

| NOISE SENSITIVE CORNER -/ |
I I
! |
Ves
| |
| I
| MAX. OPERATING CORNER (21078)-, |
VN »-—\————-____—-\’—_
| \- sPEED SENSITIVE CORNER |
1 i
W Vop ve'

Vp — MOST FOSITIVE Vg
VN - MOST NEGATIVE Vgg
Vp' — MOST POSITIVE Vpp
VN’ — MOST NEGATIVE Vpp

Figure 51. Example of Memory System Shmoo Plot

Power Calculations

The typical power dissipation for the 2107B with a

~chip enable on time of 230 nsec and a 400 nsec

cycle is calculated as follows for a typical device:

Device Power

Vpp X Ipp AV

1.P =
bop [+VBB X IpB

]

=[12.0X 38 mA
= 456.
[+5.0X0.1mA] 6.5 mw

Since the calculation of standby power without
refresh for dynamic memory is meaningless, the
following calculations are for standby with refresh:

]

[12.0>< 0.11 mA
+5.0X 0.1 mA

_ | VpD X IDD1
> Ppop = [+ VBB X IpB

] = 1.82 mw
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N Tcy
3. PpsB = Ppop (W)

T —N T,
»vor ()

where: Ppop - = Operating power disspiation

PNOP = Non-operatiri‘g(chip enable low)
power dissipation

Ppsp = Standby/Refresh power

N = Number of refresh cycles in refresh
period

TREF = Refresh period in usec

Tcy = Refresh cycle time in usec
For the 21078, the following values apply:

N = 64

TREF = 2000 usec

Tcy = 0.40 usec

_ 64 (0.400)
4. PpsB = 456.5 (m—)

2000-25.6
+1.82 (—5500—) mw

or

5. Ppsp = (5.84 +1.80) mw

6. Ppsp = 8.6 mw

The above calculations do not include Vo power
since it is dependent only upon the output load
used. The output of the 2107B is in a high imped-
ance state when chip enable is low or chip select is
high and only leakage level currents flow under
these conditions.

System Power

In most systems only a portion of the memory
devices will be continually accessed. For example,
in the system previously described (16K X 18)
worst case power is a continual access of one row
(the other three rows are dissipating power in the
refresh only mode).

System power for the 16K X 18 system is calcu-
lated from:

1. Psys = PD§ X N+Ppa X M+Ppop X D+ Ppsgp X E

where: Ppg = Power dissipated in drivers during

standby (including refresh)

N = Number of drivers in standby

PpA = Power dissipated in drivers during
max. duty cycle operation

M = Number of drivers in max. duty cycle
operation

Ppop = Power dissipated by memory device

max. duty cycle

D = Number of devices in PpOp

PpSB = Power dissipated by memory devices
during standby (including refresh)

E = Number of devices in PpDSB

For this example, all drivers are assumed to be
3210s. Therefore:

Pps = 387 mw N=6
PpA = 467 mw M= 2
Ppop = 456.5 mw D= 18
Ppsy = 8.6 mw E = 54
or Memory Component
Driveigower Pﬂlel

PSys = 387 X (6) + 467 (2) + 456.5 (18) + 8.6 (54)

Drivers Memory Devices
2. Pgys = 2322+934 +8217 + 464
PDRIVERS = 3256 mw

PMEMORY = 8681 mw
or

[}

Total System Power:
3. Pgyg = 11.9 watts

The power dissipated by the drivers is approxi-
mately 26% of total system power in a max.—duty
cycle operating environment.

Total standby power (including refresh is calcu-
lated from equation (1) where:

N=8 M=0 D=0 E=72

or:

Driver Memory

e ., it —
4. Psys = 387 (8) +8.6(72)

Pgys = (3096 + 619) mw

or

PDRIVERS = 3092 mw
PMEMORY = 619 mw
5. Pgys = 3.7 watts

Note that in this case, driver power amounts to
approximately 83% of total system power.

Power Supply Sequencing

The Vgp substrate bias supply must never be al-
lowed to be more positive than 0.3V above Vsg,
Vpp, or Ve at any time. Catastropic device fail-
ure can result if these criteria are not met. To mini-
mize this problem of power sequencing and inad-
vertent power shorts, it is recommended that Vgg
be referenced to Vgs.
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INTRODUCTION

The Intel® 5101 is an ultralow power 1024 bit
static RAM organized as 256 words X 4 bits. It is
fabricated with an advanced ion-implanted silicon
gate CMOS technology. The 5101 is fully TTL com-
patible, uses only a single supply voltage V¢ (+5V)
and does not require a clocking operation on the
chip enable input. This device is ideally suited for
low power and high speed applications where bat-
tery support for non-volatility is required.

The purpose of this application note is to describe
the internal circuitry and operation of the 5101 and
to outline various circuit techniques for -battery
supported non-volatile operation. In addition, de-
signs using the 5101 will be described and the inter-
face discussed. :

DEVICE DESCRIPTION

The 5101 is pin compatible with the Intel® 2101 n-
channel silicon gate static MOS RAM. The internal
circuitry, however, differs from the 2101 in that the
5101 is implemented with CMOS technology and
the 2101 is implemented with n-channel technol-
ogy. (However, both the 5101 and 2101 are TTL
compatible.) The pin configuration and logic sym-
bol for the 5101 are shown in Figure 1. Memory
expansion is simplified by the use of two chip en-
ables CE; and CE4. CE 4 may be used to place the
memory in the ultra low power standby mode com-
pletely independent of the state of gii other inputs.
In addition, an output disable pin is provided to
place the internal data output buffers in a high
impedance state. This is particularly useful in those
systems which have a common data bus. Both the

PIN CONFIGURATION LOGIC SYMBOL

5101 5101
~
A 2 [ Ve ]
N P aBa ]«
A []s 20 [Jrw — A
M P whe
- 4
A []s 18 [] oo — A
I . 17 [ ce2 — %
— A
= B 16 [T 0o,
— o po, }—
GND ! !
=P sPo. ot wlC
o,[]9 14 [J oo, — oy 0o, }—
oI -
oo, [] 10 1oy, % 004
—] oo
o, T 12 [[] 0o, AW CE2 CE1
PIN NAMES
DI, Dl DATAINPUT 00 OGUTPUT DISABLE
—A; ADDRESS INPUTS || "DO,— DO, DATA OUTRUT
AW READWANEINPUT || V. POWER (+5V]
CET.CE2_CHIP ENABLE T |

Figure 1. 5101 Pin Configuration and Logic Symbol

output disable and chip enable features will be dis-
cussed in more detail in the Systems Considerations
section.

A block diagram for the 5101 is shown in Figure 2.
The memory array is arranged in a 32 X 32 matrix.
The five low order addresses Ag-A4 select 1 of 32
rows; the three high order addresses As-A7 select
1 of 8 column select lines. Each of the column se-
lect lines enable 4 of the 32 columns. Figure 3
shows a selection matrix for the selection of a given
address to the 5101.

%Z% || || @ v
A, —® cow
Ay @ | aporess ROW Ay

A::; % BUFFERS DECODERS o

a, -

—1 (DisasLE)
J7,

ce2 54

53}
85— DISABLE) o

INPUT
DATA
CONTROL

| corumn o
CIRCUITS

COLUMN
DECODER

®
DO,
DS UMN ¢
SELECT
BUFFERS
o
Ag Ag Ay
OE® O - PN NUMBERS
Figure 2. 5101 Block Diagram
COLUMN
SELECT C; 7
;,
VSELECTED
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ROW P = =
SELECT §
Ri
MEMORY
ARRAY
SENSE

AMPLIFIER
7 BUFFERS
ouTPUT X by
DISABLE c I
DO,

t————0D0,;
‘——————————0D0s
— 0DO,

Figure 3. 5101 Selection Matrix

As shown in the block diagram, CEq and CEg con-
trol the input data buffers and output data buffers.
If either CE7 is high or CEg is low, the data-in and
read /write buffers are disabled and the memory is
isolated from the data in inputs. Likewise when
either or both of the chip selects are in the non-
select state (see Table I) the output buffers are
placed in a high impedance state. When the chip is
selected (i.e., CE1 is low and CEjy is high), the out-
put disable pin (OD) can be used to place the out-
put buffers in a high impedance state.

5-1




5101

Table I. 5101 Output State & Selection Matrix

oD CEq CEg Selection Output

H H H Deselected High Imp.
H H L Deselected High Imp.
H L H Selected High imp.
H L L Deselected High Imp.
L H H Deselected High 1mp.
L H L Deselected High Imp.
L L H Selected Enabled

L L L Desalected High Imp.

Device Operation
STORAGE CELL

The storage cell used in the 5101 is implemented
with 6 MOS transistors as shown in Figure4. The
six transistors are connected to form a cross-coupled
latch which acts as the memory element. Note that
the logic and gating transistors Q1, Q3, Q5, and Qg
are ri-channel enhancement mode (normally off)
MOS devices. The load transistors Qg and Q4 are p-
channel enhancement mode devices.

Vg (+5V)
P e
o, |
o
o MIF 1N
N
N Hln
o o
BIT Ves (GND) ROW B

SENSE
LEFT

P = P-CHANNEL DEVICE
N = N-CHANNEL DEVICE

Figure 4. 5101 Storage Cell

In the following discussion of storage cell operation,
remember that an n-channel device will be “on”
if the gate is at a high level (~Vgc). A p-channel de-
vice will be “on”" if its gate is at alow level (~GND).
Operation of the storage cell is as follows:

Assume that the gate of Qg is at a high level (V¢c),
device Qg3 is therefore turned on (it is an n-channel
device) while device Qg is turned off (it is a p-
channel device). Node (1)is therefore pulled to Vss
(ground) and cross-coupled back to the gates of
devices Q4 and Q5. This low level on node (1) will
turn device Q4 on and Q5 off. Since the output of

Q4-Q5 is fed back to the gates of Qg and Q3, an
initial charge of Ve on the gate of Q3 will hold
the latch in the above state. This logic state (node 1
at GND) is defined as a “1”. The cell contains a
logic “0” if the gate of Q4 and Q5 is high (Vgoc)
which puts node (1) at Vgc. Table II summarizes
the state of the memory cell for a logic “1” and
log‘c “0’,.

Table Ii. 5101 Memory Cell State

Cell State Q, Q3 Qg4 Qs
Logic “0” On Off Off On
Logic “1"" Off On On Off

Note that in the above discussion no mention was
made of any d.c. currents flowing to set the proper
voltage levels in the latch. This is because there
aren’t any. For the example given, the gate of Qg
is held high (Ve ) by device Q4 (the p-channel load).
Since Q5 is off there is no d.c. path for the current
to take in the quiescent state. The only current flow-
ing is the junction leakage currents associated with
the source/drain of the MOS devices. This current
is typically in the nano-ampere range.

The memory cell is accessed for a read or write
operation by activating the appropriate row select
line (i.e. row select is brought to Vgg). This turns
on devices Q1 and Qg and allows data on the bit
sense lines to be written into the cell or the state of
the cell to be interrogated (read) by a sense ampli-
fier placed on the bit sense lines. For a write opera-
tion Bit Sense right is set high (Vgc) to write a
“1” or Bit Sense left is set high (Vog) to write a
“0”. The opposite Bit Sense line is held low (Vsg).

ADDRESS BUFFER

The address buffers translate the low level TTL ad-
dress inputs (Vi, max. = 0.65V, Vg min. = 2.2V)
to a CMOS level (high = Vg¢, low = Vgg) for in-
ternal use. The buffer configuration used is shown
in Figure 5.

18T STAGE 2ND STAGE

| R I
I Vg tsv) | : Ve 45V) :
| |
| P!
| | ! P = P-CHANNEL DEVICE
P | N = N-CHANNEL DEVICE
| |
A | )
| I
% : . O DECODERS
| |
| L
| —
L~
Figure 5. 5101 TTL Address Buffer
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The first stage of the address buffer consists of a
NAND gate (Q1, Q3) with control gates (Qg, Q4)
added to disconnect the TTL address from the
decoders when the device is not selected (that is,
CE2 is low). This places the address buffers in a
standby mode (only leakage currents flowing) and
eliminates the need to control the state of the ad-
dresses during standby . The internally generated sig-
nal PD which blocks the input addresses from the
internal decoders is generated from CEg. The second
stage is an inverting buffer to provide increased
drive for the A;j addresses.

Note that when the device is in a quiescent state
no d.c. current is being drawn by the buffer. There-
fore, the power dissipated during operation is very
small and amounts to only the leakage current as-
sociated with the source/drain p-n junctions.

DECODERS

The row decoders (selecting 1 of 32 rows)on the
5101 use an AND gate of the type shown in Fig-
ure 6. To activate the selected row decode line, the
five addresses going to that particular decoder must
be at a high level and the internal chip select (CS)
must be high. (Chip select is formed by the logical
AND of CEg and CEj). If all address inputs to the
decoder are high, a low is placed on the gates of
the inverter buffer (devices Q1 and Qg) which will
turn Q1 off and Q9 on. The selected row decode
line is thereby brought high, turning on the appro-
priate gates in the selected memory cells. If the
device is not selected, then CS forces all row de-
coder lines low which disables any access to all
memory cells.

2

Ao A Az Az A

P =P-CHANNEL DEVICE
N = N-CHANNEL DEVICE
€s=CE1-CE2

Figure 6. 5101 Row Decode

The column decoders use a NOR type gate shown
in Figure 7. The selected column decode line goes
high if the 3 addresses (A5-A7) being decoded are
all at a low level. Note that the internal column de-
coder uses only three address inputs. These three
inputs select 1 of 8 separate decode lines. Each of
the 8 decode lines select 4 columns for each word
addressed.

4 COLUMN
DECODE

.,__{N

FE

V,

Ay ss

P =P-CHANNEL DEVICE
N = N-CHANNEL DEVICE

Figure 7. 5101 Column Decode

INTERNAL DATA SENSING

A simplified schematic of the 5101 column sense
amplifier is shown in Figure 8. The sense amplifier
is constructed in an AND configuration with the
I/O left line of each column of memory cells
AND’ed with a particular column decode (devices
Q1 and Q2). The line to the output buffer, Op, is
held at Vg by device Q3 unless both the I/O left
line and the column decode line (for that particu-
lar column) are both high (logic “0” in the memory
cell). In this case, the output of the sense amplifier
Op will be driven to a low level (slightly above
GND). For example, if memory cell “M’’ shown in
Figure 8 contained a “0” (I/O left high) then Op
would be low. However, if “M” contained a “1”
(1/0O left low) then O would remain high.

Devices Q4 and Qg shown in Figure 8 are used as a
load on the particular I/O line. The n-channel de-
vices (Q5 and Q7) are used to limit the logic swing
on the I/O lines.

Data is written into the memory cell by the circuitry
shown in Figure 8. Note that the I/O right line goes
high only when a logic “1” (high level) is applied to
the data-in input on a selected device during a write
cycle. The I/O left line, however, goes high when
either a low is on the data-in input or the chip is
non-selected. (Recall that for a non-selected de-
vice, all row selects are at the non-selected state,
i.e.low level.)

OUTPUT BUFFER

A simplified schematic for the 5101 output buffer
is shown in Figure 9. As shown in this figure the
output buffer is implemented with complementary
n-channel and p-channel drivers. For this type of
driver, the gates of devices Q1 and Qg must be at
the same logic level (high or low) so that one of
these devices is on while the other is off for a nor-
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mal read operation. However, when the chip is de-
selected (the internal CS is low) or output disable
is high, both Q1 and Qg are turned off and the
Data Out output goes to a high impedance state.

Ve (+5V) Vee (45V)
_:*l:" 5’“ ']J:'[:" EJ
) ]
ROW DECODE §— 1 4
MEMORY
CELL
"
COLUMN 1/0 LEFT i 1/0 RIGHT
DECODE i} MEMORY
WRITE CELLS
CET
CE2
DATA IN
- y,
AN
e :
I ouTPUT
= BUFFER
SENSE |
108)
PLIFI —'
AMPLIFIER u,l 7 SENSE
| | AMPLIFIERS
N . ‘
| coLumn
IDECDDE_| N
| |
| £ |
e

Figure 8. 5101 Column Sense Amplifier

DATA FROM
SENSE
AMPLIFIER

WHERE: CS=CE2-CE1
OD = OUTPUT DISABLE
P = P-CHANNEL DEVICE
N = N-CHANNEL DEVICE

Figure 9. 5101 Output Buffer

Device Specifications
READ CYCLE

Minimum timing for a 5101 read cycle is shown in
Figure 10. This timing diagram shows the relation-
ship of all necessary control signals required for a
read cycle and is for a general application. How-
ever, if the user has certain flexibilities in his sys-
tem, other modes of operation are possible.

For those systems which have separate data inputs
and outputs in the memory array, the output dis-
able input (pin 18) may be tied low. Also, if the in-
put and output pins of the 5101 are not OR tied
to any other device both chip enable inputs may be
held true (i.e. CEq is held low and CEg is held high)
while the addresses are being cycled in any order
for a series of read cycles. For this case, the read/
write input must be held high throughout the read
operations. However, when operating the 5101 with
CEg held high, it is necessary to control the voltage
level of all inputs if ultra low power dissipation is
desired. The ultra low standby power can be a-
chieved with CE7 only deselected (i.e. at a high
level) by holding all address, chip enable, data-in
and read /write inputs to one of the following levels:

1. Vip <0.2V
2. Vin >Vco—0.2V

Note that CE1 may be tied low, if so desired, and
the ultra low standby power controlled only with
CE2 (i.e. CE2< 0.2V, all other inputs in a “don’t
care” state). The definition of terms outlined in
Figure 10 is contained in Table III.
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Figure 10. 5101 Read Cycle
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Table 111, 5101 Read Cycle A.C. Characteristics. Ta=0°C to 70°C, V¢ = 5V £5% unless otherwise specified.

Symbol Parameter Min. Typ. | Max. | Unit Test Conditions
the Read Cycle 650 ns
ta Access Time ' 650 ns Input Pulse Levels
tco1 Chip Enable (CE1) to Output 600 ns +0.65V to 2.2V,
tco2 Chip Enable (CE2) to Output 700 ns Input Pulse Rise and
top Output Disable To Output 350 | ns Fall Times 20 nsec.
toF Data Output to High Z State 0 150 ns Timing Measurement
Provious Road Data Valid with Reference Level 1.5V.
: revious ata Valid wi
tor , 0 ns Output Load 1 TTL
Bespect to Address Change Gate and C, = 100pF.
. Previous Read Data Valid with -
- TOH2 Respect to Chip Enable v ns
Table 1V. 5101 Write Cycle A.C. Characteristics. Ta=0°C to 70°C, V¢ = 5V 5% unless otherwise specified.
Symbol Parameter Min. Typ.| Max. | Unit Test Conditions
twe Write Cycle 650 ns
taw Write Delay 150 ns Input Pulse Levels
town Chip Enable (CE1) To Write 550 ns +0.65V to 2.2V.
1, Chip Enable (CE?2) To Writ Input Pulse Rise and
tCW2 Da't: S:; {GE2) To Write izg = Fall Times 20nsec.
ow P ns Timing Measurement
toH Data Hold 100 ns Reference Level 1.5V.
twp Write Pulse 400 ns Output Load 1 TTL
twr Write Recovery 50 ns Gate and C_= 100pF.
tps Output Disable Setup 150 ns
WRITE CYCLE must be provided for the row and column decoders

Minimum timing for a 5101 write cycle is shown
in Figure 11. The waveforms shown in Figure 11
are for a general application of the 5101 during a
write cycle and may be modified to some degree de-
pending on the users requirements. For example, if
no other data inputs or outpuits are OR tied to the
5101, CE; may be held low, CE3 held high and out-
put disable held low.

However, it is not permissible to hold the read /write
line low while cycling through addresses for a series
of write cycles. Attempting to perform a series of
write cycles in this manner will result in writing
into multiple address locations during address
transitions.

Although it is not necessary to conform exactly to
the waveforms shown in Figure 11 for a write cycle,
care should be taken to assure all minimum timing
constraints, listed in Table IV, are adhered to. Par-
ticular attention should be paid to T,y (address to
write set-up time), Tew1 and Tew2.

Since the 5101 is a completely static random access
memory, it does not require an edge on any input
line (e.g. chip enable or address) to initiate a cycle.
Therefore, when a device is enabled (i.e. CEj is low
and CEg is high) and addresses are changed, time

to settle (T aw) before commencing a write to make
sure undesired address locations are not partially
rewritten by the data on the data input line.
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ADDRESS S[
/\
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CE1
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| tey2(550)
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g (150 —
DATA 3 DATA IN
N < STABLE
taw toy (400} |
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1. pu— __u“"”/"__’l_
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i i i
NUMBERS IN PARENTHESES ARE IN NSEC.
1. FOR SEPARATE 1/O OPERATION OD MAY BE TIED LOW.

Figure 11. 5101 Write Cycle
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Table V. D.C. Operating Characteristics. Ta=0°C 10 70°C, Vee =5V £5% unless otherwise specified.

Symbol Parameter Min. Typ.[1] Max. Unit Test Conditions
'R} Input Current 5 nA Vin =010 5.26V
ILoH Output High Leakage 1 uA | CET=2.2V,Vour=Vcc
oL Output Low Leakage -1 uA | CE1=2.2V, Vou7=0.0V
. Vin=Vce Except CE1< 0.01V
lect Operating Current 9 22 mA Outputs Open
. ViN=2.2V Except CE1<0.65V
lcc2 Operating Current 13 27 mA Outputs Open
2 Vin=0to V¢, Except
|CCL[ ! Standby Current 15 UA Cgl2 <o zvcc cep
ViL Input “Low”’ Voltage -0.3 0.65 \'
Vin Input “High” Voltage 2.2 Vee v
VoL Output “Low" Voltage 0.4 A loL = 2.0mA
Vou Output “High” Voltage 24 \ loy = ~1.0mA

NOTES: 1. Typical values are Tp = 25°C and nominal supply voltage.
2. Current through all inputs and outputs included in Ico.

Table VI. 5101L Low V¢ Data Retention Characteristics. TA=0°Cto 70°C, Vg = 5V £5% unless otherwise specified.

Symbol Parameter Min. Typ.[1] Max. | Unit Test Conditions

Vor Vcc for Data Retention 20 v

lccor Data Retention Current 15 HA CE2<0.2v VbR =2.0V

Chip Deselect to Data Retention
tcor Time 0 ns
R Operation Recovery Time tgel2! ns
NOTES: 1. Typical values are Ta = 25°C and nominal supply voltage.
2, tRc = Read Cycle Time.
D.C. OPERATING CHARACTERISTICS LOW Vcc DATA RETENTION

The D.C. operating characteristics of the 5101 are
given in Table V. Igcy, (standby current) in Table V
is emphasized because of its importance in standby
battery back-up operation. Note that the maximum
value of the standby power supply current is an ex-
tremely low 15uA (and is typically only 0.2pA). If
CE2is used to control the low power state (i.e. CE2
< 0.2V), then the state of all other inputs is a
“don’t care.” If CEj is used to control the low
power state, all inputs must be either high or low
(as defined in Read Cycle section). As is shown
later, (in the Systems Considerations section) this
allows the designer maximum flexibility in the de-
sign of simple battery interfaces to implement a
battery back-up system.

As shown in Table V, the 5101 is capable of driving
a maximum TTL load of 2mA at an output voltage

VoL of 0.4V. Attempting to sink more than 2mA
will result in an increased Vor,.

The 5101L family of RAMs has ultra low standby
current and requires only that Voc be between
2.0V< Voo < 5.25V to maintain data. As shown,
these devices are guaranteed to operate in a stand-
by mode with Voo a minimum of 2.0V. Table VI
gives the low V¢ data retention characteristics of
the 5101L. The waveforms for low Vgc data re-
tention operation are shown in Figure 12.

As shown in Figure 12, CE2 must be brought low
(<0.2V) at or before the Vcc supply drops to
4.75V. In addition, CE2 must remain in the low

DATA RETENTION
| MODE
SUPPLY VOLTAGE (Vee) @ @ 475V
teoR ty Vor
@ @ Vin
CHIP ENABLE (CE2) @ @ @ o2y
O] ®

Figure 12. Low Vee Data Retention Waveforms
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state for a period equal to a read cycle time after
Ve has reached a minimum of 4.75V after power-
up. It is important to note that the supply voltage
Vce does not have to be reduced below 4.75V as
shown in Figure 12. Remember that the standby
current Iocy, is a maximum of 15uA up to Voe =
5.25V. The typical data retention current as a func-
tion of Vpg (Vcc in data retention mode) is shown
in Figure 13.

Typical Igcpr vs- VDR

40
<
2
g O y
8
| T
s 1 2 3 &4 s

Vo V)
Figure 13. 5101L Data Retention Current Vs. Vpg

SYSTEMS CONSIDERATIONS
Since the 5101 is a completely static TTL compat-

ible random access memory device requiring no’

clocks, refresh or special drivers/sense circuitry, the
designer can treat the 5101 as any other TTL com-
patible device. Because of the ease with which the
5101 can be used, this section on Systems Consid-
erations will concentrate on circuitry associated
with battery-supported standby operation. Discus-
sions of any interface buffers (if required) to a 5101
system will be relative to the effect these buiffers
have on the standby power source {e.g. batiery})
and what can be done to minimize the adverse ef-
fects of the buffers. Additional information regard-
ing buffers for static TTL compatible RAMs can be
found in the next section, “Designing with Intel’s
Static MOS RAMs”.

Low Power Standby Operation

When designing a non-volatile semiconductor mem-
ory system, the basic requirements can be outlined
as follows:

1. Maximum data retention time-battery back-up.

2. Maximum load current during standby-data re-
tention mode.
3. Physical size requirement of battery.
4. Access/cycle time (operating mode).
Access time is important as it effects the selection
of address and data buffers required by the system.
If high speed operation is desired, it may be neces-
sary to use series 74S type gates for the buffers. If
speed is not of primary interest then CMOS type
buffers may be used. Clearly, TTL type buffers
will draw considerably more power than CMOS buf-
fers if left connected to the battery supply during
the data retention mode. The battery interface to
both TTL and CMOS buffers will be discussed in
the battery section.

The required data retention time for battery sup-
ported standby operation is of primary importance
in the selection of a battery. The usual trade-offs
associated with data retention time are:

1. Memory size (number of words that must be
non-volatile).

2. Physical battery size desired (determines if the
battery is to be placed on a printed circuit
card or is external to the card).

Within reasonable constraints of memory size and
data retention time, there are many types and con-
figurations of batteries that can be used.

Power Switching

Two basic types of power switching circuits (switch-
ing between the main supply and the battery) are
described which are simple and inexpensive.

These two types are:

1. Diode Coupled
2. Switch Coupled

These two types of switching circuits are shown in
Figure 14. The diode coupled circuit requires the
main d.c. supply to be above the required Vcc
voltage by the amount of drop through the diode.
The diode used should have a low forward drop
(such as found in Germanium diodes) and low
series resistance.
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B. Switch Coupled

Figure 14. Power Switching Circuits




5101

If it is not desirable to have a power supply voltage
above Vg (e.g. existing +5.0V supplies are to be
used), then a normally open switch can be used in
place of the diode. The switch is held closed by a
simple TTL buffer gate as shown in Figure 14 as
long as POWER VALID is held low. When power
loss is detected (see Power Loss Detect Section)
the switch is opened and the battery automatically
supplies power to the memory array. (Note that if
the memory is to be used for a short period to load
memory, etc., after POWER VALID goes high a de-
lay must be included in the switch line to take pow-
er from the supply before it drops below 4.75V).

Power Loss Detect

In memory systems which have TTL interface and
other control circuitry, it is usually necessary to
have advanced warning that A.C. power has been
lost. This allows the orderly shut down on the sys-
tem and can provide time to store data/records in
the non-volatile portion of memory. Such a circuit
is shown in Figure 15.

REGULATOR

MAIN
Cp D.C. POWER

||H

PRIMARY

POWER 8

SCHMIDT
TRIGGER

Rt

Figure 15. Power Loss Detect Circuit

The detect circuit uses a separate transformer wind-
ing (available on many power supplies) to provide a
positive (~+5V) voltage reference to a schmidt
trigger. A separate winding is used so as not to in-
terfere with the regulation of the main d.c. power
source,

Operation of the detect circuit is as follows:

A high level (~ 5V) is established at the input of a
schmidt trigger (e.g. 7414) by the diode bridge net-
work and zener Z. Resistor Ry MT is a current
limiting resistor between the bridge and schmidt
trigger input network. The Rt CT combination
controls the discharge rate of the input voltage to
the schmidt trigger when reference power is lost.
The time constant is used to prevent short (a few
cycles) a.c. power loss from shutting down the sys-
tem. The only restriction on the maximum value of

the time constant is the POWER VALID signal
must go high before the main d.c. power source
drops below the minimum allowable operating volt-
age of the main d.c. source.

In general it is not desirable to combine the power
loss detect circuitry with the main d.c. power
source for two reasons:

1. Adverse effect on d.c. output
Ryt resistor, and

2. The large decoupling capacitor, Cp, on most
d.c. supplies.

regulation by

The large decoupling capacitor Cp will cause a time
constant which is too large and may not allow suf-
ficient time between POWER VALID going high
and the main d.c. power dropping below acceptable
minimums

Batteries For Non-Volatile Semiconductor
Memories '

The first place to begin in the selection of a battery
for a particular application is to analyze those fac-
tors dictated by system requirements and fit the
battery to the requirement. Some of these important
criteria are:

1. Load current imposed on battery.
2. Battery voltage-full charge.

3. Battery voltage-end of life.
4

. Life of battery under maximum load condi-
tions.

5. Environment-temperature range (oplzrating,
non-operating).

6. Physical factors (size, weight).
7. Battery operation.

Of the seven criteria listed above, the one most
likely to be overlooked is the effect of temperature
on the capacity and life of the battery. For many
batteries commerical grade temperature require-
ments (0°C to 70°C) may adversely effect both the
capability and life of the battery.

Criteria seven, battery operation, refers to the op-
erating schedule the battery is expected to meet.
For example, if the battery is expected to main-
tain data only on a.c. power outages which are as-
sumed to be rare, then a rechargeable battery
(secondary cell) with a slow recharge rate may be
selected. For this case, it may even be desirable to
use a non-rechargeable battery (primary cell) with
battery replacement scheduled at appropriate in-
tervals (six months to 1 year).

However, if the system is operated in a mode where
power is turned on in the morning and off in the
evening then fast rechargeable batteries (with ap-
propriate recharging circuity) may be required.
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In the evaluation of the seven criteria listed pre-
viously, one of the first things to be determined is
what type of battery is to be used in the system.
The chart shown in Table VII outlines the charac-
teristics of various storage cell types. Consider first
the primary type.

PRIMARY BATTERIES (NON-RECHARGEABLE)

The use of primary batteries in a memory system is
usually limited to those systems which require stand-
by data retention infrequently or where very high
battery capacities (mA-hr) and very small battery
physical size are required. For these cases, both
mercury and silver-oxide batteries offer large capac-
ity combined with very small phsyical size. The
small size of these batteries is shown in Figure 16
for a silver-oxide battery (110mA-hr).

Figure 16. Silver-Oxide Button Cell

Typical voltage discharge curves for silver-oxide and
mercury batteries are shown in Figures 17 and 18
respectively. Note that in both cells, the cell volt-
age remains nearly constant during discharge —a
highly desirable characteristic. In addition, the
mercury cell generally has greater capacity for a
given size as compared with a silver-oxide battery.

Carbon-zine batteries offer the lowest cost of any
primary battery described, but suffer from a severe
degradation of output voltage as a function of use.
This characteristic makes carbon-zinc batteries un-
desirable for most standby power applications.

Alkaline batteries have a much better discharge
characteristic than carbon-zinc, but are not quite as

RATED CAPACITY — 160mA HR.

8
SOURCE: MALLORY BATTERY CO.
T RATED CAPACITY AT 2.5mA

2.5mA
DRAIN

1.5mA
DRAIN

CELL VOLTAGE

HOURS OF SERVICE AT 70°F

Figure 17. Silver-Oxide Cell Typical Voltage
Discharge Characteristics

| SOURCE: MALLORY BATTERY CO. RATED CAPACITY —~ 500mA HR.

RATED CAPACITY AT 15mA

15mA 10mA
DRAIN DRAIN
] |
30 4 50

HOURS OF SERVICE AT 70°F

CELL VOLTAGE

Figure 18. Mercury Cell Typical Voltage
Discharge Characteristics

good as mercury or silver-oxide, The relative low
cost of these batteries can make them attractive
for use in some systems applications.

Both carbon-zinc and alkaline batteries are dis-
cussed in detail in the Eveready Battery Appli-
cations Engineering Data handbook (see Biblio-
graphy 3). It is emphasized that adequate attention
should be directed to the output voltage character-
istics of these two batteries before using them in a
standby power application.

Because of printed circuit board area limitations
small battery size is usually the reason for selecting
a primary cell for battery support. In this case, it
may be desirable to limit the number of cells in a
particular system to one. However, this requires that
a voltage boost circuit be used in the system to
achieve a minimum sustaining voltage of 2.0V at
end of battery life to operate the 5101. Such a boost
circuit is shown in Figure 19.

STANDBY —L— v.
saTTERY = VSBL
I

Bl 2mh

i N9I4

vz

'
- Ved

b

5§

INPUT
OSCILLATOR

Figure 19. Basic Voltage Boost Circuit

Voltage Boost
Operation of the voltage boost circuit is as follows:

The input to Q1 is a low duty-cycle signal. This sig-
nal turns Q1 on forcing current through inductor L.
When Q1 is turned off, current i cannot change
instantaneously and is diverted through diode D,
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Table Vil. Battery Characteristics

1. PRIMARY TYPE (NON-RECHARGEABLE)[”

Cell Construction Cell Voltage lTyp.)Iz]

Comments

Carbon-Zinc (Leclanche) 15 Lowest cost; discharge characteristics may be inadequate for some systems

Silver-Oxide ~16 Good for low temperature operation, discharge characteristic excellent for
most system requirements

Mercury 14 Good for high temperature operation, discharge characteristic excellent for
most systems, long shelf life

Alkaline 1.5 Good efficiency for use with systems requiring total battery operation

. SECONDARY TYPE (RECHARGEABLE)

Cell Construction Cell Voltage (Typ.)

Comments

Nickel-Cadmium 1.2

Excellent all around characteristics for battery back-up, widely used

Lead-Calcium 2.0

Excellent all around characteristics for battery back-up

{1

by Union Carbide Corporation.
[21

Cells can be put in series to obtain multiples of basic cell voltage.

Some information in this table condensed from “EVEREADY" Battery Applications and Engineering Data Handbook copyrighted 1971

charging capacitor C. The voltage to which C
charges is a function of the capacitance C, load R,
and zener Vg,

In order to minimize the load on the battery and to
maximize the efficiency of the boost circuit, it is
necessary to turn on Qp only for the minimum
amount of time which will still maintain the de-
sired output standby voltage. Such a circuit is useful
only if there is a way to power the input oscillator
required for Q1 off the same battery Vgg. Such a
circuit is shown in Figure 20. The 5801, shown in
Figure 20, is a low voltage CMOS oscillator made
by Intel (used extensively by Microma, an Intel
subsidiary). The output of this oscillator triggers a
CMOS single-shot which in turn drives the voltage
boost circuit shown in Figure 19. Note that the
5801 is powered by the battery (Cell voltage =
1.5V) and the 4047 (CMOS single-shot) is powered
by the boosted Vgg'. It is, therefore, necessary to

Ve Ve
I—T—'\N\«-‘
220k 5 7
—AAA 1
_|. WA
oM < INTEL 4047 OSCILLATOR
a 3 5801 I oureuT
T 270F (TO Q, INPUT
32kHz T 2 SEE FIGURE 19)
CRYSTAL

<

Figure 20. Voltage Boost Oscillator Circuit

assure that the standby voltage Ve does not fall
below 3V (minimum 4047 operating voltage) be-
fore starting the oscillator circuit. A power loss
detect circuit can be used to warn of an impending
power down condition and allow the boost circuit
to be turned on in time to hold the Vg¢ voltage to
=3V.

As stated previously, the power conversion efficien-
cy of the oscillator and voltage boost circuits should
be maximized to minimize the current drain on the
battery. The efficiency of these circuits is largely a
function of the duty cycle of the oscillator. Figure
21 shows the waveforms of the input signal to the
voltage boost circuit and the current i through in-
ductor L. A summary of the data in Figure 21 is
shown in the graphs of Figure 22. Note that the
curve of V¢ levels out at 4.0V, this is the result of
the clamp zener Vz (Figure 19). Also note that the
efficiency is markedly decreased as the input pulse
to Q1 is lengthened. For a given duty cycle on Q1,
the efficiency of the voltage boost circuit will in-
crease if the load current is reduced.

SECONDARY BATTERIES (RECHARGEABLE)

As outlined in Table VII there are two basic types
of rechargeable batteries ideally suited for memory
system standby power-down operation. Nickel-Cad-
mium (Ni-Cd) and Lead-Calcium (such as Gel/
Cell® ). This section will outline some of the salient
features of each type. No attempt will be made to
compare the two for general operation. It is rec-
ommended that the system designer interface di-
rectly with the battery manufacturer to obtain
guaranteed specification data, operating limitations
and safety precautions (if any).
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Figure 21. Voltage Boost Waveforms

Nickel-Cadmium

Nickel-Cadmium batteries are available in a wide
variety of capacities (mA-hr) sizes and styles (see
Figure 23). The styles include button, cylindrical
and rectangular cells and may be placed on the mem-
ory printed circuit card or in the same enclosure as
the main d.c. power supply. (Enclosing the batteries
in with the main d.c. supply is usually done only
in large back-up capacity systems.)

There are many manufacturers of Ni-Cd batteries
who can supply the desired battery configuration.
A useful place to begin looking for a battery supplier
is Electronic Buyers Guide (McGraw-Hill publica-
tions.) (Also see bibliography.)

5> 100 5.9 —
H Ve
] /
C & 4.0r
&
& @
z eor & 30¢ lLoap=250HA
w s 8 20F EFFICIENCY
5 > /
8
« 20 10
w
5 L L A
20 40 60 80 100 120 140 160
INPUT PULSE WIDTH (uSEC) TO Q,
Figure 22. Boost Circuit Qutput Voltage and

Efficiency Vs. Input Pulse Width

Photograph courtesy of General Electric Co.

Figure 23. Sizes of Selected Cylindrical Ni-Cd Batteries

Electrical Characteristics

Electrical characteristics such as capacity (mA-hr)
and cell voltage as a function of discharge rate for
Ni-Cd batteries are temperature dependent. It is
important for the designer to realize that high sys-
tem operating temperatures may have an adverse
effect on battery life and capacitance even though
the battery is not expected to be called on to pro-
vide standby power at those temperatures.

An example of the effect of temperature on capacity
(based on GE battery specifications) is shown in
Figure 24 for two types of General Electric Ni-Cd
batteries. Note that two types of usage are given:
one for infrequent discharge with extended periods

5-11
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Figure 24. Ni-Cd Battery Capacity as a Function
of Temperature

of overcharging, condition (1), the other for fre-
quent discharge, condition (2). In most memory
applications condition (1) will apply, which is the
condition for maximum capacity as a function of
temperature.

Ni-Cd batteries also have a self discharge character-
istic which is a function of temperature. One result
of this characteristic is that these types of bat-

teries should not be stored in a charged condition
foran appreciable length of time. Therefore, before
inserting these batteries into a system or after the
system has been powered down for an extended
time (i.e. no trickle charge available and batteries
disconnected from load) care must be exercised to
assure that the batteries have sufficient charge to
perform in a power down standby mode. In addi-
tion, when calculating the capacity of the battery
for a particular load, the self discharge character-
istic of the battery must be included. This self dis-
charge rate can be as high as approximately 7%/day
loss of capacity at 50°C to an average of 1%/day at
room temperature (25°C) for Ni-Cd batteries.

The discharge characteristics of Ni-Cd batteries are
flat, making them ideal for use in memory systems
requiring standby power. The general shape of such
characteristics is shown in Figure 25. Note that no
scales are given in this figure because the output
voltage as a function of time varies between manu-
facturers of Ni-Cd batteries. The curves are shown
to demonstrate the flat voltage characteristics at end
of battery capacity for Ni-Cd batteries.

_DISCHARGE RATE
sk WHERE C = 35TED CAPACITY

CELL VOLTAGE

END OF USEFUL
RANGE {ASSUMED)

TIME —»

Figure 25. Ni-Cd Voltage Discharge Characteristic

Since the single cell voltage of a Ni-Cd battery is
approximately 1.2 volts (as shown in Figure 25), it
is necessary to boost the voltage with external cir-
cuitry (discussed previously) or stack the cells in
series to obtain the proper operating voltage for
the 5101L. If it is desired to stack the cells in series
to obtain a higher voltage, care should be exercised
to assure that the cells are reasonably matched.
Cells which are not matched can cause problems
during charging when placed more than three in
series. Most manufacturers will provide Ni-Cd stacks
of the desired size which should be adequately
matched to avoid any charging problems. It is im-
portant to discuss this phenomonon with the bat-
tery manufacturer if several Ni-Cd batteries are to
be used in series.
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Trickle Charge Nickel-Cadmium

Ni-Cd batteries used as standby support power for
memory systems should be provided with a con-
tinuous charging current from the main power
source. This assures that the self discharge charac-
teristic of the battery does not deplete battery ca-
pacity. The trickle charge current should be a con-
stant current at a rate of one-tenth the total battery
capacity (e.g. a 400mA-hr Ni-Cd should be trickle
charged with 40mA current). A simple trickle
charger is shown in Figure 26. If the system is to be
operated at high temperature, care should be taken
to assure that the maximum battery cell tempera-
ture is not exceeded during charging.

Ni-Cd = Vy |
BATTERY —7—
<
-_L “1;§ T ‘e
Vee TO
AN 5 MEMORY
+ AR
Mal i RAY
SUPPLY -
= g = CHARGING CURRENT
WHEN Vyy 1S ON
Vec-Ve -
R, - WHERE C = BATTERY
TR CAPACITY
A. Diode Coupled
Ni-cd

BATTERY — '8
I R,

= s’

\ Vee TO

} § MEMORY
g‘é‘“ ol ARRAY
SUPPLY - * TRIRIDGE"

228-100-5/6
RELAY

B. Switch Coupled

Figure 26. Ni-Cd Trickle Charger

Fast Charge Nickel-Cadmium

Some Ni-Cds can be charged at a much faster rate
than that described above. However, the charging
current must be monitored and reduced to trickle
charge when the battery is fully charged. Failure
to properly handle the charging of Ni-Cd batteries
can present safety problems. The manufacturer
should be consulted for recommended fast charge
techniques.

Lead-Calcium

Lead-calcium batteries are also ideally suited for
use as a standby power source for semiconductor
memories. A popular brand of lead-calcium cell is
the Gel/Cell® made by Globe Battery (Gel/Cell®

is a registered trademark of Globe-Union). These
types of batteries have several highly desirable
characteristics such as:

1. Small size-to-capacity ratio.

2. Low standby self-discharge characteristics.

3. Flat operating discharge characteristics.

4. No permanent cell reversal.

5. Good operating temperature range.

Several manufacturers supply lead-calcium type bat-
teries. However, for the purpose of this application
note only the characteristics of the Gel/Cell® will
be discussed.

Gel/Cell® Characteristics

A small Gel/Cell® battery is shown in Figure 27.
The nominal cell voltage of this type of battery is
2.0 volts (the capacity of the battery shown is 1
amp-hr). This battery is ideal for use in those sys-
tems having a relatively high discharge load (~1mA).
The output discharge characteristics are shown in
Figure 28,

Photograph courtesy of Globe

Figure 27. Gel/Cell® Lead-Calcium Battery

voLTs
o

~~7315A
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p
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ol | [ 1 {111 L [ ! [ |
10 20 4060 2 4 6810 20 4060 2 4 63101520 .
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COURTESY: GLOBE BATTERY CO.

Figure 28. Gel/Cell® Voltage Discharge Characteristics
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Note that the minimum discharge rate shown in
Figure 28 is a hefty 45mA. At this rate the battery
can supply power for 20 hours. At the rate of 1mA,
this battery will last 1000 hours or approximately
6 weeks. Lower discharge rates will of course in-
crease the battery life time proportionally.

These types of batteries are optimally used in sys-
tems having a large cwrrent drain. Although the
batteries are indeed very small for a given capacity,
the cell voltage is a nominal 2.0 volts which is the
minimum acceptable for maintaining data in the
5101L. Therefore, either two batteries are required
(series connection) or the voltage boost circuit de-
scribed earlier must be used. In those systems hav-
ing very small current drains in standby, the addi-
tion of a second battery will most likely take up
too much room on the p.c. board. For these sys-
tems other types of batteries are recommended
(such as Ni-Cd, Mercury, etc.).

Capacity of a Gel/Cell® as a function of tempera-
ture is shown in Figure 29. As is shown in this fig-
ure, at low temperatures the battery loses a great
deal of capacity. Therefore, when designing sys-
tems using this type of battery, proper attention
will have to be paid to the environmental tempera-
ture extremes expected in the system and proper
battery selection made.
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& w0t
S o S o S T SO W T T T T T |
e 60°C 40°C 20C  0°C_ 20°C «rcI ta‘lrcI L
[
-1°F  40°F 4°F 32F G66F 104F 140°F

AMBIENT TEMPERATURE

Figure 29. Gel/Cell® Capacity Vs. Temperature

Trickle Charge Lead-Calcium

Unlike Ni-Cd batteries, which accept a constant
current trickle charge, the lead-calcium battery is
trickle charged by a constant voltage source. The
voltage required is 2.25 to 2.30 volts per cell. At
this voltage, referred to as the float voltage, a Gel/
Cell® will accept only the amount of charge nec-
essary to maintain capacity.

The implementation of a trickle charger for lead-
calcium batteries in a system is not as straight for-
ward as for Ni-Cd batteries. A simple charger is
shown in Figure 30. In this figure, the “float” volt-

age is maintained by zener Z, and potentiometer
P. The potentiometer is used to adjust the voltage
at node (1) to the proper level (2.25 to 2.30 volts
per cell). Most zeners are accurate to no more than
+5% which is not adequate for the desired “float”
voltage. Diodes D1 and Dj isolate the battery and
power supply from each other.

D,

H__

NODE (1)

K (A)

ES

e

ki s Veo
7 SUPPLY
. $ T0 5101
TRIRIDGE® MEMORY
Vee POWER 228-100-5/6 ARRAY

5V SUPPLY

RELAY

Figure 30. Lead-Calcium Trickle Charger

It is important to select a very low leakage zener
(Z1) to minimize the parasitic load on the battery
during power down operations. Indeed, it may be
desirable to insert a normally open switch at loca-
tion (A), Figure 30, to disconnect the zener from
the battery during standby operation. The switch
would be controlled identically to S, as shown in
Figure 30.

It is clear from the example given that providing a
trickle charge to a lead-calcium battery and having
the battery ready for instantaneous operation is
more complicated than for Ni-Cd batteries. Other
charging methods are available (see bibliography 4)
but they all require that the battery and system
voltage be identical and in 2 volt increments. Since
operation of the 5101 is 4.75 <Vg¢ <5.25 and
standby operation is 2.0 <V <5.25, the charger/
supply combinations described in the reference
have limited value for the present applications.

Summary: Lead-Calcium

Lead-calcium batteries are particularly useful with
those systems which have a relatively high standby
discharge rate (greater than 1mA). The high energy
density of these batteries also lend themselves to
providing power in normal operation (taking into
account V¢ requirements of the 5101L) of some
systems.
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The primary disadvantage of lead-calcium cells is
the relative complexity of supplying a trickle charge
to the batteries in those systems where the standby

value required is calculated by considering two re-

quirements:
1. CEg high (Vi >2.2V) during operation.

voltage is lower than the operating supply voltage

2 2. CEg low (Vq, <0.2V) during standby/power

down.

The first requirement above is determined by the
maximum source current capability of the TTL
drivers (Igy) allowed which guarantees the proper
high level output. Requirement 2 above is a func-
tion of the maximum leakage on the CEg line from
the four 5101 devices driven by the CEg line. The
range of values for the pull down resistor is 6.2k2
<R <50kS2 for Series 74 drivers.

The POWER VALID input signal (shown in Figure

. 83) is derived from a power loss.detect circuit. The
power loss detect circuit should be able to detect a
power loss before the output Vcc falls below
4.75V (lowest guaranteed operating power level for
TTL circuits). A power loss detect circuit to im-
plement the POWER VALID signal is discussed in
the POWER LOSS DETECT section.

System Implementation

The 5101 is an extremely easy to use static RAM.
No refresh timing is required, only one power sup-
ply (+5V) is needed, and the device is fully TTL
compatible. In addition, current transients on the
Vce (#5V) pin are minimal and require no special
decoupling techniques. Therefore, this section will
concentrate on interface techniques to the 5101 in
order to minimize the power in power down/stand-
by applications.

1K X 16 MEMORY SYSTEM

The discussion on interface techniques to the 5101
is illustrated with a 1024 word X 16 bit system
shown in Figure 33. The memory array is con-
figured as shown in Figure 33. Note that for a read/
write access one of four columns is enabled by one
CEg (CE9A, CEgB, CE4C, CE9D). The other chip
enable (CE{) and the output disable pin are tied to
ground to simplify the layout. All corresponding

745139
Agr—2
Agm—{3

- p— ced
addresses are bused together and driven by one m
buffer as are the read fwrite inputs. Data in and data
out pins are OR tied along a given row. Access is =
then simply a matter of providing the correct ad- : @
dress (Ag-A7), selecting a read or write function
and enabling the proper row. Two simple methods o/ oS

for providing the proper CEg signals are shown in _
Figure 31. ceaa

A _
CE2B

TTL Interface

CE2C

Interface circuits shown in Figure 33 can be imple- ‘e'—g{
mented with either CMOS or TTL devices. If access/ e somos | P
cycle time of the memory system is to be minimized, mos/ a9 | P
then series 74 or 74S type TTL can be used. How- ©

ever, for power down operations where a battery is
used for back-up power the Vgc (+5V) supply to
these TTL devices must be independent of the Voc
supply to the memory array. This is most easily ac-
complished by a slight modification to the power
supply diagram shown in Figures 26 and 30 as modi-

Figure 31. Chip Enable Generators 1K X 16 Memory

%

fied in Figure 32. As shown, when the main supply -I-
Vm goes off, switch S; is opened (isolating Vi WS Vee TO
from the memory devices). ' — MEMORY

ARRAY

7
— ¥ V, TRIRIDGE®
The state of the addresses, read /write, CE1, output A ] 228100576
disable and data-in to the 5101 memory array are ReLaY
in a “don’t care” condition for standby/power
down operation. Only CEg is required to be low
(<0.2V) for the low power state. For CE3 TTL
interface drivers, a resistor to ground is required to
maintain CE9 at the proper level when power is
removed from the series 74/74S gates. The resistor

Ve TO
TTL INTERFACE

Figure 32. Power Distribution for TTL and
CMOS Interface
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CMOS Interface

Using CMOS circuits to interface to the 5101 mem-
ory array eliminates the need of switching out Voo
to the interface during power down/standby. The
ultra low power CMOS interface will dissipate ap-
proximately the same power as the memory array
(assuming 1K X 16) and can easily be handied by
the back-up battery.

Photos of CMOS waveforms driving the 1K X 16
5101 memory array are shown in Figure 34. Also
included in the photo is the noise generated on the
Vce supply during operation. As is shown, noise
on the power line is virtually non-existent.

ADDRESS

Figure 34. CMOS Interface Driver Waveforms
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Figure 35. 5101 1K X 16 Array Layout

1K X 16 MEMORY ARRAY LAYOUT AND CARD
ASSEMBLY

The layout used on the 5101 1K X 16 system de-
scribed previously is shown in Figure 35. Note that
Vce and ground are distributed in a grided matrix
and decoupled as shown. More decoupling was used
in this system than is ordinarily required so the de-
signer can use his own judgement in this regard.

The 1K X 16 memory card used was configured
per the diagram in Figure 36. Notice that the card
is completely self contained for standby/power
down operation with the battery included on the
card. With this configuration the card can be un-
plugged, transported to another location (with data
being maintained by batteries) and operation re-
sumed.

[BATTERIES|
ADDRESS
DATA-IN
DATA-OUT
DRIVERS/
BUFFERS

BUFFERS/
DRIVERS
1K X 16

1K X1
MEMCRY ARRAY MEMORY ARRAY

LEFT
SIDE

RIGHT
SIDE

! CE2, READ/WRITE DRIVERS LEFT [CEZ, READ/WRITE DRIVERS R(GHTI

1 1 [

Figure 36. Dual 1K X 16 5101 Memory Card

5101 ORGANIZATION ADVANTAGES

The organization of the 5101 as 256 words X 4 bits
has distinct advantages over memory devices orga-
nized as 1024 words X 1 bit in many systems appli-
cations. These applications include terminals, CRT
displays, microprocessors and others which have
most (or at least a portion) of their memory ex-
pandable in 256 or 512 word increments. For these
cases, the number of devices required for a 256 X 4
memory device is much smaller than for a 1024 X
1 memory device.

SUMMARY

There are many selections of 5101 256 word X 4
bit devices available. Table VIII is the product se-
lection guide for this family of devices. As shown,
the designer has a wide range of choices in select-
ing the device most suited to his particular require-
ments.
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Table Viil. 5101 Product Selection Guide

PART STANDBY +2Vv ACCESS

NUMBER CURRENT POWER DOWN TIME
NA/BIT OPTION (NS)
5101-1 15 No 450
5101L-1 15 Yes 450
5101-2 200 No 450
5101L-2 200 Yes 450
5101 15 No 650
5101L 15 Yes 650
5101-3 200 No 650
5101L-3 200 Yes 650
51018 500 No- 800
*M51014 200 No 800
*™M5101L4 200 Yes 800
*“M5101-5 1000 No 800
*M5101L-56 1000 Yes 800

*Temp Range —55 to +125°C
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STATIC RAMS

INTRODUCTION

Intel’s introduction of reliable, low cost, static,
high-density MOS RAMs has done much to stimu-
late the use of semiconductor memory in new and
unique applications. These RAMs, which do not
require special refresh or timing circuitry, are used
with as much ease as the standard TTL gates.

The Intel family of static high-density MOS RAMs,
shown in Table I, offers the system designer flexi-
bility in memory configuration, speed and ease of
use. The devices in this family are directly TTL
compatible in all respects: inputs, output(s) and
power supply. Internal circuits are designed for
full DC stability requiring no clocks or refreshing
to operate. These static RAMs are manufactured
with Intel’s reliability proven N-channel silicon
gate and CMOS silicon gate process.

The purpose of this application note is to outline
the internal operation of these static RAMs, how
they are used, and to present system design con-
siderations in their use. In addition, suggested
layout configurations for larger memory systems
and techniques for reducing power dissipation
during standby will be discussed.

DEVICE DESCRIPTIONS

As shown in Table I, there are two data organiza-
tions in the Intel static RAM family—1024 words x
1 bit and 256 words x 4 bits. The memory devices
organized as 256 words x 4 bits are available with
separate data input and output pins with an output
disable pin (22 pin DIP), combined input/output
pins with an output disable pin (18 pin DIP), and
combined input/output with no output disable pin
(16 pin DIP).

The sections on Device Operation detailed below
describe the internal circuits which are common to
both the 1024 word x ! bit devices and the 256
word x 4 bit devices. The operational differences
between the devices in the static RAM family are
limited to the logic state and timing of chip enable(s)

and data I/O lines and are discussed separately
under the heading for each device type.

General Device Operation

Each of the Intel N-channel static RAMs utilize a
DC stable six transistor cell configuration for the
storage medium. The storage cells are arranged in a
32 x 32 matrix as shown in Figure 1. Data selection
on the 1024 x 1 devices is accomplished by the
coincidence of a row select (Ag—A4, 1 of 32) and
column select (A5—A9, 1 of 32). For the four bit
wide configured RAMs, the selection is made by a
row select (Ag—A4, 1 of 32) and four column
selects (As—A7, 4 of 32). The data contained in
the selected cell(s) is sensed, buffered, and pre-
sented to the data out pin Dg. In all devices the
polarity of data read from memory is the same
polarity as the data written into memory.

Storage Cell Operation

The two types of storage cells used in the Intel
static RAM family are shown in Figure 2A and 2B.
Static RAMs suffixed by “A” (e.g., 2102A) utilize

ROW
SELECT
[
A
A1 MEMORY
Az MATRIX
{2 X 32)
Ay ——— :
Ay H
ROW
SELECT
1 coLuMN
COLUM — . Jessssnsness Rotreal
SELECT 0
DECODERS
Ag Ag A7 Ag Ag
[t

I
USEDON 1024 X 1
DEVICES ONLY

Figure 1. Simplified Memory Block Diagram

Table I. Intel Static MOS RAM Family

INTEL CONFIGURATION DATA OuUTPUT NUMBER POWER DOWN NUMBER
PART NUMBER | (WORDS X BITS) |INPUT/OUTPUT | DISABLE | CHIP ENABLES CAPABILITY PACKAGE PINS
2101A 1024 X 1 SEPARATE N/A 1 NO 16
2102AL 1024 X 1 SEPARATE N/A 1 YES 16
2101A 256 X 4 SEPARATE YES 2 NO 22
2111A 256 X 4 COMMON YES 2 NO 18
2112A 256 X 4 COMMON NO 1 NO 16
5101(1) 266X 4 SEPARATE YES 2 YES* 22

*Extremely low standby current at 15.4 ua total.
(1) (CMOS)
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depletion mode load devices, which are normally
“on” (Fig. 2B). (Earlier product designated with-
out the “A” suffix (e.g., 2102, 2101, etc.) utilize
enhancement mode load devices which are normally
“off” [Fig. 2A1].) The basic operation of these two
types of cells is similar in the manner in which
data is written, stored, and retrieved. The differ-
ences between these cells will be discussed later.

Consider the storage cell shown in Figure 2A. Data
is stored as a charge on the gate of either Q3 or Qg
(which determines the logic state of the cell). The
voltage on the charged node is approximately
Vee - VTH (where VT is the effective threshold
of the load devices) and turns Q3 or Q4 on. By
definition a logic “0” is stored in the cell if Q3 is
on and a logic “1” is stored if Qq is on. If it is
assumed that Q3 is on (logic “0” stored) then
current will flow from the load on Q3 (device Q)
through Q3 to ground (Vgg). This current will
cause the voltage at node (1) to assume a value
near Vgg (the voltage is proportional to the effec-
tive on resistance of Qj and Q3). The resultant low
voltage on node (1) turns device Q4 off. Device Qs
maintains the charge on the gate of Q3 by replacing
charge leaked off through the high impedance para-
sitic leakage resistor R EAKAGE- (This leakage is
typically in the picoampere range.) The storage
cell will remain in this logic state until an external
forcing function is applied (write cycle).

(A) Veg 46V}

i

now_|
==L L

ay

> RLEaKAGE %
o

>

1L
W

1

Vgs [GND)

(B) Ve (+5V)
0 o,
|1<—-— LOADS
s?fé"cr | -L - l

Qy

1
1/0 “p” Cq

1 1

Vgs (GND)

Figure 2. Storage Cell

Operation of the storage cell shown in Figure 2B is
similar to that described above except for the im-
plementation of the load device. A brief discussion
of differences between enhancement and depletion
type devices will aid the understanding of the
storage cell operation.

A depletion type MOS device has a channel im-
planted between the source and drain (see Fig. 3).
The effect of this conducting channel is to shift
the threshold of a standard enhancement device
such that it is on at lower gate voltages. The basic
operation of these two types of devices can be
summarized as follows for N-channel technology:
An enhancement mode device requires a positive
gate voltage (relative to the source) to turn the
device on. A depletion mode device requires a
negative gate voltage (relative to source) to turn it
off. These two conditions are shown in Figure 3.

(The actual threshold of the depletion mode de-
vice can be controlled by the degree of channel
doping used in the fabrication process.)

Operation of the storage cell is as follows: assume
the gate of Q3 is high turning Q3 on causing current
to flow in Q3 and Q. Since devices Q) and Q3
are ratioed (that is, Q7 has a higher impedance than
Q3) the voltage at node 1 will drop close to Vgg.
Note that the gate of Qj is tied to node 1; there-
fore as node 1 decreases in voltage, the voltage
drive on Qg is reduced, making the effective im-
pedance of Q higher. This allows the voltage at
node 1 to move even closer to Vgg.

los
Vo = CONSTANT
DEPLETION MODE
ENHANCEMENT MODE
Vp = CONSTANT
0 +
Vg voLTS)

DRAIN (D) DRAIN (D}

IMPLANTED
CHANNEL
GATE (G GATE (G
-—‘—’| S SUBSTRATE _'_‘..| - SUBSTRATE
"os l‘ns
SOURCE (S) SOURCE {S)
DEPLETION DEVICE ENHANCEMENT DEVICE

Figure 3. Enhancement/Depletion Characteristics
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Since node 1 is low and is tied to the gate of Qq,
device Qq is off. The charge on Q3 is maintained
by the load device Qs5. Note that only leakage
currents flow through device Qg which has a
minimal effect on the voltage at node 2. Since
increased positive voltage at node 2 increases the
voltage drive on Qs, device Q5 turns on hard. The
voltage at node 2 is therefore equal to V¢ (note
that there is no threshold drop across device Qs
since it is a depletion mode device).

Accessing the Storage Cell

The storage cell is interrogated for a read or write
operation by activating the proper row select line
which turns devices Q) and Qg on (Fig. 2A, 2B).
For a read operation, a sense amplifier (see Fig. 4)
connected to both the I/O “0” and I/O “1” out-
puts of each column detects the state of the
selected storage cell in that column. If Q3 is on
(logic “0”) then current will flow in the I/O “0”
line. If Q4 is on (logic “1”), current will flow in
the I/O “1” line. A write buffer (Fig. 4) places a
high level (~Ve) on the I/O “0” line to write a
logic “0”, and a high level on the I/O “1” to write
alogic “1”. For both write conditions, the opposite
line is held low (Vgg).

As is shown in Figure 4, there are internal data-in/
data-out buses. Data is gated to/from the appro-
priate columns by column select. Note that chip
enable(s) gate the output data to a three state

. e
buffer and then tc the cutput pin. Therefore, if a

chip is not selected, the output pin goes to a high
impedance state (allowing the output pins to be
OR tied).

Address Buffers/Decoders

Typical address buffers and decoders, for the static
RAM family are shown in Figures 5 and 6 respec-
tively. As is shown in these figures, the address
buffers and decoders are static requiring no pre-
charging for operation. The buffers/decoders re-
spond to changes on the address lines and do not
latch the input addresses. Therefore, in those sys-
tems where the address lines are not stable
throughout the cycle, it may be necessary to buffer
them with external latches. An example of such a
system is discussed later.

It should be noted however that in many systems
requiring memory the addition of external address
latches is not required. This is particularly true of
MiCroprocessor systems.

2102A OPERATION

As discussed before, the 2102 A device is organized
as 1024 words x 1 bit having separate data-in/data-
out pins. The memory is organized internally in a
32 row by 32 column matrix as shown in Figure 7.
The pin configuration and logic symbol are shown
in Figure 8.

1O “0” Vo1

ROW SELECT

STORAGE
—1 CELL |—4

INTERNAL DATA
OuUT BUS

B 31X \

CHIP ENABLE
REAI
coLUMN
SELECT DATA

out

Vee
SENSE
P AMPLIFIER

Ly wate ||
BUFFER

CHIP ENABLE
INTERNAL DATA
WRITE INBus I
COLUMN SELECT Vs
DATA IN

CTHif ENABLE

[ ax

Figure 4. Internal Data Path

Vg 145V

-
=

Vgg (GND)

ADDRESS IN

Figure 5. Address Input Buffer

33 ROW/COL UMN SELECT

Vg (GNDI

Figure 6. Address Decoder

There are only two control inputs to the 2102A:
Read/write and chip enable. For unselected de-
vices (chip enable high), the data-in input is
electrically disconnected from the input data bus
internal to the 2102A and the data-out buffer goes
to a high impedance state. The addresses, however,
are buffered and decoded (generating an internal
row/column select) independent of chip enable.
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BLOCK DIAGRAM

«2Ps H ..
o= -
et - N B

s :’“ u Jm_m..m, l @ o
DIA"'A D—m CONTROL oL SELECTOR

2@

@ O ® ® o«

O mmmens As a“~ Ay Aq Ay

Figure 7. 2102A Block Diagram

PIN CONFIGURATION LOGIC SYMBOL

2102A 2102A
14,
—g A,
[ _r
[ 1A, A Owfp—
—a,
[ 1¢cE —a,
[ Joaraour ::
—g A
| Joaraw l: bour
Vee 1
oNe R/W  CE
PIN NAMES b
DN DATA INPUT CE CHIP ENABLE
Ag— Ag ADDRESS INPUTS Doyt DATA OUTPUT
RW READ/WRITE INPUT Vee POWER (+5V)

Figure 8. 2102A Pin Configuration, Logic Symbol

Read Cycle

Basic read cycle timing is shown in Figure 9. Note
that although chip enable is shown as a pulse
occurring after the address changes, there is no
specified time at which it must occur (either before
or after address change). It is therefore permissible
to tie the chip enable input low if the data-out pin
is not OR tied with other outputs and operate the
memory device with only the read/jwrite line and
address inputs.

For example, if a series of read cycles are to be
performed (such as for CRT displays), and the
data-out pin is not OR-tied with another output,
chip enable may be held low and the addresses may
be cycled in any order to access data. During this
time, however, the read/write input must always be
in the high state. For this case, output data will be
valid at Tp as shown in Figure 9 and specified in
Table IL

A second method may be used to read data from
the memory. If the addresses are set up before a
read decision can be made, then chip enable may
be brought low at the read decision time. Qutput
data will be valid at tcQ (Table II) for this
condition.

Write Cycle

Basic timing for a wtite cycle is shown in Figure 10.
In the write cycle it is not permissible to perform
a series of write cycles by holding chip enable and
read/write low and cycling through the desired
addresses. However, chip enable can be held low
for continuous writes if the read/write input is
timed per Figure 10. For the 2102A, a minimum
write to address set up time, t AW, must be observed
per Table IIl. The minimum data hold time, tpy,
beyond read/write is O ns.

READ CYCLE

|

1eQ——im—
CHIP
ENABLE

DATA

out X ®
@

15VOLTS

20 VOLTS
08 VOLTS

@) ()

Figure 9. 2102A Read Cycle

WRITE CYCLE

[

ADDRES%

twe

w4
— I 1,

CHIP o
ENABLE

¢ }

AW twe
READ/ 4
WRITE /

| i tou

DATA CAN

DW
DAYA DATA CAN
IN  CHANGE * DATA STABLE CHANGE

@ 1.5VOLTS
Figure 10. 2102A Write Cycle
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Table I1. 2102A Read Timing

READ CYCLE

Symbol Parameter Min. Typ. nl Max. Unit

trc Read Cycle 350 ns

ta Access Time 350 ns

tco Chip Enable to Output Time 180 ns

toH1 Previous Read Data Valid with 40 ns
Respect to Address

toH2 Previous Read Data Valid with 0 ns
Respect to Chip Enable

Table I11. 2102A Write Timing

WRITE CYCLE

Symbol Parameter Min. Typ. nl Max Unit

twe Write Cycle 350 ns

taw Address to Write Setup Time 20 ns

twp Write Pulse Width 250 ns

twR Write Recovery Time 0 ns

tpw Data Setup Time 250 ns

tpH Data Hold Time 0 ns

tcw Chip Enable to Write Setup Time 250 ns

NOTE: 1. Typical values are for T o = 25°C and nominal supply voltage.

Note that the minimum write cycle may be ob- versus VU supply voltage is shown in Figure 12

tained by using the minimum times associated with
taw, twp and twg (Fig. 10), that is:
twe (MIN) = tpaw + twp + twR

Read-Modify-Write

A read-modify-write cycle is merely a combination
of a read cycle and a read/write pulse, typ. The
minimum read-modify-write cycle time is therefore
trc + twp. The timing associated with the 2102A
read-modify-write cycle is shown in Figure 11.

D.C. and Operating Characteristics

The D.C. and operating characteristics for the
2102A is given in Table IV. Power supply current

e
ADDRESS
tp !
cE k— co —= /
Dout }‘

RW

we

'DH

X

DATAIN DATA VALID

Figure 11. 2102A Read-Modify-Write Cycle

for the 2102A Power supply current as a function
of temperature is shown in Figure 13 for the 2102A.

) |

30 1 Ty = 25° >

- 7
E » ,/ TYPICAL
L/

15

7
10
5

Ve (VOLTS)

2102A Power Supply vs. Supply Voltage

I

Vee MAX. ——

Figure 12.

PICAL

Igc (mA)

T, 0

Figure 13. Power Supply Current vs. Ambient Temperature.
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For reference, typical A.C. and D.C characteristics
for the 2102A are shown in the graphs of Figure

14. In particular, note the relative insensitivity of
access time as a function of load capacitance.

Vin LIMITS VS. TEMPERATURE

OUTPUT SINK CURRENT VS.
OUTPUT VOLTAGE

18 - | 30
i TYPICAL
| 1 ® -
1.6 \'_\ Vm ‘M"\;) " ///
g | L~
g R = / TYPICAL
3 a4 ; £ o5
- Vie (max) 3 /
> R - /
\h-\\ 10
/ Ty =25°C
2 / Vee MIN.
Ve =50V s /
1.0 ! j 0
0 10 20 30 40 50 60 70 o 1 2z 3
T, €O Vo, (VOLTS)
ACCESS TIME VS. ACCESS TIME VS,
AMBIENT TEMPERATURE LOAD CAPACITANCE
r 80 .
Vee M, Ty =25°C
1 TTL LOAD Vee MIN.
C, = 100pF 1 TTL LOAD
L //
250 20 7 et
o TYPICAL || TYPICAL
E b z 1
- <
150 150
OUTPUT REFERENCE LEVELS: Vg, = 2.0V OUTPUT REFERENCE LEVEL = 15V
VoL =08V
s 10 20 30 40 50 60 70 500 100 200 300 400 500 600
T, 1O €, (pF)
Figure 14. 2102A Typical D.C. and A.C. Characteristics
Table IV. 2102A D.C. and Operating Characteristics.
Ta = 0°C to 70°C, Ve = 5V £5% unless otherwise specified.
2102A, 2102A-4
2102AL, 2102AL-4 2102A-2, 2102AL-2 2102A6
Limits Limits Limits
Symhol Parameter Min. Typ.[! Max. [Min. Typ.[Y! Max. | Min. Typ.[Y Max. | Unit | Test Conditions
Iy Input Load Current 1 10 1 10 1 10 MA | Vi =0to05.25V
I LOH Output Leakage Current 1 5 1 5 1 5 uA | CE=20v,
Vout = VoH
lLoL Output Leakage Current -1 -10 -1 -10 -1 -10 | pA |CE=20v,
Vour = 0.4V
icc Power Supply Current 33 Note 2 45 65 33 55 mA | All Inputs = 5.25V,
Data Out Open,
Ta=0C
ViL Input Low Voltage -0.5 0.8 |-05 08 |-05 0.65 Vv
ViH Input High Voltage 20 Vee | 2.0 Vee | 2.2 Vee v
VoL Output Low Voltage 0.4 0.4 0.45 V lloL=2.1mA
VoH Qutput High Voltage 2.4 24 2.2 V | lgn =-100pA

Notes: 1. Typical values are for Tp = 26°C and nominal supply voltage.
2. The maximum |cc value is 55mA for the 2102A and 2102A-4, and 33mA for the 2102AL and 2102AL-4.
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Power Down Standby Operation

The 2102AL may be placed in a power down mode
where data is maintained with greatly reduced
power dissipation (maximum of 42 mW vs. 368
mW). Data is maintained at a reduced power setting
because the load devices in the storage cell (Q) and
Q5) shown in Figure 2B are implemented with de-
pletion load devices. As mentioned previously, a
depletion mode device is normally “on” and requires
a negative voltage (below ground) to reach cut-off
in operation (see Fig. 3). The only requirement,
therefore, to assure data retention is to guarantee
that the minimum Voo voltage allowed in standby
operation is sufficient to bias the gate of the appro-
priate storage node (Q3 or Q4 Fig. 2B) on. (Recall
that there is no threshold drop across the depletion
load device supplying the on drive to the storage
device.)

A summary of the power down requirements and
characteristics for the 2102AL family are shown in
Figure 15 and Table V. As is shown in this figure,
there is a requirement that chip enable be brought
to a level of 2.0V, or higher, a TCp time (minimum
0 nsec) before V¢ drops below its minimum value
(4.75V).

STANDBY MODE:

Vee

D 48V
2 20v
3 15v

R

@w

Figure 15. 2102AL Family Standby Characteristics.

CHIP ENABLE

POWER DOWN CHI

Figure 16. Chip Enable Generator for Power Down Mode

To assure that stored data is not over-written, the
chip enable input must either be held at a level of
1.5V, or higher, or allowed to track with Vcc at
the same or higher voltage level and same or slower
discharge rate as V(.

A circuit that implements the tracking of chip
enable with Ve is shown in Figure 16. In this
figure, the chip enable NAND circuit is powered
by the same supply, V¢, that is discharging. A
power down signal (power down) is generated to
set the chip enable signal high at the appropriate
time (discussed later). As V begins to discharge
beyond the limit of TTL operation, resistors Ry and
Ry are used to assure that the chip enable output
stays high and tracks the discharging Ve indepen-
dent of the chip enable input.

The power down signal can occur at any time if
the memory is in a read cycle or is inactive. How-
ever, if a write cycle is being executed and power
loss is detected, then the power down signal must
be delayed until the write cycle is complete. In most

Table V. 2101AL Family D.C. Standby Characteristics.
Ta =0°Cto 70°C

2102AL, 2102AL-4 2102AL-2
Limits Limits
Symbol Parameter Min. Typ.[11  Max. | Min. Typ.[1]  Max. | Unit | Test Conditions
Vep Vcc in Standby 1.5 1.5 v
Vces!2! | CE Bias in Standby 20 20 v 2.0V<Vpp <V Max.
Vpp Vep \ 1.5V <Vpp< 2.0V

IPD1 Standby Current 15 23 20 28 mA | Alllnputs=Vppq1=1.5V
lpp2 Standby Current 20 30 25 38 mA | Alllnputs=Vpp2=2.0V
tcp Chip Deselect to Standby Time 0 0 ns
tr(3] Standby Recovery Time tRe tRe ns
NOTES:
1. Typical values are for T = 25°C and nominal supply the standby voitage is less than 2.0V but greater than

voltage. 1.5V (VppMin.), then CE and standby voltage

2. Consider the test conditions as shown: If the stand-
by voitage (Vpp) is between 5,25V (Ve Max.) and
2.0V, then CE must be held at 2.0V Min. (V). If

must be at least the same value or, if they are dif-
ferent, CE must be the more positive of the two.

3. 1R = trc (READ CYCLE TIME),
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systems this is entirely feasible since the decoupling
capacitors will hold V¢ power long enough to
finish a complete write cycle at full power.

A schematic representation of a sudden loss of
normal Ve power is shown in Figure 17. If at
t = 0 the V¢ supply is removed, power will be
supplied to the load (L) from the capacitor (C)
until the load voltage (V) is a diode drop below
the battery voltage (Vp), after which power to the
load is supplied by the battery. There is no require-
ment to control the rate at which Ve discharges.

Similarly, when the supply voltage is restored, the
voltage at the load (V) will begin to rise when the
supply voltage becomes greater than the battery
voltage.

BATTERY —L

N
VI LT
=c Yov
—_—V,
BACK-UP ——=Vg L

WHERE: C = DECOUPLING CAPACITOR

vee
: Vo1

W,

0 TIME

Vi (VOLTS}

Figure 17. Battery Backup Characteristics

Note that the 2102A is capable of retaining data in
a power down mode over a V¢ voltage range of
1.5 to 4.75 if the chip enable input is always a high
level equal to or higher than Vpp during standby.
This allows maximum flexibility in the selection of
batteries for standby. Remember that chip enable
tracking requirements to Ve are required only if
the state of the chip enable input can not be
guaranteed to be a high level during the entire
standby period.

256 WORD x 4-BIT STATIC RAMs

The introduction of static, high density MOS
RAMs organized as 256 words x 4 bits has signifi-
cantly reduced the complexity, size and component
count of systems not requiring large storage
capacity.

With the Intel family of 256 word x 4 bit RAMs it
is now possible to realize more benefits of “dis-
tributed” memory using MOS devices with their
attendant low power and simple interface.

designated as 2101A, 2111A, and 2112A. In sum-
mary the 2101A is packaged in a 22 pin DIP, has
four data-in and four data-out lines, two chip enables
and an output disable. The 2111A is packaged in
an 18 pin DIP, has four common data-in/data-out
lines, two chip enables, and an output disable. The
2112A is packaged in a 16 pin DIP, has four
common data-in/data-out lines, one chip enable
and does not have an output disable. These selec-
tions allow the system designer almost any con-
figuration he might desire.

2101A Operation

Internal operation of the 2101A is similar to that
outlined for the 2102A. The storage cell is shown
in Figure 2A; the address input buffers and internal
decoders are shown in Figures 5 and 6 respectively.

Maximum system design flexibility is achieved with
the 2101A for those applications requiring 256 word
X 4 bit memory devices. Since the input/output
lines are separated, it is not necessary to multi-
plex these lines unless required by the system.
The two chip enables of opposite logic polarity
simplify system interface design (especially with
the 8080 microprocessor as discussed in the Systems
section).

The pin configuration and logic symbol for the
2101A are shown in Figure 18. The block diagram
is shown in Figure 19.

The 2101 A may be operated in the same operating
modes as the 2102A. For example, a series of reads
may be performed on a given device with the chip
enables at the proper selected state and the output
disable line held low. The write and read-modify-
write cycles may be performed per the 2102A de-
scription. For reference, the read and write wave-
forms are shown in Figure 20 with A.C. characteris-
tics given in Table VI. D.C. and operating charac-
teristics are shown in Table VIL

As discussed previously, the 2101A has separate
input and output pins for data. When operating
the device with the output OR-tied, it is permissible
to tie the output disable pin low for all operations.
If the data output pins are OR-tied with other
devices, the chip enable inputs are used to electri-
cally disconnect the unselected devices from the
output data buses. In this unselected state (CEl
high or CE2 low) the output devices are placed in
the high impedance state.

The 2101A may also be operated with the corres-
ponding input and output lines tied together. In
this mode of operation output disable must be
used to place the output devices in the high im-
pedance state during a write cycle or the write
portion of a read-modify-write cycle.
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PIN CONFIGURATION LOGIC SYMBOL BLOCK DIAGRAM
®
\J 20 oy @
A [ 2 :] Veo ® vee
— % R > -
a2 21 1A, — A DO, 0] MEMORY ARRAY e
_ Az o——pg— Row 32 ROWS
Ay [: 3 20 : WE - ® SELECT 32 COLUMNS
— - 00, |
&[] 10 [ ey i ’ "% B— -
a s 18[Joo A pog |— e
| ]
A e 7 e, ] :6 po, L COLUMN 1/0 CIRCUITS
Ay : 7 16 :DO. - ¢ DH"@)—E COLUMN SELECT
eno ] e 15 { Jol, —] o, ) NPT ©
oD }— o > — §
o, [ 14 [ oo, 2 o ® controL oo
-~ DI D|3°_E ® ® i DOz
oo, [] 10 1oy, —o, S .
o 02— A5 As A7 L] ) o
o, In 12 ] po, ®
WE CE2 CE1 9 o bos
T @ R
PIN NAMES & =
DI,-Dl, DATA INPUT CE, CHIP ENABLE 2 ce, @
AgA; ADDRESS INPUTS OD  OUTPUT DISABLE w2 O - rinnumens
WE__ WRITE ENABLE DO,.DO, DATA OUTPUT
TE,  CHIPENABLE 1 Vo POWER (¥5v) b
Figure 18. 2101A Pin Configuration/Logic Symbol. Figure 19. 2101A Block Diagram.
READ CYCLE WRITE CYCLE
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NOTES: 1. Typical values are for Ta = 25°C and nominal supply voltage. !
. This parameter is periodically sampled and is not 100% tested.

3. tpF is with respect to the trailing edge of CEq, CEp,
or OD, whichever occurs first.

N

4. QD should be tied low for separate 1/0 operation.

Figure 20. 2101A Read/Write Waveforms.
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Table VI, 2101A A.C. Characteristics.
READ CYCLE Tp =0°C to 70°C, V¢ = BV #5%, unless otherwise specified.

Symbol Parameter Min. Typ[.” Max. Unit Test Conditions
trc Read Cycle 250 ns
A Access Time 250 ns t,, t = 20ns
tco Chip Enable To Output 180 ns Input Levels = 0.8V or 2.0V
top Output Disable To Output 130 ns Timing Reference = 1.5V
tpr (3! Data Output to High Z State 0 180 ns Load = 1 TTL Gate
ton | Fretious Rexd et Vard 0 ns res e
WRITE CYCLE
Symbol Parameter Min. Typ[.” Max. Unit Test Conditions
twe Write Cycle 170 ns
taw Write Delay 20 ns t,, tf = 20ns
tew Chip Enable To Write 150 ns Input Levels = 0.8V or 2.0V
tow Data Setup 150 ns Timing Reference = 1.5V
toH Data Hold 0 ns Load = 1 TTL Gate
twp Write Pulse 150 ns and C = 100pF.
twr Write Recovery 0 ns
tps Qutput Disable Setup 20 ns
Table V1I. 2101A D.C. and Operating Characteristics
Ta = 0°C to 70°C, Ve = 5V #5% unless otherwise specified.
Symbol Parameter Min. Typ.m Max. Unit Test Conditions
In Input Current 1 10 MA Vin = 0t05.25V
lLoH Data Output Leakage Current 1 10 LA Output Disabled, Voy1=4.0V
ILoL Data Output Leakage Current -1 -10 HA Output Disabled, Voy1=0.45V
lcei Power Supply 2101A, 2101A-4 35 55 mA Vin = 5.25V, Ig = OmA
Current 2101A-2 45 65 Ta = 25°C
leeo Power Supply 2101A, 2101A-4 60 mA Vin =5.25V, Ig = OmA
Current 2101A-2 70 Ta =0°C
ViL Input “Low” Voltage -05 +0.8 \Y
ViH Input “High” Voltage 2.0 Vee \
VoL Output “Low"’ Voltage +0.45 \ loL = 2.0mA
VoH Output “High”  2101A, 2101A-2 | 2.4 \ lon = -200pA
Voltage 2101A4 | 2.4 V| lon = -150uA
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2111A Operation

The 2111A has commion input/output data buses
and operates in a manner similar to that described
for the 2101A with the data bus made common.
The only logical difference between the two devices
is the logic level of the two chip enables. For the
2111A both chip enables are true in the low state.

If either or both of the chip enables are high the

internal input output data buffers are electrically
disconnected from the external data bus.

The pin configuration and logic symbol for the
2111A are shown in Figure 21. The block diagram
is shown in Figure 22.

As indicated previously, the read/write, address,
and data in timing requirements for the 2111A
are the same as for the 2101A operating in the

PIN CONFIGURATION LOGIC SYMBOL

—_——
A 18[Jvee 14
A, (]2 [ A, 1A 10, f—
a]s 16 1R —1a, 10, p—
a4 15[k, —] A, 1105 }—
as[]s 14104 14, 10, b—
a6 13[Jwos Ay
A 47 12[ 102 Ag op
Gno []8 1[Juvo, A,
on{ 33 wice, RAV CE, CE,
PIN NAMES
Ag-A;  ADDRESS INPUTS
oD OUTPUT DISABLE
RIW READ/WRITE INPUT
CEy CHIP ENABLE 1
CE, CHIP ENABLE 2
1/0;- /05 DATA INPUT/OUTPUT

Figure 21. 2111A Pin Configuration/Logic Symbol

BLOCK DIAGRAM

Ao o——Pg ] 8
= | ] ~——o0 Ve
- «—o0 GND
a2 ) ROW MEM;)ZRRYOC‘RSRAV
2 SELECT 32 COLUMNS
®
Az oy
@ |
ao—Pr
] |
—H COLUMN 1/O CIRCULTS
vor @ N — COLUMN SELECT
@ INPUT
1102 DATA _E
® CONTROL SIRCIRC) _]
1103 > T— —]
@ A5 Ag A7 ‘ l_‘_]
104 > S— i
& G
e 2 =
2
O
RV @ T (O = PN NUMBERS
» QL=

Figure 22. 2111A Block Diagram
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common data bus mode. For reference, however,
the read/write waveforms for the 2111A are shown
in Figure 23 with the A.C. characteristics shown in
Table VIIL. D.C. characteristics are given in Table IX.

2112A Operation

The 2112A operates in a manner very similar to
the 2111A. The major difference is that no output
disable pin is available and one (instead of two)
chip enables is used. Pin configuration and logic
symbol for the 2112A are shown in Figure 24. The
block diagram is shown in Figure 25.

Since no output disable pin is available for the
2112A, care should be exercised to assure that the

data in bus is not activated any time the read/
write line is high (read cycle). When operating the
memory in a write, read-modify-write, or write-
verify-read cycle, the read/write input is used to
perform the function of an output disable. The
output is disabled on the chip according to the
following logical equation:

OD = R/W + CE

where:
OD = OUTPUT DISABLE

The basic read/write timing waveforms are shown in
Figure 26 with the A.C. characteristics given in

Table X.

READ CYCLE

ADDRESS ’(

CHIP

ENABLES * /_
(CE1, CE2) !
- op— \
outeuT \ * oy —-i e
DISABLE '
~— ‘or —=
ta

RIS R A S, "
DATA /0 :> VALID
NOTES: 1. Typical values are for Ty = 25°C and nominal suppiy voitage.

2. This parameter is periodically sampled and is not 100% tested.
3. tpF is with respect to the traiting edge of CE¢, CEp, or OD, whichever occurs first.

Figure 23. 2111A Read/Write Waveforms.

WRITE CYCLE

twe
ADDRESS :( ><
cHIP —_— tow: —
ENABLES \ /
(CE,.CE,)
ouTPUT
DISABLE A
— toy -
——— Ipg > oy ~——| ‘
—_—————— ———-
DATA 1/O x g?:‘B‘L“E“
[ N —
r—‘wp ———— tyg —
READ 4
WRITE
- Ly -

Table VIII. 2111A A.C. Characteristics

READ CYCLE T, =0°Cto 70°C, V¢ = 5V 5%, unless otherwise specified.

Symbol Parameter Min. Typ[.” Max. | Unit Test Conditions
tRC Read Cycle 250 ns
ta Access Time 250 ns 1, t = 20ns
tco Chip Enable To Output 180 | ns Input Levels = 0.8V or 2.0V
top Output Disable To Output 130 ns Timing Reference = 1.5V
tpg 13 Data Output to High Z State 0 180 ns Load = 1 TTL Gate
tou Previous Read Data Valid 40 ns and C__= 100pF.
after change of Address

WRITE CYCLE
Symbol Parameter Min. Typ[.” Max. | Unit Test Conditions
twe Write Cycle 170 ns
taw Write Delay 20 ns te, t; = 20ns
tow Chip Enable To Write 150 ns Input Levels = 0.8V or 2.0V
tow Data Setup 150 ns Timing Reference = 1.5V
toH Data Hold 0 ns Load = 1 TTL Gate
twp Write Pulse 150 ns and C; = 100pF.
twR Write Recovery 0 ns
tos Output Disable Setup 20 ns

12
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Table IX. 2111A D.C. Characteristics.
Ta = 0°C to 70°C, Ve = BV +5% , unless otherwise specified.

Symbol Parameter Min. | Typ.[1}}] Max. | Unit Test Conditions
I Input Load Current 1 10 uA Vin =010 5.25V
lLoH 1/0 Leakage Current 1 10 uA Output Disabled, Vo = 4.0V
lLoL 1/0 Leakage Current -1 -10 LA Output Disabled, V;0=0.45V
lect Power Supply 2111A, 2111A-4 35 55 mA Vin = 5.25V
Current 2111A-2 45 65 lijo = OmA, T4 = 25°C
lec2 Power Supply 2111A, 2111A-4 60 A VN =5.25V
m
Current 2111A-2 70 Ijo=0mA, Ta =0°C
ViL Input Low Voltage -0.5 0.8 Vv
ViH input High Voitage 2.0 Vee v
VoL Output Low Voltage 045 =V loL = 2.0mA
Output High  2111A, 2111A-2 24 T \ lon = -200uA
Vou Voltage 2111A4 | 24 V. lon = -1504A
PIN CONFIGURATION LOGIC SYMBOL BLOCK DIAGRAM
@
) Ao ;-E vee
a1 16 [ JVee —a, [©]
A []2 15[ ] A A 10, fb— M ® 3 0 GND
2 4 " 1 2 ROW MEMORY ARRAY
M 1] WE — 42 10— " @ s SELECT 22 GoLuMNS
) —_— Ay L3y - Az o
a4 13 Jee ® |
—_— A, 1Oy p—o ° K
as[1s 12 1o, A4 ) ~ T l
— S
ag[]s 1 :]uo; N N — coLumn i/0 circuiTs —
° @ COLUMN SELECT [
g [, — vor —+P5——] T 1T 11 |
ﬁ INPUT
enD 18 S D 110y WE CE 1102 : : CODNATTI;:)L s | | ‘——EJ |
T3 o5 o L ps— ®|®] @
|/Dd @ 'S As AG A7
PIN NAMES A )

Ay-A;  ADDRESS INPUTS

I/0| -I/OR DATA INPUT/OUTPUT
Vee POWER (+5V)

WE WRITE ENABLE CE
CE CHIP ENABLE INPUT
I (O = Pin NUMBERS
=@ =D
WE

Figure 24. 2112A Pin Configuration/Logic Symbol. Figure 25. 2112A Block Diagram.

READ CYCLE WAVEFORMS

e
ADDRESS )
NOTE 1: Data Hold Time (Tqy) is referenced to the

N i ‘ trailing edge of CHIP ENABLE (CE} or
e ENABLE—//—_\___/_— READ/WRITE (R/W} whichever comes first.

— ton ~——

INPUT/OUTPUT x B ;

Figure 26. 2112A Read/Write Waveforms.

iy

oot
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WRITE CYCLE #1 WRITE CYCLE #2

Twer —

ADDRE{X X :x

— [*— tegy | loyy
— —_—
CATP ENABLE o om CHIP ENABLE

towi—>

‘ i
DATA IN i DATAIN | 1
INPUT/OUTPUT plal i * INPUT/QUTPUT : X SeABLE | * i
+
‘.——‘DH1 4

w1\ S

- tawq twey Wwri—

NOTE: 1. Typical values are for T = 25°C and nominal supply voltage.

Figure 26. (cont'd)

Table X. 2112A A.C. Characteristics.
READ CYCLE Ta = 0°Cto 70°C, Vcc = 5V 5% unless otherwise specified.

Symbol Parameter Min. Typ.[” Max. | Unit | Test Conditions

tRe Read Cycle 350 ns t,, t¢ = 20ns

ta Access Time 350 ns | Input Levels = 0.8V or 2.0V
tco Chip Enable To Output Time 240 ns Timing Reference = 1.5V
tco Chip Enable To Qutput Disable Time | 0 200 ns Load = 1 TTL Gate

tonH Previous Read Data Valid After 40 ns and C_ = 100pF.

Change of Address

WRITE CYCLE #1 Tp = 0°Cto 70°C, V¢ = 5V 5%

Symbol Parameter Min. Typ,[” Max. | Unit Test Conditions

twet Write Cycle 270 ns t., ty = 20ns
taw1 Address To Write Setup Time 20 ns Input Levels = 0.8V or 2.0V
tow1 Write Setup Time 250 ns Timing Reference = 1.5V
twp1 Write Pulse Width 250 ns Load = 1 TTL Gate
test Chip Enable Setup Time 0 ns and C = 100pF.
tcH1 Chip Enable Hold Time 0 ns
twR1 Write Recovery Time 0 ns
toH1 Data Hold Time 0 ns

tows Chip Enable to Write Setup Time | 250 ns

WRITE CYCLE #2 Tp =0°C to 70°C, Ve = 5V 5%

Symbol Parameter Min. Typ.m Max. Unit Test Conditions

twe2 Write Cycle 470 ns t,, ty = 20ns

taw2 Address To Write Setup Time 20 ns Input Levels = 0.8V or 2.0V
tow2 Write Setup Time 250 ns Timing Reference = 1.5V
twp2 Write To Output Disable Time 200 ns Load = 1 TTL Gate
tcs2 Chip Enable Setup Time 0 ns and C,_= 100pF.
tcH2 Chip Enable Hold Time 0 ns
twR2 Write Recovery Time 0 ns
tpH2 Data Hold Time 0 ns

NOTE: 1. Typical values are for To = 25°C and nominal supply voltage.
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Figure 27. 4K x 8 Memory System.

SYSTEM DESIGN/OPERATION

The design of timing and interface circuits for
memory systems utilizing Intel static RAMs is
simple and straightforward. In this section, details
of system designs using these static RAMs will be
discussed.

Consider first the 4K x 8 system shown in Figure
27. This system, Intel’s in-26 self-contained mem-
ory card, is expandable in both the number of
words and number of bits/word directions. (Ex-
panding the number of words per system is
accomplished with the module select input.) Note
that there are only three input control lines:
write, module select and cycle request (CYREQ)
(with byte control provided). Operation of the 4K
x 8 memory system is explained with the aid of the
timing diagram is shown in Figure 28.

At time T, the 100 nsec CYREQ pulse is applied,
the addresses made valid, the write input, and data
is made valid (for write mode only). The module
select input is set low no later than 80 nsec after
To. (If only one board is used, the module select
line may be permanently tied to ground.) Output
data is available at time defined by timing diagram
(650 nsec) with cycle completed for both read
and write at 650 nsec after start of cycle. (Note

0 100 200 300 400 500 600 700 800
]
T
CYREQ l I | I
ADDRESS @ DON'T CARE D:
L——.l B0 NSEC MAX
MSEL \ ’
RDATA [ \ UNDEFINED U
[} wo 200 300 400 500 600 700 800
CYREQ l I | I
WRITE I I
B O G —
80 NSEC MAX
wEL |
ADDEXJ DON'T CARE X

Figure 28. Timing Diagram, 4K x 8/9 System.
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Figure 29. 2K x 12 Memory System.
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that the in-26 is designed for use with standard
2102-1 devices. Faster system access/cycle times
can be obtained by using 2102A devices and 74H
or 74S series instead of 74 series gates in the
CYREQ and module select data paths.)

Note that the input data is latched at the end of
cycle request (CYREQ). It is possible to remove the
two monostable multivibrators from the system
and control the memory device read/write line
externally further simplifying the memory system.

An example of a 2K x 12 single card memory
system (IN-24) with full control and interfacing is
shown in Figure 29. In this system, the input/out-
put data is on a single bus. Note that data output
enable is provided by an address selection for this
system. Operation of the in-24 is similar to the
in-26.

STATIC RAM MEMORY ARRAY

A layout of the memory array for the 2102A static
RAM is shown in Figure 30. Note that there are no
layout constraints as a result of noise considerations
caused by high level clocks. Power busing is greatly
simplified over other MOS RAMs because only one
supply plus ground is required for the memory.

Memory array layout for the 2101A, 2111A, and
2112A is entirely similar to the layout shown
above. The exception, of course, is the number of
data input/output lines in the array. Decoupling

is handled in a manner identical to that shown in
Figure 31.

INTERFACING WITH MICROPROCESSORS

The Intel static RAM family is ideal for use in
microprocessor applications. Control and timing
functions are all performed by the microprocessor
itself so that additional timing is not required by
the memory.

An example of a microprocessor system utilizing
both read only (ROM) and random access memory
is shown in Figure 32. Although it is not the pur-
pose of this application note to explain micro-
processor systems, several comments on the opera-
tion of the system are in order.

The buffered 16 bit address bus is tapped (as
shown) to provide both chip select and memory
address to the static RAMs. (In this case the 2101A
equivalent for microprocessors, the 8101 is used.)
A control circuit used with the 8080 generates a
memory read signal which enables the output on the
8101. Since both chip enables and output disabie
are used to gate data out of the 8101, the data out
bus from these sources is in a high impedance
state whenever the ROM is being addressed. This
allows OR tying of the data out lines to the data
bus. Note that in this case the data in/data out pins
of the 8101 are tied together (see discussion of
2101A operation).

Care should be taken when connecting P-channel
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Figure 30. 2102A Memory Array Layout.
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Figure 31. Memory System Decoupling.
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BUFFER
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] RAM OUT
Alol Ag l IAe “wl‘ol [‘9 Am]‘aI—lAs ROM OUT
= ouTPUT
s DISABLE CEz CE2
ROM 81015101 8101/5101 914
CEy RIW (<1 R/W

4

! !

MEMORY READ

|

STROBE

%2
8080
BUFFER
SYNC 881Ts /DATABUS -—e - DATA 1/0 BUS
/ 8216 1 Ay SERIES
— 74,748 74LS
DATA OUT EXCLUSIVE
OBy RAM OR
DATA OUT DATA OUT
L] ROM
cLocx R (poHaNNED) 12 Bus
GEN. — —— /0 READ vo, 1028 12BAMAX S g
WRITE lonTROL—— O WRITE

MEMORY WRITE

Figure 32. Microprocessor System.

Figure 33. Output Data Bus.

ROMs such as the 1602A and 1702A to the data
bus as shown in Figure 32 to assure that the mini-
mum output low level is compatible with the
N-channel RAMs being used. It is necessary to pro-
tect the data line of the static RAMs if the output
level of the ROMs attached to the line can drop
below Vgg -0.8V. This protection can be done by
using a diode to ground and current limiting
resistor on those data lines effected (see Fig. 33).
It is also permissible to use an exclusive OR which
has an internal clamping diode on its input con-
figured per Figure 34B. Note that series 74L86
cannot be used in this application because it does
not have a terminating diode.

In the figure shown in Figure 33B, resistors R
are pull up resistors to the unselected data out line.
Rj is a current limiting resistor connected to the
output of the P-channel ROM. The maximum value

permissible for this resistor is determined by the
maximum sink current drawn by the ROM device
and the maximum acceptable (most positive) down
level required for the input of the exclusive OR.

SUMMARY

The Intel static RAM family is a broad and expand-
ing line of simple to use high density MOS RAMs.
This application note has detailed those portions of
the internal MOS circuits of these RAMs which are
of primary concern to the system designer. Through
a better understanding of the internal workings of
the device, the designer is able to take full advan-
tage of the capability of these RAMs.

A summary of some of the more important tech-
nical specifications for each device and device spec
type is given in the Product Selection Guide at the
end of this section.
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RANDOM ACCESS MEMORIES

Electrical Ch teri: Over Temp
Power
No. No. | Access | Cycle Dissipation
of Organi- | of | Time | Time Max.[1]
Type Bits Description zation (Pins| Max. | Max. | Operating/Standby | Supplies[V]
1101A 256 | Static Fully Decoded 256x1 16 | 1500ns |1500ns |685mW/340mwW +5, -9
1101A1 256 |Hi-Speed Static Fully 256x1 | 16 [1000ns {1000ns [685MW/340mW +5, -9
Decoded
1103 1024 | Dynamic Fully Decoded 1024x1 | 18 | 300ns | 580ns |400mW/64mW +16, +19
1103-1 1024 | Dynamic Fully Decoded 1024x1 | 18 | 150ns | 340ns |437mW/76mW +19, +22
1103A 1024 | Dynamic Fully Decoded 1024x1 | 18 | 205ns | 580ns |400mW/64mW +16, +19
1103A-1 1024 | Dynamic Fully Decoded 1024x1 | 18 | 145ns | 340ns {627mMW/10mW +19, +22
1103A-2 1024 | Dynamic Fully Decoded 1024x1 | 18 | 145ns | 400ns |570mW/10mwW +19, +22
2101A 1024 | Static, Separate 1/0 256x4 | 22 | 350ns | 350ns {300mW +5
2101A-2 1024 | Static, Separate 1/0 256x4 | 22 | 250ns | 250ns |350mW +5
2101A-4 1024 | Static, Separate 1/0 256x4 22 | 450ns | 450ns [300mWwW +5
2102A 1024 | High Speed Static 1024x1 | 16 | 350ns | 350ns |275mwW +5
2102A-2 1024 | High Speed Static 1024x1 | 16 | 250ns | 250ns |325mW +5
2102A-4 1024 |High Speed Static 1024x1 | 16 | 450ns | 450ns |275mW +5
2102A-6 1024 | High Speed Static 1024x1 | 16 | 650ns | 650ns |275mW +5
2102AL 1024 | Low Standby Power Static | 1024x1 16 | 350ns | 350ns | 165mW/35mW +5
2102AL-2 1024 | Low Standby Power Static [1024x1 | 16 | 250ns | 250ns |325mW/42mW +5
2102AL-4 1024 | Low Standby Power Static | 1024x1 | 16 | 450ns | 450ns |165mW/35mW +5
3 M2102A-4 1024 | Static, Tp =-55°C to 1024x1 16| 450ns | 450ns| 350mwW +5
s +125°C
Il';.l 2104A-1 4096 |16 Pin Dynamic 4096x1 | 16 | 150ns | 320ns |420mW/18mW +12, +5 -5
g 2104A-2 4096 |16 Pin Dynamic 4096x1 | 16 | 200ns | 320ns |384mW/18mW +12, +5. -5
8 2104A-3 4096 |16 Pin Dynamic 4096x1 | 16 | 250ns | 375ns |360mMW/18mW +12, +5,-5
% 2104A-4 4096 |16 Pin Dynamic 4096x1 | 16 | 300ns | 425ns [360MW/18mW +12, +5, -§
2107A 4096 |22 Pin Dynamic 4096x1 | 22 | 300ns | 700ns |458mW/2mwW +12, +5 -5
2107A-1 4096 |22 Pin Dynamic 4096x1 | 22 | 280ns | 550ns |516mW/2mwW 412, +5, -5
2107A-4 4096 |22 Pin Dynamic 4096x1 | 22 | 350ns | 840ns |450mW/2mW +12, +5, -5
2107A-5 4096 |22 Pin Dynamic 4096x1 | 22 | 420ns | 970ns 376mMW/2mwW +12, +5, -5
21078 4096 |22 Pin Dynamic 4096x1 | 22 | 200ns | 400ns |648mW/4mwW +12, +5, -5
2107B-4 4096 |22 Pin Dynamic 4096x1 | 22 | 270ns | 470ns |648MW/4mwW +12, +5, -5
2107B-5 4096 |22 Pin Dynamic 4096x1 | 22 | 300ns | 590ns |{648mW/5mwW +12, +5,-5
2108-2 8192 |16 Pin Dynamic 8192x1 | 16 | 200ns | 350ns [828mW/24mW +12, +5, -5
2108-4 8192 |16 Pin Dynamic 8192x1 | 16 | 300ns | 425ns |780mW/24mW +12, +5, -5
21MA 1024 | Static, Common 1/0 with | 256x4 | 18 | 350ns | 350ns |300mwW +5
Output Deselect
2111A-2 1024 | Static, Common 1/0 with 256x4 18 | 250ns | 250ns |350mW +5
Output Deselect
2111A-4 1024 |Static, Common 1/0 with | 256x4 18 | 450ns | 450ns |300mW +5
Output Deselect
_’{1121\ 1024 | Static, Common 1/0 256x4 16 | 350ns | 350ns | 300mW +5
without Output Deselect
2112A-2 | 1024 | Static. Common 1/0 256x4 | 16 | 250ns | 250ns [3somw | <5 |
without Output Deselect
2112A-4 | 1024 |Static. Common 1:0 | 256x4 | 16 | 450ns | 450ns | 300mw © s
without Qutput Deselect
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RANDOM ACCESS MEMORIES (Continued)

Electrical Characteristics Over Temperature

Power }
No. No. | Access | Cycle Dissipation i
ot Organi-| of | Time ;| Time Max.[1] i
Type Bits Description zation | Pins| Max. | Max. | Operating/Standby ' Supplies[V]
214 4096 | Static, Common 1/0 1024x4 | 18 | 450ns | 450ns | 710mW +5
2114-2 4096 | Static, Common 1/0O 1024x4 | 18 | 200ns | 200ns | 710mW +5
2114-3 4096 | Static, Common 1/0 1024x4 | 18 | 300ns ! 300ns | 710mW +5
2114L 4096 | Static, Common {/0 1024x4 | 18 | 450ns | 450ns | 370mwW +5
2114L-3 4096 | Static, Common /O 1024x4 | 18 | 300ns : 300ns | 370mW +5
2115A 1024 | Static, Open Collector 1024x1 1 16 , 45ns 45ns | 660mW +5
2115A-2 1024 | Static, Open Collector 1024x1 i 16 ;| 70ns 70ns | 660mW ‘ +5
2115AL 1024 | Static, Open Collector 1024x1 1 16 | 45ns 45ns | 395mW . +5
2115AL-2 1024 | Static, Open Collector 1024x1 16 70ns 70ns | 395mwW +5
M2115A 1024 | Static, Open Collector 1024x1 . 16 | 55ns | 55ns | 690mMW : +5
M2115AL 1024 | Static, Open Collector 1024x1 ; 16 | 75ns 75ns | 415mW +5
8 2115 1024 | Static, Open Collector 1024x1 . 16 | 95ns 95ns | 525mW : +5
E 2115-2 1024 | Static, Open Collector 1024x1 | 16 | 70ns ‘ 70ns | 660MW ‘ +5
5 21150 1024 | Static, Open Collector 1024x1; 16 | 95ns ; 95ns | 345mwW +5
g 2125A 1024 | Static, Three-State 1024x1 | 16 | 45ns 45ns | 660mW +5
g 2125A-2 1024 | Static, Three-State ‘ 1024x1 . 16 70ns 70ns | 660mW . +5
@ 2125AL 1024 | Static, Three-State | 1024x1 16 | 45ns | 45ns | 395mW +5
2125AL-2 1024 | Static. Three-State } 1024x1 ° 16 | 70ns 70ns | 395mwW : +5
M2i25A 1024 | Static, Three-Siaie 1024x1, 16 | 55ns 55ns | 890mW +S
M2125AL 1024 | Static, Three-State 1024x1 16 | 75ns 75ns | 415mW +5
2125 1024 | Static, Three-State 1024x1 16 | 95ns 95ns | 525mW +5
2125-2 1024 | Static, Three-State 1024x1 | 16 | 70ns 70ns | 660mW +5
21250 1024 | Static, Three-State 1024x1 16 | 95ns 95ns | 345mW +5
2116-2 16384 | 16 Pin Dynamic 16384x1 i 16 | 200ns | 350ns | 828mW/24mW +12, +5, -5
2116-3 16384 16 Pin Dynamic 16384x1; 16 | 250ns | 375ns | 816mW/24mW +12, +5, -5
2116-4 16384 16 Pin Dynamic 16384x1] 16 | 300ns | 425ns | 780mW/24mW +12, +5.-5
2147 4096 | High Speed Static | 4096x1 . 18 60- 60- | 500mW/50mwW +5
90ns 90ns (Typical)
> 3101 64 | Fully Decoded ‘ 16x4 16 | 60ns 60ns | 525mW +5
E § 3101A 64 | High Speed Fully " 16x4 | 16 | 35ns | 35ns | 525mW +5
g 2 Decoded ;
8 a 3104 16 . Content Addressable ! 4x4 24 | 30ns 40ns fSZSmW ! +5
Memory
5101-8 1024 | Static CMOS RAM 256x4 | 22 | 800ns | 800ns | 150mMW/2.5mW +5
5101L 1024 Static CMOS RAM 256x4 | 22 | 650ns ! 650ns | 135mW/20uW +5
P é' 1 s101L-1 1024 ' Static CMOS RAM 256x4 22 | 450ns ' 450ns | 135mW/20uW +5
Sg 5101L-3 | 1024 Static CMOS RAM 256x4 | 22 | 650ns | 650ns| 135SMW/1mW 5
35 [Tmstora 1024 ; Static CMOS RAM 256x4 | 22 | 800Ns ' 800Ns | 168MW/1ImW +5
L] | {-55°C 10 125°C) | ; : |
M5101L-4 | 1024 Static CMOS RAM " 256x4 | 22 | 800ns  800ns | 16BMW/400UW 45
(-55°C to 125°C) ‘ i
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INTRODUCTION

The combination of low cost, high speed, system
design flexibility and data non-volatility has made
read only memories an important part of many
digital systems in production today. The rapid
development of semiconductor read only memories
has produced a succession of faster, larger, and
more flexible devices.

Today, Intel combines the best of Schottky bipo-
lar and P- and N-channel MOS semiconductor pro-
cessing technologies to manufacture the fastest and
largest line of read only memory products available
anywhere in the world.

This chapter is divided into three sections. In the
first section, Understanding the Technology, the
various technologies used to produce read only
memories and programmable read only memories
are discussed in order to achieve a good understand-
ing of how these devices operate and how one
technology differs from another.

The second section describes the device from an
operational and programming point of view, and
presents Intel’s extensive line of read only memo-
ries. In the third section, System Applications, the
system aspects of address driving, output ORing,
array configuration, printed circuit board layout,
and power supply decoupling are presented.

Read Only Memories

A read only memory is an array of selectively open
and closed unidirectional contacts. In the 16-bit
array example shown in Figure 1, half of the ad-
dress lines are decoded and used to energize one of
the four row lines. This, in turn, activates those
column lines which have a closed contact to the
one selected row line. The remaining address lines
are decoded and enable one of the column sense
amplifiers. If chip select is true, the data is gated to
the output pin by the output driver.

The primary differences in read only memories is
in the forming of the open or closed contact; that
is, in the design of the cell. In mask programmable
read only memories (ROMs) the contact is made to
selectively including or excluding a small conduct-
ing jumper during the final phase of semiconductor
manufacture. In bipolar programmable read only
memories (PROMs) the contact is made with a
fusible material such that the contact can later be
opened, allowing the data pattern to be configured
by the user after the device has been manufactured.

Once programmed, Erasable Programmable Read
Only Memories (EPROMs) allow the programmed
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Figure 1. 16-Bit Simplified Array.

contacts to be restored to their initial state, such
that they can be re-programmed as often as desired.

UNDERSTANDING THE TECHNOLOGY

As shown in Figure 2, there are two basic PROM/
ROM technologies — bipolar and MOS. Their pri-
mary difference is in access time; bipoiar access
times are approximately 50-90 nS, and MOS access
times are about an order of magnitude higher. Bi-
polar read only memories are available in 1K, 2K,
and 4K bit sizes, while MOS read only memories are
available in 2K through 16K bit sizes. Although
PROMs and ROMs are available from both technol-
ogies, EPROMs are available only with MOS tech-

nology.
(=]
{60 ns) {500 nS)
[

]
] rpm} ﬁgsﬂ Immj |mm
[ |

SILICON NICHROME SHORTED
FUSE FUSE JUNCTION

MASK
ROMS

Figure 2. PROM/ROM Technology Family Tree.
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Bipolar Technologies

As previously mentioned, bipolar devices offer high-
er speeds than MOS devices. For very high volume
usage with those devices whose data pattern never
change, mask programmable read only memories,
commonly called ROMs, provide the lowest cost.

Electrically programmable read only memories, or
PROMs, allow the data pattern to be defined when
the device is used rather than when the device is
mar.ufactured.

MASK PROGRAMMABLE READ ONLY
MEMORIES

Integrated circuit devices are fabricated from a
wafer of silicon through a number of processing
steps, including photo masking, etching, and dif-
fusing in order to create a pattern of junctions and
interconnections across the surface of the wafer.
One of the final steps in the manufacturing process
is to coat the entire surface of the silicon wafer
with a layer of aluminum, and then to selectively
etch away portions of the aluminum, leaving the
desired interconnecting pattern. In the manufac-
ture of mask programmed read only memories, the
row-to-column contacts are selectively made by
the inclusion or exclusion of aluminum connec-
tions in the final aluminum etch process.

The normal lead time required for fabrication of a
new integrated circuit can be foreshortened from 9
to 10 weeks to about 4to 6 weeks because the
wafers can be manufactured through the point of
metalization and held in storage until the data
pattern is defined. By this method, the lead
time required for delivery of a particular ROM
pattern is only the time required to produce the
mask and etch the final metal pattern on the wafer.

ELECTRICALLY PROGRAMMABLE READ
ONLY MEMORIES

Electrically programmable read only memories al-
low the data pattern to be defined after final pack-
aging rather than when the device is manufactured.

Three types of electrically programmable read only
memories, commonly called PROMs, will be dis-
cussed here.

The Nichrome Fuse

The first PROMs were made with a nichrome fuse
technology. Nichrome, an alloy of nickel and
chrome, is deposited as a very thin film link to the
column lines of the PROM. Heavy currents cause
this film to “blow”, opening the connection be-
tween the row and column lines. The cell is actually
constructed of a transistor switch and the nichrome
fuse, as shown in Figure 3. When the row is
selected, the transistor, Qxy, is tumed on, and,
if the fuse is intact, the column bus is pulled
towards Vee (+5V). If the fuse is “blown” or
open, the column bus is left floating.

ROW X
Vee t+5v)

COLUMN Y

Figure 3. Typical Fuse Cell.

Nichrome Problems

Problems with nichrome fuses are all related to the
technology. The selection of aluminum as the con-
ductive material in integrated circuits and transis-
tors did involve some serious metallurgical consid-
erations. Of major importance is the fact that
aluminum readily adheres to silicon dioxide, but
does not rapidly diffuse through it. In addition,
aluminum forms non-rectifying (ohmic) contacts
with silicon.! Still, the formation of good silicon-
to-aluminum contacts has always been a problem;
the formation of good, reliable nichrome contact
is a greater problem.

In addition, nichrome is not the easiest material to
work with, especially considering the extremely
thin layer (about 200 Angstroms) that must be
deposited in order to achieve the desired resistance
in the fuse. This deposition is very hard to control
and the nichrome is additionally subject to cor-
rosion.?

lqurker, G. H., J. C. Cornet, and W. S. Pinter. “Reliability Con-
siderations in the Design and Fabrication of Polysilicon Fusible
Link PROMs.” A lecture to the IEEE 12th Annual Proceedings
on Reliability Physics, 1974.

2Bauer, Joseph B. “Military Microcircuit Packaging,” The Elec-

tronic Engineer, July 1972,
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The most serious problem associated with nichrome
fuse technology is probably the phenomenon com-
monly referred to as “growback”,> the reversal of
the programming process such that a single bit will,
after some time, go from the programmed state
back to the unprogrammed state.# Considerable
analysis has been done to investigate this growback
phenomenonz'7 in nichrome fuse PROMs to under-
stand how the nichrome fuse blows,3~® to deter-
mine the location and movement of the metals
before and after fusion.>® and to determine why a
small number of these fuses (once blown) appear to

reconnect. <

Fusion occurs under a layer of glass which has
been added to the entire wafer to provide scratch
protection and to minimize electron migration in
the metal. Since fusion takes place without oxygen,
or any other atmosphere, oxidation cannot play an
important part in the fusing. It appears, rather,
that the nichrome heats up under heavy current
and becomes molten, forming a very narrow gap.
Figure 4 is a picture taken with a scanning electron
microscope of a blown nichrome fuse. Notice the
fingers, or dendrites, of nichrome. Studies indicate
that it is dendritic relinking that causes the fuse to
begin to reconduct after some period of time.>

Photo courtesy of HI-REL Laboratories
San Marina, California

Figure 4. Blown Nichrome Fuse.

Electron microscope investigations reveal that ran-
dom concentrations of nickel appear around the
fused links,® and that the nickel reacts with the
underlying SiO, in the gap,® forming a nickel-glass
structure that resists chemical etching.3 Also, chro-
mium was found present in the gap.5

A CASE STUDY OF NICHROME GROWBACK

In one particular study of nichrome fuse failures per-
formed by Litton,5 the PROMs “were random sam-
ples from PROMs supplied by four manufacturers
representing a buy of about twenty thousand 1024
PROMs over a three-year period. These PROMs were
purchased to a high reliability full-temperature range
specification reflecting a Mil Std-883 Class B screen-
ing requirement.”

From this same study . . .

“It was found that there appeared to be a glass ni-
chrome reaction which resuited in the formationof
a glass structure which resisted the etch. These re-
sistors had exhibited the reappearing bit phenomena
after being in the computer in service in the field for
some length of time. Further analysis of these re-
sistors by the electron beam microprobe provided
information needed to achieve a conceptual under-
standing of this growback reaction.”

“Hard to program bits were associated with process
control and PROM design. It was concluded that
better than state of the art process controls were re-
quired, Therefore, additional screens were needed to
insure reliability. The limitation of the number of
program pulses and the energy to program was of
extreme importance.”

The reliability problems with nichrome fuse PROMs
all relate to nichrome fuse processing technology;
“growback™ is inherent in the use of this technol-
ogy. Some efforts have been made to find tests that
will isolate PROM fuses that have a higher probabil-
ity of relinking. These testing techniques include
temperature stressing, temperature cycling, high
temperature burn-in, and testing at reduced volt-
ages. No test has been devised which will eliminate
the relinking problem.

3Bames, D. E. and J. E. Thomas. “Reliability Assessment of a
Semiconductor Memory by Design Analysis.” A lecture to the
IEEE 12th Annual Proceedings on Reliability Physics, 1974.

4Devaney, John R.and A. M. Sheble, II1. “Plasma Etching PROMs
and Other Problems.” A lecture to the IEEE 12th Annual Pro-
ceedings on Reliability Physics, 1974.

5Eisenberg, P. H. and R. Nosler. “Nichrome Resistors in Pro-
grammable Read Only Memory Integrated Circuits.” A lecture
to the IEEE 12th Annual Proceedings on Reliability Physics,
1974.

6Franklin, Paul and David Burgess. “Reliability Aspects of Ni-
chrome Fusible Link PROMs (Programmable Read Only Mem-
ories).” A lecture to the IEEE 12th Annual Proceedings on
Reliability Physics, 1974.

7Baitinger, W. E., N. Winograd, J. W. Amy, and J. A. Munarin.
“Nichrome Resistor Failures as Studied by X-Ray Photoelectron
Spectroscopy (XPS or ESCA).” A lecture to the IEEE 12th
Annual Proceedirigs on Reliability Physics, 1974.
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The Silicon Fuse

Intel bipolar PROMs, a typical cell of which is
shown in Figure 3, work in the same manner as do
the nichrome fuses, with the exception that the
fuse material is polycrystalline silicon, which is de-
posited in a thick layer at the appropriate stage in
the manufacturing process. This is the same stand-
ard, reliable technique that has been used by Intel
in producing millions of MOS LSI circuits every
week using polycrystalline silicon.

All of the Intel bipolar PROMs have included on
the die a test row and column which are blown at
wafer sort. The extra row and column are incorpo-
rated primarily to improve the programming yield
of the final end product. By addressing this test
row, the functionality of the decoders and the pro-
grammability of the fuses can be verified. The test
fuse circuitry is designed such that arrays with un-
usual fuses that could cause programming yield
problems can be screened at electrical test.

The fuse, shown in Figure 5, is a notched strip of
polycrystalline silicon. Figure 6 shows an array of
12 cells. Each cell consists of a single transistor
in an emitter-follower configuration with the sili-
con fuse connecting to the column line as shown
in Figure 3. A cross section of the cell is shown in
Figure 7.

WORD LINE

BIT * ; '

LINE

FUSE

Figure 5. Unblown Polysilicon Fuse.

The thickness of the silicon fuse is nominally 3000
Angstroms, 15 times the thickness of the nichrome
fuse. Resistivity of the fuse is controlled by doping,
as in standard integrated circuits.

BIT BIT BIT BIT
LINE LINE LINE LINE

"}« worp Line

|*“— WORD LINE
FUSE
(1 OF 1024)

<«— WORD LINE

Figure 6. Polysilicon Cell Array.

POLYSILICON
FUSE
\
METAL
OXIDE
“ LN T e \
<
“
»

Figure 7. Polysilicon Fuse Cross Section.

The fuse is blown with a pulse train of successively
wider pulses, with a current of 20~30 mA typically
needed to blow the fuse. During this “blowing”
operation, temperatures estimated at 1400°C are
reached in the notch of the polysilicon fuse. At
these temperatures, the silicon oxidizes and forms
an insulating material. Figure 8 shows a blown and
unblown fuse. The use of silicon eliminates con-
ductive dendrites and the existence of conductive
materials in the fused gap.

Figure 8. Blown and Unblown Polysilicon Fuse.
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Since silicon is a standard integrated circuit mate-
rial, no new contact problems or problems with dis-
similar materials are encountered. Growback does
not exist with the silicon fuse. After 3 billion fuse
hours of system life testing at 85°C, zero failures
have been found.

The Shorted Junction

A third type of bipolar PROM implementation is
the shorted junction. The shorted junction cell is
shown in Figures 9 and 10. In this cell, diode Q;
is reverse-biased and the heavy flow of electrons in
the reverse direction causes aluminum atoms from
the emitter contact to migrate through the emitter
to the base, causing an emitter-to-base short. Ex-
treme care must be taken such that sufficient con-
tact is made to the base without actually punctur-
ing and shorting through the base.

Figure 9. Schematic of Shorted Junction Cells.

MOS Technology

FAMOS IMPLEMENTATION

As mentioned earlier, it is possible to produce
PROMs and ROMs using MOS technology. In 1971
Intel introduced a unique erasable PROM that
allows the programmed information to be erased
by exposure to ultraviolet light of the correct
wavelength and intensity.

The storage element is the Floating gate Avalanche-
injection MOS (FAMOS) charge storage device, a

Avnne apnntinm AF whishk T H 1
cross section of which is shown in Figure 11. The

FLOATING Si GATE

N-TYPE Si SUBSTRATE
DRAIN
FLOATING GATE SUBSTRATE

SOURCE

Figure 11. FAMOS Storage Cell.

Figure 10. Cross Section of Shorted Junction Celil.

Although the shorted junction PROM does not
have the reliability problems associated with the
nichrome fuse, programming is greatly complicated
by the fact that underprogramming results in insuf-
ficient or intermittent contact with the base and
overprogramming results in possible internal shorts.
The problem of distributing heavy currents around
the chip requires the use of multiple-layer metaliza-
tion, and, as a result, most major semiconductor
companies have not committed to the shorted junc-
tion technology.

operation of the cell depends on charge transport
to the floating gate by avalanche injection of
electrons. The device is essentially a silicon gate
MOS field effect transistor in which no connec-
tion is made to the silicon gate. Operation of the
FAMOS memory structure depends on charge
transport to the floating gate by avalanche injec-
tion of electrons from either the source or drain.
A junction voltage in excess of =30V applied to a
p-channel FAMOS device will result in the injection
of high-energy electrons from the p—n junction
surface avalanche region to the floating silicon
gate. The amount of charge transferred to the
floating gate is a function of amplitude and dura-
tion of the applied junction voltage, as shown in
Figure 12. The presence or absence of charge can
be sensed by measuring the conductance between
the source and drain.

Once the applied junction voltage is removed, no
discharge path is available for the accumulated
electrons since the gate is surrounded by thermal
oxide, which is a very low conductivity dielectric.
The electric field in the structure after the removal
of junction voltage is due only to the accumulated
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Figure 12. Charge Transfer vs. Programming Pulse Width.

electron charge and is not sufficient to cause
charge transport across the polysilicon-thermal-
oxide energy barrier.

Charge decay plots as a function of time at 125°C
and 300°C are shown in Figure 13. An extrapola-
tion of the 300°C charge decay results indicates
that 70% of the initial induced charge will be
retained for as long as 10 years at 125°C.
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Figure 13. Charge Decay vs. Time.

Since the gate electrode is not electrically acces-
sible, the charge cannot be removed by an electrical
pulse. However, the initial condition of no elec-
tronic charge on the gate can be restored by
illuminating the FAMOS device with ultraviolet
light, which results in the flow of a photocurrent
from the floating gate back to the silicon substrate,
thereby discharging the gate to its initial condition.
This erase method allows complete testing of a
complex programmable read only memory array.

SPECIFIC DEVICE DESCRIPTIONS
Bipolar Devices

Intel manufacturers a complete line of bipolar
PROMs and ROMs as shown in Table I, and in the
Product Selection Guide, page PSG-2.

Table {. The Intel PROM/ROM Family.

1K 2K 4K
(256 x 4) {512 x 4) (512 x 8)
16-Pin 16-Pin 24-Pin
ocll | vsl2 | ocl!|Tsid | ocltl | Tsid
PROMs | 3601 3621 3602 | 3622 | 3604 3624
ROMs 3301A | —— 3302 |3322 | 3304A | 3324A

NOTES: 1. Open-collector output
2, Three-state output.

Each PROM is pin-for-pin compatible with its mask
ROM counterpart. Programming is accomplished
by “blowing” a polysilicon fuse in the emitter leg
of the bipolar transistor that serves as a data stor-
age cell. Because of the internal circuitry, the initial
(unprogrammed) state of the output of the 3601
PROM is low, while the 3602/3622 and 3604/3624
devices have an initial state that produces a high
output.

In the 2K and 4K sizes, the part can be ordered
with either an open-collector or three-state output.
3601/3621 AND 3301A

The 3601/3621 and 3301A iK PROM and ROM
pin configuration and logic symbol are shown in

A5E1 o 163V¢c -~ 5 0y f—»
a5 E 2 15 :] A7 — &
_ —1 A
A [ uwl& . op | —
a[]a )& — 2
3601 3601
a[]s 2o i
— A 03 }—
6 " o
At E j 2 . P
w2 []7 0 [ o — %
oo [1s 9304 — as 04 —
Ag-A7 | ADDRESS INPUTS
0,-04 | DATA OUTPUTS
TS,C5;] CHIP SELECT INPUT

Figure 14. 3601/3621 and 3301A Pin Configuration
and Logic Symbol.

Figure 14, and the address and data waveforms are
shown in Figure 15. The device is organized as 256
4-bit words. The AC characteristics are summarized
in Table II, and the DC characteristics in Table III.
Capacitance is shown in Table IV.
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Figure 15. 3601/3301A Address and Data Waveforms.
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Table I1. 3601/3301A A.C. Characteristics.

DEVICE LIMITS
SYMBOL PARAMETER UNIT TEST CONDITIONS
TYPE | o°Cc(25°C| 75°C
tass, ta.- | Address to Output Delay 3301A 45 | 45 | 45 nS €S, and CS must be at V,_to
tart, A+ 3601 70 60 70 nS activate the PROM.
3601-1 50 | 50 50 nS
toe+, ts-- Chip Select to Output Delay 3301A 20 | 20 20 nS
3601 25 | 25 25 nS
3601-1 25 | 25 25 nS

A simplified block diagram is shown in Figure 16,
with a typical 1-bit schematic shown in Figure 17.

Addresses Az3—A~7 select 1 of 32 rows by activating
1 of 32 decoders. Each row consists of 32 cells. Ad-
dresses Ag—A, enable the 1 of 8 decoders, multi-
plexing 1 of 8 bits to the appropriate sense ampli-
fier as shown in Figure 17. The logical AND of
CS; - CS; energizes all the columns in the array
and provides a programming path as will be de-
scribed later. CSy, which is also active low, enables
each of the four output buffers.

The transistors are Schottky barrier diode clamped
to allow faster switching speeds than devices fabri-
cated with a conventional gold diffusion process.

Each of the address lines has a low voltage diode
input clamp to minimize line reflections.

The outputs are open-collector, which allows them
to be OR-connected for memory expansion. The
capacitance of the data out pins is typically 7 pF,

as shown in Table IV, or 56 pF for eight devices
OR-tied together.

Programming the 3601 is accomplished by puising
Vce and CS; with waveforms as described in the
programming section. The initial (unprogrammed)
state of the device is with all outputs low; that is,
a bit is considered programmed when the output is

high.

3602/3622 AND 3302/3322

The 3602/3622 and 3302/3322 pin configuration
and logic symbol are shown in Figure 18.

The 3602/3302 has an open-collector output, while
the 3622/3322 is a three-state output. A simplified
block diagram of the part is shown in Figure 16.
The schematic is shown in Figure 17. As indicated
in Figure 16, the organization is 512 X 4 bits.
Operation is analogous to the 1K PROM described
earlier.
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Table I1l. 3601/3301A D.C. Characteristics.

All limits apply for Vg = +5.0V 5%, T =0°C to +75°C

SYMBOL PARAMETER MIN Typl! MAX UNIT TEST CONDITIONS
lga Address Input Load Current -0.05 -0.25 mA Vee = 5.25V,
Va = 0.45V
Igs Chip Select Input Load Current -0.05 -0.25 mA Vee = 5.25V,
Vg = 0.45V
IRA Address Input Leakage Current 40 uA Vee = 5.25V,
Va = 4.0V
Irs Chip Select Input Leakage Current 40 uA Vee 5.25V,
Vg = 4.0V
Vca Address Input Clamp Voltage -0.7 -1.0 \ Vee = 4.75V,
lA = -5.0mA
Ves Chip Select Input Clamp Voltage -0.7 -1.0 \ Vee = 4.75V,
lg = -5.0mA
VoL Output Low Voltage 0.3 0.45 \ Vge = 4.75V,
|0|_ = 15 mA
lcex Output Leakage Current 100 MA Vee = 5.25V,
VCE = 5.25V
Ice Power Supply Current 3601 a0 130 mA Vee = 5.25V,
3301A 90 125 mA | Va0 > Va7 = OV
Vso = Vs1 = 0V
ViL Input “Low"’ Voltage 0.85 \ Ve = 5.0V
ViH Input “High”* Voltage 2.0 \ Vee = 5.0V
NOTE: 1. Typical values are at 256°C and at nominal voltage.
Table IV. 3601/3301A Capacitancell.
SYMBOL PARAMETER TYP MAX | UNIT TEST CONDITIONS
Cina Address Input Capacitance 4 10 pF Vee=5V  Vin=2.5V
Cins Chip Select Input Capacitance 6 10 pF Vee=5V  V|y=25V
Cout Output Capacitance 7 12 pF Veg=5V  Vour=25Vv
NOTE: 1. This parameter is only periodically samples and is not 100% tested.

Referring to Figure 17, addresses A3—Ag select |
of 64 rows, each row consisting of 32 cells. Ad-
dresses Ag—A; enable the 1 of 8 decoders, multi-
plexing 1 of 8 bits to the appropriate sense
amplifier.

Chip select, CS, enables the output buffer, and
provides the programming path.

The 3302 and 3322 provide ROM capability for
applications that have matured sufficiently to allow
use of a fixed data pattern.

The 3602L-6 and 3622L-6 have the additional
capability of reducing power whenever the chip is
deselected; i.e., CS high. The standby power is
236mW, compared to 685mW for the 3602 and
3622.

3604/3624 AND 3304A/3324A

The 3604/3304A pin configuration and logic sym-
bol are shown in Figure 19, and typical waveforms
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Figure 19. 3604/3304A Pin Configuration and Logic
Symbol,

are shown in Figure 20. Table V summarizes the
AC characteristics, with capacitance and DC char-
acteristics summarized in Tables VI and VII, re-
spectively.

The organization of the device is 512 X 8 bits. The
basic operation of the 4K device is directly analo-
gous to the 1K PROM as shown in Figure 17. Ad-
dresses A3—Ag select 1 of 64 rows, each row con-
sisting of 64 cells. Addresses Ag—A; enable the
decoders, multiplexing 1 of 8 bits to the appropri-
ate sense amplifier. CS; provides the programming
path, while CS; + CS; + CS3 - CS4 provide an en-
able to the output. The 4-chip select terms may
facilitate decoding when working with large arrays.

The 3604L-6 has the additional feature that when
the chip is selected (i.e., CS; or CS; high), the
power is reduced by approximately 70%. To utilize
this feature, pins 22 and 24 must be connected as
shown in Table VIII, which compares the 3604 and
3604L-6 Ve connections.

15v S

ADDRESS

= [

INPUT

N

ouTPUT

CHiP !
SELECT
INPUT

\I.EV

AL ——w— o
ouTPUT 15v 18v ouTPut 1.5V 15v
At —=] At ] g gy —d
Figure 20. 3304A/3604 Address and Data Waveforms.
Table V. 3304A/3604 A.C. Characteristics.
Veg = +5V #5%, Ta =0°C to +75°C
SYMBOL PARAMETER MAX UNIT TEST CONDITIONS
ta++, ta—— | Address to Output Delay 3304A 70 nS @1 =CS,= VL and CS3=CS4=V 4
ta+_, ta—+ 3604 70 nS to select the PROM.,
3604L-6 90 nS
ts++ Chip Select to Output Delay 3304A 30 nS
3604 30 nS
3604L-6 30 nS
t5_— Chip Select to Output Delay 3304A 30 nS
3604 30 nS
3604L-6 120 | nS
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Table V1. 3304A/3604 Capacitancel1]

SYMBOL PARAMETER TYP MAX | UNIT TEST CONDITIONS
Cina Address Input Capacitance 4 10 pF Vee=5V  Vin=25V
Cins Chip Select Input Capacitance 6 10 pF Vee=5V  Viy=25V
Cout Output Capacitance 7 12 pF Vee=5VY  Vout =25V
NOTE: 1. This parameter is only periodically samples and is not 100% tested.
Table VII. 3304A/3604 D.C. Characteristics.
Al limits apply for Vg = +5.0V 5%, Ta = 0°C to +75°C
SYMBOL PARAMETER min | Tyl | max |umiT TEST CONDITIONS
IEa Address Input Load Current -0.05 -0.25 | mA Voo =5.25V, Va = 0.45V
Irs Chip Select Input Load Current -0.05 -050 | mA Vee =5.25V, Vg = 0.45V
IRA Address Input Leakage Current 40 MA Vee =5.25V, Va =5.25V
Irs Chip Select Input Leakage Current 40 HA Vee =5.25V, Vg = 4.0V
Vea Address Input Clamp Voltage -0.7 -1.0 \ Ve =4.75V, 1o =-56.0mA
Ves Chip Select Input Clamp Voltage -0.7 -1.0 \ Voo =4.75V, Ig=-5.0 mA
VoL Output Low Voltage 0.3 0.45 A Ve =475V, lgL = 15 mA
IcEX Output Leakage Current 100 MA Vce=5.25V, Vg =5.25V
leeq Power Supply Current 190 mA Veer =5.25V, Vag?Vay = 0V
3304A and 3604 CSy1=CSy=0V
CS3=CS4=5.25V
icca Power Suppiy Current (3604L-6} Vg2 = 5.25V, Ve = Open
Active 140 mA Chip Selected
Standby 45 mA Chip Deselected
Vi Input “Low’” Voltage 085 | V Ve = 5.0V
ViH Input “High”" Voltage 2.0 \ Vee =5.0V
NOTE: 1. Typical values are at 25°C and at nominal voltage.
Table VI11. 3604/3604L-6 Connections and Power Consumption.
DEVICE TYPE CONNECTION READ PROGRAM POWER
Piﬁ 22 +5V or No Connect Pulsed 12.5V
3604 998 mW maximum
Pin 24 +5V Puised 12.5V
Pin 22 +5V Pulsed 12.5V | 735 mW maximum with chip selected
3604L-6
Pin 24 No Connect (1l Pulsed 12.5V | 236 mW maximum with chip deselected
NOTE: 1. Do not connect pin 24 of the 3604L-6 to any other pin

The 3304AL6 mask ROM is available for ROM
users who wish to take advantage of the power

and its mask programmable counterpart, the 1302,
are 2048 bit MOS devices, organized as 256 x 8 bits.

reduction feature of the reduced standby power.
MOS Devices

The Intel family of MOS PROMs and ROMs can
also be divided into two groups. The 1602A/1702A,

The 2704 and 2708 are, respectively, 4K (512 x 8)
and 8K (1024 x 8). The 2308 is the mask counter-
part of the 2708. The 1702A, the 2704 and the
2708 EPROMs are all implemented with the Intel
FAMOS technology.
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Logic Symbol.
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Figure 22. 1602A/1702A Block Diagram.

1602A/1702A/1302

The logic symbol and pin configuration for these
devices is shown in Figure 21, and the block dia-
gram is shown in Figure 22. The 1302 mask pro-
grammable device is pin for pin compatible with
the electrically programmable devices.

The FAMOS data storage cell used in the 1602A/
1702A is described in the technology section.

The operation and electrical characteristics of the
1602A and the 1702A are identical; the 1702A is
packaged with a quartz lid to allow erasure by high
intensity ultraviolet light as described in the tech-
nology chapter. The 1602A/1702A switching char-
acteristics are shown in Figure 23, and AC and DC
characteristics are summarized in Tables IX and X,
respectively. Capacitance is shown in Table XI.

[=——— cvcLe TiME = 1/FREQ. —
\%

H
90% {
ADDRESS | |
10%
Vie } d
—] tes f— |
ViH | | |=ton ~|
& .\ |
Vi | ]
| !
VoH T —_——
DATA DATA OUT DATA OUT
ouT | INVALID ‘ VALID INVALID
VoL : } T
f Tacc |
DESELECTION OF DATA QUTPUT IN OR-TIE OPERATION
Vin

ADDRESS

X X

ViL
|
Vi = | eo%
& | |
vie 10% |
_,' ";IOD
VOH ey |
DATA | |
out |
VoL
"™ o

CONDITIONS OF TEST:
INPUT PULSF AMPLITUDES: 0 TO 4V;
tR, tg <50 S,
OUTPUTS LOAD IS 1 TTL GATE; MEASURE-
MENTS MADE AT OUTPUT OF TTL GATE
{tpp < 15 nS). Cy_ = 15 pF

Figure 23. 1302/1602A/1702A Waveforms.

The operation of the 1602A/1702A is similar to
the bipolar PROMs described earlier. The higher
order address bits As—A7 perform the row decode
function, while the low order address bits provide
the column decode. Chip select, CS, is active low
and enables the eight output buffers.

For low power applications, with the 1602AL/
1702AL it is possible to clock the Vgg (-9V) sup-
ply, resulting in a decrease of power proportional
to the Vgg duty cycle.

As with the bipolar PROMs, care should be taken
with the number of devices that are OR-tied to-
gether such that access time is not compromised.

The initial (unprogrammed) state of the 1602A/
1702A is all “0’s” (output low). Programming is
accomplished by writing ““1°s” (output high) in the
proper bit locations.

Figure 24 presents various parametric curves that
will assist the designer in determining worst case
conditions when using the device.
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Table IX. 1302/1602A/1702A A.C. Characteristics.
Ta= 0°C 10 +70°C, Ve = +5V £6%, Vpp = -9V 5%, Vgg = -9V +5%, unless otherwise specified.

SYMBOL PARAMETER MIN Typlll MAX UNIT
Frequency Repetition Rate 1 MHz
toH Previous Read Data Valid 100 nS
tacc Address to Output Delay 0.7 1 uS
tpvVGG Clocked Vg Set Up 1602AL/1702AL 1 us
1302 1 us
tcs Chip Select Delay 1602A/1702A 100 nS
1302 200 nS
tco Output Delay from CS 1602A/1702A 900 nS
1302 500 nS
top Output Deselect 300 nS
toHe Data Out Hold In Clocked Vg Mode!?] 5 uS

NOTES: 1. Typical values are at 25°C an-cj at nominal voltage.

2. The outputs will remain valid for tgH( as long as clocked VGG is at Voe. An address change may occur as soon as the output is
sensed (clocked VGG may still be at V). Data becomes invalid for the old address when clocked VGG is returned to Vgg.

Table X. 1302/1602A/1702A D.C. and Operating Characteristics!1] .
TA=0°C t_o+?_0°C, Vee = 6V 25%, Vpp = -9V 5%, Vé,-z(]; = -9V 5%, unless otherwise specified.

SYMBOL PARAMETER MmN | TYPB! | max | uniT TEST CONDITIONS
[IN] Address and Chip Select 1 MA Vin = 0V
Input Load Current
Lo Qutput Leakage Current 1 uA Vout = 0.0V, CS=Vc-2
lppo Power Supply Current 5 10 mA Vgg = Vee, €S =Vee-2
oL =0.0mA, Tp=25°C
lpp1 Power Supply Current 35 50 mA CS= Vee-2 )
loL=0.0mA, Tp=25°C
Ipp2 Power Supply Current 32 46 mA | €5=0.0 Continuous
loL=00mA, To=25°C ¢ Operation
'oD3 Power Supply Current 38.5 60 mA C5=V¢e-2
lo.=0.0mA, Tp=0°C
Iceq OQutput Clamp Current 8 14 mA | Vout=-1.0V, To=0°C
Ice2 Output Clamp Current 13 mA | Voyr=-10V, Tp=25°C
lgg Gate Supply Current 1 HA
Vit {nput Low Voltage for -1.0 0.65 \
TTL Interface
ViL2 Input Low Voltage for Vop Vee-6 \
MOS Interface
Vin Address and Chip Select Vee-2 Veet0.3) V
_ Input High Voltage
loL ! Output Sink Current 1.6 4 mA | Voyr =045V
lon Output Source Current -2.0 mA Vour = 0.0V
VoL Output Low Voltage . =07 0.45 \ loL=1.6 mA
Vou I Output High Voltage 35 : 45 v | igy=-100pA

NOTES: 1. In the programming mode, data inputs 1—8 are pins 4—11, respectively; CS = GND.

2. VGG may be clocked to reduce power dissipation. In this mode average Ipp decreases in proportion to VGG duty cycle.

3. Typical values are at 25°C and at nominal voltage.

713
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Table X1. 1302/1602A Capacitance.

Ta=25°C
SYMBOL PARAMETER TYP MAX UNIT TEST CONDITIONS
Cin Input Capacitance 1302 5 10 pF
1602A/1702A 8 15 pF Vin=Vce
) CS=v, All unused pins are
Cout Output Capacitance 1302 5 10 pF v fs/ at AC rou:d
1602A/1702A 10 15 oF our =~ Vce ground.
Veg = Vee
Cvage Vgg Capacitance (Clocked Vgg Mode) 30 pF
OUTPUT CURRENT VS, OUTPUT CURRENT VS,
ipp CURRENT VS. TEMPERATURE Vpp SUPPLY VOLTAGE TEMPERATURE
39 T T 5 3 5
38 | ; ‘ ! ! I [ £ Vc; = ’5J ! 3 ! ]
\ : Voo = *8V H Vg = -9V £ !
2 - & 4 Voo 2 Ve = 45V
- Vpp= -9V B g VoL T+ nsv/ « \ Vop= -8V
N Vgg= -9V O 4] Ta =% 3 \ Vgg= -8V
z ® N INPUTS = Voo H 7 I o
£ ox QUTPUTS ARE OPEN ° | = N oL ™ + 45V
5 = 1 i 2 22—+ (s)pgcvh!d N ] 2 N
a T 1 3 peravng Range ___| £ 0w
g 2 C5= Ve : gﬂ 1 ! ! 3 ™~
EREY } 3 ! [ 3
8 pli.dolt i ' -l
= | z oMY + t z © t —
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| 3 - ] ; | i z i i
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: | \ é vzz = -ov | é Vec ™ +8V
o - Vop™ -8V
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PROGRAMMING

All of the PROMs described earlier require that
data be entered by a technique different from that
required to read. There are two ways of pro-
gramming a PROM; one is to satisfy the control
requirements for a particular address, apply some
sort of pulsed voltage to the appropriate connec-
tion, and proceed to the next location. The other
is to put the information on a mark/sense card or
paper tape and give it to somebody. Both methods
are presented here.

PROGRAMMING THE 1K BIPOLAR PROM (3601)
The 3601 may be programmed using the basic
circuit of Figure 25. Address inputs are at standard
TTL levels. Only one output may be programmed
at a time. The output to be programmed must be
connected to VCC through a 30082 resistor. This
will force the proper programming current (3-6mA)
into the output when the V¢ supply is later raised
to 10V. All other outputs must be held at a TTL
low level (0.4V maximum).

The programming pulse generator produces a series
of pulses to the 3601 V¢ and CS9 leads as shown
in Figure 26 Vc¢c is pulsed from a low of 4.5V
+0.25V to a high of 10V #0.25V, while CS; is
pulsed from a low of ground (TTL logic 0) to a
high of 15V #0.25V. It is important to accurately
maintain these voltage levels; otherwise, improper
programming may result.

The pulses applied must maintain a duty cycle of
50% £10%, and start with an initial width of 1 uS
+10%, and increase linearly over a period of ap-
proximately 100 mS to a maximum width of 8 uS

+10%. Typical devices have their fuse blown within
1 mS, but occasionally a fuse may take up to 400
mS to blow.

During the application of the program pulse, cur-
rent to CS; must be limited to 100 mA. The output
of the 3601 is sensed when CS; is at a TTL low
level output. A programmed bit will have a TTL
high output. After a fuse is blown, the V¢c and
CS, pulse trains must be applied for another 500
uS

PRO!
PULSE GENERATOR

3601/3601-1

10

WORD
SELECTION

Figure 25. 3601 Programming Connections.

102025V
Ve (PIN 16)

45 0.265V

15 £ 0.5V
100 mA MAX.

CS; (PIN 14)

i S J

SENSED QUTPUT
WAVEFORM

UNPROGRAMMED BIT

tpH

MAXIMUM 8
PROGRAMMING PULSE WIDTH
(Veg AND CS2) vs. PROGRAMMING
TIME

PROGRAMMING
PULSE WIDTH (uS)

{MINIMUM} 1

NN

A
m—3x105< S2 <-4

TTL 1" — i
7

PROGRAMMED BIT

NOTES:
1. DUTY CYCLE: 50 :10%.

RISE AND FALL TIMES (MEASURED

FROM 10-90% POINTS): 100 nS MIN,

300 nS MAX.

2.

| 1 L 3

Figure 26. 3601 Programming Waveforms.

100

PROGRAMMING ELAPSED TIME

tcp (CHIP DISABLE HOLD TIME):
100 nS MIN.

PHASE SHIFT BETWEEN Vg AND
CS2: 50 oS MAX @ 7.5V.

400 mS t a
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PROGRAMMING THE 2K AND 4K BIPOLAR
PROMs (3602/3622 AND 3604/3624) [1]

The 3602/3622 and 3604/3624 parts are also pro-
grammed. by forcing current into the output, but
with the 3622 and 3624, the three-state outputs
that are not being programmed must be allowed to
float. Figure 27 shows the basic circuit for pro-
gramming the 2K and 4K family of PROMs.

The programming current that must be provided to
each output is 5 mA +10% for the 3602/3622 and
3604/3624.

The low standby power devices can be programmed
in the same way, the only differences being that
Veet, Veez, and CSp must be connected and pulsed
in accordance withTable XII and Figure 28.Note
that pin 24 of the 3604L-6 must not be connected
to any other pin, or the power down circuit will
not operate.

Note that the Ve and Voeo programming levels
are 12.5V £0.5V for the 3602, 3604, 3622, and
3624.

1. The 3621 is also programmed by this technique.

+24V

PROGRAMMING CURRENT

PULSE GENERATOR 'SOURCE
cs1(1) Vec % i
o— o. =
1% g N 2av =
ADDRESS
SELECTION * .
. .
. .
. .
oA 2 2 oy
&, €S, CS,
NOTE:
The example shows 07 being
pragrammed and the un-
programmed outputs floating.
NOTES:

1. For the 3621 and 3605/3625 family only the program pulse
may be applied to either CSq or CSj.
2. CS3, CS4 are only for the 3604/3624 PROM family.

Figure 27. 3621, 2K and 4K Bipolar PROM Programming

Table X1I. 3604/3604AL6 Programming Connections.

PIN 22 24
MODE ' Veez Veer
READ 3604 No Connect +5V
or +5V

3604L-6 | +5V No Gonnect [1]
PROGRAM 3604 Pulsed 12.5V Puised 12.5V

3604L-6 Pulsed 12.5V Pulsed 12,5V
STANDBY
POWER 3604L-6 Power dissipation is automatically

reduced whenever the 3604L-6 is
deselected.

NOTE: 1. Do not connect pin 24 of the 3604L-6 to any other pin

Connections.
top
ow (2ms)
(0.16) — L
12.5:0.5V 10v 10% 90% 1F
a) veo  (600mA max) 8.5V

4.5¢0.25V

ep
0.1
15405V 805 man
b T, {150mA max) 12.5V
0.0+0.85V

=1
c) SENSED =5V
OUTPUT Qv

Unprogrammed Bit

;-.-/_\\_(

(1

90% 10% e 'R
1
OP .
[ @ms)

90%
o
(sij \

— TTL 0" Level

Programmed Bit

[1] Data Sense Time should be at 90% (or greater) of t.. A bit is considered programmed after 128 successful verifications. The program
pulses should continue to increase in accordance with the ramp shown above. After 128 successful verifications, the DC over program time can

start.

NOTE: Al times in parenthesis are in microseconds and are in minimum times unless otherwise specified.

Figure 28. 3602/3622 and 3604/3624 Programming Waveforms.

7-16
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Programming the 1602A/1702A

In its initial state the 1602A/1702A array will have
all outputs low. Programming is accomplished by
writing highs in the proper bit locations. The peak
Ipp current that must be provided for program-
ming the 1602A/1702A is approximately 200 mA,
and the entire device can be programmed in about
2 minutes. Figure 29 shows the waveforms required

for programming, while Table XIII shows the con-
nections used. Table XIV and XV show the A.C.

When programming, the negative-going power sup-
plies (Vpp) must be pulsed. Vpp is pulsed to <47V
+1V. Vg is brought to -85 to -40V, and the com-
plement of the address to be programmed is applied.
After the power has been applied for at least 25uS,
the address must be returned to its true form 10uS
or more after the address has reached its true state,
and at least 100 uS after turning on power, the
3 mS program pulse (pin 13) at =47V £1V may be
applied. During the interval when Vpp is applied,

and D.C. characteristics for programming.

=13

During programming, Ve should be held at ground
and Vpp should be held at +12V. Address levels
are approximately —40V for a logic “0” (output
low), and approximately OV for a logic “1”” (output
high). Note that these levels are larger in magnitude
but in the same polarity sense as those used for

reading from the memory:
logic “0”: -1V< logic “0” <.65V,
logic “1”: > Vg -2
where Vo¢ = 5V £5%.

data signals must be applied to the data output
lines. A data level of approximately OV will result
in the location remaining unchanged, while a level
of ~47V %1V will program a logic “1”” (output
high in read mode). After the program pulse is
turned off, the Vpp and Vgg voltages should be
turned off. This turn-off should occur from 10—
100uS after removal of the program pulse.

For best results, the 1602A/1702A should be pro-
grammed by scanning through the addresses in
binary sequence 32 times. Each pass repeats the
same series of programming pulses. The duty cycle
for applied power must not exceed 20%. As a re-

—=] tacu }"—
fme — tacw ————f | !
0 | L | |
BINARY COMPLEMENT i BINARY ADDRESS |
ADDRESS | ADDRESS OF WORD [ | OF WORD TO BE
| TO BE PROGRAMMED | PROGRAMMED ]
-40 TO 48 $
T
| L : — o ||.._ l
I |
0 | — |-<— aTW |
PULSED Vpp Al | |l |
POWER SUPPLY | | | 1/ |
' Il :
46 T0 48 | _|h i oo }
‘ | | [ } |
0 | | | | [
PULSED Vgg | : | ! | |
POWER SUPPLY ] : |
| I
-35 TO -40 !
— v | :
I
[} | | ;
{ |
PROGRAMMING e tow —=
PULSE ° | fe—tari =
|
-46TO 48 P
—— oy f—

o
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(DEVICE
QUTPUT
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Figure 29. 1602A/1702A Programming Waveforms.
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CONDITIONS OF TEST:
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sult, each pass takes about 4 seconds, with the 32
passes taking just over 2 minutes.

ERASING THE 1702A

The 1702A EPROM may be erased by exposure to
high intensity, short-wave ultraviolet light at a
wavelength of 2537 Angstroms. The recommended
integrated dose (i.e., UV intensity X intensity time)
is 6W-sec/cm?. The devices are made with a trans-
parent quartz lid covering the silicon die. Conven-
tional room light, fluorescent light, or sunlight has
no measurable effect on stored data, even after
years of exposure. However, after 10—20 minutes
under a suitable source, the device is erased to a

state of all ““0’s” (outputs low). To prevent damage
to the device, it is recommended that no more
ultraviolet light exposure be used than that neces-
sary to erase the 1702A.

CAUTION

When using an ultraviolet source of this type,
care should be taken not to expose the eyes
or skin to the ultraviolet rays, as damage to
vision or burns may occur. Also, these short-
wave rays may generate considerable amounts
of ozone which is potentially hazardous.

Table X11l. 1602A/1702A Programming Connections.

PIN 12 13 14 15 16 22 23
MODE (Vee! (Program) (cs) (Vgg) (Vgg) (Vee) (Vee)
Read Vee Ve GND Vce Vgg Vee Vce
Programming GND Program Pulse GND Ves Pulsed Vgg (Viap) | GND GND
Table XIV. 1602A/1702A D.C. and Operating Characteristics for Programming Operation.
Ta=25°C, Ve = 0V, Vgg =+12V £ 10%, CS = OV unless otherwise noted
SYMBOL TEST MIN. TYP. MAX. | UNIT CONDITIONS
Ine Address and Data Input 10 mA V,y = —48V
Load Current
ILi2p Program and Vg4 10 mA Viy = —48V
Load Current
lgg Vgg Supply Load Current 10 mA
lope!! | Peak lgp Supply 200 mA Vpp = Vprag= —48V
Load Current . Vgg = -3V
Vi Input High Voltage 0.3 \'
Vit Pulsed Data Input -46 —48 v
Low Voltage
Vi Address Input Low —-40 —48 Vv
Voltage
Vi Pulsed Input Low V,, —46 48 vV
and Program Voltage
V,iap Pulsed Input Low —35 —40 Vv
Vog Voltage
Note 1:  Ippp flows only during Vpp, VGG on time. Ippp should not be allowed to exceed 300mA for greater than 100usec. Average power

supply current Ippp is typically 40mA at 20% duty cycle.

2. The Vpp supply must be limited to T00mA max current to prevent damage to the device.
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jl'ablei)sv.r 1602A/1702A A.C. Characteristics for Programming Operation.
Ta = 25°C, Ve = OV, Vgg = + 12V + 10%, CS = OV unless otherwise noted

SYMBOL TEST MIN, TYP. MAX. | UNIT CONDITIONS
Duty Cycle 20 %
topw Program Pulse Width 3 ms Vgg = =35V, Vpp =
Vorog = —48V
tpw Data Set Up Time 25 Hs
tpH Data Hold Time 10 us
tvw VDD , Vee Set Up 100 us
t'v'D VDD , VGG Hold 10 100 us
tacw B | Address Complement 25 us
Set Up
tach B! | Address Complement 25 us
Hold
tATwW Address True Set Up 10 us
tATH Address True Hold 10 us

Note 3. All 8 address bits must be in the complement state when pulsed Vpp and Vg move to their negative levels, The addresses (O through
255) must be programmed as shown in the timing diagram for a minimum of 32 times.

Programmers

Table XVI summarized some of the available pro-
grammers that support Intel PROMs. Specific ques-
tions regarding prices, availability, and options
should be directed to the particular manufacturer.

Programmed Parts

All of the electrically programmable parts manu-
factured by Intel can be programmed by the end
user with Intel approved equipment, or can be
ordered from local distributors who are equipped
with programmers compatible with each device
type. In general, orders for less than 1000 pieces of
programmed PROMs should be handied by local
distributors, while orders for greater than that quan-
tity should be referred to the factory. In either
case, the data must be prepared in accordance with

the following paragraphs.

Programming information should be sent in the
form of computer punched cards or punched paper
tape. In all cases, the order should be accompanied
by a printout of the truth table.

The following general format is applicable to the
programming information sent to Intel:

1. A data field should start with the most signifi-
cant bit (Og) and end with the least significant
bit (O1).

2. The data field should consist of P’s and N’s. P
indicates a high level output (most positive), and
N a low level output (most negative). if the pro-
gramming information is sent on a punched
paper tape, a start character (B) and an end char-
acter (F) must be used in the data field.

Table XVI. Approved Programmers.

1602A/1702A 2704 2708 3601 3602/3622 3604/3624
Family Family Family Family Family Family
Intel MDS-UPP-100
Santa Clara, Calif. X X X X X X
Data 1/0 Model V
X X X
Issaquah, Wash. X X X
Prolog Series 90
X X
Monterey, Calif. X Note 1 Note 1 X
Spectrum Dynamics
Series 550 X Note 1 Note 1 Note 1 Note 1 Note 1
Burlington, Mass. .

Note 1. This programming card is pending Intel approval.
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PUNCHED CARD FORMAT and the following cards should be punched as
shown in Figure 31. Each card specified the 4-bit

1. An 80-column Hollerith card (preferably inter-
output of 14 words.

preted at time of punching) punched by an IBM
026 or 029 keypunch should be submitted. The
first card will be a title card, formatted as shown
in Figure 30.

3. For a N words X 8-bit organization only, card 2
and the following cards should be punched as
shown in Figure 32. Each card specifies the 8-bit

2. For a N words X 4-bit organization only, card 2 output of eight words.

DECIMAL NUMBER INDICATING
THE TRUTH TABLE NUMBER
NO. OF QUTPUTS

4or8
TITLE CARD INTEL
DESIGNATION P/N
CUSTOMER'S Column Dats
CUSTOMER'S DIVISION OR CUSTOMER'S d
COMPANY NAME LOCATION PIN 1 Puncha T
I\ - —— e ) _»\ 25 Blank
; TZ ELEOTRONICS CORF SANIR CLANE CALIT 12145 (TR
/ TR TitEInm ' ;33.; g:f':ﬁ"“" Company Name
v m m L ! 3564 | Customer’s Company Division or location
BOCOGNRNO000DN00000R00800000400000000RD000000000030000000000000000000g00a00000gy 55.58 | Blank
VPSR R W R A nmesnnnne
T T O g g R T LD LR R T 5963 | Customer Part Number
222272222222222222020222220220222220202222122122222222222222M22222222222222222227 64-67 | Blank
B33333330303003333033033333333333330383 30033 330303333313333303333339033723333333 68-74 | Punch the lntel® 4-digit basic part number|
AL O O A and in ( ) the number of output bits; e.g. |
EEER RS H R T R T I S T T S TI TR ] LRRRLRR] 1] LILEIT] 1702 (8), 3304 (8), 3301 (4), or 3601 (4),
Y O I e I T B LT 75-78 | Blank
R I I I i 7980 | Punch a 2 digit decimal numberto.identifv
UL L R R T TR R R LA R R XXX NRNT | | LLILIT] the:‘ruthtablenumber. The first
999998 0lsysIaslleNssslesssas09sessasgyaggBysIsegsesesessssssnesessesssyesnyssy truth table will be 30, second @1, third
\-x.u.y.,.’ Thaan R . @3, etc.

Figure 30. Tite Card Format.

For a N words X 4-bit organization only, cards 2 and Column

Data
those following should be punched as shown. Each card 15 Punch the 5 digit decimal equivalent of the
specifies the 4-bit output of 14 words. binary coded location which begins each
card. The address is right justified, i.e.,
0000, POG1 4, 33928, etc. '
6 Blank
LsB DECIMAL NUMBER | 7-10 |Data Field
DECIMAL WORD MSB INDICATING THE 11 |Blank
ADDRESS BEGINNING ‘] TRUTHTABLE NUMBER | 12:15 {Data Field
EACH CARD 14 DATA FIELDS 16 | Biank
' 1 17-20 | Data Field
- il Blank
22-25 | Data Field
26 Biank
VELLOREEINREIDENBTONIbENY ey 27-30 | Data Field
R azana P wnnunne ) Blank
RN R R RN R NN RN R RN RN R R R SRR R R R NN R R LA IR R X AR
1022200112 I AN 12 12212212222222222222 326’35 g’h‘::"'d
333333103333333333333533333333333333333333333333333333333333133313131313133313113 3740 Data Field
AV 0 U S e 41 Blank
ERERERTHL Y CTTERREELT [ AEERY 1Y T FEETTRY IRY I IOR [ Y ERERT T | BRTRTTY | 14721 | (ATTT] 4245 | Data Field
I O O T I O I O G A I T 1 T 1) 46 Blank
LARRRRN UL IRRRRRa] 1 IRRNE LI [ ERERR] [ R4 (1SRN TE URY [RRARY 14 RRRAL 11 FRRY | F1 T31 IRABN) 4750 |Data Field
N I T T O L L LT LT T TTA 51 Blank
$99999099599599999959969999999999999999959999999999993993953999999994999998994999 5255 Data Field
lxvusrlsn—r:ﬂmn : waasaRuERs J/ 56 Blank
57-60 | Data Field
61 Blank
6265 | Data Fleld
66 Blank
67-70 | Data Field
n Blank
72-75 | Data Field
76-78 | Blank
79-80 | Punch same 2 digit decimal number as In
title card.

Figure 31. 4-Bit Data Card Format.
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For a N words X 8-bit organization only, cards 2 and

those following should be punched as shown. Each card Column Data
specifies the 8-bit output of 8 words. 15 Punch the 5 digit decimal equivalent of the
binary coded location which begins each
MSB __LSB — card. The address Is right justified, i.e.,
#0000, 00008, PO3 16, etc.
DECIMAL WORD DECIMAL NUMBER 6 Blank
ADDRESS BEGINNING INDICATING THE 71-;4 glatakﬁeid
EACH CARD 8 DATA FIELDS TRUTH TABLE NUMBER ank
I i 16-23 | Data Field
3 24 | Bfank
Tru PRI FEEFUNNE FRULIMEE FRERMPRN FRNINERE NIUNNFER NHFENNIE PRNEFTNE IJU\ al
25-32 | Data Field
SUNIRAND WARRRRER URERORED SARUNREN QREFERED DAUNRORS BRORONEE REROLANR 33 Blank .
|uuunnnnuunnnunnounoauonuu«unnaununnnnuuunnuunuunuenunuonunnnnnnnnnnnnnnnull 3441 | Data Field
T R R O O T R T 42 Blank
1 IllHIIIHHIIHIIIIIHIIII .
i 4350 | Data Field
1222222022722222222212122222222722222222222222222222222222022222222222222222220 51 Blank
33333333333932323933303333349333333333393313313333332333333339331333333333333113 §2.59 | Data Field
llllllHHUMIUNNNHHAMHUxllllulll“ll(lllHllIUUUIHUIHI“UUN 60 Blank
555555 S WS MMNOESSSSSMIEEs s SHRRE > s MHssHsssHANs 55 s MMANNs5ss RS sHIus ss IS sRssss 61-68 | Data Field
CEEEEEREEE666666666FEE6T6ebESEts0i00EaF6E6666C0FEREE6665660603aa065565R6EE6686 69 Blank
ARRRR I RRRRay ( (I FRST R T ERRRY [T (IRl [ERATEARA L IERRRORYTI ERRL LTAR) ML IRALIRL 100 70-77 | Data Field
L R T R R R A LR R L E 78 Biank
\?!)9“99?99”9?‘1??!3??‘ 9599909999995595959998991599895935599314333555395335995 7980 Punt?hsame2d|gndecuma| number as in
Vi AR e e e e aan T ey, title card.

Figure 32. 8-Bit Data Card Format.

PAPER TAPE FORMAT (Figure 33)

1. 1 inch-wide paper tape using 7- or 8-bit ASCII 3.
code, such as a model 33 ASR Teletype produces
or

2. 11/16-inch-wide paper tape using a 5-bit Baudot
code, such-as a Telex produces.

The format requirements are as follows:

1. All word fields are to be punched in consecutive
order, starting with word field O (all addresses
low). There must be exactly N word fields for
the N X 8 or N X 4 ROM organization.

2. Each word field must begin with the start char-
acter B and end with the stop character F. There
must be exactly 8 or 4 data characters between
the B and F for the N X 8 or N X 4 organization,
respectively. S.

No other characters, such as rubouts, are allowed
anywhere in a word field. If in preparing the
tape an error is made, the entire word field,
including the B and F must be rubbed out. 6.
Within the word field, a P results in a high level
output, and an N results in a low level output.

Preceding the first word field and following the
last word field, there must be a leader/trailer
length of at least 25 characters. This should con-
sist of rubout punches (letter key for Telex
tapes).

. Between word fields, comments not containing

B’s or F’s may be inserted. Carriage return and
line feed characters should be inserted (as a
“comment”) just before each word field (or at
least between every four word fields). When
these carriage returns, etc., are inserted, the tape
may be easily listed on the Teletype for purposes
of error checking. The customer may also find it
helpful to insert the word number (as a com-
ment) at least every four word fields.

Included in the tape before the leader should be
the customer’s complete Telex or TWX number,
and, if more than one pattern is being trans-
mitted, the ROM pattern number.

MSB and LSB are the most and least significant
bits of the device outputs. Refer to the data
sheet for the pin numbers.
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Example of 256 X 8 format (N =256):

Start Character. Stop Character Data Field MSB LSB

Leader: Rubout Key * Trailer: Rubout Key
for TWX and Letter LBPPPN NNNN ﬁlBN NNNN NPPFI..'lBNPNPPPN N FlforTWXandLetter
Key for Telex (at least T T T Key for Telex {at least

25 frames) Word Field 0 Word Fieid 1 Word Field 255 25 frames)

Example of 512 X 4 format (N = 2048):

Start Character- Stop Character Data Field MSB LSB
Leader: Rubout Ke Trailer: Rubout K
for TWX and Lettery ﬁPNPN F“ ”ENN NN FI'""" BPPPPF for:'TWXand Lettt:v
Key for Telex {at feast | T T Key for Telex {at least
25 frames) Word Field 0 Comment Word Field 1 Word Field 511 25 frames)
(see text)

Figure 33. Paper Tape Format.

SYSTEM APPLICATIONS where two 3601’s are paralleled to produce a 256 X
8-bit memory. The number of parallel devices can

System Organization easily be calculated from the following formula:

Most PROM/ROM devices contain 1K, 2K, or 4K No. of Bits per Word

bits and are organized as 256 or 512 locations with of the System

:4 or 8 bits per word, as shown in Figure 34. The No. of Devices = No. of Bits per Word

implementation of most PROM/ROM systems re- of the Device

quires that one or more of these devices be inter-
connected to provide the required number of loca-
tions and the number of bits per location.

"o
NUMBER OF BITS PER LOCATION :
LOCATIONS a 3 A A
5:?;1 4 T 25:?;‘ ]
256 3301 1302
3601/21 1602A Sl D PR Y B A
1702A o, il i
o, |
512 3302/22 3304A/24 o olo,
3602/22 3604/24

Figure 35. Word Expansion.

Figure 34. PROM/ROM Device Organizations.

Therefore, a system employing a 32-bit word
would require the paralleling of eight 3601’s or
3602’s, or four 3604’s.

Word expansion requires nothing more than the
parallel connection (i.e., tying together) of each
individual address and chip select input; outputs
This type of expansion is illustrated in Figure 35, remain separate.

WORD EXPANSION

The simplest type of expansion involves the paral-
leling of devices to increase the number of bits per
word, otherwise known as word expansion.
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ADDRESS EXPANSION

Just as inputs are OR-tied to obtain more bits per
word, outputs can be OR-tied to obtain more
words of memory (see Figure 36). When OR-tying
outputs, it is necessary to select only one chip at a
time to insure that the correct data is accessed.
This requires the addition of logic to decode ad-
dresses and to activate the chip select for a single
memory address.

ARRAY CONFIGURATIONS

Word expansion and address expansion can obvi-
ously be combined to produce a memory array of
any size, provided the array size is an integral
multiple of the device size.

Figure 37 shows a memory array configured by
OR-tying inputs to obtain word expansion and OR-
tying outputs to expand the number of words.

3601
| 26xsa

C$1 CS2

T

3601
256X 4
csy €52

o

] -
- 3801 D2 pATA
- 256 X 4 D3 OUT
. Da
A7 J CS1 €S2 L

L] 3801
56X

C$1 €S2

DATA
STROBE

.
e —>o—
As—Do—

Figure 36. Address Expansion.

The number of devices required to obtain a given
number of words of memory can be calculated
from the following formula:

No. of Words Required
in the System

No. of Devices = No. of Words in the
Device

A system requiring 1024 words would require four
3601s, or two 3602°s or 3604’s.

v
|

.
‘;J —oy A p—1 A 1 A
o o 021 ofqreecfer] ox1 O
[C][E [C
b A —] A — A
D1z O D22 Of9= == -| - Dx2 O 4
1 cs cs cs
” =il [
N ADDRESS 0 o T
. DECODER T ” .
. .
—1aA —a LA
D1y o [ Dy Of—4 «+---- oxy O
]—-cs f&c ‘—cs
Mooreresl  Tacor Cowae-ow]

Figure 37. Combined Word and Address Expansion.

System Performance

The paralleling of inputs and outputs in memory
array configurations affects capacitive loading and,
therefore, system performance. Analysis of these
loading effects requires consideration of buffers
for driving the PROM/ROM inputs, as well as the
output drive characteristics of the memory devices
themselves. :

BUFFERS

Buffers for driving address and chip select inputs
are generally TTL devices. The effect of capacitive
loading on standard, high speed, and Schottky TTL

devices is shown in Figure 38.
The degradation in buffer propagation delay is

directly due to increased transition time under
increased capacitive loads. Figure 39 consists of
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30
2% //
7400
» /, L~
/4100
tpins) 15 =
N
]
10 14500 4
sl
T
s =]
1 + 1
- PLHZ PHL
o 50 100 150 200

CAPACITANCE (pF)

Figure 38. Capacitance vs. Propagation Time (tp).

DRIVER

DEVICE
ADDRESS
INPUT

t=20nS/DIV

7400 DEVICE 2v/DIv

ADDRESS
DRIVER
INPUT —

8 INPUTS

DEVICE
ADDRESS
INPUT

t= 20nS/DIV

74500 DEVICE 2V/Div

ADDRESS
DRIVER
INPUT

8 INPUTS
16 INPUTS §
32 INPUTS\'
DEVICE

ADDRESS  [ge o r o
INPUT |

20nS/DIV
2V/DI

74H00 DEVICE

Figure 39. Various Standard TTL Devices Driving
8, 16 and 32 3601 Address Inputs.

multiple exposed photographs showing the effects
of increased capacitive loads on different families
of TTL gates. Figure 40 shows the same results for
an increased number of chip select loads.

t=20nS/DIV
2V/DIvV

Figure 40. Input and Output of 7400 Driving 4 and
8 3601 CS Inputs.

OUTPUT LOADING

Address expansion by PROM/ROM output OR-
tying increases the capacitive, load on each PROM/
ROM output, and results in some reduction in
device access time. Figure 41 shows that going
from two outputs to four outputs OR-tied in-
creases access typically by 4 nS. The access times
of the Intel bipolar PROM/ROMs are specified
with a capacitive load of 30 pF, which is equivalent
to the typical capacitive of output OR-tying four
devices. The OR-connection of any fewer devices
can reduce access time.

3601 CS
DRIVER
INPUT

t=20nS/DIV
2v/DIV

Figure 41. 2and 4 3601 Outputs OR-Tied.
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Another consideration when OR-tying outputs of
PROMs and ROMs is the case where n-channel and
p-channel devices must be tied together. Consider
the microprocessor system shown in Figure 55. If
the ROM were a p-channel 1702A and the RAM an
Intel n-channel 2102A, a problem could occur.
The 1702A has negative supply of -9V, and if its
output pulls the 2102A output below Vss-0.8V,
the output circuit of the 2102A can be destroyed
because of forward biasing the drain—substrate
junction. A method of providing protection is to
use an exclusive OR gate as shown in Figure 42. In
this case, the value of Rj, the current limiting re-
sistor, is determined by the maximum sink current
drawn by the ROM and the maximum acceptable
(most positive) low level required for the input of
the exclusive OR gate.

Yee Veo

RAM DATA QUT
(N-CHANNEL}

ROM DATA OUT —AAA—4
(P-CHANNEL) Ry

MEMORY DATA BUS

SERIES 74, 748, 74LS
EXCLUSIVE OR GATE

Referring to the product selection guide, the re-
quired speed of 100 nS dictates the use of a bipolar
device, eliminating the MOS devices. The 3601,
3602/3622, and 3604/3624 are all possible candi-
dates for use in this system implementation. The
system design resulting from the use of these three
product types will be compared.

The system must be implemented using combina-
tions of word expansion and address expansion as
shown in Figure 37. Array layouts for these three
parts are compared in Figures 43, 44, and 45. Each
layout was done using the same rules:.0.200-inch
adjacent spacing and 0.300-inch end-to-end spacing.

32 DEVICE ARRAY = 3.7 X 3.8 = 14.06 SQUARE INCHES
OR 2276 BITS/SQUARE INCH

Figure 42. OR-C cting P-Clt | and N-Ch 1 Figure 43. 1K x 32-Bit System with 1K PROM
Devices. {16-Pin Package).
Case Study

The selection of a memory device for a system im-
plementation can be illustrated by the considera-
tion of a hypothetical 1K X 32 PROM system, such
as would be used for a computer microprogram
control memory. Access time requirements for this
system are assumed to be less than 100 nS.

The number of words required is specified as 1K,
which allows the use of any device that is organized
such that its number of words in the device divided
into the required number of words for the system
is an integer. For this application, 256 or 512 word
organization would be possible devices. In a similar
manner, a 4-bit or 8-bit device will allow an integral
number of devices to be used to form the required
32-bit word.

16 DEVICE ARRAY = 1.7 X 3.8 = 6.46 SQUARE INCHES

OR 4953 BITS/SQUARE INCH

Figure 44. 1K x 32-Bit System with 2K PROM
{16-Pin Package).
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8 DEVICE ARRAY = 5.9 X 1.4 = 8.26 SQUARE INCHES
OR 3874 BITS/SQUARE INCH

Figure 45. 1K x 32-Bit System with 4K PROM
(22-Pin Package).

Performance comparisons require the investigation
of capacitive loading effects and device access
times. Table XVII compares the number of address
lines tied together, the resulting capacitance, and
the resulting TTL delays for the three devices under
consideration. Table XIX makes the same compar-
ison for the chip select inputs, and Table XIX
compares output loading effects. Total array power
dissipation is summarized in Table XX and the
complete results of the three different designs are
summarized in Table XXI.

As can be seen in Table XXI, fastest system access
time is achieved with the 3601, smallest printed
circuit board layout area is realized with the 3602/
3622, and the 3604 provides lowest system power
dissipation. Selection of the optimum dévice is
therefore left to other system development or cost
considerations since all three parts are more than
adequate for the stated system requirements.

Table XVI1i. Address Input Loading.

NO. OF NO. OF TYPICAL INPUT MEASURED
DEIVZ'EE DEVICES ADDRESS CAPACITANCE/ CAP:«OC.:?:'\:NCE ADDRESS
REQUIRED INPUTS DRIVEN DEVICE DRIVER DELAY
1K 32 32 4 pF 128 pF 22nS
2K 16 16 4 pF 64 pF 16 nS
4K 8 8 4 pF 32 pF 12nS
Table XVII. Chip Select Input Loading.
NO. OF NO. OF CHIP TYPICAL INPUT MEASURED
D;VZI:E DEVICES SELECT LINES CAPACITANCE/ CAPI\?:T"I'\:NCE CHIP SELECT
REQUIRED OR-TIED DEVICE DRIVER DELAY
1K 32 8 6 pF 48 pF 16 nS
2K 16 8 6 pF 48 pF 16 nS
4K 8 4 6 pF 24 pF 12 nS
Table X1X. Output Loading.
DEVICE NO. OF NO. OF TYPICAL OUTPUT TOTAL MEASURED OUTPUT
SIZE DEVICES OUTPUTS CAPACITANCE/ CAPACITANCE OUTPUT OR-ING
REQUIRED OR-TIED DEVICE DELAY DELAY
1K 32 4 7 pF 28 pF » 4nS
2K 16 2 7 pF 14 pF 0nS
4K 8 2 7 pF 14 pF 0nS
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Table XX. Power Dissipation.

POWER DIiSSIPATION REDUCED POWER MODE -
{TYPICAL) (MAXIMUM)
SIZE ™ mW mW mwW
REQUIRED PER DEVICE PER BIT ACTIVE/STANDBY PER BIT
(SYSTEM) PER DEVICE (SYSTEM)
1K 32 450 0.45 (11 {1]
2K 16 700 0.35 550/225 0.19
4K’ 8 950 0.24 700/225 0.11
NOTE: 1. Power;reduction not offered.
Table XXI. Device Comparison for 1K x 32 Memory System.
MEASURED OUTPUT MAXIMUM
NO. :
Dg:’;gE DEVIg:s ARRAY SIZE ADDRESS OR-ING DEVICE ACCESS SYSIIE“:IIEﬁg(]:ESS
DRIVER TIME!] DELAYI TiMg!M
1K 32 14.06 sq in. 22 nS onS 50 nS 72nS
2K 16 6.46 sq in. 16 nS -4 nS 70 nS 82 nS
4K 8 8.26 sq in. 12nS -4 nS 70 nS 78 nS
NOTES: 1. All times taken at 1.5V points.

2. This time is the sum of device maximum and measured buffer delays.

Printed Circuit Layout Considerations

PROMs and ROMs can easily be used in much the
same manner as other types of TTL design ele-
ments. The usual attention should be paid to
ground distribution and decoupling.

Ideally, the circuit board ground system should
consist of a ground plane on one side of the board
and all signal and power distribution on the other.
In reality, this is very difficult to achieve because
of component densities, but the concept should be
carried out as far as possible. The ground distribu-
tion should be as wide as possible everywhere, even
if it means large variations in the width of the
conductor. )

To further approach a ground plane or mesh,
horizontal and vertical power and ground traces on
opposite sides of the board should be tied together
at each DIP site, or as often as possible. The tying
of the horizontal and vertical traces is important
because long “floating” distribution lines can easily
act as an antenna or a noise distribution system,
allowing noise to propagate and exceed device
thresholds.

In addition to reducing ground noise, an effective

ground grid can serve to reduce cross-talk between
address and data lines.

As can be seen in Figure 41 (previous section) the
high to low transition can be very rapid, and if
proper attention is not paid to the ground and
power distribution, the noise resulting from these
transitions can couple throughout the board and
into the system. The memory devices should be de-
coupled at approximately every other DIP site with
high frequency disc ceramic capacitors. There also
should be bulk decoupling at the point where the
Vce line enters the board, usually one or more

_ tantalum capacitors in the 10—50 uF range.

The layouts shown in Figure 46 and 47 are a good
example of proper ground distribution. Notice that
the ground plane forms a complete loop around the
array (board) on both sides and that the two sides
are connected periodically by horizontal and verti-
cal traces.

The decoupling for the 1K/2K array consists of
eight 0.1 uF high frequency capacitors, or one
capacitor for each four devices, distributed through
the array. This decoupling is adequate, but a better
arrangement would be 0.1 uF located at every
other device site, simiiar to the scheme used on the
4K layout.
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G THIS ARRAY TO BE

CAN BE CONNECTED TOGETHER ANC USED AS Ag. THUS ALLOWIN

TSy UPPER B €5, LOWER
32 x 4K OR 32K

!

8K. DEPENDING ON THE DEVICE USED 13501 OR 3602)

Array layout courtesy of

This array illustrates the layout for a 1K X 32-bit PROM
memory. Power has been distributed with a grid system

MICRODATA INC.,
Irvina, Catifornia

s

array. By

he center of the

routing all the CS7 lines to a common point, the memory

can be expanded to use 2K parts simply by supplying an
additional address, Ag, and connecting it to all the former

and decoupling is located in tl

CS3 inputs.

Figure 46. 1K/2K PROM Array.
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-pin 4K PROM to imple-

bit control store memory. As with the

This array illustrates the use of a 24

ment a K X 32

MICRODATA iINC.,

California

trvine,

1K/2K array, gridded power distribution has been used
with decoupling capacitors located in the center of the

array.

Figure 47. 4K PROM Array.
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Uses of PROM/ROMs
CODE CONVERSION

Read only memories lend themselves readily to converting
from one binary code to another (such as from binary to
Gray). This conversion is particularly useful in electro-
mechanical systems controlled by a computer.

For example, consider a computer-controlled electrome-
chanical encoder system. The computer performs data
operation in binary form and outputs the x—y coordinates
in the same form. If the stepping motor has a binary data
input, erratic movement of the motor will be observed as
the motor moves sequentially from one set of coordinates
to another, because, as many data bits change and their
exact switching relationship is not fixed, the motor will
receive multiple codes until the data stabilizes. Consider
the case of changing from decimal 7 to decimal 8 as shown
in the truth table (Figure 48a), where 4 binary bits will
change state. This transition will generate several random
binary codes (up to 8) until the data stabilizes causing the
stepping motor to move erratically.

It would be highly desirable to have a code where sequen-
tial motor stepping could be accomplished by changing
only one bit per word between adjacent steps. The Gray
code is such a code. By using the Gray code for the above
example in moving from decimal 7 to 8 requires the change
of only one bit (0100 to 1100). The stepping motor now
moves smoothly without jitter or ambiguity as one Gray
code bit changes after another. (Note that since the bit
positions are not numerically weighted in Gray code, it is
not possible to perform conventional binary arithmetic on
the word. Therefore, the computer does not operate with
such a code internally).

The code conversion from binary to Gray code for com-
munication between the computer and the system motor
becomes a simpie matier if a read oniy memory is used.
To use the truth table to convert from binary to Gray code
it is merely necessary to use the binary data as the address
to a ROM and read the corresponding Gray code at the out-
put of the ROM. The example presented here is a 4-bit code
but can be expanded to provide the desired resolution.

The conversion from binary to Gray code is only one of
many code conversions possible. PROM/ROMs can be used
to encode data for secured data transmission systems. These
types of codes can be as simple or as complex as desired. A
terminal attached to a central computer can “talk” to the
computer over a secured line if both the terminal and com-
puter have the proper encoding/decoding PROM/ROMs.
Multiple terminals, each with its separate code, can likewise
be connected to the computer. Of course for multiple
terminals the computer must have the proper encoding/
decoding PROM/ROM circuitry.

An example of such an encoding/decoding scheme is shown
in the truth table (Figure 48b). To encode for data trans-
mission, a standard binary code is presented to the address
inputs of a ROM. The output of the ROM contains the code
for the particular character to be sent. At the receiving end
the order is reversed with the encoded data presented to an-
other ROM address input whose output corresponds to the
original character or data sent by the terminal. Data trans-
mission in the reverse direction is handled in an identical
manner.

DECIMAL | BINARY GRAY
0 0000 0000

1 0001 0001

2 0010 0011
3 0011 0010
4 0100 0110
5 0101 o111
6 0110 0101
7 01 t1t1 0100
. 8 1000 1100
9 100 1. 1101
1Q 1010 1111
11 18 1 1 1110
12 1100 1010
13 1101 1011
14 1110 1001
15 1111 10700

{aj

TRANSMISSION SCRAMBLER RECEIVING SCRAMBLER
ADDRESS' DATA ADDRESS DATA
BINARY SCRAMBLER SCRAMBLER BINARY
CODE CODE CODE CODE
60600 0001 0001 0000
0001 1101 1101 0001
00101/ 1111 111 1 0010
0011 1010 1010 0011
0100 0110 0110 0100,
0101 0011 0011 0101
0110 0010 0010 0110
0111 0000 0000 0111
1000 1000 1000 1000
1001 1011 101 1 1001
10106} 1110 1110 1010
1011 1001 1001 1011
1100 | t100 1100 {1100
1101 0111 0111 (1101
1110 0110 6110 1110
11110100 0100 {1111

(b)

Figure 48, Code Conversion Truth Tables.
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COMBINATORIAL CIRCUITS

Digital circuits are often divided into two categories:
combinatorial and sequential. Combinatorial circuits have
no internal storage elements. As a result, the output signals
are functions only of the inputs supplied at the time the
output is measured (neglecting propagation delays). A ROM
may be used to generate combinatorial functions when the
number of input signals is not excessive. For example, a
256 word by 4 bit ROM has 8 input leads (addresses) and 4
output leads and so can be used to generate any 4
combinatorial functions of 8 variables. Additional functions
may be generated by adding more ROMs — doubling the
number of ROMs doubles the number of functions which
can be generated.

Expanding the number of input variables is much more
costly, however, Additional input variable may be decoded
to operate chip selects just as additional addresses inputs
are decoded in a memory array. However, each additional
input variable doubles the amount of ROM required.

Various authors have expressed the option that 8 to 16 bits
of ROM are equivalent to one logic gate. However, this
ratio does not apply to all designs. For example, to make a
quad full adder (5 outputs, 9 inputs) would require. 5.x 29
or 2560 bits of ROM, but can be realized with less than 40
gates — for ratio greater than 64 bits/gate.

When using ROM to replace wired logic gates, the designer
should remember that the ROM is not guaranteed to give a
single output transition for a single input transition. Figure
49 illustrates the way the designer should view the ROMs
behavior. In Figure 49, after a short hold time, the outputs
are undefined until a period equal to the ROMs access time
has elapsed. During this undefined interval, the ROM out-
puts may show noise or extra transitions. Not all ROMs
specify a hold time. Even when a hold time is specified, it
is valid only when access to a location has been made, and
is measured from the first address transition.

INPUTS

+——INPUTS STABLE ——»
LAST INPUT CHANGE —

|«——ROM ACCESS TIME——»|=-

oUTPUTS
STABLE

——l |« HOLD TIME

OUTPUTS

ROM OUTPUT

Figure 49. ROM Behavior for Combinatorial Logic.

SEQUENTIAL CIRCUITS

Sequential circuits are logic circuits with internal storage.
As a result, outputs are a function of past as well as present
inputs. Seqeuntial circuits are often realized by a collection
of storage elements (flip-flops) together with combinatorial
logic. Outputs of the sequential network are combinatorial
functions of the inputs to the network and the flip-flop
outputs. The inputs to the flip-flops are combinatorial
functions of network inputs and flip-flop outputs.

When a sequential digital system is described in the above
manner, the state of the circuit is determined by the con-
tents of the flip-flops. Therefore, a machine with n flip-
flops can have at most 20 internal states. To describe the
circuit behavior, two sets of information must be known:

1. The outputs as function of inputs and internal states; and
2. The next states as functions of inputs and internal states.

This information may be presented via tables or graphically
in the form of a state sequence diagram, such as that shown
in Figure 50a. The state sequence diagram is usually drawn
as a collection of circles, each labelled to correspond to one
state of the machine. The circles (states) are connected by
directed lines (arrows) indicating which state transitions may
take place. Each such transition line is labelled with the
values of the input variables for which the transition takes
place, unless the input variables have no effect. In that case,
the state transition always takes place and the arrow is
unlabelled.

Some digital circuits are clocked, i.e., state transitions take
place only upon occurrence of a clock pulse. If for some
input conditions no state transition takes place at a clock
time, it is indicated on the diagram as an arrow which leaves
and re-enters the same circle. This arrow is labelled, like any
other, with the corresponding input conditions. Clocked
sequential circuits are readily designed using clocked flip-
flops of the JK or D variety such as those shown in Figures
50b and 50c.

State Assignment

The state-sequence diagram describes the digital circuit be-
havior independent of the assignment of states to the circles
of the diagram. Each circle in the diagram must be assigned
a unique set of values for the state variables. Each state
variable can take on the value of 1 or 0, so that n state
variables can provide values for up to 2n circles in the dia-
gram. However, the way the values are assigned to the circles
can make a significant difference in the ease of realization
when JK or D flipflops are used. At present, no known
technique, other than repeated trails, exists for determining
the minimum cost state assignment. The designer’s insight
and experience contribute significantly to the design effici-
ency. However, when ROMs are used, state assignments are
less critical than for realization with wired logic gates.
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@

a. State Diagram

Y 4
X J Q J Q -1
—o| cP —ofcP
I u a ] %)
CLOCK
PULSES
b. Corresponding Sequential
Circuit — JK Realization
Y Z
X D Q| D [o]

D\L

¢. Corresponding Sequential Circuit —
D Realization

Figure 50. Sequential Circuit State Diagram
Realizations.

Asynchronous Input to Clocked System

When a clocked system has asynchronous input variables,
i.e., variables which can change at other than clock times,
proper behavior may depend upon the state assignment
used. For example, if the values of a given asynchronous
input variable can affect the values of two state variables in
a given state transition, differential delays in the logic may
allow 4 rather than 2 possible state changes to take place:
neither, either, or both of the variables may change. To

avoid this situation, state assignments should be such that
only one state variable is a function of each asynchronous
input variable or the asynchronous input variable should be
made synchronous by clocking it into a flipflop. Of course,
the latter procedure increases the response time of the sys-
tem to the input signal.

These considerations also apply to the asynchronous flip-
flop forcing inputs. In general, these inputs can force the
network into one or more of a subset of the states where it
will remain until the forcing input is removed. If the net-
work clocked transitions attempt to change more than one
forced state variable, asynchronous removal of the forcing
signal may result in any of several state transitions: any or
all of the variables attempting to change may do so, depend-
ing upon differential delays in flip-flop responses, clock
distribution, and distribution of the forcing signal.

Realizations with D Flip-Flops

Having assigned state variable values for each state, realiza-
tion with D flipflops is very straightforward.* First, a truth
table or set of Karanaugh maps is prepared. The source
variables include all state variables and all input variables.
The functions to be generated involve all state variables
(next state value) and all output functions. Those functions
representing the next state values are used as the data inputs
to the corresponding D flip-flops.

Figure S1 shows a symbolic diagram of such a network.
The “clocked register’ is an array of n D-type flip-flops.

A read only memory array with p address inputs and q out-
puts (2P x q bits) can generate a total of q output functions
of p inputs. Thus for Figure 51, if n state variables
quired, p-n input variables may be used and g-n output
signals may be generated.

are re-

STATE QUTPUT
ﬁ I VALUE SIGNALS
CLOCK | CLOCKED REGISTER-I
L
L NEXT STATE

COMBINATORIAL LOGIC

———e
INPUT
CONTROL
VARIABLES

Figure 51. Realization of Digital Machine.

*For sequential networks wired with logic gates, JK flip-
flops may reduce the gate count as in Figure 50b and 50c.
However, ROM realizations are more economical when D
flip-flops are used, because fewer functions need be gen-
erated.
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Because a ROMs internal realization is quite different than
that of a conventional combinatorial logic network, dif-
ferent considerations apply to ROM designs than for con-
ventional designs. For example:

L. State variable assignment has little or no effect on circuit
complexity when ROM realization is used. Therefore,
the designer may use state variables to form output func-
tions directly with greater ease than for conventional de-
signs. If, however, additional logic circuits are added to
reduce total ROM requirements or allow asynchronous
input variables (see next paragraph), some of this design
freedom may be removed.

2. All outputs of a ROM must be considered functions of
all inputs. Therefore, asynchronous inputs to the ROM
should not be permitted to change within an access time
prior to clocking the output register, or the contents of
the output register may be completely unpredictable.
Additional latches or separate logic between the ROM
output and D flip-flop inputs should be used so that the
conditions described above (under Asynchronous Inputs
to Clocked Systems) can be met. Additional ROM out-
puts may be used to enable or disable this logic.

Methods of Reducing ROM Size

If the number of input or output variables is large, a straight-
forward realization with ROM may not be practical. How-
ever, it may be possible in certain areas to reduce the amount
of ROMs by adding a small amount of additional logic.
Several methods for reducing the size of a ROM needed to
perform a given function are described below. The use of
these techniques when appropriate may permit a ROM

approach to be used in a situation where it would normally
be impractical to do so. Most of these techniques are
illustrated in Figure 52. \

Multiplexing Input Variable

Instead of using all input control variables at all times,
many digital machines have only a few states where the next
state decision is affected by the input variables. Therefore,
a multiplexer may be used to select the input variables
which are active for each given state of the machine. The
effective number of input control variables at the ROM
may be reduced to a number equivalent to the largest
number active at any one time.

The control signals for the multiplexer may be generated by
logic circuits which decode the state information or by ex-
tra output variables from the ROM. In general, these extra
ROM output variables are far less expensive than the extra
ROM inputs that would otherwise be necessary.

Bypassing the ROM for Input Control Variables

If the state assignments are made so that the next state is a
simple function of the input variables, a small amount of
logic may be placed between the ROM output and the
clocked register. Some of the input control variables are
then brought into the system via this logic rather than
through the ROM. As in the case with input multiplexing,
additional output signals may be used to enable this logic.

One simple form of this method uses a multiplexer between
the ROM output and the clocked register. Certain of the

STATE
VARJABLES

REGISTER

COUNTER L

ADDRESS FUNCTION
INPUTS OUTPUTS
P
LMULTIPLEXEH
’ L
ROM INPUT
—_— > CONTROLS

INPUT
CONTROLS

—

]
MULTIPLEXER —i

OUTPUT
FUNCTIONS

DATA

Figure 52. ROM Realization of Sequentiali Machine.
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state variables take on the values of the input variables
whenever the multiplexer is set to accept these inputs. This
method places restrictions on state assignment.

A similar technique is usually necessary for use with irgut
control variables which are asynchronous.

Output Function Distribution

When a large number of control functions must be generated,
but only one or two are active at one time, data distributors
may be used to generate a large number of control func-
tions from a few ROM outputs. As an example of the type
of coding which might be used, 8 non-simuitaneous coniroi
functions might be generated using one data bit and 3 selec-
tion bits. The Intel® 3205 decoder may also find use in
ROM output expansion. Eight selection signals can be gen-
erated from three ROM function outputs.

External State Generators/Partitioning/Factoring

When a large number of states of a state diagram fall in an
easy to generate sequence, the number of state variables
generated by the ROM may in some cases be reduced by
generating the additional states with external circuits such
as counters or shift registers. Functions of these separately
realized state variables may be used as equivalent state
variable inputs to the ROM.

As an example of this technique, consider a binary counter
connected to a ROM such that the ROM can generate a
preset or couni enabie variabie and accepi a Cariy output as
equivalent to a state input variable. The ROM may be pro-
grammed so that for some states of the conventional state
variables, the counter counts from its preset values until it
overflows with the ROM staying the same state throughout
the counting sequence. In this example, one input (equiva-
lent state) variable replaces all of the state variables in the
counter.

The example above is a special case of a more generali tech-
nique which may be called partitioning. Instead of using an
external counter with the ROM system, another ROM/
register sequential machine might have been connected. The
net result isa ROM/register realization of a sequential digital
machine in which not all state variables are used as inputs
to all of the ROM. In effect, the machine is partitioned into
a number of smaller, but interactive, machines.

To partition a circuit, the state variables must be isolated
into two or more groups. A new state diagram can be gen-
erated for each group. In these partitioned state diagrams,
the state variables for one state diagram are treated as if
they were input control variables in the other. In general, for
partitioning to be effective, the state variables must be such
that they can be divided into relatively independent groups.

These examples are but a few of those available to the de-
signer wishing to take advantage of ROM. As the design
complexity progresses, the structure approaches the com-
plexity of a microprogrammed processor — one application
where ROM is extensively applied.

ROM, even in complicated networks like that of Figure 52
or a microprogrammed processor, offers much easier modi-
fication of machine structure than wired logic. With the
availability of programmable ROMs, ROM approaches to
sequential circuit design merit serious consideration.

Even when a prototype system has been developed using
the 3601 or 1702A, once ROM patterns have been fixed, the
prototypes can be easily converted to use the 3301A or
1302 for production for these mask programmed devices
are pin and signal compatible with their field programmable
counterparts.

WAVEFORM GENERATOR

To show one simple application of ROM, consider the sig-
nal generator shown in Figure 53. An 8-bit counter driven
by an oscillator drives a 2048-bit ROM (256 words of 8
bits). The ROM outputs are converted to an analog voltage
by a digital to analog converter (DAC). By properly coding
the ROM, a wide variety of waveforms may be generated.

For the system shown in Figure 53, each step of the 8-bit
0
counter represents % degrees of phase angle. The value at

each address in ROM is the digital number representing the
signal output for that phase angle. Multiple ROM/DAC
combinations might be used to generate several simul
taneous waveforms, or multiple phases of a signal, for ex-
ample. The output of the DACs will change in small discrete
steps, each less than 1% of full scale. Where this might be a
problem, filtering might be used. However, undesired har-
monic conternd of the signal will be limited to the upper

harmonics.

Dy

M ANALOG
256 WORDS X 8 BITS OUTPUT

D
Az Ag

8 BIT BINARY COUNTER

CLOCK
OSCILLATOR

Figure 53. Digitally Controlled Waveform Generator.
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CLOCK GENERATION

ROMs can be used to generate clock phases for use in multi-
clock systems (such as driving a 16K CCD, Intel’s 2416).
An example of the generation of a general clock generator
is shown in (a). The desired timing is shown in (b).

Basic operation is as follows: A clock input is applied to the
input of a 74161 TTL counter as shown in (a). The counter
sequentially counts six cycles of the input as shown in (b).
The counter output is presented to the PROM as an address.
The output of the PROM as a function of the address is
shown in truth-table (c). The outputs of the PROM are
latched in the 74174 by the input clock. This prevents un-
wanted transients from occurring on the four-phase clock
lines.
MULTIPHASE CLOCK GENERATOR

—#1

INPUT

A1 3601

92
ap PROM || OUTPUTS

— 93
— %4

20
74174
30

I

4D

(a)

Figure 54. Clock Generation.

(b)

ADDRESS
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-
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L

NO O WUN—=O
COQO==00
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- - 000000
OO = OO0 = = =

{c)

MICROPROCESSOR SYSTEM

Illustrated here is a typical microprocessor system, based on
the Intel® 8080. The 2708 provides 8K (1024 X 8) of
PROM storage, while the combination of two 8101/5101s
provides 2K (256 X 4) of RAM storage. Ajp is used to
select the desired type of storage access; A 10 high selects
RAM and Ajq low selects the PROM storage. The other
address bits, A1]—A g, are generated by the 8080 and can
be used for system expansion. The ROM storage can be
modified to use a 1702A for 2K (256 X 8) of EPROM stor-
age, or a 2316 for 16K (2K X 8) of ROM storage. In the
case of the 2316, 11 of the 8080 address lines would be
used.

76 8TS ADDAESS

oureen
215

16 0t
ADDRESS

IO R—

sureen YT ]

p— v Rean
iEwRITE

WENGAY fie a0

MEMORY WRITE

Figure 556. Microprocessor System.

4K BYTE SYSTEM

A 32 kilo-bit PROM memory organized as 4K X 8 utilizing
the 1702A is shown in Figures 55 and 56. Each of the
1702A’s is accessed individually by means of a 3-to-8 en-
coder (Intel® 3205) with decoder enables connected as
shown. The three low-order addresses (Ag—A2) are decoded
simultaneously by two 3205°s and the proper 1702A se-
lected by address Ajj activating either the right or lefi

3205. Since all unselected 1702A’s have high impedance
outputs, the selected module controls the internal data bus
with its output gated through the three-state output buffers
shown in the schematic.

The 4K X 8 board shown is expandable with a given PROM
board identified by the PROM Board Resident Select
Switches.
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INTRODUCTION . E"T — 2 veg v
The Intel® 2708 is a static 8192-bit (1024 X 8) el o
Frasable Programmable Read Only Memory, or s 2%
EPROM. The device is packaged in a standard 24-pin
package, which has a transparent lid to allow erasure a]e 21 [ Vg 591
in a manner similar to the Intel® 1702A. Maximum s 20 [JcEme
access time is 450 ns. The device requires three a[]e 2708 19 [Jvop (+12v)
power supplies, 5V and +12V, for normal read Mal 18 [Jprocav
cycles; while for programming a 26V pulse is re- e -
quired on the Program pin. %C o
The address inputs and data I/Os are TTL compa- o e
tible during read and programming. The data out- o2 = [1o%
puts are three state to facilitate memory expansion osgn uidos
by OR-tyihg. Initially, and after each erasure, the (anp) vgs []12 13[Jo,
device contains all ““1°s”. Programming, or introduc-
ing “0’s”, is accomplished by: applying TTL level PIN NAMES
addresses and TTL level data; a +12V Write Enable B e
signal; then sequencing through all addresses con- CS/WE | CHIP SELECT/WRITE ENABLE INPUT
secutively a minimum of 100 times, applying a 26V . ) ) ]
program pulse at each address. ALL ADDRESSES Figure 1. 2708 Pin Configuration
MUST BE PROGRAMMED DURING EACH PRO-
GRAMMING SESSION; PROGRAMMING OF SIN- oo D1
GLE WORDS OR SMALL BLOCKS OF WORDS I ------ I
IS NOT ALLOWED. As discussed in detail in the ~ A
PROGRAMMING section, approximately 100 CHWET—=1 " Locic OUTPUT BUFFERS
seconds are required to program the entire device. TR”"

p— Do
DEVICE DESCRIPTION oara aurren :
The device is packaged in an industry standard =
24-pin package as shown in Figure 1. The Program T T
pin (18) receives 26V pulses during programming; I-;o__m— al
during read operations it must be connected to CONNECTED INTERNALLY COLUMN
Vss (GND) or held at Vyp. Ao —— = seveer
Pin 20, the CS/WE connection, serves three func- nT Seeone :
tions. When at Vi (OV) the device is selected for A3 — v'15
normal read operation; when at Vg (3.0V min) Xo
the device is deselected and the outputs are placed N !
in the high impedance state; and when at Vigw : ROW i iz
(11.4V min) the device is Write Enabled and ready | pEcopE | ek
to receive program pulses. o —o] x'

63

A block diagram of the 2708 is shown in Figure 2.
The low order address bits (Ag—A3) perform col-

A . . Figure 2. Detailed Block Diagram
umn (or Y) selection, while the high order address 9 9

Table |. 2708 Pin Connections and Functions

Function Data I/0 Address Inputs | Vgs (GND) | Program | Vpp Supply CS/WE | Vgg Supply | Vcc Supply
Pin Number | 9-11, 13-17 1-7,23,22 12 18 19 20 21 24
Mode
Read Dout AN GND GND +12V Vie -5V +5V
Deselect High Impedance | Don’t Care GND GND +12V ViH -5V +5V
Program Din AN GND Pulsed +12V ViHw -5V +5Y
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bits (Ag—Ag) perform the row (or X) selection.
Table I assists in determining the proper voltage
connections for the three modes of operation;
Read, Deselect and Program.

Cell Description

The heart of the 2708 is the single transistor stacked
gate cell, implemented with two layer polysilicon.
The cell consists of a bottom floating gate and a
top select gate, as shown in Figure 3. The top gate
is connected to the row decoder, while the floating
gate is used for charge storage. The cell is pro-
grammed by injection of high energy electrons

SELECT GATE

(TO X DECODER)
A
Si0g
e

s

FLOATING GATE

-

(CHARGE STORAGE)
e
K n* D

P

SUBSTRATE

CROSS SECTION

DRAIN

FLOATING ~ SOURCE
GATE

SCHEMATIC SYMBOL

Figure 3. 2708 Storage Cell

PROGRAMMED
e

PROGRAMMED

CURRENT|
THROUGH
TRANSISTOR

|
|
|
J
!
|
(CELL) |
|
|
|
!
|

V7, (NOT PROGRAMMED T V14 {PROGRAMMED)
SENSE THRESHOLD

VOLTAGE ON GATE OF CELL —J»

Figure 4. Storage Cell Threshold Shift

through the oxide and onto the floating gate. Once
there the charge is trapped, as thefe are no electrical
connections to this floating gate. The presence of
charge on the floating gate causes a shift to the cell
threshold, as shown in Figure 4. In the initial state
the cell has a very low threshold and selection of
the cell, by way of the top select gate, will cause
the transistor to turn on. Programming shifts the
threshold to a higher level and selection of the cell
will not allow it to turn on. The status of the cell is
determined by examining its state at the sense
threshold, also indicated in Figure 4. If a “1”is
programmed into the cell, selection will allow a
higher current to flow between the source and drain
than if a “0” is programmed into the cell.

As there are no electrical connections to the floating
gate, erasure must be accomplished by non-electrical
means. Illumination of the cell with ultraviolet
light of the correct frequency (2537A) and dura-
tion will impart sufficient photon energy to the
trapped electrons to allow them to overcome the
inherent energy barrier and be transported through
the oxide to the substrate.

Memory Array Operation

The cells described in the previous paragraph are
interconnected to form a 64 X 128 matrix, or
array, as shown in Figure 5. Access to a particular
cell is described as follows: When the Row Address
is stable, one row is selected, turning on the row
line to all 128 cells in the row. The Column Address
connects 8 of the 128 column lines to their respec-
tive sense amplifiers. The row line provides bias to
all the top gates in a particular selected row, and,
depending on the state of the cells, the column lines
will be left at the precharged level (for a programmed
“0") or will be discharged, pulling the column lines
down to a low level (for a programmed “1”). To
provide the very fast Chip Select to Output Delay
time (tco) of 120 ns, all of the sense amplifiers are
turned on when the device is deselected, and, when
CS/WE reaches Vyy, those which are not selected
are turned off, and the remaining eight amplifiers
convert the charge on the column lines to TTL out-
put levels by way of the output buffers.

During programming the selected row and column
lines are pulsed to approximately 26 volts and the
floating gate is charged as was described in the pre-
vious section. It is the presence of these 26V pulses
on the interconnected top gates that lead to the
requirement that ALL ADDRESSES MUST BE
PROGRAMMED SEQUENTIALLY; PROGRAM-
MING OF SINGLE WORDS OR SMALL BLOCKS
OF WORDS IS NOT ALLOWED, as transients may
be generated that could partially alter the charge
state of the cell.
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Figure 5. Expanded Block Diagram
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The equivalent schematic of the Output Buffer is
shown in Figure 6. As is shown, the output buffer
consists of a pair of MOS transistors, connected in
a push-pull configuration. CS enables both transis-
tors when true, while when CS is false both output
devices are turned off, providing three state output
operation. The output buffer will provide a Vor of
0.45V at an IOL of 1.6 mA, and a VOH of 2.4V at Figure 6. 2708 Output Buffer
—1.0 mA.
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Table 11. D.C. Read Mode Characteristics

Symbol ! Parameter { Min.  Typ.!!  Max. | Unit Conditions
[N ] Address and Chip Select Input Sink Current 1 10 HA VIN =5.25 Vor Viy = V)
ILo . Output Leakage Current 1 10 | WA Vour = 5.25V, CS/WE = 5V
Ipp!2 : Vpp Supply Current 50 65 mA Worst Case Supply Currents:
Iccl?) | Vee Supply Current [ 10 mA | All inputs High
lgg(2) | Vgg Supply Current 30 45 | mA | CS/WE=5V;T5=0°C
Ve input Low Voltage Vss 0.65 \
Vi Input High Voltage 3.0 Veet! A
VoL Output Low Voltage 0.45 A loL = 1.6mA
Vo1 Output High Voltage 3.7 \ lon = -100uA
Vo2 Output High Voltage 24 A loy =-1TmA
Pp Power Dissipation 800 | mW | Tp=70°C
NOTES: 1. Typical values are for Tp = 25°C and nominal supply voltages.
2. The total power dissipation of the 2708 is specified at 800 mW. It is not calculable by summing the various currents {Ipp. e,

and igg) multiplied by their respective voltages since current paths exist between the

various power supplies and Vgg. The Ipp,

Icc. and Igg currents should be used to determine power supply capacity only.

D.C. DEVICE CHARACTERISTICS

Only those D.C. Characteristics that require special
attention by the user are presented in this section.
The reader is referred to the 2708 device data sheet
for further details. The pertinent D.C. device speci-
fications are tabulated in Table II. ’

The 2708 requires three power supplies, +12V and
+5V. The device is rated to meet all applicable
specifications with these supplies held within 5%
of their normal value. The Absolute Maximum
Ratings in the data sheet are the maximum that the
various device parameters can withstand and should
not be exceeded during any phase of device opera-
tion, including programming.

Read Mode

The range of values of currents from the three
power supplies, Vpp (+12V), Voe (#5V) and Vg
(=5V) are shown in Table II, presented for the
worst case conditions; i.e., CS/WE = 5V and Ty =
0°C. The Ipp, I¢c and Ipp data presented indicates
the maximum current drawn by the respective
power input. These inputs cannot simultaneously
draw maximum current. Refer to the APPLICA-
TIONS SECTION for measured laboratory data of
the interactive effects of switching the various
supplies off to conserve power.

The addresses are TTL compatible, requiring Vy,
between Vgg and 0.65V and Vg between 3V and
Vee + 1. Care should be exercised in selecting

address buffers to insure the minimum Viy level is
met by use of appropriate TTL circuit elements or
pull-up resistors to Vec.

During the Read mode, the CS/WE input (pin 20)
is also TTL compatible; however, the Vi and Viy
requirements for the address inputs are still appli-
cable.

The outputs are also TTL compatible, producing a
VoL of 0.45V maximum @ 1.6 mA and a Vgy of
3.7V with —100 pA capability, or 2.4V with —1 mA
capability. Typical output sink current is plotted
in Figure 7 as a function of the output voltage and
temperature for applications requiring higher than
normal Igp currents.

Figure 8 illustrates several points regarding the 2708
power supply currents. First of all, as with all MOS
devices, the power supply currents will decrease as
a function of increasing temperature. The second
point is that the current requirements of the device
increase when it is deselected, i.e., when CS/WE is
at Viy. The reason for this is that in order to meet
the very fast tco time of 120 ns, all of the decoders
and output stages are turned on when CS/WE is at
ViH, and the decoders deselect those that are not
required for the given data cycle. The graph also
illustrates that the Vpp power supply is the most
logical supply to be selected for switching to reduce
power. Of course, if the system configuration per-
mits, CS/WE can be ticd to Vgg to reduce power.




2708

10 I

Vee - 475V

80

|
o d

8 % 4 /WE «
TasoC / / ;E G ’DESELECTED)
TR Y )
. . \( >// S CSWE = {ow (SELECTED) ﬁDD
) 3 20 C‘s/wmw“ &\ '8B!
® SPECIFIED ——
. ] . S — — 1
0 2 4 6 8 1.0 o 20 40 60 80 100
Vo (VOLTS) TalC)
Figure 7. 2708 Typical Output Sink Current vs. Output
Voltage i Figure 8. 2708 Power Supply Currents

Table Itl. D.C. Programming Characteristics
Symbol Parameter Min. Typ. Max Units | Test Conditions
I Address and CS/WE Input Sink Current 10 uA ViN = 5.25V
lipL Program Pulse Source Current 3 mA
lipH Program Pulse Sink Current 20 mA
Ibp Vpp Supply Current 65 mA Worst Case Supply Currents:
Icc Ve Supply Current 6 10 mA All Inputs High
Igg Vgg Supply Current 30 45 mA | CSWE =5V;Ta =0°C
ViL Input Low Level (except Program) Vss 0.65 A
ViH Input High Level for all Addresses and Data 3.0 Veet! \
ViHw CS/WE Input High Level 11.4 12.6 \ Referenced to Vsg
Viup Program Pulse High Level 25 27 \ Referenced to Vgg
ViLp Program Pulse Low Level >V53 1 \% ViHp - ViLp = 25V min.

Program Mode

The address and data inputs are low level compatible
during programming, with the same requirements
of ViL and Vg as for the Read mode. The D.C.
characteristics for programming are shown in Table
III. To enable the device for programming, the
CS/WE pin is raised to Vigw, (11.4V).If the system
requirements dictate that the device stay in the
same socket or location for both reading and pro-
gramming, it should be recalled that this pin will
require three input levels: Vi of Vgs to 0.65V to
select the device for a read operation, a Vi of 3V
to Ve +1 to deselct the device and place the out-
put in the high impedance state, and a Viyw of
11.4 to 12.6V to Write Enable, or allow program-
ming of the device. Several circuits for generating
these three active levels (Vy, Vig and Vigw)are
shown in the PROGRAMMING section (page 7).

During program operation, the outputs become the
data inputs and should be treated as a three state
bus. The same Vy and Viy levels apply to the data
1/O pins as apply to the address pins.

The program pulse, which is applied to pin 18 dur-

(Vgs to 1V) and a Viyp requirement (26V + 1V).

The program pulse source must be capable of sup-
plying a maximum of 20 mA per device when high
(Vigp), and be able to withstand the Program Pulse
Sink current of 3 mA (Ipp). This sink current should
be considered when designing the program pulse
driver, as, if a resistive pull-down is used, the voltage
drop across the resistor can violate the VLp max
requirement of 1V. It also should be noted that the
program pulse will not meet specification if Viyp is
taken at its minimum value (25V) and Vyp is taken
at its maximum value (1V), as Vigp—ViLp must
equal 25 volts minimum. Several circuits are pre-
sented in the PROGRAMMING section to provide
program pulses which easily meet the 25V minimum
requirement for Vigyp—Vipp.
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A.C. DEVICE CHARACTERISTICS

Read Mode

Figure 9, the Read mode timing, indicates the maxi-
mum or minimum timing for the various timing
parameters. Particular attention should be paid to
tpr, chip deselect to output float time. This indi-
cates that the output buffers of the 2708 are not
guaranteed to reach the high impedance state until
120 ns after CS/WE reaches the 2.8V point. If
another device attempts to take control of the out-
put node during this time, very high Icc current
will be drawn, generating noise on the supply lines
and possibly reducing the V¢ level such that other

TN
ADDRESS X

|ty (0)
CS/WE
[ P—— 1gp (1200 ——’ tog [=—{0 MIN)
tace (280 TYP) o (120 MAX}
{450 MAX)
DATA DATAOUT
egid DATA OUT INVALID FLOATING

NUMBERS IN { ) INDICATE TIMING IN NS.

Figure 9. 2708 Read Cycle Waveforms

devices may become inoperative. tp is also a fac-
tor to consider when switched Vpp is used. See the
APPLICATIONS section for further discussion.

Program Mode

Figure 10 indicates the Program mode timing, while
Table IV tabulates the various programming A.C.
parameters.

Several options are available to the user when pro-
gramming the 2708, as shown in the data sheet.
The waveforms shown in Figure 10 represent the
miost efficient method. The various parameters are
self-explanatory; two will be discussed here. The
program pulse rise and fall times, tpg and tpp, must
be held within the range of 0.5 and 2 us to minimize
the transient coupling effects discussed in the
memory array section. This usually requires a series
RC network on the output of the program pulse
driver to slow down the rise time. Exotic waveform
generators are not required. Refer to the PRO-
GRAMMING section for circuit recommendations.

The other parameter of concern to the user is the
transition from Program mode to Read mode. If
the CS/WE transition does not occur after the final
program pulse transition and before the address
transition, as shown in Figure 10, nodes internal to
the device will not discharge, causing the output
buffers to indicate false data for several milliseconds.

1 0F N PROGRAM LOOPS READ —
N (AFTER N
View d PROG. LOOPS)
CS/WE
Vll.

- 1ogs {10)

- 145(10) =

Tantt)—s]

DATA

Vin 3
ADDRESS g ADDRESS 0
Vi 35

e tpg{10}—»-]

o L1mS MIN)
tpp {5) — | P [1.0mS MAX)—|

Vinp

PROGRAM
PULSE

NOTE 1. THE CS/WE TRANSITION MUST OCCUR AFTER THE PROGRAM PULSE TRANSITION

AND BEFORE THE ADDRESS TRANSITION,

C e
— tan(—e) | |
e

ton (1) —=d

e tpg {5}

top (51— fe—t-
——» |e—NOTE1
|

DORESS1....... ADDRESS 1023 ADDRESS 0

<

fe—————}— tacc 4500 MAX

DATA OUT |DATA OUT
INVALID VALID

e

.

toplt) — |

tppg (10 MAX)

NOTE 2. NUMBERS IN () INDICATE MINIMUM TIMING IN ¢S UNLESS
OTHERWISE SPECIFIED.

Figure 10. 2708 Programming Waveforms




2708

Table IV. A.C. Programming Characteristics

Symbol Parameter Min. Typ. Max. Units
tas Address Setup Time 10 s
Icss CS/WE Setup Time 10 us
tps Data Setup Time 10 us
tAH Address Hold Time 1 us
tcH CS/WE Hold Time 5 us
tDH Data Hold Time 1 us
tor Chip Deselect to Output Float Delay 0 120 ns
tDPR Program To Read Delay 10 us
tpw Program Pulse Width B A 1.0 ms
tpR Program Pulse Rise Time 5 2.0 us
tpr Program Pulse Fall Time 5 2.0 us

NOTE: Intels standard product warranty applies only to devices programmed to specifications described herein.

This will appear as an excessively long tppr, Program
to Read Delay. If the CS/WE timing is difficult to
adjust, providing the binary complement of the first
address to be verified before actually verifying will
also dischargethe internal nodes.

PROGRAMMING

A number of programmers are commercially avail-
able that will properly program the 2708. Intel
maintains a service whereby commercial program-
mer manufacturers obtain design approval prior to
marketing their device, in order to assure compati-
bility with Intel specifications. This approval should
be verified with the particular programmer manu-

It is also possible to build a programmer as part of
the user’s system, by adhering to the following
description: The device is_set up for programming
operation by raising the CS/WE input (pin 20) to
Vigw (+12V). The word address is then selected in
the same manner as in the Read mode. Data to be
programmed are presented, 8 bits in parallel, to the
data output pins (O;—0g). Logic levels for address
and data lines and the supply voltages are the same
as for the Read mode. After address and data set
up times (tas and tps, Fig. 10), one program pulse
of width tpw isapplied to the program pin (pin 18).
This sequence is then repeated for the next address.
One pass through all 1024 addresses is defined as a
program loop. The number of program loops (N)
required is a function of the program pulse width
(tpw) according to the formula:

N X tpw = 100 ms

where
N is the number of program loops
tpw is the program pulse width.

The width of the program pulse can vary from 0.1
to 1.0 ms. The number of loops (N) can vary from
a minimum of 100 (tpw = 1.0 ms) to greater than
1000 (tpw = 0.1 ms), depending on the value chosen
for tpw. IT IS NOT PERMITTED TO APPLY N
PROGRAM PULSES TO AN ADDRESS AND
THEN CHANGE TO THE NEXT ADDRESS AND
APPLY N PROGRAM PULSES. THERE MUST BE
N SUCCESSIVE LOOPS THROUGH ALL 1024
ADDRESSES.

o

Referring to the timing diagram, Figure 10, opt

mum or most efficient prosramming is achieve
mum Or most eiidient pro mming 1S aciieve

when:

[=%

tcss = tas=tps =10 us

tpw = 1.0 ms
tAH = tpg= 1.0 us
tpr = tpp=0.5 us

and the time for 1 address becomes:
tas +tpr ttpw ttpp t taAg = 1.012 ms

or, for 100 loops and 1024 addresses, the total
time to program an entire device will be 1.012 ms/
address X 100 loops X 1024 addresses, or 103.6
sec. Note that the program pulse duty cycle is
approximately 99%. Whatever the length of the
program pulse, the requirement for making succes-
sive passes through all addresses cannot be elimi-
nated.

87
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Figure 11. Typical Programming Block Diagram

Typical Programmer

Figure 11 illustrates a block diagram of a typical
programmer that meets all the requirements for
programming the 2708, as well as facilitating inter-
face to a microcomputer I/O bus if it is desired to
use the microprocessor system as a data source.
Keyboard entry is also possible, although it does
become tedious to manually enter data for 1024
PROM locations.

Operation of the programmer is as follows: While
the data is being generated, the RAM Read/Write
Control line allows information to pass through the
Data Buffer and Address Buffer as in normal micro-
computer memory operation. When the data is
finalized in the 1K by 8 RAM, a Program Cycle
Initiate command is generated, which responds, via
the Program Cycle Latch, by generating a Busy sig-
nal back to the processor, and disenables the Data
and Address Buffers, inhibiting further communi-
cation with the I/O bus until the program cycle is
complete. The Program Cycle Latch also starts the
Program Clock, enables the RAM, and Write Enables
the PROM. It also initializes the Address and Pro-
gram Loop Counters. The Program Clock activates
the Program Pulse Generator, causing the informa-
tion from RAM address Ag to be programmed into
the PROM. The next clock pulse increments the
address counter and when the RAM data corre-
sponding to that address is presented to the PROM
inputs (outputs during read), it again increments
the address counter and continues until the Address
Counter overflows on the 1024th pulse, at which
time the Program Loop Counter is incremented.

The entire process is then repeated until the required
number of program pulses has been received by
each PROM location, and the Program Loop Coun-
ter overflows, resetting the Program Cycle Latch.
The PROM can now be read or verified by way of
the PROM cycle request.

To modify data in a partially programmed PROM
it is only necessary to read the PROM into the RAM,
enter the new data pattern, and check to be sure
that no bits will be attempting to program 0’s to
1’s, and reprogram the PROM as described above.
The only method of programming a “1” where
there is a “0” is to erase the entire device and
reprogram. This process is illustrated graphicaily in
Figure 12.

PROM OUTPUTS
STATUS

01| 02| 03 04| Os | Og | O7 | Og

INITIAL STATE 1 1 1 1 1 1 1 1

FIRST PROGRAMMING , 1 1 o | o 10 1 0

FIRST REPROGRAMMING | 0 1 ol 00l o 1 °

SECOND REPROGRAMMING . 0 | 0 | 0 [ 0 ' 0 | 0 1 °

FINALREPROGRAMMING | 0 | 0 | 0 | 06 i o | ¢ | 0 | ©

I ERASURE © 1 1 1 1 1 1

Figure 12. Reprogramming 2708 Outputs

8-8
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Program Pulse Driver Circuits

Figure 13 presents several circuits which have been
successfully used to generate the required 26V pulse
for programming, and one circuit which should not
be used.

The circuit shown in Figure 13a should not be used,
as the resistive pull-down will not meet the Vpp
requirement of 1V max, thus not allowing Vigp—
ViLp to be equal to or greater than 25V. As was
mentioned earlier, the reason for this is that the
Program pin, Pin 18, sources Iy p of about 2 mA
when the program pulse is low and CS/WE is at
+12V. The other circuits, b and ¢, do meet all the
A.C. and D.C. specifications associated with the
program pulse.

CS/WE Driver Circuits

Figure 14 presents several circuits for generating
the CS/WE signal. Circuit a is very simple, providing
the three necessary levels for on board programming.
Circuit b has increased driving capability and isola-
tion over circuit a, and will allow more noise margin.
In addition, the inclusion of the two 100£2 resis-
tors provide short circuit protection in case of
socketing or soldering errors. A truth table is in-
cluded with circuits a and b to indicate the various
input/output conditions. Circuit ¢ provides only
two levels, Vi (0V) and Vigw (+12V), for use in
“program and verify only” circuits; the PROM
cannot be deselected using this circuit. Another
way of generating the 0 and +12V signals would be
to use a TTL to MOS driver, such as the Intel®
3245.

" DO NOT USE

PROGRAM
PULSE 26V
ouTpPuT 2

-
RESISTIVE PULL DOWN =~
WILL NG MEET Vi o

PGM

& 26v
° PROGRAM

PULSE oﬂ

OUTPUT

26V
PROGRAM
PULSE 0 J—l—
OUTPUT

0.004 4F

Figure 13. Program Pulse Driver Circuits

+2v

A 00 CS/wWE
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Ll
7406
a
100
A 2N3904
7408 ! 100 N
CS/WE
(THREE LEVEL)
47K 2K
B -5V
b 7406
| INPUT |OUTPUT | FUNCTION
A | B | CSWE
T1l0] 12 PROM IS
WRITE ENABLED
101 +5 PROM IS
DESELECTED
o {1 0 PROM IS
SELECTED
+12v +12v
NOTE: 1&O0 IN INPUT COLUMN REFER
TO LOGICAL STATES (V) OR
Vi) OF INPUT 51K
PROG CSwe
(B1 LEVEL)
VERIFY
c

Figure 14. CS/WE Driver Circuits
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On Board Programming

Unlike many other erasable and programmable Read
Only Memories, the 2708 can be soldered directly
into a printed circuit board and programmed while
“in circuit”, as the inputs and outputs stay low
level compatible during both read and program
modes of operation. When erasure is required, the
circuit board is unplugged and placed under a UV
lamp for the required period of time.

In many microprocessor systems, it is quite easy to
implement the RAM storage required for a data base
when programming by using available RAM storage.
Be sure to observe all the required setup times if
the address and data bus will be performing non-
programming related functions while the PROM-is
being programmed.

Figure 15 illustrates a possible scheme for imple-
menting a data output/input buffer.

QUTPUT DISABLE
{GENERATE FROM CS/WE}

TO DATAINBUSBITO

TO DATA OUT BUS BIT 0

2708

TODATAINBUSBIT7

Op

[

|

|

|

|

|
o7 S

BIDIRECTIONAL
BUS DRIVER/RECEIVER
(NATIONAL 85L51 OR
EQUIVALENT}

TO DATA OUT BUS BIT 7

Figure 15. Data Output/Input Buffer

To take advantage of this feature, which is not tested
or included as part of the device specifications, the
program pulse should be applied to all devices as
shown in Figure 16. Program decode is then accomp-
lished by way of the CS/WE pin. PROM’ to be
programmed have this pin raised to the Vigw level
(+12V), while it is left at Vyy (CS=3V) for those
parts which are not to be programmed. Reserve
should be built into the program pulse power supply
when operation in this mode is planned, but in no
case willit exceed the maximum of 20 mA per 2708
as specified in Table II1.

10 __ ADDRESS
BUS

e S -

2708 2708 2708 2708
TEwEy I l I J I 8 SG;'A
c’s'/ws,——————J
CS/WE;
CS/WEg

Figure 16. Circuit Implementation for On-Board
Programming

ERASING

The 2708 is erased by exposure to ultra-violet light
at a wavelength of 2537A. The recommended inte-
grated dosage (i.e. UV intensity X exposure time)
is 15 W-sec/cm2. In order to insure that all bits are
erased, this dosage includes a guard band and is not
equal to the dosage required to see the last bits
return to the initial state. A guard band of 3 to 4
times the initial period (that time which appears
to erase all bits) is suggested so that the device will
appear erased at extremes of temperature and volt-
age.

Table V. UV Sources for Erasing the 2708

Typical Time to Erase

Model Power Rating a 2708 Device
S-68 12000 uW/cm?2 15 minutes
$-52 12000 uW/cm? 15 minutes
UVS-54 5700 uW/cm? 45 minutes
R-52 13000 uW/cm? 15 minutes
UVs-11 5500 uW/cm?2 45 minutes

Table V lists several UV sources for erasing the
2708. The model numbers referred to are manufac-
tured by Ultra-Violet Products, Inc. (5114 Walnut
Grove Avenue, San Gabriel, CA).

The times indicated are for the lamps placed about
1 inch away from the parts to be erased and with-
out shortwave filters installed. For lamps other than
those listed, the required times can be determined
empirically or by means of an ultra-violet intensity
meter, such as the UV Products Model J-225. When
a meter is used, the intensity should be determined
at the same location (distance from UV tube) as
the PROM will be placed; this will require carefui
measurement to insure that the sensor is receiving
exactly the same amount of UV light that the
PROMs will receive.

8-10
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APPLICATIONS

Switched Power Supplies

Although not specified in the D.C. and A.C.
DEVICE SPECIFICATIONS sections, the 2708 can
be operated in a power down mode by switching
off the Vpp power supply. This is advantageous in
many applications where power dissipation is a
critical factor, such as battery operated or battery
backed-up systems. Referring to Table II, the maxi-
mum Ipp power that can be saved by switching the
Vpp power supply is 780 mW. Two factors should
be noted, however. First of all, the access time will
increase somewhat, as shown in Figure 17.

VoH
DATA OUT
VoL

t= 50 ns/DIV
a. WITHOUT SWITCHED Vpp

VoH
DATA OUT
VoL

) t = 50 ns/DIV
b. WITH SWITCHED Vpp

Figure 17. 2708 Access Time

The photos were taken using the circuit of Figure
18, at room temperature and with a small sample
of parts. Based on this information, the PROM
data strobe should be moved out approximately
150 ns to alow a guard band for the system. The
second point related to the switching of Vpp is the
reduction of Vgp current (Igg). Figure 19 indicates
that Igg decreases to an average of approximately
8 mA when Vpp is off.

12 —— TO Vpp (PIN 19)

7406

1K

Figure 18. Cirbuit for Switching Vpp

(=3
DATA OUT
Vap =12V

60 mA
40 mA
20 mA
OmA

BB

CcS
DATA OUT
12v
VbD
b ov
40 mA

20 mA
0mA

BB

b. WITH SWITCHED Vpp

Figure 19. 2708 lgg Current

As shown in Figure 20, output deselection occurs
within_tpr (Chip Select to Output Float Delay)
when CS is held low and Vpp is switched.

Switching off V¢ will save some power, but the
maximum value is so low (10 mA) that the extra
components required for switching are probably
not justified. Typical values of Icc decrease about
50% when the Vpp supply is switched off.

The Vg supply could also be switched, but, con-
sidering the reduction when the Vpp supply is
switched off, the additional components required
to switch this supply would probably not be justi-
fied, either. In addition, unless an extra power
supply of —10 to —15 volts is available for a driver
circuit, access time would be significantly degraded
(laboratory data indicates about 50 us).
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CcS
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Vpp
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50 mA |
DD

0mA
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b. WITH SWITCHED Vpp

Figure 20. 2708 Output Deselection and fpp Current

Another way of reducing power is to leave the device
continuously selected and control the output by
way of an enable signal on a latch or gate. Referring
to Figure 8, this method would reduce pewer dis-
sipation nearly 50%, as the device does dissipate
less power when CS/WE is low.

OR Tie Considerations

When two or more 2708’s are wire ORed to-
gether, care should be exercised to see that valid
data will be obtained. Referring back to Figure 7
and Figure 21, if two devices are selected at the
same time, a current path can exist from Q; to Qq
is shown in Figure 21. This current can be destruc-
tive to the output stage of one of the devices, or,
the transistor with greater current sourcing or sink-
ing capability can cause false data to be read from
the output bus. In addition, the very high Vcc cur-
rent drawn while both Q; and Q4 are on will
generate noise on the Ve power supply lines, and
possibly reduce the Vcc that is connected to other
TTL control circuits, causing momentary false
indications. If the maximum chip deselect to out-
put float delay (tpr) is observed, there will be no

problem. The same type of situation can occur
when the 2708 is used in conjunction with other
memory devices, such as the RAM portion of
the programmer shown in Figure 11. Careful
analysis of the system timing requirements and
maximum delay paths can eliminate these prob-
lems before they occur at the final checkout of a
system.

DATA
BUS

Figure 21. Results of Improper Timing when OR Tying
2708’s

High Voltage CMOS Interface

Because the 2708 is erased by the same technique
as the Intel® 1702A, some users have assumed that
the various techniques for interfacing to high volt-
age CMOS circuits are similar. In fact, they are not.
The 1702A is a p-channel device, requiring two
power supplies (+5V and —9V), while the 2708 is a
n-channel device and requires three power supplies
(+12V, +5V and —5V). It is permissible to assign
the ground (OV) to the most negative supply and
reference all the other supplies to it; however, suit-
able level shifters must be used to provide the 2708
with suitable input level signals, and to convert the
output signals back to the system reference levels.
Figure 22 shows a possible voltage translation.

SUPPLY 2708 VOLTAGE SYSTEM VOLTAGE

VoD +12v +17Vv

Vee + 5V +10V

Vss ov + BV

Vgs - 8V ov

ViL 0to +0.65 +5.0 to +5.65
ViH +3.0 t0 +6.0 +8.0 to +11.0
VoL +0.45 +5.45

VoH +24 @ -1 mA +7.4

Figure 22. 2708 Voltage Translation
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Some suitable translator circuits are: RCA CD4009/
4010 or National F/4104/34104. The use of these
circuits also allows some high voltage CMOS logic
to be implemented, such as address and data clocks,
at the CMOS levels, rather than convert them to
TTL levels for operation of the 2708.

Another incorrect method of attempting to inter-
face directly to CMOS circuits is to change the
Vcc supply to the new interface voltage. In devices
such as the Intel® 2107B this is permissible, as the
Vcc supply is connected to the output buffer
stage, but in the 2708, the +5V is used in the sense
amplifier and other internal circuitry, so this
should not be done.

Under Programming and Under Erasing

It is possible to “‘under program” the 2708, such
that the cell characteristic crosses the sense thresh-
old. The result of this is that the cell apparently
drops or picks up bits. As can be seen in Figure 23,
the threshold characteristic has been shifted such
that small changes in voltage or temperature will
cause a “1” or a “0” to be sensed. This is always
the result of insufficient erasing or programming.
For erasure to cause this problem, the device has
only been partially programmed, and the character-
istic curve has only been shifted to the sense
threshold point and the device will again seem to
either pick up or drop bits. The cure, in either case,

UNDEIP PROGRAMMED

NOT
PROGRAMMED

JJ

VT| {NOT PROGRAMMED VTD (PROGRAMMED)
: SENSE THRESHOLD

PROGRAMMED

CURRENT|
THROUGH
TRANSISTOR
(CELL)

|
|
I UNDE RG;{RASLO
I
:

VOLTAGE ON GATE OF CELL —-

Figure 23. Effect of Under Programming or Under
Erasure

is to 1) adequately erase by providing the required
10 W-sec/em?2 of UV light at a frequency -of
2537A, or 2) program in accordance with the
specifications.
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2716

INTRODUCTION

The INTEL® 2716 is a fully static 16,384-bit
(2048 x 8) Eraseable Programmable Read Only
Memory, or EPROM. The device is packaged in a
standard 24-pin DIP, which has a transparent lid to
allow erasure in a manner similar to that of the
INTEL® 1702A and 2708. Maximum access time
is 450ns. The device requires a single power supply
(Vce = 5V +5%) for normal read cycles; during
programming the program power supply (VPP)
must be raised to +25V to program each location,
a single TTL level pulse is required; one 50ms pulse
per address programs 8 bits in parallel. The addresses
can be randomly programmed.

All input signals are fully TTL compatible during
both the read and program modes. The data outputs
are three state to facilitate memory expansion by
OR tying. Initially and after each erasure the 2716
contains all TTL highs (“1”’s); programming or
introducing TTL lows (“0”s) is accomplished by:
1) raising the VPP pin from +5V to +25V, 2) apply-
ing TTL level addresses and TTL level data, 3) rais-
ing the CS pin to a TTL high, and 4) applying a
single 50ms TTL level pulse to the PD/PGM input.
The Vpp supply may be left at the +25V level for
program verification, but should be returned to
+5V level during normal read cycles to reduce
power dissipation.

DEVICE DESCRIPTION

The 2716 is packaged in an industry standard 24
pin DIP as shown in Figure 1. The functions of the
various control pins are shown in Table I.

During read operation CS is used to select and de-
select the 2716. The PD/PGM pin is maintained at

PIN NAMES
Ag-A10 | ADDRESSES
PD/PGM | POWER DOWN/PROGRAM
[ CHIP SELECT
09—O7 | OUTPUTS

Figure 1. 2716 Pin Configuration.

Table . 2716 Pin Connections and Functions.

PINS PD/PGM cs Ve | Vee | OUTPUTS

MODE (18} 20 2n | @41 | 011,1397)
Read Vi Vi +5 +5 Dout
Deselect Don't Care Vin +5 +5 High Z
Power Down Vin Don't Care | +5 +5 High Z
Program Pulsed Vy_to Vi Vi 425 | +5 O
Program Verity Vi Vie 425 | 45 Dout
Program Inhibit Vie Vin +25 | +5 High 2

VIL, while VPP, the program power supply, is
maintained at +5V. As shown in the D.C. Device
Characteristics Section, Ipp] (the current required
by pin 21) is 5mA maximum during read mode, so
pin 20 should be kept at VC(C except when program-
ming. As a convenience to users, it is allowable to
keep the VPP pin at +25 volts for program verifica-
tion, but it must be returned to +5V upon com-
pleting program verification. This is easily accom-
plished by connecting a diode from pin 24 to pin 21
as shown in Figure 2. The tolerance on Vpp allows
for a diode drop as discussed in the D.C. Operating
Characteristics section. For read only applications,
the VPP pin may be tied directly to the VCC pin.

24— —1——' vee

2716 21 = ——&—— VPP

Figure 2. 2716 Power Supply Connections.

The PD/PGM input serves several functions. When
low this signal enables the address, data and CS
input buffers, whether Vpp is at +25V or +5V.
When high with Vpp at +5V, the 2716 is powered
down and the outputs are deselected without
regard for the state of CS. In this mode the maxi-
mum ICC current is reduced from 100mA to 25mA.
When CS is high and Vpp is at 25V, the data pre-
sent on the output will be programmed into the
selected address when PD/PGM is pulsed high
(from VIL to VIH) for 50ms.

A block diagram for the 2716 is shown in Figure 3.
The array of stacked gate cells is arranged as two
64 x 128 matrices, each of which is split into four
16 x 128 segments. The high order address bits
(A4-A10) determine which of the 128 rows is to
be accessed by way of the top select gate, while
the low order address bits (AQ-A3) perform the
column decode function by activating the 1 of 16
decoders which are associated with each output bit.

9-1




2716

Og ] 02 03 04 Og O [o}]
& —] mweur J
BUFFER
f _ OUTPUT BUFFERS OUTPUT BUFFERS
] omeur - SENSE AMPLIFIERS SENSE AMPLIFIERS
LA BUFFER
Ao A3 INPUT COLUMN DECODE COLUMN DECODE
| surrer
sesece 64 LN NN LEXE RN} 64 essces
LINES LINES
. o
. .
. .
. .
. .
. .
. .
. .
. H
64x128 128 ROW 128 64 128
CELL MATRIX LINES DECODE LINES CELL MATRIX
. .
. .
. .
. .
. .
. .
H .
. .
H .
Ag-A10 INPUT BUFFERS

Figure 3. Detailed Block Diagram.

Cell Description

The heart of the 2716 is the single transistor
stacked gate cell, which is similar to the cell used
in the INTEL® 2708. The cell consists of a float-
ing gate, used to store charge, and a top select
gate which is connected to the output of the row
decoder. The cell is programmed by injection
of high energy electrons through the isolating
oxide and onto the floating gate. Once there, the
charge is trapped, as there are no electrical con-
nections to the floating gate. The presence of
electrons on the floating gate causes a shift in cell
threshold,  as shown in Figure 4. In the initial or
erased state the threshold of the cell is low, selec-
tion via the top gate will cause the column line to
discharge, which is sensed as a “HIGH” by the sense
amplifier. Programming shifts the threshold to a
higher level, and selection of the cell will not turn
it on, the column line will not discharge, and a low
will be sensed by the sense amplifier. The status of
the cell is determined by examining its state at the
sense threshold; if the cell is erased (HIGH data)
selection will cause a higher current to flow between
the source and drain than if the cell is programmed
(LOW data).

Memory Array Operation

The cells described in the previous paragraph are
interconnected to form a split 128 x 128 cell ma-

PROGRAMMED
qe

PROGRAMMED

CURRENT
THROUGH
TRANSISTOR

|
[
|
I
|
I
(CELL) |
I
I
I
|
|

V1'| (NOT PROGRAMMED I VTO (PROGRAMMED}
SENSE THRESHOLD

VOLTAGE ON GATE OF CELL —3»

Figure 4. Storage Cell Threshold Shift

trix, as shown in Figure 3. This array is divided
into 8 sections organized as 16 x 128 cells. Each of
these sections is connected to a column decoder,
which selects one of 16 columns, connecting it to
the sense amplifier which is associated with the
particular bit. The sense amplifier is directly
connected to the output buffer associated with
the same bit. This data flow is illustrated graph-
ically in Figure 5.
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ON

—

VPP ——— DATA DATA
INPUT ouTPUT  |e—— C3
PD/PGM - BUFFER BUFFER
SENSE
AMPLIFIER
a5 A3 = 10F 18 DECODE
INPUT Yo Yi5
BUFFERS
X0
’u il |"
4 + |_‘
g | —
8 L &
g 1.|_* NE] \_+
a
@
2
I 16 % 128
5 STACKED GATE
FYRUSTY - CELL ARRAY
X127 —4 r]-ﬂ
INPUT ur +
BUFFERS ! "—‘

Figure 5. 2716 Single Bit Data Flow.

POWER DOWN

vee

INTERNAL ¢
DATA 7

HC
10

ouTPUT

INTERNAL J
DATA

Vss

DATA INPUT L !
BUFFER FOR I

PROGRAMMING
Figure 6. 2716 Output Buffer.

Output Buffer

An equivalent schematic of the output buffer is
shown in Figure 6. As is shown, the output buffer
consists of a pair of MOS transistors, connected
in a push-pull configuration. CS enables both
transistors when true; when CS is false both out-
put devices are turned off. The PD/PGM input
also is related to the output buffer and does place
the output buffer in the high impedence state
when the internal signal Power Down is high. This
signal is normally low for regular read operations,
and functions as an output deselect when high.
Remember that if Vpp is at +25V and CS is high,
raising PD/PGM high will cause a program cycle on
the selected address.

READ MODE

The 2716 requires only one power supply, +5V.
The device is rated to meet all applicable specifica-
tions with this supply held within +5% of its nomi-
nal value. The Absolute Maximum Ratings in the
data sheet are the maximum that the various device
parameters can withstand and should not be ex-
ceeded during any phase of device operation, in-
cluding programming.

D.C. Characteristics

Only those D.C. Characteristics that require special
attention by the user are presented in this section.

The reader is referred to the 2716 device data sheet
for further details. The pertinent D.C. device speci-
fications are tabulated in Table II.

The range of the leakage currents shown in Table II
apply for all inputs and outputs, including the out-
puts (00-07) when they are servifig as data inputs
for programming.

Ipp1 is the current required by the Vpp pin (pin 21)
when the VPp supply is set to 5V, as it would be
for normal read operations. The device specifica-
tion requires a +5% tolerance on the VCC supply.
In anticipation that users will couple pin 21 to pin
24 by way of a diode, the tolerance on VPP has
been relaxed to *0.6V to allow for the forward
drop of the diode.

Ipp is only applicable to the current drawn by pin
21 when the PD/PGM pulse is low; when it is high
(as in the case of the program pulse) the current
drawn by this pin will be 30mA.

Icci is the power supply current when PD/PGM
is high and Vpp is at a nominal 5V, and represents
25% of the total maximum ICC current. As was
discussed previously, the outputs are automatically
placed in the high impedance state when the PD/-
PGM pin is raised to VIH. ICC?2 is the maximum
power supply current required by a 2716 in read
mode, and reaches this maximum of 500mW
(30uW/bit) at maximum temperature.
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Table Il. 2716 D.C. and Operating Characteristics.

Ta=0°Cto 70°C, Vce!'2) = +5V 5%, Vppl2] = v 20.6VI3!

Limits : .
Symbol Parameter i, Tve. 14l M Unit Conditions
L] Input Load Current 10 uA VN = 5.25V
o Output Leakage Current 10 MA | Voyt=5.25V
1pp112 | Vpp Current 5 mA | Vpp=5.85V
lce1l? | Ve Current (Standby) 10 25 mA | PD/PGM =V y, CS=V,_
lec2@ | Vec Current (Active) 57 100 mA | CS=PD/PGM =V,
ViL Input Low Voltage -0.1 0.8 \
ViH Input High Voltage Veett \
VoL Output Low Voltage 0.45 \ loL=2.1mA
VoH Output High Voltage \% loy = —400 uA
[o) : 1. Vg must be applied simultaneously or before Vpp and removed simultaneously or after Vpp.

2. Vpp may be connected directiy to V¢ except during programming. The supply current would then be the sum of lcc and Ipp1.

3. The tolerance of 0.6V allows the use of a driver circuit for switching the Vpp supply pin from V¢ in read to 25V for program-

ming.

4. Typical values are for Ta= 25°C and nominal supply voltages.

5. This parameter is only sampled and is not 100% tested.

6. tacc2 is referenced to PD/PGM or the addresses, whichever occurs last.

All inputs are TTL compatible, requiring a VIL
between -.01 and 0.8V and a VI{ of 2.2V mini-
mum. Care should be exercised in selecting address
buffers to ensure that the minimum Vi level is
met by use of appropriate TTL circuit elements
or pull-up resistors to V(.

The outputs are also TTL compatible, producing a
VOL of 0.45V maximum at 2.1mA and a VOH
of 2.4V with -400mA capability.

A.C. Characteristics

Figure 7, the read mode timing indicates the max-
imum or minimum timing for the various timing
parameters. Particular attention should be paid to

tDF, chip deselect to output float time. This para-
meter indicates that the output buffers of the 2716
are not guaranteed to reach the high impedence
state until 100ns after CS reaches Vjy. If another
device takes control of the output node before the
first device output is in the high impedence state,
excessive ICC current will be drawn. See the Appli-
cations Section for further discussion.

Power Down Mode

The 2716 is the first MOS EPROM to have a com-
pletely static power down mode. This mode is
activated by raising the PD/PGM input to a TTL
high level, with Vpp = 5V.

4
ADDRESS
N
fOH———»
{Omin}
[£]
—'c0—s DF —»]
(120) | (100
tacct
(450)

/{ \_
outpPuT HGHZ DATA OUT VALID }._—
NOTE: All times shown in parentheses are maximum N /!

times in nsec unless otherwise indicated.

PD/PGM = V|

Figure 7. 2716 Read Waveforms.
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The power is reduced by 75% (from 500mW to shown in Figure 8. Of course, tACC?2 is referenced
125mW) during the time PD/PGM is high. to either the addresses becoming stable or to the

rising edge of PD/PGM, whichever occurslast: Table
When the PD/PGM pin is lowered to a TTL low III summarizes the A.C. Characterstics for both
level, the access time (tACC2) of 450ns is met as normal and power down read cycles.

—
ADDRESS ADDRESS N ADDRESS N+m
N

r \ Y

/ STANDBY MODE \ ACTIVE MODE J
PD/PGM N

(;&; c (::1;2 )
HIGH Z : ;
QUTPUT DATA VALID FOR ADDRESS N DATA VALID FOR ADDRESS N+m
NOTE: All times shown in parentheses are maximum § CS=vy_
times in nsec unless otherwise indicated. Figure 8. 2716 Power Down Read Waveforms.
Table 111, 2716 A.C. Characteristics.
Ta=0°Cto 70°C, Vec!™l = +6V +5%, Vppl2! = Ve 0.6vE!
Limits i .
Symbol Parameter Min. | Tyo. @ | Max. Unit Test Conditions
taccs Address to Output Delay 250 450 ns PD/PGM =CS = V)
tacc2 PD/PGM to Output Delay 280 450 ns CS=v_
tco Chip Select to Output Delay 120 ns PD/PGM =V
tpF PD/PGM to Output Float 0 100 ns | CS=v_
tpE Chip Deselect to Output Float 0 100 ns PD/PGM = Vi
toH Address to Output Hold 0 ns PD/PGM =CS =V,
PROGRAM MODE the CS pin is taken to VIH and the correct address

and data inputs provided. After the appropriate
set up times, (see Figure 9) a single pulse from VIL
The 2716 requires a single TTL level pulse to pro- to VIH on the PD/PGM input for 50ms programs
gram each address with the Vpp supply set to 25V. the desired address.

Addresses can be programmed in any sequence.
The VPP supply can be left at +25V continuously
while programming; it can also be left at +25V for
program verify cycles, but must be returned to
the +5 volt level for normal read cycles to reduce
power dissipation. A maximum of 30mA will be
drawn from the Vpp supply when the PD/PGM The program pulse, which is a TTL pulse of 50ms
pulse is high and CS is high; during read operations duration, is applied to the PD/PGM input. During

D.C. Characteristics

During program operation, the outputs become the
data inputs and should be treated as a three state
bus. The same leakage, as well as V][, and VIH
specifications apply to the outputs as for the
inputs during normal read operations.

the Ipp] specification of SmA applies. the time that this pulse is high, a maximum of

30mA (Icc2) will be required from the VPp power
The address and data inputs are TTL compatible supply. VPP can be left high (at +25V) to verify
during programming, with the same requirements the programmed data, however, it must beteturned
of VIL and VIH as for the Read Mode. The D.C. to the 5V level to reduce power dissipation. Also,
Characteristics for programming are shown in in order to reduce power dissipation, the PD/PGM

Table IV. To enable the device for programming, pulse must not be left high longer than 55ms when
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Table 1V. 2716 D.C. Programming Characteristics.
Ta=25°C£5°C, Vgl =5V 5%, Vppl23] = 25y +1y

Symbol Parameter Min. Typ. Max. Units Test Conditions

'] Input Current (for Any Input) 10 HA Vin = 5.26V/0.45

Ippq Vpp Supply Current 5 mA PD/PGM =V

lpp2 Vpp Supply Current During 30 mA PD/PGM = V4
Programming Pulse

lec Ve Supply Current 100 mA

ViL Input Low Level -0.1 0.8 \Y

Viy Input High Level 2.2 Veett Vv

NOTES: 1. Intel's standard product warranty applies only to devices programmed to specifications described herein.
2. Vg must be applied simultaneously or before Vpp and removed simultaneously or after Vpp. The 2716 must not be inserted
into or removed from a board with Vpp at 25 £1V to prevent damage to the device.
3. The maximum allowable voltage which may be applied to the Vpp pin during programming is +26V. Care must be taken when
switching the Vpp supply to prevent overshoot exceeding this 26V maximum specification.

PROGRAM
PROGRAM VERIFY
ADDRESSES ADDRESS N ADDRESS N+m
tas TAH
@ ]} I
/ DATA IN DATA OUT \ DATA IN
DATA STABLE VALID STABLE
& ADD. N } ADD. N ADD. N+m
'DF tco Y
(012 MAX) ——=f {0.12 MAX)—> [+—1(0.12 MAX)
& _/
1 1 1
- DS PW. OH
S N
tcss csH
@ D
PD/PGM } (
toRT ——>f aa—a
NOTE: ALL TIMES SHOWN IN PARENTHESES ARE MINIMUM TIMES AND ARF /SEC 1INL FSS NTHERWISE NOTED VPP = 25\/ + 1 \/' VCC = 5\/ ts%

Figure 9. 2716 Programming Waveforms.

the VPP supply is at +25V; it can be left high only
with Vpp at +5V, which deselects the output and
places the device in the low power standby mode.

The tolerance on the VPp supply is 25V #1V.
When switching the VPp supply from +5V to +25V,
particular care should be taken to ensure that there
is no overshoot above 26V; exceeding this can be
destructive to the programming circuits on the
device. It is also not permitted to “hot socket” the
device in a programmer (with respect to the Vpp

supply) as the resulting transients could cause the
VPP supply to exceed the maximum of 26V.

A.C. Characteristics

Figure 9 indicates the program mode timing, while
Table V tabulates the various programming A.C.
parameters.

To program a 2716, the address, data and CS sig-

nals must all be stable 2us before the PD/PGM pin
is pulsed high for 50ms +Sms. This is shown in
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Figure 9 as tAS, tDS and tCS. After the fallingedge
of the program pulse, these same signals must be
held stable for 2us (tAH, tDH and tCSH); then the
next address and data can be presented, sequentially
or not according to the ease of system implemen-
tation, and the next address programmed. In this
manner it is possible to program an entire 2716 in
approximately 100 seconds, while a single address
requires only 50ms to program.

PROGRAMMING

A number of programmers are commercially avail-
able that will properly program the 2716. (see
Table VI) Intel maintains a service whereby com-
mercial programmer manufacturers obtain design
approval prior to marketing their device, in order
to assure compatibility with Intel specifications.
This approval should be verified with the particular
manufacturer prior to purchase.

2716

For those users who want to build their own pro-
grammer, a design is included at the end of this
section.

Figure 10 illustrates a typical 2716 programmer
block diagram. The address & data inputs can come
from a system bus, or from toggle or thumbwheel
switches. If system inputs are used, the Address
Input Buffer should be a latch to allow the system
bus to be free during the 50ms program time per
address. The Data Input/Output Buffer should be
of the bi-directional type to allow both program-
ming and data verification.

The start control activates the timing chain to gen-
erate the required address and data setup and hold
times, as well as the program pulse.

The program timer latches the address and data in-
puts stable and raises CS to VH, while the address
and data setup timer delays the start of the program
pulse for at least 2us, which is the minimum re-

Table V. 2716 A.C. Programming Characteristics.
Ta=25°C25°C, Veel?l = 5V 25%, Vppl23! = 25V £1v

Symbol Parameter Min. Typ. Max. Units
tas Address Setup Time 2 us
tess CS Setup Time 2 s
tps Data Setup Time 2 us
tAH Address Hold Time 2 us
tesH CS Hold Time 2 us
ton Data Hold Time 2 us
tpF Chip Deselect to Output Float Delay 0 120 ns PD/PGM =V _
tco Chip Select to Output Delay 120 ns PD/PGM =V
tpw Program Pulse Width 45 50 55 ms
PRT Program Pulse Rise Time ns
tpeT Program Pulse Fall Time ns
NOTES: 1. Intel's standard product warranty applies only to devices programmed to specifications described herein.

2. Vg must be applied simultaneously or before Vpp and removed simultaneously or after Vpp. The 2716 must not be inserted
into or removed from a board with Vpp at 25 £1V to prevent damage to the device.

3. The maximum allowable voltage which may be applied to the Vpp pin during programming is +26VY. Care must be taken when
switching the Vpp supply to prevent overshoot exceeding this 26V maximum specification.

Table V1. Approved Programmers.

1602A/1702A 2708 2716 3601 3602/3622 3604/3624
Family Family Family Family Family Family

Intel MDS-UPP»?OO X X X X X X
Santa Clara, Calif.
Data 1/0 Model V X X X X X X
Issaquah, Wash.
Prolog Series 90 X Note 1 Note 1 X X X
Monterey, Calif.
Spectrum Dynamics

Series 350 X Note 1 Note 1 Note 1 Note 1 Note 1
Burlington, Mass.

Note 1. This programming card is pending Intel approvai.
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quired address and data setup time (tAS and tDS).
The program pulse timer is activated by the falling
edge of the address and data setup timer, and gen-
erates the required 50ms program pulse. The falling
edge of the program pulse activates the address and
data hold timer, (2us minimum) and the falling
edge of the data hold timer resets the program
times, releasing the latch on the address and data in
buffers, freeing the system for either a verify cycle
or a program cycle on another address.

On board programming is also very easily imple-
mented with the 2716, as the PD/PGM pin func-
tions as a program inhibit, i.e., if a given device has
CS high, Vpp = 25V, and PD/PGM low, it will not
be programmed. A system showing how on-board
programming could be implemented is shown in
Figure 11. In the figure, device #4 will have
address IFFH programmed with F4H, while the
contents of address IFF in devices #1, #2 and #3
will be unaffected.

+5

Al
|4
" ADDRESS 1 2718 8 DATA 8
ADDRESS £ INPUT £ PROGRAM /- INPUT/OUTPUT £ DATA
INPUT 7 7 7 7 INPUT
BUFFER SOCKET BUFFER
& PD/PGM
]
PROGRAM RESET DATA
TIME ouTPUT
START
CONTROL
ADDRESS ADDRESS
& PROGRAM &
DATA PULSE DATA
SETUP HOLD
TIME L
Figure 10. 2716 Programmer Block Diagram.
Vpp {+25V)
vee 1+5v)

j.«—— D0-07

Fay

2716 2716 2716 2716

NO.1 NO. 2 NO.3 NO. 4

AQ - A0 ———)
FFR
Lo L HE
PD/PGM NO. |—J ]
Lo o
PD/PGM NO. 2 ()
Lo HI

PD/PGM NO. 3 [<5]
50ms PULSE HE
PD/PGM NO. 4 =]

Figure 11. 2716 On Board Programming.
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2716 Mini Programmer

Figure 12 presents the schematic for a 2716 pro-
grammer which is based on the block diagram
shown in the previous section. This programmer
has been design approved by Intel, by the same
procedure used for commercial programmer manu-
facturers. The programmer has several features that
make it useful for small development labs.

Manual Programming

Selecting any Hex address with the 3 address input
thumb wheel switches and entering it by depressing
the load button will cause the selected address to
be displayed in Hex. The data is then entered by
way of the 2 Hex thumb wheel data switches.
When programming the data, the PROGRAM but-
ton is depressed, the location indicated by the
address display is programmed and the address
incremented to the next sequential location. For
verification a verify mode is included that will
automatically slowly step through all addresses,
allowing for manual, visual verification of the pro-
grammed data. The rate at which it sequences
through the addresses is adjustable, and can be
started at any location by way of the ADDRESS
INPUT and LOAD ADDRESS switches.

Duplicate Mode

By selecting the duplicate mode, a 2716 placed in
the READ ONLY socket will be duplicate and
automatically compared with a 2716 placed
in the PROGRAM socket. After verification a
green “PASS” or a red “FAIL” LED will indicate
the completion of the program cycle. A blank
check is not performed.

The design described here does not include a power
supply design—the user must provide appropriate
+5 volt and +25 volt power supplies. Current re-
quirements, as measured on the prototype board,
are about 1A at +5V and 60mA at 25V.

The design also includes a transistor switch to pre-
vent hot socketing of the 2716. As was mentioned
in the programming section, it is not permitted to
install a 2716 in a socket with the +25 volts pre-
sent: it must be switched on after the 2716 is in
the socket and +5 volts is applied.

ERASING

Erasure begins to appear when the 2716 is exposed
to light with wavelengths shorter than approxi-
mately 4000 Angstroms (A). It should be noted
that sunlight and certain types of fluorescent lamps
have wavelengths in the 3000-4000A range. Con-
stant exposure to room level fluorescent lighting
could erase the typical 2716 in approximately 3.5
years while it would take approximately 1 month
to cause erasure when exposed to direct sunlight.
If the 2716 is to be exposed to these types of
lighting conditions for extended periods of time,
opaque labels are available from Intel which should

be placed over the 2716 window to prevent unin-
tentional erasure.

The recommended erasure procedure for the 2716
is exposure to shortwave ultraviolet light which has
a wavelength of 2537 Angstroms (A). The integrated
dose (i.e., UV intensity x exposure time) for era-
sure should be a minimum of 15 W-sec/cm?2. The
erasure time with this dosage is approximately 20
minutes using an ultraviolet lamp with a 12000
uW/cm? power rating. The 2716 should be placed
within one inch from the lamp tubes during ex-
posure. Some lamps have a filter on their tubes
and this filter should be removed before erasure.

The 2716 should not be under bias during erasure
as current paths exist that will effectively cancel
the energy being provided by the UV light.

UV Sources

There are several models of UV lamps that can be
used to erase 2716’s (see Table VII). The model
numbers in the table refer to lamps manufactured
by Ultra Violet Products of San Gabriel, Calif.
In addition there are several other manufacturers,
including Data I/O, PRO-LOG, Prometrics, and Tur-
ner Designs. The individual manufacturers should be
consulted for detailed product descriptions.

Table Vil. 2716 Erase Time.

REQUIRED TIME FOR

MODEL  POWER RATING INDICATED DOSAGE

15 W-sec

2716

R-52 130004W/cm’ 19.2 min
$-52 12000W/cm?> 20.7 min
$-68 120002 /cm? 20.7 min
UVS-54 5700uW/cm? 43.8 min
UVS-11 55004W/cm”? 456 min

According to the manufacturers, the output of the
UV lamp bulb decreases with age. The output of
the lamp should be verified periodically to ensure
that adequate intensities are maintained. If this
is not done, bits may be partialty erased which will
interfere with later programming and/or operation
at high temperature.

For lamps other than those listed, the erase time
can be determined by using a UV intensity meter,
such as the Ultra Violet Products model J-225.
When a meter is used, the intensity should be mea-
sured at the same position (distance from the lamp)
as the EPROMs to be erased. This will require careful
positioning to insure that the sensor will receive
the same amount of UV light that the window of
the EPROM will receive.

The sensors used with most UV intensity meters
showed reduced output with constant exposure to
UV light. Therefore they should not be perma-
nently placed inside the erasure enclosure; they
should only be used for periodic measurements.
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Under Programming And Under Erasing

It is possible to “‘under program” the 2716 the
same as it'is with the 2708, such that the cell char-
acteristic crosses the sense threshold. The result
is that the cell apparently drops or picks up bits.
As can be seen in Figure 13, the threshold char-
acteristic has been shifted such that small changes
in voltage or temperature will cause a ““1” or a “0”
to be sensed. This is always the result of insuffi-
cient erasing or programming. For programming
to cause this problem, the device has only been
partially programmed, and the characteristic curve
has been shifted to the sense threshold point and
the device will again seem to either pick up or
drop bits. For erasure to cause the problem, the
device has only been partially erased, such that the
characteristic curve has only been shifted (right to
left in the figure) to the threshold.

The cure in either case is to: 1) adequately erase
by providing the required 15 W-=sec/cm? of UV
light at a frequency of 25374 or; 2) program in
accordance with the specifications.

|
I UNLIE R PROGH &)
OR
NOT | omorrsna g
P"m"‘fT?ED ] PROGRAMMED
CURRENT | /
THROUGH |
TRANSISTOR /
(CELL) |/
I/
A
t'/ I
-

VT.I (NOT PROGRAMMED VTO {PROGRAMMED)
SENSE THRESHOLD

VOLTAGE ON GATE OF CELL —_—

Figure 13. Effect of Under Programming or Under
Erasure

2716 Mini Programmer

The Mini Programmer shown on the previous pages
has been design approved by Intel and can be built
as shown, or portions of the circuit can be modi-
fied to fit a specific user circuit application.

Circuit Description

The Mini Programmer has several modes of opera-
tion which are described below.

Manual Program — Controlled by pushbutton
switch S6, this mode allows the user to pro-
gram the address displayed by the address
input displays (L1-L3) with the data that is
entered in the data input thumbwheels (S8 &
$9). The desired address to be programmed is
entered by way of the LOAD ADDRESS
switch, S4. This transfers the contents of the
address input thumbwheel switches (S1-S3) to
the address input buffers and the address
“display LEDs, L1-L3.

The desired data is entered in the form of
two hexadecimal characters by way of the
data input thumbwheel switches, S8 & S9.
Prior to programming, the data output display
will read FFy, indicating that the addressed
location contains all highs, i.e., is erased.

After the displayed address is programmed,
the output display will momentarily display
the contents of the programmed address, and
then increment the address by 1 count, thus
preparing the next sequential address to be
programmed. Should other than the next
sequential be desired, it is only necessary to
dial in the new address and depress the LOAD
ADDRESS pushbutton.

Manual Verify — In order to assure the user
that the correct data pattern has been entered
in an entire program, a manual verify function
has been included. In this mode, the address
counter will slowly cycle through addresses
starting with the address that was loaded by
the LOAD ADDRESS switch. The rate at
which the counter will cycle is controlled by
R16, and should be set for convenient visual
recognition of the programmed data.

Duplicate Mode — Duplicate mode allows the
contents of another 2716 to be programmed
into an erased device that is inserted in the
program socket. Each location is programmed
and verified, and the next sequential location
is programmed. Upon completion, PASS-FAIL
indication is provided by way of LEDs L6 and
L7.

Transistors Q1 and Q2 provide for switching
Vpp between 26V and 5V, while assuring that
proper sequence and overshoot control is
maintained.
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Table VIil. 2716 Mini Programmer Parts List.

1C1-3 74177 4-Bit Counter
IC4 7404 Hex Driver
1C5 74279 Quad Set/Reset Latch
1C6, 20, 31 7400 Quad NAND
1C7-15 74367 Hex Tristate Driver
IC16, 17 74135 Quad Exclusive OR/NOR Gates
1C18 7430 8-Input NAND
IC19 7407 Open Collector, High Voltage Driver
1C21 74133 13-Input NAND
1C22 7420 Dual 4-lnput NAND
1C23-30 NE555 Timer
Q1 MPS UO2 Transistor
Q2 2N3904 Transistor
R1 3KQ %W Resistor
R2 82082 %W Resistor
R3 27K %W Resistor
R4-15, 1KQ %W Resistor
31-38
R16 1M Potentiometer (VERIFY Clock Rate)
R4-15 1K %W Resistor
R31-38 1KQ %W Resistor
R16 1MQ Potentiometer
R17 1M %W Resistor
R18 33K %W Resistor
R19 51KQ %W Resistor
R20 750K %W Resistor
R21 100K %W Resistor
R22 10KQ %W Resistor
R23 91KQ %W Resistor
R24 22K %W Resistor
R25 10KQ %W Resistor
R26 910KQ %W Resistor
R27,29 24KQ %W Resistor
R28, 30 20KQ2 %W Resistor
C1,6,9-12, 0.01uF Capacitor 20 wvdc (min)
15,17,18
C2,4,5 0.1uF Capacitor 20 wvdc {min)
c3 1.0uF Capacitor 20 wvdc {min)
Cc7 10uF Capacitor 20 wvdc (min)
C8, 14,16 0.001uF Capacitor 20 wvde (min}
C13 0.05uF Capacitor 20 wvdc (min)
Cc19 0.005uF Capacitor 20 wvdc (min)
S$1-83 (LSD-MSD): Address tnput:Switches
(Cherry T-10 Thumbwheel)
S4 Address Load (Pushbutton)
S5 1Hz Verify Clock SPST Switch
S6 Program Button {Pushbutton)
S7 Duplicate Mode SPST Switch
S8, 59 (LSD-MSD): Data Input
(Cherry T-10 Thumbwheel)
PROM Sockets Textool 24-Pin ZIP DIP
L1-L5 TIL311 Hexadecimal Display
L6 MV5025 (Red LED)
L7 MV5253 (Green LED)
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MOS ROM AND PROM FAMILY

Maximum Operating
No. No. Maximum Power Temperature Power
of of Access Dissipation Range Supply
Type Bits | Organization | Pins | Outputl’] | (ng) (mW) °c) )
w 2308 8192 1024x8 24 TS. 450 840 0to 70 5V + 5%
g g 12V + 5%
3 -5V + 5%
8§ 2316A 16384 | 2048x8 | 24 | TS 850 515 0to 70 5V + 5%
-
a 2316E 16384 |  2048x8 24 T.8. 450 630 0to 70 5V £ 10%
17024 2048 256x8 24 | - T8 1us 885 0to 70 5V + 5%
-9V + 5%
1702A-2 2048 256x8 24 TS. 650 959 0to 70 5V + 5%
-9V + 5%
1702A-6 2048 256x8 24 TS. 1.5 ps 885 0to 70 5V + 5%
-9V + 5%
M1702A 2048 256x8 24 TS. 850 960 -55t0 100 | 5V £ 10%
-9V + 10%
-
© | 1702aL 2048 256x8 24 TsS. 1 ps 221 0to 70 5V + 5%
& i -9V + 5%
7.} +
o 1702AL-2 | 2048 «  256x8 24 TS 650 221 0to 70 5V £ 5%
= ' -9V + 5%
w ‘
< | 2704 4096 | 512x8 24 TS 450 800 0to 70 5V + 5%
© i 12V + 5%
3 ( -5V £ 5%
0o
I | 2708 8192 1024x8 24 Ts. 450 800 0to 70 5V + 5%
@ : 12V % 5%
-5V + 5%
2708-1 8192 1024x8 24 TS 350 800 0to 70 5V + 5%
12V + 5%
-5V £ 5%
M2708 8192 1024x8 24 TS. 450 750 -5510 100 | 5V +10%
12V +10%
-5V £ 10%
2716 16384 |  2048x8 “24 TS 450 525/132(2] 0to 70 5V * 5%
Notes: 1. O.C. and TS are open collector and three-state

output respectively.
2. The 2716 has a standby power down feature.

PSG-2




BIPOLAR PROM FAMILY

Maximum Operating
No. No. Maximum Power Temperature Power
of of O Access Dissipation R:nge Supply
Type Bits |Organization | Pins | Output (ns) {mW) (°C) v)
3601 1024 256x4 16 o.C. 70 685 0to 75 5V +5%
3601-1 1024 256%4 16 o.C. 50 685 O0to 75 5V +5%
3621 1024 256x4 16 TS. 70 685 0to75 5V 5%
3621-1 1024 256x4 16 T.S. 50 685 0to 75 5V 1 5%
M3601 1024 256x4 16 0.C. 90 685 -55to0 125 5V £ 5%
3602A 2048 512x4 16 o.C. 70 735 Oto 75 5V £ 5%
3602A-2 2048 512x4 16 o.C. 60 735 0to 75 5V £ 5%
3602 2048 512x4 16 0.C. 70 735 0to75 5V + 5%
3622A 2048 512x4 16 TS. 70 1735 0to 75 5V + 5%
3622A-2 2048 512x4 16 TS. 60 735 0to75 5V : 5%
3622 2048 512x4 16 TS. 70 735 0to75 5V £ 5%
3604A 4096 512x8 24 0.C. 70 998 0to75 5V £ 5%
3604A-2 4096 512x8 24 o.C. 60 998 0to75 5V 5%
3604AL 4096 512x8 24 o.c. 90 630/105(2] 0to 75 5V £ 5%
3604 4096 512x8 24 o.c. 70 998 0to 75 5V 5%
3604-4 409 512x8 24 o.C. 90 998 0to75 5V + 5%
3604L-6 4096 512x8 24 o.C. 90 735/24012] 0to 75 5V ¢ 5%
3624A 4096 512x8 24 TS. 70 998 0to 75 5V £ 5%
3624A-2 4096 512x8 24 TS. 60 998 0to 75 5V + 5%
3624 4096 512x8 24 TS 70 998 0to 75 5V 5%
3624-4 4096 512x8 24 T.S. 90 998 Oto75 5V + 5%
M3604 4096 512x8 24 o.c. 90 1045 -551t0 125 |5V * 10%
M3624 4096 512x8 24 T.S. 90 1045 -55t0 125 | 5V + 10%
3605 4096 1024x4 18 o.C. 70 787 0to 75 5V + 5%
3605-2 4096 1024x4 18 o.C. 60 787 0to 75 5V + 5%
3625 4096 1024x4 18 T8, 70 787 0to 75 5V + 5%
3625-2 4096 1024x4 18 TS. 60 787 0to 75 5Vt 5%
3608 8192 1024x8 24 0.C. 80 998 0to 75 5V + 5%
3608-4 8192 1024x8 24 o.C. 100 998 0to 75 5V + 5%
3628 8192 1024x8 24 o.c. 80 998 0to 75 5V + 5%
3628-4 8192 1024x8 24 o.C. 100 998 0to 75 5V & 5%

Notes: 1. O.C. and T.S. are open collector and three-state

output respectively.
2. The 3604AL and 3604L-6 have a low power
dissipation feature.




BIPOLAR PROM CROSS REFERENCE

" Intel Part Number . Intel Part Number
Part Prefix and o . Part Prefix and o "
Organization Direct For New Number Manufacturer Organization Direct For New
Number Manufacturer Replacement Designs“) um Replacement | Designs'
10244 HPROM—Harris 256 x 4 3621 828115 N—Signetics 512x8 3624
1024A-2 HPROM—Harris 256 x 4 M3601 825115 S—Signetics 512x8 M3624
1024A5 HRPOM—Harris 256 x 4 3601 825126 N—-Signetics 256 x 4 3601-1
825126 S—Signetics 256 x 4 M3601
;;:133 :mg ig’g . : igzm 825129 | N-Signetics 256 x 4 362141
27811C AMD 256 x 4 3621 825130 N—Signetics 512x4 3602
27S11M AMD 266 x 4 M3621 825131 N—Signetics 512 x4 3622
825140 N—Signetics 512x8 3604A
5300-1 MMI 256 x 4 M3601 825141 N-—Signetics 512x8 3624A
5340-1 MMI 512x8 M3604 825136 N-Signetics 1024 x 4 3605-2
534141 MMI 512x8 M3624 825137 N—Signetics 1024 x 4 3625-2
545387 SN—TI 256 x 4 M3601 825180 N—Signetics 1024 x 8 3608
545387 DM-—National 256 x 4 M3601 825181 N—Signetics 1024 x 8 3628
N 825184 N—Signetics 2048 x 4 3608
5603AC | IM—Intersil 256 x 4 3601 825185 | N-—Signetics 2048 x 4 3628
5603AM IM—Intersil 256 x 4 M3601
5604C IM—Intersil 512 x 4 3602A 8573 DM—National 256 x 4 3601
5605C IM—Intersil 512x 8 3604A 8574 DM—National 256 x 4 3621
5623C IM—Intersil 256 x 4 3621 878295 National 512x8 3604A
5624C IM—Intersil 512x4 3622A 875298 National 512x8 3624A
5625C IM—Intersil 512x8 3624A 93416C Fairchild 256 x 4 3601
6300-1 MM 256 x 4 3601-1 93416M Fairchild 256 x 4 M3601
6301-1 MMI 256 x 4 3621-1 93426C Fairchild 256 x 4 3621
6305-1 MMI 512 x4 3602A-2 93436C Fairchild 512x4 3602
63061 MM 512 x4 362242 93438C | Fairchild 512x8 3604
6340-1 MMI 512 x 8 3604A 93438M Fairchild 512x8 M3604
6341-1 MMI 512 x8 3624A 93446C Fairchild 512x 4 3622
6352-1 MMI 1024 x 4 3605-2 93448C Fairchild 512x8 3624
6353-1 MMI 1024 x 4 3625-2 93448M Fairchild 512x8 M3624
6380-1 MMI 1024 x 8 3608 93452C Fairchild 1024 x 4 3605-2
! 638141 MMI 1024 x 8 3628 93453C | Fairchild 1024 x 4 3625-2
7485287 SN—Ti 256 x 4 3621-1
745287 DM—National 256 x 4 3621-1 NOTE: 1. The Intel® PROMs have the same pin configuration and differ
745387 SN—TI 256 x 4 3601-1 only in access time from the PROMs in the first column. The
748387 DM—National 256 x 4 3601-1 exceptions are the 6350, 6351, 825115, and 825184/85 which
745472 Ti 512x8 3624 have different pin configurations.
745473 TI 512x8 3604
745474 T 512x8 3624A
748475 T 512x8 3604A
748570 National 512 x4 3602A
748571 National 512 x4 3622A
7573 DM—National 256 x 4 M3601
7610-2 HM—Harris 256 x 4 M3601
761056 HM—Harris 256 x 4 3601-1
7611-5 HM—Harris 256 x 4 3621-1
76205 HM—Harris 512 x4 3602A
76215 HM—Harris 512x4 3622A
7640-2 HM-~Harris 512x8 M3604
76405 HM—Harris 512x8 3604A
7641-2 HM—Harris 512x8 M3624
7641-6 HM—Harris 512x8 3624A
76425 HM—Harris 1024 x 4 3605
7643-5 HM—Harris 1024 x 4 3625
76445 HM—Harris 1024 x 4 3625
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2416

INTRODUCTION

The Intel® 2416 is a 16,384 word X 1-bit CCD
serial memory designed for very low-cost memory
applications. The memory is configured as 64 in-
dependent recirculating shift registers of 256 bits
each. Access to any one of the 64 internal shift reg-
isters is done by applying the appropriate code to
the 6 address inputs. The 2416 is fabricated using
Intel’s advanced high voltage n-channel silicon gate
MOS process.

The 2416 memory device utilizes the simple surface
channel structure and inherent very high density of
a charge coupled device. This, in addition to a
unique memory organization, provides an extremely
versatile, dense and reliable memory unit. The pur-
pose of this application note is to provide the system
design engineer with an insight into the organization,
structure, technology and operation of the 2416
device.

This application note is divided into three major sec-
tions: 1). Internal device organization, operation
and specifications; 2). Device operation in a system;
and 3). System organization examples. It is particu-
larly important to users unfamiliar with the 2416
to carefully review the first section on organization
and operation. A thorough understanding of the de-
vice will increase the versatility of the device to the
user.

Information is also presented on interfacing clock
and control signals to the 2416 in a system environ-
ment. Several specific applications are shown to il-
lustrate the versatility of the 2416.

2416 INTERNAL ORGANIZATION AND
OPERATION

The 2416 operates with the industry standard power
supplies for memory components: Vpp = 12.0V
and VBB = -5.0V. The output is implemented with
an open drain device which allows OR tieing of the
outputs. For TTL operation the output pin is usually
tied to a resistor which is returned to Vgg (+5V).
The pin configuration for the 18 and 22 pin versions
of the 2416 are shown in Figure 1.

The 2416 internal memory organization combines
both serial and random address memory functions.
As shown in Figure 2, the 2416 is arranged as 64-
256 bit charge coupled device (CCD) shift registers.
The data in these registers is simultaneously shifted
by exercising the four-phase clock signals ¢ 1 through
¢4. After a shift cycle, each of the 64 CCD registers
can be selected for an input/output (I/O) function
by applying the appropriate 6-bit address code and
applying cenable, chip select and write-enable sig-
nals in the required manner.

P2416 C2416
s )
Ves [0 w8 Jee e[ 22 [ Jos
Bour [ 2 [ Jes v []2 21 o,
A [ w Jo Dour []2 20 14
A} 5], = P 19 [ne
al]s W[ Jvee A5 18 [Jne
A s 13 e Ads 17 ] Vg
N 12[ ] A 16 [ ne
[ | W Jwe A []e 15 [ Ine
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Figure 1. 2416 Pin Configuration.
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Figure 2. 2416 Block Diagram.

The flexibility of the 2416 internal memory organi-
zation in memory systems applications cannot be
overemphasized. It is necessary for the designer to
have a clear understanding of this organization to be
able to take maximum advantage of the capability
of the 2416.

The organization of the 2416 is most easily seen by
referring to the diagram in Figure 3. In this diagram,
the CCD is visualized as a cylinder comprised of 64
“tracks” (representing the 64 CCD recirculating
shift registers) with each track divided into 256
“sectors” (representing the 256 CCD data storage
cells). The “rate of rotation” of the cylinder is con-
trolled by the four-phase clocks and is in the direc-
tion indicated by the “shift direction” arrow shown
in Figure 3. (Note that the four-phase clocks always
shift the cylinder in the same direction. The clocks
cannot be manipulated to reverse the shift direc-
tion).
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Read/Write capability in the CCD is performed by
64 bi-directional data buffers (one data-buffer per
track). These buffers are located in position A shown
in Figure 3 as the shaded column. The cylinder is
considered to rotate through the buffers so that
each shift of the cylinder (controlled by the four-
phase clocks) places the next sequential sector of
each track “in” the buffer. The buffers shown in
column A also provide a refresh function to each
cell in addition to performing read/write functions.
(Note that an additional refresh-only buffer is shown
in column B of Figure 3. These buffers are located
half way around the cylinder as shown.)

8)
REFRESH BUFFER
{OPPOSITE SIDE OF CYLINDER)

SHIFT l (C) TRACKS “SHIFT"
DIRECTION (/}'—r\\ It
[
™ «— TRACK 0 |
BITO
MEMORY | BIT1

WORDN | grrp — Rl
BIT3

7

j=— TRACK 1

— ADDRESSES

i
1
|
| CONTROLLED BY
|
i
i
i
|

MEMORY |_ BITo AgAg
BIT 1
WORD BT 2 —]
M K
BIT 3 ,ﬁ.:};
N |
N L— TRACK 63
\_ -

(a)

COLUMN OF 64 /
READ/WRITE/REFRESH
BUFFERS (1 PER TRACK)
“NON-SHIFTING”

T. SECTOR 255
SECTOR 0
SECTOR 1

SECTOR 2

CONTROLLED
BY FOUR-PHASE
CLOCKS

Figure 3. Symbolic 2416 Organization.

Two basic addressing methods may be used to store
data words in the 2416:

1. In a given sector.
2. Around a given track.

In the first method, the desired word is accessed by
shifting the cylinder (using the four-phase clocks)
until the sector (0-255) containing the word is co-
incident with the read/write buffers (shown as col-
umn A). The word is then accessed one bit at a time
by addressing the appropriate track with addresses
Ag-As. An example of this addressing technique is
shown as the four bit memory word N shown in
Figure 3. The second addressing method places a
word sequentially around the cylinder in a given
track. Access to a particular word requires both a
four-phase clock shift followed by a data access
cycle for each bit of the word. (Note that for this
case, Ag-As do not change once the desired track is
accessed.) An example of this addressing technique
is shown as four bit memory word M in Figure 3.

Because of system addressing problems it is not gen-
erally desirable to combine the two addressing meth-
ods at once (although it is certainly possible). As is

shown in the Systems Considerations section, ad-
dressing method 1 (sector addressing) is usually the
more preferable technique. A major advantage of
this data organization is the low four-phase clock
driver power required to achieve the maximum serial
data transfer rate of 2 megabits/sec from a single
2416. In most serial applications, the four-phase
clock signals are only required to operate at less
than 55 kHz rate to obtain a 2 MHz I/O data rate.
This is because the four-phase clocks are used solely
to shift/refresh data and are not used to perform
input/output functions. For each shift of the clock,
64 “new” data bits are available in the 64 internal
data registers for access through the address, chip
enable and read/write control signals. These data
control signals have a low input capacitance which
makes them very easy to drive.

An alternate method of visualizing the organization
of the 2416 is shown in Figure 4. This diagram is
derived from the cylinder shown in Figure 3 by
imagining that the cylinder is cut along the line
marked C (between sector 0 and 255) and laying
the cylinder out flat as shown in Figure 4.

SHIFT DIRECTION
SECTORS

01 2345 253 254 255

1t
3§

N s W N = O

TRACKS (Ag-Ag)
10

61
62

¥

Figure 4. Planar View Symbolic 2416 Organization.

CCD Structure

There are two common CCD types referred to as
surface channel and buried channel. The surface
channel is characterized by the storing and trans-
ferring of charge (data) along the surface of the sub-
strate. The buried channel type, because of addi-
tional substrate doping, stores and transfers the
charge (data) further into the bulk of the substrate.

The primary differences in characteristics between
the surface channel and buried channel is that the
surface channel has: (1) higher total charge carry-
ing capability, (2) lower charge transfer efficiency
at extremely high charge transfer rates. (However,
it is noted that the loss of charge transfer efficiency
occurs at a frequency much higher than the maxi-
mum shift frequency of the 2416.) (3) simpler fab-
rication process. Charge transfer efficiency, number
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2 above, is defined as the percentage of the total
charge packet (data) which is actually shifted or
transferred per shift (the efficiency is typically
greater than 99.9% per shift).

The 2416 internal memory array is comprised of
four-phase surface channel charge-coupled struc-
tures. The CCD structure is formed by a series of
MOS thinfield gate oxide devices placed as shown in
Figure 5. Note that these MOS devices do not have
the source/drain diffusions usually associated with
other MOS structures. Figure 5(a) is the top view of
the storage array and illustrates that the clock phases
are laid out perpendicular to the shift register chan-
nels. Electrical isolation between shift register chan-
nels is obtained by channel stop diffusions and thick
film oxide methods. Data input/output connections
to the registers are obtained from n+ diffusions at
the ends of the registers.

CCD STORAGE ARRAY

|
!
el | el e
¢2 %4 42 o4 %2
{a) TOP VIEW

4]

GATES
e N, e N, e e N

§ P-SUBSTRATE é

(b) SIDE VIEW

Figure 5. CCD Storage Array Layout.

Data Storage

The CCD stores data in the form of charge, as do all
dynamic MOS memory devices. Indeed, in many re-
spects the storage mechanism of the 2416 is very
similar to the 4096 bit random access memories
implemented with single transistor cells (such as
Intel’s 2107B). The storage element is most easily
understood if it is considered to resemble a “po-
tential well.” This potential well is formed when a
positive voltage potential is applied on the clock
gates. The positive voltage repels the majority sub-
strate carriers (holes) from the vicinity of the gate
and forms a charge depletion area under it. This
depleted region has the capability of accepting and
storing a negative charge packet as long as the gate
forming the well remains sufficiently positive with
respect to the substrate.

The CCD structure is inherently dynamic and there-
fore must be refreshed periodically to maintain
data. The dynamic nature of a CCD device is the
result of thermally generated carriers (traditionally
called “‘dark current effect’’) which acts to fill an
uncharged potential well with charge thereby chang-
ing that particular cell’s logic state.

Data Transfer

Figure 6 shows the relationship between the 2416
four-phase clock sequence and the CCD data storage
and transfer mechanism.

The position of potential wells relative to the four-
phase clock levels is shown in Figure 6(a). When the
clocks are sequenced in the manner outlined in Fig-
ure 6(b), the potential wells generated provide a
“low impedance” path for the charge packets to
follow.

CCD OPERATION

] | 63 | o1
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2%es)
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eleee e 2 1
D T
e & 1
1 e [e)
woogellk ;
E ST
169 es®
A=)

{a)

43

o2 /——
N

w—

4]

(b) |#——e——1ST SHIFT CYCLE ~——

Figure 6. 2416 Charge Transfer Mechanism.

At time A, only the ¢o gates are at a high level
forming a storage well under the ¢9 gates. The stor-
age well is assumed to contain an externally in-
jected charge packet. The origin of the charge packet
will be discussed later. At time B, both ¢ and ¢4
gates are high and an additional storage well is
formed in the substrate under the ¢4 gates. Note
that the storage wells under the ¢4 gates do not now
contain charge packets. At time C, ¢, ¢3 and ¢4
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gates are all high which forms ¢3 storage wells over-
lapping both the ¢9 and ¢4 storage wells. Thus a
continuous storage well is formed from the ¢9 gates
to the ¢4 gates which allows charge packets under
¢2 gates to disperse throughout the charge wells of
all three gates. At time D, the ¢9 gate goes to a low
level eliminating the storage well under it. This
forces the charge packet into the remaining storage
wells under the ¢3 and ¢4 gates. At time E, the
charge transfer is complete when the ¢3 gate voltage
goes low which forces the charge packet into the
remaining storage well under the ¢4 gate. The charge
packet (data) has now been shifted by one bit
position. Note that the shift execution time shown
in Figure 6 is the time that data is being shifted as
defined by periods B, C, and D.

Applying clocks in the above manner (¢3 shift) re-
sults in a parallel ‘shift of all data. Another shift
cycle can then begin by utilizing ¢1 and ¢4 (91
shift) thus completing a full cycle on the four-phase
clocks. The shifting mechanism using the ¢1 and ¢4
clocks is identical to that described for the ¢3 and
¢9 clocks.

CCD Internal Data Interface

Each of the 256-bit CCD shift registers is com-
prised of two 128-bit registers. Each of the two
128-bit registers is further multiplexed into dual
64-bit registers (making the 256-bit register a quad
64-bit register). This allows data operation on either
¢1 or ¢3 shift. A simplified diagram of an internal
256-bit register is shown in Figure 7.

Data is written into the internal CCD register by
the Write Data Amplifier which either injects or re-
moves charge from the N+ regions as shown in Fig-
ure 7. The data will then be multiplexed through
register 1 or register 2 (in each 128-bit half) depend-
ing on the state of ¢1 and ¢3. A read of the data is
performed in a similar manner except the N+ region
is either charged or discharged by the state of the
CCD cell adjacent to the buffer. Data is read from
either register 3 or register 4 depending on the state
of ¢1 and ¢3. A sense amplifier, connected as shown,
senses the state of the data after it passes through
the refresh amplifier.

Data Refresh

As shown in Figure 7, each of sixty-four 256-bit
shift registers is arranged as four 64-bit shift regis-
ters (as far as refresh is concerned) connected by an
inverting refresh amplifier at each end to form a
continuous data loop. Therefore, it requires 128
shift cycles (clock phases 1 through 4) to com-
pletely refresh the memory. The refresh amplifiers
serve to restore the integrity of the data charge
which is reduced through the dark current effect
and shift transfer losses inherent in the CCD struc-
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. . WRITE
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AMPLIFIER 3 64 ¢3 6y 4] DATA
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- - -—
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—
o 5 0, % REGISTER 1
1 j_ ll‘J_

64 BIT m:
REGISTER

-

REGISTER 2

——— ARE SHIFT DIRECTIONS

Figure 7. Simplified Diagram 2416 256-Bit Register.

ture. The refresh amplifiers shown on the right side
of the array in Figure 7 include an input/output
gating function controlled by the address decoders
and write enable lines. These refresh amplifiers
serve as read/write amplifiers to the associated 256-
bit channel.

2416 DEVICE SPECIFICATIONS

D.C. Characteristics

The D.C. and Operating characteristics of the 2416
are shown in Table 1. Although the table is self ex-
planatory, several items (marked as (3) in Table I)
deserve special attention. First, note that the maxi-
mum average Vpp supply current (Ippav) is very
low (25mA max.) at minimum cycle timing. This
results in very low device power during operation
at maximum data rate or shift rate. Ippay is in-
versely proportional to the cycle time of shift or
data access cycles.

The input levels for the four-phase clocks (Vyc,
VHC1, VIHC2) show the margin available for clock
drivers and for the control inputs (addresses, read/
write, chip enable, etc). Each of these limits will be
discussed in detail in the Systems Considerations
section along with driver designs which meet the
2416 input requirements.
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Table |. 2416 D.C. and Operating Characteristics: TA=0°C to 70°C, Vpp=+12V 5%, vgpl11=-6V £5%, V=0V, unlessotherwise specified.

Symbol Parameter Min. Max. | Unit Test Conditions
||_| Input Leakage 10 MA VIN =0V
o Output Leakage Current 10 WA | CE=0V, Vour =0V
Ibp1 Standby Vpp Supply Current 2 mA CE=0V, ¢2= Vpp,Pg =0V
(or 92=0V,04=Vpp).
P1=¢3=0V.
lopav(3! Average Vpp Supply Current {41 25 mA Minimum Cycle Timing
Igg Average Vgg Supply Current 200 HA
Vina Input Low Voltage, all Inputs 10 08 | vV
except D)y and @4 ... ¢4
Vi1 3 Input High Voltage, all Inputs Vpp-1 Vppt1 \
except Dyy and ¢4 ... 9gq
ViLcl3 @1 ... ¢0q Input Low Voltage -2.0 0.6 A Note 2
ViHC1 [l ¢¢ and ¢3 Input High Voltage Vpp-1.0 Vppt+2 \ i
Vinc23! ¢ and ¢4 Input High Voltage Vpp -.6 Vpp+2 v o
ViLp Dy Input Low Voltage . -0 0.8 \
ViHD Dyn 'nput High Voltage © 35 Vpp+l | V
oL Output Low Current 3 mA VoL = .45V
lon Output High Current 10 HA VoH = +5V
NOTES:

1. The only requirement for the sequence of applying voltage to the device is that Vpp and Vgg should never be 0.3V

more negative than Vgg.

w

. See Text.

. The difference in the low level reference voltages between all four clock phases must not exceed 0.5 volts.

. Combined shift and Data 1/0. For shift only mode Ipp = 2.0 +15/ty/2 {t/2 is in usec).

Data Cycles

The 2416 has two basic modes of operation: (1) data
and (2) shift. In normal operation, the 2416 will
use both of these modes. For clarity, however, the
data mode will be treated separately from the shift
mode. In the following sections, the discussion will
describe writes, reads, and read-modify-writes to the
24186, before or after a shift operation has been per-
formed. Figure 8 shows a detailed block diagram of
the 2416 as it relates to data I/O cycles.

WRITE CYCLE

The write cycle of the 2416 is explained with the
aid of the diagram of Figure 9 and term definitions
shown in Table II.

As shown in Figure 9, write cycles may only be per-
formed after a delay time (tyc) from the trailing
edge of ¢1 or ¢3 and continue until a time tcp
prior to the leading edges of ¢4 or ¢g. During the
intervals between, ¢1 and ¢4 or ¢3 and ¢2, the data
is not shifted and remains stationary in the 256 dis-
crete locations of each of the 64 shift registers.
Any of the 64 register input/output buffers can be

accessed during this time through addresses Ag-As
and chip enable.

After the address lines are stable and chip select
(CS) signal is high, a write cycle can start with the
leading edge of the chip enable (CE) pulse. The CE
and CS signals trigger an internal timing generator
which generates internal enable and precharge sig-
nals to the address decoders and data-in buffers.
The addresses are then decoded to activate one of
the 64 decode lines which in turn enables the write
amplifier for the selected channel. The write enable
signal (WE) is then set to a high state after the data-
in signal is stable (tpw) and the CE to WE set up
time (T¢w) has lapsed. The write enable signal en-
ables the data-in buffer which in turn gates the in-
put data to the selected write amplifier (WRT) via
the data-in bus line. The selected write amp stores
the data in the form of a charge “packet” at the in-
put bit location of the selected buffer register (see
CCD Internal Data Interface section). By selecting
new address combinations and maintaining the chip
enable off time requirement (tgg), additional data
bits can be stored in the other registers before a new
shift execution cycle (t4/2) is required.
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Table Il. Definition of Terms.

READ CYCLE
The read cycle timing (shown in Figure 10 and Table

Symbol  Parameter 1) is identical to the write cycle for the CE, ad-
twey  WRITE Cycle Time dress and four-phase clock inputs. The only dif-
) . phase cl puts. The only di
il 92 0n to 91 On Time, ¢4 On to 3 On Time ference in operation between the read and write
7D ¢1 10 ¢4 Overlap, 03 to #3 Overlap cycle is that the write enable (WE) signal must re-
o7 94 t0 91 Hold T'me' 92 to ¢ Hold Time main at a low state. In a read cycle the data-in line
te/2 Half C.If)ck P.erlod forg1...04 is electrically disconnected from the internal cir-
ik Transition Times for 91 ... . 94 cuitry by alow level on the write enable input. Data
T2 ;ra:rsm;:f";i::g:pm Other than 91 . - 94 is presented at the output pin at or before tco time.
b O et Time The detailed block diagram shown in Figure 8 shows
taC Address to CE Setup Time that a low level write enable signal inhibits the write
tAH Address Hold Time amplifier gates. This allows valid register data to be
tcs * CE to CS Hold Time present at the read amplifier inputs. The data from
tce CE Off Time the read amplifier selected by the address decoder
1cp CE Off to ¢ or ¢4 On is gated to the data-out buffer via the data-out bus
tcew = CE OnTime line. The data-out buffer amplifies the stored data
tow CE to WE Setup Time voltage level and provides an open drain output sig-
tDw DN to WE Set Up nal from the memory device. The organization and
WP WE Pulse Width . CCD shift structure of the 2416 inherently con-
we WE Off to CE Off tribute to a high internal signal-to-noise ratio at the
tDH DN Hold Time data-out buffer as the result of the following:
RCY READ Cycie Time 1. Relatively small number of shift cycles (128)
1CER CE On Time required between refresh. (This compensates
tCF CE Off to Output High Impedance State for transfer losses and provides a high input
co CE to Doyr Valid signal level to the sense amplifier.)
fRWC READ-MODIFY—WRITE Cycle Time 2. The CCD shift structure minimizes the inter-
WD CE On to WE On ) connection length from the data cell to the
WF WE to Doyt Undefined read amplifiers.
— E)S(E‘In:l?’:ﬁ e MULTIPLE DATA 110 Al E)%E‘:';i‘:ﬁ __1
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Figure 10. 2416 Read Cycle Timing.
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Reducing the line lengths reduces the RC time con-
stant effect on the signals to the read amplifier. This
allows the signal to switch through the threshold
point of the amplifier at a very fast rate, thus pro-
viding a very definite and easily sensed data-out
signal.

READ-MODIFY-WRITE CYCLE

The read-modify-write cycle (RMW) shown in Fig-
ure 11 (see Table II for symbol explanation) com-
bines both a read cycle and a write cycle, but re-
quires less than the sum of the two cycle times to
execute. The cycle time reduction is attributed to
the condition that one, not two, CE off time inter-
vals (Tce) is required for a RMW cycle. Another ad-
vantage of the RMW cycle is that only one address
hold time (taH) is required. Control of the RMW
cycle is up to the user in that on an individual cycle
a RMW cycle may be initiated by a separate com-
mand from the control logic (which extends the
CE on time and delays the WE signal from the
normal write time) or it can be performed on all
data cycles.

SHIFT ONLY CYCLE

The previous section on Data Cycles outlined the
timing requirements on the address, data, read-write
and chip enable inputs necessary to perform a read

or write operation. This section on shift-only cycles
outlines the timing conditions on the four clock
lines ¢1, ¢2, ¢3 and ¢4 required to simultaneously
shift the 64-256 bit CCD registers.

The shift only mode performs two basic functions:
(1) “Searches” for data or blocks of data in the CCD
registers (see Systems Considerations section) and
(2) Sequentially shifts data through refresh ampli-
fiers (see 2416 Internal Organization and Operation)
to perform data refresh.

The timing diagram for shift only mode operation
of the 2416 is shown in Figure 12 with symbol
definition shown in Table II. (Note that the timing
diagram shown in Figure 12 is an extension of the
description on charge transfer mechanism Figure 6.)
As shown in Figure 12, a complete clock cycle (all
four phases sequentially exercised) is given by:
teye = 2 t¢/2 =ty
(See Table II for definition of terms.)

Note that a complete clock cycle actually shifts data
two locations.

A half clock cycle (t¢/2) shifts the CCD register
one location. The half clock cycle is composed of
two parts:
1. Shift execution time (tgx). (See Figure 12.)
2. Clock “low” (tTp). (See Table I1.)
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Figure 12. Shift Only Cycle Timing.

Note that the two shift execution times shown in
Figure 12 can be identical but are relative to dif-
ferent portions of the four-phase clocks. For ex-
ample, the first shift execution time is timing as-
sociated with &1, ¢9, ¢4 while the second shift
execution time is associated with ¢3, ¢4 and ¢9.

The time required to shift data (shift execution
time tgx ) is given by:

tsx = tpT + tTD +ipT * 4tT (2)

(See Table II and Figure 12 for definition of
terms.)

The shift period, tgp, is given by:
tgp = tgx + tTp = tg/2 (3)
Where:

tgx = shift execution time (equation 2).
tTp = clock off to on time (Table II).

(Note that the term tgp has been substituted for
t$/2 in equation 3. The reasons for this will be evi-
dent in the Systems Considerations section.) The
minimum search cycle time is obtained by operat-
ing the four-phase clocks at the maximum repeti-
tion rate (for this case tgp is 750 nsec). The maxi-
mum half cycle time between clocks (for a single
shift cycie) is 9000 nsec. The maximum cycle time
is most often used for refresh and for obtaining
maximum data rates.

SHIFT/MULTIPLE DATA/SHIFT CYCLE
The previous sections discussed the data and shift
cycles of the 2416 as separate functions. This sec-

tion discusses the combined operation of the shift
and data cycles. Data cycles may be initiated after

a minimum of tp¢ nsec from the completion of a
shift execution (end of ¢1, see Figure 10). After a
shift, the 64 internal data buffers may be accessed
in any order by addresses Ag-As. The number of
data cycles, N, which may be performed between
shift execution times is dependent on two criteria:

1. System addressing technique.
2. Refresh rate.

The number 6f data cycles which can be performed
between shift periods is simply the time available
between shift cycles divided by the data cycle time.
A simple expression for the number of data cycles
allowable between shift cycles is determined by in-
spection from Figures 9, 10, or 11 and is expressed

as:
tsp -tsx -ttc +(tcc -tep)
tpc

N= (4)

Where:
N — number of cycles between shifts

tsx — shift execution time (see equation 2
or Figures 9, 10, or 11)

tTC, tcc, tcp — (see Table II or Figures 9, 10,
or 11)

tpc — data cycle time (e.g. tpc = trcy fora
read cycle).

For those systems where the time relationship of
the last data cycle relative to a shift cycle cannot
be predicted, the term (fcc -tcp) in equation (4)
equals zero. (For this case, the maximum number
of cycles is decreased slightly.) A practical maxi-
mum (due to system address considerations) of data
cycles between shift periods is sixteen for a shift
period of 9000 nsec.
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DATA RATE
Consider now the data rate for the following con-
ditions:
A. Maximum number of cycles between shifts.
B. One data cycle per shift.

1. The maximum data rate of 2 megabits/sec is

obtained when the time between clock cycles
is maximized and the maximum number of
data cycles possible are inserted between these
shift executions. As shown in Figure 10, this
rate is actually a maximum average data rate
because of the shift execution intervals. (Re-
call that during shift execution, no data cycles
are permitted. Therefore, the maximum data
rate is the average of the data rate during data
cycles and a data rate of zero during shift
cycles.)
Clearly the maximum data rate is proportional
to the shift period and approaches 1/tpc as
the shift period tgp is increased. Also, as the
shift period is increased the clock frequency
is decreased resulting in lower clock driver
power and higher data rates. (The significance
of this will be evident in the four-phase driver
section.)

2. The data rate is the same as the shift execution
rate when there is only one data cycle (N) be-
tween shift cycles (see Figure 13). In this
special case, clock driver power will increase
as the data rate increases. (Remember that
minimum driver power and maximum data
rate occur when a maximum number of data

cycles are performed between shift periods,
tsp.)

SYSTEM CONSIDERATIONS

Typical Applications

The combined high density and high speed charac-
teristics of the 2416 make this part ideal for use in
many types of systems. Of particular interest to
many designers are four general system categories
where the 2416 is especially ideal from a cost/per-
formance viewpoint.

These categories are:
1. Drum replacement.
2. Small “rotating” memory applications.
3. Hi-reliability (ruggedized) “rotating’’ memory.
4. Conventional shift register replacement.

It is useful to briefly review each of the above cate-
gories to illustrate the versatility of the 2416.

DRUM REPLACEMENT

The 2416 has several significant system advantages
over conventional mechanical drum assemblies. For
example, the 2416 is an order of magnitude faster
than a high speed drum (average latency time of a
2416 system is 100usec); the 2416 system is more
reliable since there are no mechanical assemblies
rotating at high speed; and the 2416 drum type sys-
tem is cost competitive and more compact than
standard drum type systems. In addition, the ex-
tremely high data rate of a 2416 system can handle
virtually any computer data rate requirement.
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SMALL “ROTATING” MEMORY APPLICATIONS

The 2416 is very competitive in applications pre-
viously favoring various types of rotating memory.
The real strength of this CCD device is readily ap-
parent in those types of-applications requiring a
relatively small amount of rotating memory. In
these rotating systems the overhead cost of drive
motors, sense heads and other peripherals signifi-
cantly impact the overall cost per bit at the system
level. For these systems the 2416 offers a significant
cost advantage over conventional rotating memory
devices. As in the case of drum replacement type
memories, the 2416 is significantly faster than the
small rotating memories it is designed to replace.

HI-RELIABILITY (RUGGEDIZED) “ROTATING”
MEMORY

Many applications for mass storage requiring a
“ruggedized” rotating memory need significant at-
tention paid to the mechanical mechanisms to as-
sure reliable operation in a hostile mechanical en-
vironment. A clear advantage of the 24186 is its lack
of any mechanical rotating mechanism which needs
to be ruggedized. This CCD device offers high den-
sity and speed for most Hi-reliability applications
requiring a mechanically rugged support.

SHIFT REGISTER REPLACEMENT

The 2416 can easily be used (as is shown later in
this section) as one very long shift register (16,384
stages) or as 64 256-bit shift registers. In either case
the density advantage of this CCD device over con-
ventional shift registers is readily apparent. These
types of shift register applications include CRT dis-
play refresh and communications buffers. In these
applications the advantages of speed and density
are particularly evident.

The previous sections detailed specific timing re-
quirements and associated data rates of the 2416.
In this section, examples of timing, conirol, and
driver interface implementation for a memory sys-
tem are discussed.

Addressing Considerations and Control

In the previous sections describing the intemal or-
ganization and operation of the 2416, it was pointed
out that this CCD device has both a ‘“‘sector” type
address controlled by the four phase clocks and a
“track” type address defined by addresses Ag-As.
The location of specific ‘“track” addresses is very
straight forward with track zero defined by Ag
through As equaling logic zero and track 63 de-
fined by Ag through Ag equaling logic one, etc.
However, the starting and ending “sector” addresses
are not uniquely defined in the same manner as the
“track” addresses. Throughout this section on Ad-
dressing Considerations it should be remembered
that control circuitry for the four-phase clocks must
contain logic capable of “recalling” where the pre-

viously defined starting location of the sector ad-
dresses is positioned and determining how many
shifts to perform to reach a desired sector. It is
shown later in this section just how simple such in-

_terface requirements are. In the following discussion,

two basic types of control circuitry will be an-
alyzed:

1. Serial memory applications (shift/single data
cycle/shift).

2. “Random” memory applications (shift/multi-
ple data/shift).
(The “random” memory application is actually an
extension of the serial mode to include search type
operations.)

SHIFT/SINGLE DATA CYCLE/SHIFT CONTROL

A simple shift/single data cycle/shift control circuit
which has one data cycle per shift is shown in Fig-
ure 14(a) and (b). Basic timing of the control cir-
cuit is shown in Figure 14(a). The four-phase clocks
(performing the shift) are shown in block form
(labeled as shift execution time) with the corres-
ponding data cycle shown below.

Operation is most easily understood with the aid of
the diagram shown in Figure 14(c). This figure il-
lustrates the addressing and shifting sequence ap-
plied to a 2416 operating in a shift/single data cycle/
shift mode as a 16K bit shift register. First a par-
ticular CCD register (1 of 64) is accessed by ad-
dresses Ag-As and a read or write cycle performed.
Then a shift is executed and the next CCD cell ac-
cessed (data is moving from IAg to IA; as shown in
Figure 14(c) (refer to Figure 4 for explanation of
data sequencing addressing). This sequence is re-
peated 255 times to access all of the cells in one of
the 64 256-bit CCD registers. (Note that during
this entire operation addresses Ag-As have not
changed.) After the entire 256-bit register has been
accessed, the 2416 addresses are incremenied (A+1)
and the next internal register is sequenced in the
same manner. The entire operation is summarized
as follows:

1. Access memory.

2. Shift (four-phase clocks) once.

3. Repeat 1 and 2 255 times then:

4. Increment 2416 addresses by 1 (Ag-As).
5. Repeat 1 through 4 sixty-four times.

As shown in Figure 14(b), a data cycle is begun with
an initial pulse triggering a single-shot S3. The lead-
ing edge of the single-shot output (Q) initiates a
read or write to the 2416 at the address defined by
Ag-As. When the single-shot times out, the trailing
edge (Q) triggers a four-phase clock generator and
increments the index counter controlling addresses
Ap-As as shown. (Details of the four-phase clock
generator are shown in Figure 16.)
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Address Expansion

The control circuit shown in Figure 15(b) is easily
expanded in the bit direction (e.g., 16K x 8) byad-
ding more 2416s and paralleling the addresses (Ag-
Ag), four-phase clock, and control input (R/W, CE,
CS) lines. Further expansion to 32K words is most
easily done by using the next high order bit of the
index counter and generating a select and select
signal which go to respective CS inputs. Figure 15
shows a 64K x 1-bit configuration. (Other lines are
paralleled as described.)

SHIFT/MULTIPLE DATA/SHIFT CONTROL

An expansion of the shift/single data cycle/shift
mode is the shift/multiple data/shift mode. It is
this mode that is most often used in general system
applications because of its ability to handle a wide

variety of applications. This mode also includes the
“search” mode requirement.

A shift/multiple data/shift control interface is given
in Figure 17. (The addressing sequence is given in
Figure 18.) Note that in this implementation 16
data cycles are performed between shift cycles. The
relationship of data cycles to shift cycles is shown
in Figure 17(b).

Implementing control for the multiple data mode
differs from the implementation used for the single
cycle data mode (Figure 14) by simply changing the
2416 address and shift initiate address connections
to the index counter as shown. The multiple data
mode control requires that, during a shift operation,
the data cycle request line must be inhibited. (A
method to “hide” the four-phase shift clocks so
that the data cycles are not interrupted will be dis-
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cussed later.) The data cycle inhibit time gap is
shown in Figure 17(b) by the absences of data cycles
during the shift cycles. Relating the control sche-
matic (Figure 17b) to the data address sequence
chart (Figure 18) shows that 16 (out of 64) of the
internal 2416 registers are selected before a shift
cycle is initiated by index address 4 (IX4). The se-
lection of this first group of internal registers is re-
peated 255 times before a new group of 16 is se-
lected by the change in index counter address 12
(IX12). This sequence is repeated three more times,
before the index counter either selects a new 2416
or returns to the original address location.

COMBINED SEARCH AND DATA CYCLE CONTROL

The control circuitry described in Figure 14 and 17
applied primarily to sequential applications which
do not require a “search” to find a block of data.
A more general control circuit is one that is cap-
able of performing a ‘“search” (or shift at high
speeds to locate a block of data) and then accessing
data at the maximum data transfer rate and the
minimum shift cycle time.

Figure 19 is a block diagram of the control for op-
eration of the 2416 in a random access or search
cycle mode. The previously discussed principles of
the sequential control modes are applied with the
addition of a shift address comparator circuit and a

‘request and acknowledge loop (which provides data

synchronization). The search cycle mode occurs
when one or more of the 8 shift address lines do not
compare to the corresponding 8-bit index counter
lines. (This means that the starting address location
of a block of data is not in the data out buffer.) A
“not compared” condition inhibits a data start cycle
signal and enables the four-phase shift generator.
The four-phase shift generator shifts the 2418 at
the maximum four-phase clock shift rate and incre-
ments the 8-bit index counter until a “compare”
is obtained. The compare enables a data start cycle
which allows data access to the 2416 in the same
manner as described in the sequential mode of
Figure 17.

“HIDDEN” SHIFT CYCLE CONTROL

Time gaps in inputfoutput data transfers in the
previously described control circuit are the result

r
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of a shift cycle taking place. (Remember that no
data I/O operations may be performed during a shift
cycle.) In most systems applications, this time gap
in the data I/O rate can be ignored or an external
one word data buffer added to “hide” the gap. How-
ever, for those systems in which neither of the
above alternatives is acceptable, the time gap can
be hidden by the system controller shown in Figure
20. (The particular example is for a serial access de-
sign but can be extended to the search/multiple
data mode described previously.)

The circuit in Figure 20 emphasizes the concept of
obtaining high data rates with minimum four-phase
clock shift rates and expands this concept by inter-
leaving the shift times between two 2416 devices.
As shown in the timing diagram included in Figure
20, interleaving the shift times and multiplexing the
data out signals from both 2416 devices to a com-
mon data out line “hides” the shift time of the de-
vice being shifted from the system input/output
data stream. Note that only one 2416 at a time is
being shifted.

Operation of the 2416 in the system shown in Fig-
ure 20 is described as follows (see Figure 21). The
first input data cycle inhibits the refresh oscillator
and generates a chip enable signal from the I/O data
cycle generator. The chip enable signal is steered to
either device A or B by the state of the 23 bit on
the index counter. (Read or write is determined by
the state of the R/W.) The end of chip enable incre-
ments the index counter which establishes a new
data location by changing the 2416 address lines.
As the index counter is incremented it will select
one shift location in one CCD and sequentially ac-
cess 8 of the 64 CCD internal shift registers. At the
end of the 8th cycle, the 23 index bit initiates a
shift in the device being accessed and enables the
data I/O in the other device. In summary, when one
device is being shifted the other device is being ac-
cessed. Note that the same 8 registers (defined by
addresses Ag-As) will alternately be selected be-
tween devices until 256 shift cycles have occurred,
(i.e., the 212 index counter bit changes state). After
every 256 shift cycles a new group of 8 internal
CCD registers per device (defined by addresses Agp-
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Ag) will be alternately selected between the two
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2416 CLOCK CAPACITANCE

1

10<C<300 pF

100 pF - DATA DEPENDENT

200? 200 pF
|
” S
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200 pF 200 pF

EFFECTIVE INPUT CAPACITANCE
91 &¢3 = 500 pF
62864 = 700 pF

T

Lol

100 pF

i

]

300 pF

I

(a) Equivalent Circuit

Max.
pF
Cp1111,Cy3M11 | 69,63 Input Capacitance 500
Cp2[11,Call| ¢2,04 Input Capacitance 700
Co1-02 Clock ¢1 To Ciock ¢ Capacitance 200
Co1-04 Clock ¢4 To Clock ¢4 Capacitance 200
32 Clock 3 To Clock ¢ Capacitance 200

(2 2
Co3-a Clock ¢3 To Clock ¢4 Capacitance 200

Note 1: The Cyy. .. -Cg4 input clock capacitance includes the clock to clock capacitance.

(b) Capacitance Values

Figure 23. Four-Phase Clock Input Equivalent Circuit.

Figure 23 shows the four-phase clock input equiva-
lent circuit with the maximum capacitance values.

The equivalent circuit of Figure 23 suggests two
clock driver requirements which must be considered
in most clock driver designs for a particular system.
These two requirements are:

1. Ability to dﬁve high capacitance loads.

2. Ability to suppress cross-coupling current
transients.

Of the two design requirements, number two is the
most difficult to control. The cross-coupled current
affects the ability of an adjacent clock driver to
maintain the required high or low voltage margins
while the adjacent phase driver is switching. The
cross-coupled current that the quiescent driver must
sink is proportional to the coupling capacitance
and the slope of the active driver transitions (ex-
pressed as nsec per volt). The cross-coupled current
is expressed by the equation for a linear charge of
a capacitor:

—cd
1=c (5)

Where:

I is the current for the duration of the sig-
nal transition.

C is the cross-coupling capacitance.

g—;’ is the slope of the voltage transition

across the capacitor.

The coupling capacitor between clock phases two
and four shown in Figure 23(a) has a capacitance
value that is a function of the data stored in the
2416. Its minimum value occurs when all data re-
sults in no charge stored in the potential wells under
the phase 2 and phase 4 devices. Its maximum value
occurs when the data under phase 2 and phase 4
devices has stored charge in the potential wells.
(Remember that the refresh and buffer amplifiers
in the 24186 are inverting, see Figure 7, so that ail
potential wells contain stored charge only if the
original input data is a low level for 128 shifts and
then a high level for 128 shifts. Complete absence
of charge is the opposite logic condition.) This ca-
pacitance generally has a negligible effect on the
overall design of the clock driver and is included
only for completeness of the discussion on drivers.

Examining the clock input equivalent circuit and
the above equation indicates a contradictory driver
output impedance requirement. For the quiescent
driver to hold the coupling voltage to a minimum
requires that the driver have a very low output im-
pedance. However, when that driver becomes active
this low output impedance increases the slope of
the transitions which in turn increases coupling cur-
rents to the other drivers. The above conditions sug-
gest that a driver have a controlled output transi-
tion time and a low output impedance characteris-
tic in the quiescent state (high or low level). Doubl-
ing the clock transition time (t7) results in halving
the cross-coupled currents (a very desirable effect).
The clock transitions (4tr) in the shift execution
time expression, tgx, (equation 2) have a minimal
effect on data rate. Therefore, a large change in
clock transition time will not appreciably effect the
shift cycle, data rates, and latency time of the 2416.
The effect of doubling the clock transition time de-
creases the maximum data I/O rate by less than 1%
and increases the latency time by less than 20%.

FOUR-PHASE VOLTAGE MARGINS

The clock voltage margins and optimum “low” levels
are also driver considerations. All four-phase clock
low levels, V¢, are specified at Vgg +0.6/-2.0V for
the 2416, including cross-coupling and over shoot
transients. Another clock margin requirement is that
the difference in the low level average reference
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voltage between all four-phase clocks must not ex-
ceed 0.5 volts. This means that all four-phase clock
drivers should use the same DC power supply volt-
ages. (Although MOS drivers usually take power
from the same power supplies, it is emphasized here
because of the 0.5 volt restriction.)

The high level margin (ViHc1) for the transfer gates,
¢1 and ¢3 is Vpp +2.0V, and the high level margin
(Vmcg) for the storage gates ¢2 to ¢4, is VbD
+2.0/-0.6V.

The power dissipated by a clock driver when driv-
ing a capacitive load is given by:

P ="Pqc + Pac,
where:

Pgc — is the average dc power dissipated by the
driver when in quiescent state (high or low).

(6)

P,c —is the power associated with driving capaci-

tive loads.
and:
Pyc = CV2f (7)
where:

C is load capacitance
f is clock frequency.
V is clock voltage swing.

The term Pgc can be considered a constant for a
given clock driver design (to a first order approxi-
mation) and atteniion focused on Pye. As shown in
the equation for P, for a given capacitive load and
drive voltage, the transient power is a function
solely of the clock frequency. Therefore, to mini-
mize driver power, the clock frequency must be
minimized. As a result, maximum input/output
data rates are achieved with minimum clock driver
power. (Remember that the maximum data rate is
obtained at minimum clock frequency.)

CLOCK DRIVER POWER VS. 2416 OPERATING MODE

A.C. clock driver power is calculated for several
2416 operating modes. In these calculations the
d.c. component of the driver power is neglected as
a first order approximation.

The four basic operating modes of the 2416 which
effect the clock shift frequency and hence the clock
driver power are:

1. Continuous search (maximum shift rate).
2. Refresh mode (minimum shift rate).

3. Shift/multiple data/shift mode.

4. Search data block transfer mode (combination
of maximum and minimum shift rates).

Continuous Search Driver Power

This mode results in the maximum driver power dis-
sipation with minimum (zero) input/output data
rate. The clock driver power for the continuous
search mode is expressed by the following equation:

Pg = Ot V2fs (8)

Where:

Pg — driver power in search mode.
Cr — total driver load capacitance.
fs — clock frequency in search mode =

1
tcyc
V — clock voltage swing.

(equation 1).

For maximum loading conditions and search fre-
quencies, equation (8) is solved as follows:

1

Pg=2400 (10-12)(12)2 ——
s A0I2A22 o 50y 1079

or

Pg = .23 watts dissipated in clock driver (10)
per 2416 device.

The search-after-every-data-cycle mode of operation
(similar to the search only mode) results in a driver
power dissipation of approximately that derived in
equation 10 for maximum shift rates.

Refresh Cycle Driver Power

Derivation of the driver power for system operating
in the refresh only mode is similar to the power de-
rived for a continuous search mode. The power is
calculated as follows: '

=2400 (10-12)(12)2 —L—— (11

PREF ( )(12) 2(9000)(109) (11)
or

PRrer=.019 watts per 2416 device. (12)

Equations 11 and 12 clearly show that clock driver
power is a reciprocal of the clock cycle time. Re-
member, to minimize clock driver power and sim-
ultaneously maximize data input/output rate, the
four-phase clock cycle time should be maximized.

Shift/Multiple Data/Shift Driver Power

The continuous shift / multiple data / shift mode
driver power depends on how many multiple data
cycles occur between shift intervals. In this mode,
the driver power can range from approximately 73%
of the continuous search power (when only one
data cycle between a shift interval is implemented)
to as low as the refresh power (when 16 data cycles
are implemented between shift intervals).
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The calculation of four-phase driver power for a
general system operating in a shift/multiple data/
shift mode is a combination of the Search cycle
and Refresh cycle power previously calculated.
Since the actual power dissipated is a function of a
particular system, the user is left to make the calcu-
lation for his particular system.

Search/Data Block Transfer Driver Power

The clock driver power in the search/data block
transfer mode is the time averaged power between
the high driver power during a search mode and the
low power of the shift/multiple data/shift mode
during a data block 1/O transfer. The following ex-
ample will better illustrate the power and time
magnitudes involved in this mode of operation.

In this example, the data bloek length is assumed
to be 4K data cycles and the maximum search
latency time is assumed to be 200 usec. The maxi-
mum 2416 shift/multiple data/shift rate is 2
megabits/sec. The average driver power including
the search latency time and total data I/O time is
expressed by the following equation:

(Dpt) (Lat)
Dpt + Lat Dpt + Lat

PSDB=PREF (13)

Where:

PSDB — the driver power in a search/data block
transfer mode.

Pg — is the search mode driver power.

PREF - is the previously determined refresh
power.

Dpt — the time required to transfer a block of
data, and is expressed by :

Dpt = number of Data Cycles/Data Block
Average Data Rate

or
_ 4K _
Dot = 5ree. bit - 2ms

Lat — maximum latency time (255 x tp/2 — see
equation 1). :

2ms 2ms (14
PSDB = 019w (575 <) +.23w (55, ~) = 038w/
' 2416
device.

The above example indicates that even at the high-
est search rates, a search/data block retrieval time
ratio as low as 1 to 10 results in very low clock
driver power dissipation.

Table III gives a summary comparison between the
driver power requirements, data rates and mode of
operation as calculated in the previous sections.

DRIVING THE 2416

The 4@ clock driving requirements of the 2416
determine the type of drivers that must be used.
This driver must have the ability to drive a large
capacitance as well as be able to maintain voltage
levels during other clock transitions. (The four
phase clock equivalent circuit is shown in Figure
23.) Two basic types of drivers which can be used
to drive the clock inputs are those made with discrete
components and integrated drivers. The complexity
of discrete drivers virtually -eliminate them from
consideration. The problem now reduces to the
selection of a suitable integrated circuit driver.

There are many integrated circuit drivers capable
of driving a high capacitive load. However, the
additional requirement of being able to suppress
clock coupling transients make these drivers un-
satisfactory for use in large 2416 systems. A driver
designed especially for CCD devices is the Intel®
5244. The 5244 is a quad CCD clock driver capable
of driving high capacitance loads and suppressing
clock coupling transients.

THE 5244 QUAD CCD CLOCK DRIVER

The 5244 is a CMOS driver capable of driving four
2416’s. This driver requires a single +12V supply

“and has fully TTL compatible inputs. The 5244 is

designed specifically to drive CCD devices and as

Table I1l. Four-Phase Clock Driver Power Summary.
B Data Rates 4-¢ Driver
Mode of Operation Symbof Bits/Sec. Power (mW) Comments

Continuous Search Ps 0 to 5000(1] 230 Maximum Driver Power

Refresh Only Mode PREF 0 19 -

Shift/Multiple Data/Shift (MIN) Pgms (MIN) 2 Megabit 19 Maximum Data Rate (16
Data Cycles between Shifts)

Shift/Multiple Data/Shift (MAX) Psms (MAX) 970 Kilo Bit{2] 167 Shift after each Data Cycle

Search with Block Transfer PspB 2 Megabit (3] 38 Data Block 4K Words

Notes:

1. Worst case decrement pattern on shift locations,

2. Input data rate is actual data rate and not average data rate.
3. Does not include search time.
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such has internal circuitry designed to minimize
the cross-coupling transients during clock transi-
tions. The pin configuration and block diagram are
shown in Figure 24 and 25 respectively. Asshown in
Figure 25, the output signal is fed back to an out-
put transition control to assure that the clock
transition times do not fall below the minimum
required by CCD devices.

In most memory systems, and certainly in large
CCD memory systems the power dissipation of

any drivers is very important. Because the 5244 is

implemented by CMOS devices, the quiescent
power dissipation is very low. The DC characteris-
tics of the 5244 are shown in Table IV. Ippo and
IDD1 (standby and operating currents respectively)
are defined for zero frequency (tg/2) and for a
frequency of f = 0.67MHZ respectively. The readers
attention is directed to the equation for operating

current shown in note 1, Table IV. This equation
gives the expected operating current as a function
of shift time (t¢/2) and can be used accordingly.

Driver Characteristics

The 5244 is specified to drive four 2416°s and have
the characteristics required by the 2416. These re-
quirements are placed in two categories:

1.) Transition time
2.) Cross coupled voltage suppression

The transition time of the 5244 is specified between
a minimum of 30nsec and a maximum of 75nsec
for phases 1 and 3 and a minimum of 30nsec and
maximum of 90nsec for phases 2 and 4 when dri-
ving four 2416’s. When using the driver in this con-
figuration, no additional components (such as re-
sistors) are necessary to be added in the output.
However, if fewer than 4 2416’s are driven by the

PiN CONFIGURATION

NOTES: 1.BOTH PIN 1 AND 8 MUST BE CONNECTED TO vgs.
2.BOTH PIN 9 AND 16 MUST BE CONNECTED TO Vpp-

PIN NAMES

TTL INPUT

DRIVER OUTPUT

Vpp___ +12V POWER SUPPLY |
NC NOT CONNECTED

Vss GROUND |

I1-1a
0104

BLOCK DIAGRAM

OUTPUT
TRANSITION |— OUTPUT

CONTROL BUFFER

o

OuTPUT
TRANSITION
CONTROL

QUTPUT
BUFFER

Figure 24. 5244 Pin Configuration. Figure 25. 5244 Block Diagram.
Table V. 5244 D.C. and Operating Characteristics.
Ta = 0°C to 70°C, Vpp = +12V 6%, Vg = OV
Limits
Symbol Parameter Min. Typ. Max. Unit Test Conditions
T8 Low Level Input Current -10 0.1 10 KA ViN SV
iy High Level Input Current -10 0.1 10 A VIN 2 Vg
ViL Input Low Voltage +1.2 +0.85 Y
Vg Input High Voltage +2.0 +15 Vpptl0| V
VoL Output Low Voltage 0 0.03 +0.1 A loL =5mA
VoH Output High Voltage Vpp-0.1 Vpp-03 Vpp \ lon = -5mA
Ippo Standby Current 20 4.0 mA VIN 2 ViH, VIN SV, f= 0MHz
oot Operating Current 75 105{11} mA VNSV or VNSV, F=0.67MHz 2
{1] 1DD1 =4.0mA + ZFS,';T_i:us)

[2] Output load = four 2416 clock inputs or equivalents per Figure 23.
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5244, an external capacitor must be added to each
phase driver as shown in Figure 26. These capaci-
tors must be added to assure that the driver tran-
sition time is not less than the minimum specified
by the 2416.

) ) o
I ]
s IS S I
5244 I Cext 2416 2416 2416 2476
I
I~ T

Cope = U-NIC,
WHERE G5 = TYPICAL 2416 INPUT CLOCK CAPACITANCE.
A VALUE FOR Cy WITHIN THE RANGE OF 300pF
TO 400pF WILL WORK FOR ALL CLOCKS, 91...04.
N =NUMBER OF 2416s PER 5244 OUTPUT.

Figure 26. External Loading Requirements When Driving
Fewer Than Four 2416's.

A more difficult parameter to specify is the cross-
coupled voltage transient resulting from driving
four 2416’s. Figure 27 shows the cross-coupling to
be expected (vertical scale is exaggerated). The
cross coupled noise suppression is specified both
in level above and below quiescent and in time.
The designer is reminded that the coupling transients
shown assume a reasonable signal distribution
the printed circuit board of the clock inputs. A
typical distribution technique acceptable for CCD
devices is shown in the Memory Array Layout
section.

The relationship between the 5244 driver output
specification, and the 2416 input requirements are
shown in Figure 28. As shown in these diagrams, the
specifications associated with the 5244 allow an
adequate noise margin when operating with the
2416’s

Typical Waveforms of the 5244

Typical waveforms of the 5244 driving 4 2416’s
are shown in Figure 29. The driver placement shown
in this figure is that described in Figure 36.

5244 OUTPUT DRIVING 2416 ¢4

Vou
Vo (MINJ

Vour(MAX)

! |

Voo

5244 OUTPUT DRIVING 2416 ¢2

Vouy (MAX

VoL

5244 OUTPUT DRIVING 2416 ¢3

Voot (MAX.)

VouriMIND

5244 OUTPUT DRIVING 2416 ¢4

Voyr (MAX.)

vwm‘::: _/—/ 3‘__/? \
—/
e U N
e tewr
JE -im /\

Vou 1 !

Vou

Vot (MIN)

Figure 27. 5244 Output Cross-Coupled Voltage {Driving Four 2416's)
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{NOT TO SCALE)
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‘GUARANTEED 5244 OPERATION oo WITH
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i
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i
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DRIVING
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Figure 28. Noise Margins Between 5244 Outiput Specs and 241681 ... .04 Input Requirements.

VERTICAL SCALE: 2V/DI\V

VERTICAL SCALE: 10V/DIV
HORIZONTAL SCALE: 200ns/D1V

HORIZONTAL SCALE: 200ns/DIV

Figure 29, 5244 Typical Waveforms Driving Four 2416's.
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DRIVING CS, CE, ADDRESS AND DATA-IN LINES

The remaining 2416 input lines, i.e. chip enable,
chip select, address and data-in, exhibit a capacitive
input of 4pF each. The low level margin (V1)
for these inputs is Vgg +.8V/-1.0V. The high level
margin (ViH1) for these signals is Vpp +1.0 volts,
except for data-in which has a Viyp from 3.5
volts to Vpp+1 volt. The wide voltage margin on
the data-in line allows it to be driven by a CMOS
circuit or a TTL with a 4700 pull-up resistor or
the same type of driver used for the CE, CS, and
address lines.

Maintaining Voltage Levels

The internal line to line coupling capacitance be-
tween the low capacitance inputs is less than 1pF.
In addition, coupling can exist between signals at
the card level. To suppress this total cross coupling
effect, and thus maintain the required voltage mar-
gins, a driver with a low output impedance to Vsg
and/or Vpp is required. Generally, drivers utilizing
CMOS, complementary collector, and the totem
pole type configurations, with an over-driven emit-
ter follower, will suppress or recover from the coup-
ling transients with sufficient margin. A driver em-
ploying a passive pull-up resistor or an emitter
follower without over-drive voltage produces mar-
ginal results.

In addition to coupling, the over-shoot tendencies
associated with the fast signal transition times also
affect the voltage margins. It is important to locate
the driver as close as possible to the memory array,
usually split or branched from the center. Inserting
a 1082 (for multilayer board) or a 202 (for a two-
sided printed circuit board) series damping resistor
suppresses these over-shoot tendencies. The number
of memory devices connected to the driver increases
the coupling between inputs in addition to increas-
ing the driver delay. These effects are shown in
Figure 30 for an Intel® 3245 and 5285 quad drivers

HORIZONTAL: 20NSEC/DIV
VERTICAL: 2v/DIV

Figure 30. Driver Waveforms as a Function of Loading.

driving 4, 8, 32 and 64 2416 devices on a two
sided printed circuit board array.

Sensing and Data-Out Characteristics

The 2416 data-out line is driven from an open drain
MOS circuit which allows “OR” tying of the out-
puts. The access time of the 2416 is specified with
a 5K pull-up resistor on the data-out pin to a 5 volt
supply and a capacitive load of 50pF. The 50pF
represents eight 2416 data-out lines OR tied. (i.e.,
5pF per device and approximately .5pF /device stray
capacitance.)

The waveforms in Figure 31 show the results of
connecting 4, 8 and 16 2416 data out lines to the
input of a series 74 type TTL gate. The recovery
time of the data-out line is determined from the RC
time constant of the data out line pull up resistor
(including the sensing device input resistance) and
the total data-out line load capacitance. This time
constant should be less than 60% of the data cycle
time to allow the bus to recharge from the previous
cycle. The minimum value of the pull-up resistor is
determined from the 2416 (Igr,) data out 3mA low
sink current capability while maintaining less than
+.45 volts above Vgg (GND). Limiting the data out
sink current to 3mA resultsin an effective minimum
pullup resistance of 1.7K ohms when connected to
5 volts and 4K ohms when connected to 12 volts.

The output of the 2416 goes low only when a
logic “0” is read out. The output is held at a high
level at all other times by the pull-up resistor. The
advantage of this arrangement is that the time con-
stant of the load capacitance and pull-up resistance
has a minor effect on the access time.

Care should be taken when using a large value of
pull-up resistance to assure that noise coupled into
the output during sense time is not excessive.

In summary, the 2416 data out sensing character-
istics are suitable to both high and low level CMOS

DATA

ORTIES §

VERTICAL: 1V/DIV
HORIZONTAL: 100NSEC/DIV

Figure 31. 2416 Data Out Waveforms OR Tied.
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inputs and TTL inputs. The Intel® 3212 high input
impedance 8-bit latch with three state output or
the 3404 6-bit latch also provides system advantages
when used as a 2416 sensing device.

CARD AND SYSTEM ORGANIZATION

The optimum organization of a CCD memory card
is determined by the memory application, card ex-
pansion capability and memory word size require-
ments of the system. When a simple parity check
or single error correction is used, it is desirable to
organize the memory card to minimize multiple bit
errors by avoiding common drivers and sensing cir-
cuits to more than one bit in 2 word. This is easy
to accomplish where large memory systems are re-
quired. If the card is organized in a one or two bit
configuration, the number of bits per word is ob-
tained by adding additional cards. For example,
such a card might be organized as 512K words by
1 bit. For this case, 8 cards would be required to
obtain a word size of 8 bits. This system is capable
of a data rate of 2 megabytes/sec.

Additional memory depth expansion is accomp-
lished by additional basic storage units which also
become very adaptable to four-phase clock bank
switching techniques. Figure 32 shows the basic
card organization for the 512K x 1-bit card.

Megabit Storage Card

In many previous systems, a requirement for a large
amount of memory usually meant the necessity of
having several printed circuit cards to achieve the
storage requirements. With the introduction of a
16K CCD device, very high memory densities can
be achieved on a single printed circuit card. As an
example, the high density storage card shown in
Figure 33 stores one million bits of information.
This card is self contained in that all clock drivers,
sense amplifiers, and data bus drivers are included
on the card.

This card is organized as 128K words x 8 bits (and
can be modified to 64K x 16) as shown in Figure
35. The data rate of this memory is two megabytes
per second (i.e. sixteen megabits per second) as con-
figured. (This high data rate is achieved with the
four-phase clocks cycling at minimum frequency of
55 KHz.) The combination of high density and high
data rates make this type of card ideal for use in
many types of applications. The 128K x 8 CCD
storage card operates in parallel on the eight bits of
a given word to achieve a data rate of sixteen meg-
abits per second. If the data stream is to enter the
memory system at a serial data rate of sixteen meg-
abits per second then the memory interface can be

1Ag 1A5 1A, CE

L 1]

3245

3208
1/8 DECODER

QUAD
CE DRIVER

3245

QUAD
CE DRIVER

CE C{E

2416

—

CE CE

4 X 8 ARRAY

2416

40 4 4 4% 4
CLOCK CLOCK CLOCK CLOCK CLOCK
DRIVER DRIVER DRIVER DRIVER DRIVER

Figure 32. 512K Word X 1 Bit System Organization.
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slightly modified to eliminate undesirable interrup- Memory Array Layout

tions to the input and output data streams. Such a

modification is shown in Figure 34 (for an eight A well grided power distribution in the memory ar-
megabit data rate). ray is a very important layout consideration. Both

sve i aaifa

Figure 33. 128K Word X 8 Bit CCD Memory System (Megabit Card).

SERIAL IN SHIET | | 50| SHIFT SERIAL OUT
AVG. 8 REGISTER '2‘4‘;? REGISTER | 'AVG. DATA
MEG. BIT RATE 8 MEG.

. BIT/SEC.
] DI ]
INTEL |55
2416 22
D1
INTEL |55
2816 |00
ol
INTEL | 5B
2416
ot
DATA RATES HIGHER THAN 8 MEG BIT DATA RATE WITH
SINGLE 2416 DATA RATE 46 CLK RATE LESS THAN 55 kHz

Figure 34. Paralleling 2416 to Handle Very High Data Rates.
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voltage and ground buses should be bused in the
horizontal and vertical directions through every
memory component. Generally, the width of the
bus traces is not as critical as the separation between
the grid construction. Even in multilayer construc-
tion, an internally grided or continuous structure
is important to minimize the charge and discharge
paths from the array to the drivers.

2416

2416

All memory array signal traces are usually 15 mils
wide, which allows them to fit between the device
pins with sufficient margin. However, at least 50
mil clock traces are recommended because of the
peak currents involved with 2416 four-phase clock
lines when several 2416s are driven with minimum
transition times. It is recommended that these
clock lines be run next to a GND line back to the
driver as shown in Figure 36. These wider traces and
the GND separation between them lowers the series
inductance and coupling properties of these clock 1.02,03,04
lines. However, the ground trace between the clock
lines is not required when an internal ground plane

2416

2416

.. . 5244
or voltage plane is incorporated into the card.
The memory array layout of the 64K x 16 memory
described previously is shown in Figure 37. Figure 36. Four-Phase Clock Layout.
::
a0 3 S a0 CE A Ay
e 2 |
|
L H o —fo L
2"6(:E s CEZIIE
00 {50
]
T cE
CE |——] DRIVER CE
2416 2416
_ 17 3245
+ {00 — ouap
32 24165 Lo 2 24816
3245 -
Hodor a
2816 J A, 2416
CE Ay CE
50 A2
DRIVER
+—1 Ot ——1 01 Aw
ce— A,‘, cE
B B - w16
DO v
DRIVER
™ & “ . L,\ t© 4 1 4. & 4, A L 4. 4, 4
CLK cLK oLk oLk cLk DRIVER oRivER oRIVER outven | | oftuen omnver | | oRiven ontven | | orven oRIvER oRIvER
L | -
01/D0 DIDO I100 oo ) oI/00 o100 Di’Do
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Figure 35. 128K Word x 8 Bit Card Organization.
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Figure 38, Transient Currents

Memory Array Decoupling

The 2416 decoupling requirements, as shown by the
transient current waveforms in Figure 38, are very
moderate. Tests show, from a 64 device 1 million

+bit board, that placing .1uF decoupling capacitors

from Vpp to Vgg at every other device location in
the array and a .1pF from Vgg to Vss at the other
devices will suppress the transient voltage spikes to
less than 200mV.

However, on the four-phase clock drivers, a 1uF
from Vpp to Vgg and 1uF from VBB to Vgg is
recommended for every two four-phase drivers.

Tantalum capacitors (~100uF) should also be add-
ed for low frequency decoupling.

SUMMARY

The 2416 has been shown to be a versatile and
flexible memory device. This flexibility is maxi-
mized when a thorough understanding of the in-
ternal storage organization is achieved. Interface
drivers and control circuits have been discussed for
several of the more typical applications to demon-
strate the ease with which the 2416 can be used.
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2416

SERIAL MEMORIES

Electrical Characteristics Over Temperature
No. No. Power Input
of of | Data Rep.Rate | o ipation | Output | Clock
Type Bits Description Pins | Min. Max. Max.[1] Levels Levels | Supplies{V]
1402A 1024 Quad 256-Bit Dynamic 16 10kHz 5MHz 500mwW TTL |MOS/TTL|5 -50r5, -9
1403A 1024 Dual 512-Bit Dynamic 8 10kHz 5MHz 500mW TTL |MOS/TTL |5 -50r5, -9
o
g 1404A 1024 1024-Bit Dynamic 8 10kHz  5MHz 500mW TTL | MOS/TTL|5,-50r 5, -9
E 1405A 512 Dynamic Recirculating 10 10kHz  2MHz 400mWwW TTL |MOS/TTL |5 -50r5,-9
g 2401 2048 Dua! 1024-Bit Dynamic 16 28kHz 1MHz 350mwW TTL TTL +5
Q Recirculating
Q
g 2405 1024 1024-Bit Dynamic 16 25kHz 1MHz 350mwW TTL TTL +5
Recirculating
2416 16,384 | CCD Serial Memory 18 | 125kHz 2MHz 300mwW TTL MOS +12, -5

Note: Power Dissipation calculated with maximum power supply current and nominal supply voltages.
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INTRODUCTION

The evolution of semiconductor dynamic Random
Access Memories has resulted in devices which are
very easy to use in system applications. These
devices have evolved to the point that, today, some
are fully TTL compatible including clocks, while
others have all but the clock input TTL compati-
ble. Most random access memory devices are
treated as ‘Gust another component” by system
designers — a very desirable situation.

Although there are many ways to design a solid
and reliable memory system, care must be exer-
cised in the implementation of the support circuits
which “surround’ the memory devices. In many
cases, marginal memory system operation can be
traced directly to marginal or inadequate periph-
eral components. This is especially true in those
memory systems which exhibit “‘soft” failures.
(“Soft” failures are usually not repeatable and are
almost completely random.) These “soft” failures
can result from timing glitches causes by refresh
interference, inadequate high or low input levels to
the memory device, or very tight timing constraints
in the system. Using the reasonably conservative
design techniques discussed in this Application
Brief aliows the memory system designer to obtain
maximum system speed with minimum peripheral
power. This, in turn, allows the system into which
the memory goes to treat its memory as just
another “black box.”

Common characteristics of dynamic RAMs are the
requirements for:

1. Refresh
2. Signal drive (TTL or MOS level)

The first requirement allows high density, high
speed, and low power RAMs to be designed in the
first place. The second requirement is the result of
the large number of memory devices (and therefore
high capacitance) usually contained on a printed
circuit board.

The pupose of this Application Brief is to describe
support circuits which are used to perform refresh
control and multiplexing functions and drivers
used to drive the memory array. The devices de-
scribed are used primarily with 16 and 22-pin 4K
and 16-pin 16K RAMs. For reference, those devices
to be described in this Brief are shown in Table I.

This Application Brief is divided into two major
sections. The first section describes Refresh Con-
trollers and Address Multiplexers and the second
section describes TTL and MOS level drivers (for
clocks, address lines, etc.).

REFRESH SUPPORT CIRCUITS

Two relatively new types of memory support
circuits have been made available recently, Refresh
Controllers and Address Multiplexers. The devices

in this category which wiil be discussed are Refresh
Controller/Address Multiplexer — Intel® 3222, and
Address Multiplexers — Intel® 3232 and 3242. As
shown in Table I, the 3222 is used primarily with
22-pin 4K RAMs, while the 3232 and 3242 are
used with the 16-pin 4K and 16K RAMs, respec-
tively.

Refresh Controllers/Address Multiplexers

In any memory system utilizing dynamic RAMs,
some method must be provided to periodically
refresh the contents of memory. Although the
design of a refresh controller using standard TTL
logic gates is not difficult, care is required to avoid
refresh interference (especially in asynchronous
systems).

Refresh interference is usually caused by the
inability of system logic to distinguish between a
simultaneous memory cycle and refresh cycle
request. The cause is most likely the result of using
a latch improperly in trying to distinguish between
the two types of cycles. An example of the im-
proper use of a latch is shown in Figure 1. In this
figure, the D input is asynchronous from the clock
input C. If both should occur simultaneously, the
set-up time required between the clock and data
inputs is violated and the latch state is indetermi-
nate for an undefined period of time. This indeter-
minate state can cause both a refresh and memory
cycle to be started almost simultaneously, caus-
ing errors to occur.

Table I. Support Circuit Characteristics

FUNCTIONS PERFORMED DEVICE
3222 | 3232 | 3242
Refresh Controller X
Refresh Counter X X X
12 Two-Way Muitipiexers X
(used with 22-pin 4K RAM)
6 Three-Way Multiplexers X
(used with 16-pin 4K RAM)
7 Three-Way Multiplexers X
(used with 16-pin 16K RAM)
Driver Capability X X
Zero Refresh Address Detect X X

reFResnll +— D [—O REFRESH CYCLE/MEMORY CYCLE

e}

7474

memory reauesTi! — ¢

NOTE:
(1] REFRESH AND MEMORY REQUEST
ARE ASYNCHRONOUS

Figure 1. Improper Use of Latch
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In addition to logic controller functions, the sys-
tem refresh controller is required to have a sequen-
tial counter for -the refresh addresses and an ad-
dress multiplexer to multiplex between refresh and
system addresses. Most controller designs able to
handle all of the above requirements. require a
minimum of 12 IC packages in addition to a mod-
erate amount of design and debug time.

The Intel® 3222 is designed to perform the func-
tions associated with a system refresh controller.
The 3222 is designed especially for systems using
22-pin 4K RAMs such as the Intel® 2107B.

The 3222 performs the following functions:

1. Selection between a Refresh and Read/Write
cycle (system control)

64 refresh address counter
6-bit refresh and system address multiplexer

Refresh timing control generator

a1 \./ 2[]vce
REFREQ [} 2 21 [JRx/fex -
cvrea 3 Ak
STARTCY []4 19 [ REFON
a s 18 | ] BUSY
Alde  x:22 17{A;
a7 %Ay
[orym £ Ay
5,s 14105
s ] 13[10,
GROUND [ 11 12[70,

Figure 2. 3222 Pin Configuration

ADDRESS N

weuts L
1Ay -Ag) Vg 2 INPUT
6 5, ADDRESS
R ADDRESS OUTPUTS
* MULTIPLEXER @, -8
6B8IT s
Cx REFRESH | 6 M
T |counter
TIMER -
CONTROL
cLock
_ SELECT
Q T
T
1
REFREQL-0———— ]

CONTROL

CYREQ O]

BUSY O——sf

Figure 3. 3222 Block Diagram

The pin configuration for the 3222 is shown in
Figure 2. An internal block diagram of this device
is shown in Figure 3, outlining the four functions
described previously. The use of the 3222 is made
easier if the designer understands the internal logic
circuits of the device. The internal logic diagram of
the 3222 is shown in Figure 4. Each of the four
device functions is described using the internal
logic diagram.

System Control

The system control logic internal to the 3222
performs two functions:

1. Selects either a Refresh or Read/Write Cycle
(depending on input).

2. Provides external control signals back to the
system.

The first function — selection between a refresh
and read/write cycle — is most important to the
designer because it eliminates the chance of refresh
interference associated with many new system
designs. This function is performed by the priority
latch shown' in Figure 4. This latch has been
designed so that the simultaneous occurrence of
a_cycle request (CYREQ) and refresh request
(REFREQ) does not cause the latch to enter a long
period of indecisiveness. (This problem may occur
when such a latch is implemented with standard
TTL logic gates.)

The second function — providing external control
signals to the system — is implemented by the gen-
eration of the three control signals. These signals
and their functions are:

1. Start Cycle:
(STARTCY)

Occurs shortly after a Refresh
or Read/Write cycle is initi-
ated. This signal is used by
external control logic to start
memory system timing.

2. Refresh On:
(REFON)

This signal is a logic low only
when refresh. cycle is. begin-
ning or is in progress.

ACK is a logic low only when
the system is in a read or write
~cycle.

3. Acknowledge:
(ACK)

6-Bit Refresh Address Counter

An internal 6-bit refresh address counter provides
for the refresh of the first 64 low-order addresses
required for 4K RAMs. The address counter is
automatically incremented by one at the end of
every Refresh cycle. In addition, the counter is
wrapped around so that after the 64th count the
counter ayfomatically resets to the first refresh
address. &
L

<
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moxo——dmy
LOW ORDER
sverem | © —]
ADDRESSES | 61
®)
68IT :g now
REFRESH ApDREss [ o
ADDRESS MUX. |—o ADDRESSES
COUNTER o{our -
o

I — 1

D

~PRIORITY
- LATCH

~
REFREQ 0=

REFON

CYREG

:_D"—:Do_om

Figure 4. 3222 Internal Logic Diagram Support Circuits

Address Mtflltiplexing The range of values associated with Ry and Cy are:
An internal 2-input-, 6-channel address multiplexer 2. 3kQ<Ry <10k

selects either the 6-bit refresh address or the 6

fow-order system addresses. To allow minimum and

access time systems to be designed using the 3222, 3. 0.005 pF < C, <0.02pF

the 6 low-order system addresses are selected (i.e., . )

available at the output pins) at all times except These conditions on Ry and Cy result in a range of
for refresh. refresh intervals (assuming r = 64) of:

Refresh Timing Control 4. 0.6 msec < tRgf < 8.1 msec
To round out the capability of the 3222, a refresh
timing one-shot is incorporated in the device. This
one-shot allows a distributed refresh mode to be
used with no external circuits added. (If burst
refresh is desired, an external one-shot is added,

This refresh range includes virtually all system
refresh requirements for 64 refresh address RAMs.

+5V
as will be explained later.) I:E s v :]———-+ B
The timing of the refresh interval is controlled by REFREQ e .
a simple RC network connected as shown in Fig- rrow cru>—{"} oy AR [ ToCRU T
ure 5. The relationship between the RC time ——{smmey  meRon [ - RieRY =
constant and the time between refresh is given by: e ww [
ADDRESS
trer = 0.63R4xCy FRom eey b w2 8 [ =<
T o a1 RO
—= s [~
where: & & [H>—n
trgr = Total time between refreshes in msec % & P>
(e.g., 2 msec). —EE onD 5 :}_DZE; aponess
- Ef TO 21078
r = number of device addresses to e | i PR
refreshed i o
5 > |
Ry = external timing resistor in k§2
Cy = external timing capacitor in uF Figure 5. Refresh Timing Control
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CYREQ
(IN}

REFREQ
(IN}

STARTCY
{ouT)

BUSY
(n)

REFON
(ouT)

ACK
(out)

AgAg
(IN)

00'05
ouTy

CYREQ
{IN)

REFREQ
(IN)

STARTCY
ouT)

BUSY
(IN}

REFON
{ouT)

ACK
ouT)

AgAs
(IN}

0,0;
ouT)

Figure 6. 3222 Timing States

VOH
CYREQ
{IN)
REFREQ
(IN)
STARTCY
(OUT) N —— =
BUSY
(IN)
B
v h(za MAX) (24 MAX)
H
REFON e
o v f —
VIH
ACK (
ouT) Viu \
\IIH 'B
y AM
- AgAs \ (28 MAX)
o taa VI (N Vie
v (12 MAX) tan |\
m (27 MAX)
ADDRESS ADDRESS M
Vi i 00 ADDRESS ng_.“gf_:’- )<
i ©ouT) Vv, !
(a) (b)
— ] A r<_ Viw
Vi 0 CYREQ
ey
Vi |
vlNﬁ
Vi 4 | REFREQ
(1N Vi 1
Vi— — —
VIH
Vin STARTCY / j
oun vy [ ]
Vi / _T_
j
VIH
v N
H BUSY
L] Vip—d — |
Vie \
| tRRiC)t
i V, !
Vin : aEEaN " ! ‘
T REFON ;
out) v, |
v L — — -
([ ! L't“_'l !
iy ! (20 MAX) | v /
Vig ‘[‘ ]
“ ACK /
R | R ow v, _f
"IN ‘I"I
& Aghs
Vi (IN} Vi
| ‘sam AR | | tgam—>{  e—
v (28 MAX) v (27 MAX) } {28 MAX) |
H
COUNTER e v
Py ADDRESS 5,0, ADDRESS e ADDRESS
Vi oun) v,
| |
i i
NOTE 1: tgg (26ns MAX) IF PRIORITY CONTENTION IS ELIMINATED; thpc
{c) (d)




SUPPORT CIRCUITS

3222 System Operation

The 3222 Refresh Controller/Address Multiplexer
is designed for memory systems using 22-pin RAMs
such as the 2107B. The following discussion con-
centrates on the use of the 3222 in a system using
just such a RAM. Because of the plethora of RAM
timing specifications available, the discussion will
be limited to the operation of the device with only
those timing parameters critical to the 3222 being
mentioned.

The two timing diagrams showing the combinations
of system memory cycles/refresh cycles for the two
Busy states are shown in Figure 6. A schematic of

+5Y L
a ~ Ve :}——’ :» Rx

REFREQ Rx/Cx [ f—t
CYREG ACK | }—» Toceu =Gy

FROM CPU

L

(—— ] smammev  meron [ = JoMeMoRY =
=1

% sosv |t -
ADDRESS
INPUTS *>—-|: Ay as [~
FROM CPU

222
>—] ADDRESS INPUTS
L o A romory
—1]% as [

o, & [H>—]
I—E 5, &>
oND [ :}—DO—-» ADDRESS

—3 |NPUT5
= t BUFFERS ‘ T0 2|ﬂ73

E <] a
—DO—DJ s [
v
€ | LatcH
cf| 7274
FROM ? CLEAR
MEMORY
TIMING
TO MEMORY TIMING (VALID
WHEN ADDRESSES ARE STABLE)
7408 i ONLY ONE 3222 IS REQUIRED PER SYSTEM.
ADEQUATE BUFFERING SHOULD BE PROVIDED
S DELAY BETWEEN THE 3222 ADDRESSES (0p-Os
DUTPUTS AND THE MEMORY INPUTS.

Figure 7. Timing/Control Logic for 3222

the logic required to implement timing/control for
the 3222 is shown in Figure 7. In order to simplify
the explanation of circuit operation, the discussion
is limited to the following examples:

1. System Memory Cycle with Memory Not Busy

2. Refresh Cycle with Memory Busy (following
System Cycle)

3. System Memory Cycle with Memory Busy
(following Refresh Cycle)

4. Refresh Cycle with Memory Not Busy

The above four conditions are shown in Figure 8.
using Cycle Request (CYREQ) and Refresh Re-
quest (REFREQ). In all system memory cycle
examplés, it is assumed that the system addresses
are valid at the 3222 inputs (Ag—As) coincident
with cycle request.

System Memory Cycle with Memory Not Busy

The first example is for a system memory cycle
with memory not busy (refer to Figure 6a). The
control function is followed by the arrows labeled
1-4. When CYREQ goes low, start cycle
(STARTCY) goes low at or before trg time (arrow
1). The STARTCY output is used to trigger a Busy
latch at or after tyorp time. When the externally
generated Busy signal goes low, it automatically
sends STARTCY high and issues an acknowledge

of the 3222 is used to 31gnal the system controller
that a memory cycle has been initiated and ac-
cepted by the processor. It is important to note
that the system controller cannot issue a memory
cycle request and not monitor the acknowledge

output in an asynchronous system, since there is .

no other way to assure that the command has been
accepted by the 3222. In a asynchronous system,
however, the acknowledge out need not be moni-
tored if refresh is designed not to occur during a
data cycle.

CYREQ! \ ,

r

REFREQ!

=N

-

—

ME

fe—

MORY REQUEST

—— |«— WHEN MEMORY

REFRESH REQUEST
WHEN MEMORY
IS BUSY

1S BUSY

Figure 8. Four 3222 "“Wait’’ States
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Refresh Cycle with Memory Busy

The second example (for a refresh cycle with the
memory busy) shows the timing expected to/from
the 3222 for a refresh cycle requirement during a
system access cycle. In this case, refresh has been
requested while BUSY is low; i.e., the system is
busy. After BUSY is set high (the REFREQ is still
low) the STARTCY out goes low a maximum of
trg later. After BUSY goes high, the refresh on
output (REFON) goes low, indicating the 3222 has
accepted the refresh request. The STARTCY out-
put going low is again used to set the external
BUSY input low. Shortly after BUSY goes low,
STARTCY and REFREQ are reset (i.e., go high)
after the time indicated in Figure 6b, and the
refresh addresses are valid at or after tgaR time.

System Memory Cycle with Memory Busy

The third example assumes that the memory sys-
tem is busy with a refresh cycle when a system
access is requested. The major difference between
this example and example 1 is that the system
addresses at the output of the 3222 are not valid
until after tgam time. It is noted that tpam is
much greater than ta s (see Figure 6¢). Care should
be exercised to assure that addresses are valid at
the memory device at or before the clock (chip
enable for the 2107B) goes high. More will be
discussed about these requirements in the 3222
systems considerations section.

Refresh Memory Cycle with Memory Not Busy

The last example gives the timing for a lonesome
refresh out in the middle of nowhere. The major
difference between this example and example 2 is
the occurrence of REFON. When the memory is
not busy, refresh is delayed by trrc relative to the
refresh request input. All other timing conditions
are as described in example 2.

3222 System Considerations

There are many ways to interface a 3222 to a
memory system as there are creative designers.
Therefore, it is useless to describe in detail the
cleverness of a particular design. However, several

hints regarding what to watch out for (or-how-not-
to-foul-things-up-before-you-even-get-started) in
the interface are useful. These hints are the require-
ments of the memory component used and not be-
cause of the 3222. The following hints should be
observed:

1. Do not allow starf cycle to begin a memory
cycle before the addresses are valid at the
memory component (see Figure 9). In an
asynchronous system (where a system cycle or
refresh cycle can be requested while the mem-
ory is busy) this means using the start cycle to
address output delay maximum of tgaym and
not; taa.

2. If delay lines are used as the timing element in
the STARTCY path, care should be exercised
to assure that the STARTCY output is long
enough to propagate through the delay line
with minimum distortion. The STARTCY out-
put can be very short if a fixed pulse width is
used for CYREQ and REFREQ (see Figure
10). This condition may result in the delay line
not transmitting the signal properly (see Fig-
ure 11). For this reason, externally generated

CE TIMING

BUFFER
PRESET TOCEON

o a —|>°'—l MEMORY
ARRAY

START 2
CYCLE

o
ol

— — — /"
Iy g !

. N 0 ADDRESS ON

ADDRESSES Pl—;_»—;,—**r—b"—l MEMORY ARRAY

[

POSSIBLE
ADDRESS BUFFERS

cHIP

ENABLE 7 TIMING CONFLICT

/

- - INVALID ADDRESS
CHANGE

Figure 9. Possible Timing Conflict in Chip Enable Address
Path

8USY \

(CONYROL CYREQOR \ 1

PULSE REFREQ

r— 7
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] |

i |« EXCESSIVELY
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L -

Figure 10. STARTCY Pulse Width
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CYREQ and REFREQ inputs should be gener-
ated as shown in Figure 12. As shown in Fig-
ure 12, a latch is used to form the cycle and
refresh requests CYREQ and REFREQ, respec-
tively. When a cycle is requested (either for an
access or refresh), the request remains valid
until it is serviced. An Acknowledge (ACK) for
a memory request or a refresh on (REFON) are
required to remove the request from the line.

3. If a delay line is used on STARTCY, the line
should not be driven directly from the 3222
because of insufficient output drive for this
application.

4. Note that the address outputs (Og—Os) are
buffered before driving a memory array. The
3222 output drive is not normally sufficient
to drive the memory array directly.

5. A power-on reset must be provided to the 3222
to assure proper start-up operation. This reset
should be a negative-going pulse on the BUSY
line and is best provided by momentarily
clamping the BUSY input to ground. The time
constant selected should assure that the BUSY
input is held at or below Vipax) until the
Vee (+5V) supply has stabilized.

Burst Refresh Timing Generation
The 3222 is capable of generating both sequential

and burst refresh cycles. Sequential refresh has
been previously discussed. Consider the require-
ments for burst refresh generation.

Burst refresh is used primarily in systems which
cannot be interrupted for refresh during data
operation. These systems must have a time period
when no memory accesses are required so that the
entire memory can be refreshed. A circuit which
allows for burst refresh cycles is shown in Figure
13.

|
|
\
MEMORY REQUESTS &—] C |
l
|

+5V ACK (FROM 3222}
tatcnz |
|
D G [——o REFREQ (TO3222)
!
|
REFRESH
recuiren &) © |
|

[

REFON (FROM 3222)

MEMORY SYSTEM INTERFACE
| carossection

NOTE: LATCH 2 NEEDED ONLY IF REFRESH GENERATED
EXTERNAL FROM 3222

Figure 12. External Generation of CYREQ and REFREQ

Operation of the circuit shown in Figure 13 is as
follows. The refresh timing interval (usually 2 ms)
is generated by timing circuits internal to the 3222
by using appropriate values of Ry and Cx. When
the 3222 timer signals for refresh (Q output on the
3222 goes low), single-shot S; is triggered. The
timing interval of S; is 64 times the refresh cycle
time of the memory devices (for memory devices
requiring 64-cycle refresh). S; allows astable multi-
vibrator A| to cycle through all 64 refresh addres-
ses at the desired cycle time (e.g., 500 ns). Refresh
addresses are counted automatically at the comple-
tion of each refresh cycle. Note that Sy is required
because the Q output of the 3222 goes high after
the first refresh cycle.

+5V

STRTCY 2
INPUT

TERMINATION

DELAY LINE NETWORK

TTL LOADS

20 ms

||
ViH
STRTCY INPUT
V), ———

it
Vin
STRTCY
DELAYED

Figure 11. Delay Line Effects

TIMING SET FOR
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2
a1 REFREQ
s1 555

9602
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NOTE: DISTRIBUTED REFRESH OBTAINED BY CONNECTING @
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Figure 13. Burst Refresh Connections
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16-Pin RAM Support Circuits

The support circuits required for 16-pin dynamic
RAMs differ from those required for 22-pin
devices. The primary difference for 16-pin RAMs
(both 4K and 16K) is the requirement for three-
way multiplexing on the address lines. (Recall that
a single address line performs the functions of row,
column, and refresh address.) The class of devices
available for supporting 16-pin RAM memories are
called Refresh Counter/Address Multiplexers. The
two devices of this type to be discussed in this
Application Brief are the Intel® 3232 and 3242.
These devices are designed primarily for interface
to the memory array when using 16-pin 4K and
16K RAMs, respectively.

The high packaging density realized by using 16-
pin 4K RAMs is made possible by multiplexing the
12 (14 for 16K) system addresses on 6 (7 for 16K)
pins. Because the addresses are multiplexed, it is
necessary to provide two strobe clocks. These
clocks are called Row Address Strobe (RAS) and
Column Address Strobe (CAS).

The relationship of addresses to RAS and CAS is
shown in Figure 14. Operation of these 16-pin
RAMs requires a three-way multiplexer to provide
for the following functions:

1. low-order system addresses for the Row Address
Strobe.

2. high-order system addresses during CAS.

3. refresh addresses during refresh cycle.

3232/3242 Operation

Operation of the Intel® 3242 is identical to the
3232, with one exception. This difference is that a
7-bit, three-way multiplexer is provided on the
3242 (allowing 14 system addresses,to be multi-
plexed by the device). Otherwise)} &escription of
operation of the 3232 applies equally to the 3242.

The pin configuration and logic diagram of the
3232 is shown in Figure 15. For completeness the
pin configuration and logic diagram for the 3242 is
shown in Figure 16.

The 3232/3242 provides four basic functions:
1. Address multiplexing

2. Refresh address counting
%

3. Refresh address zero detect output

4. Memory array address drive capability.

Timing considerations for a system memory cycle
and refresh cycle are shown in Figures 17 and 18,
respectively. The logic operation is evident from
Figures 15 and 16.

The zero detect function provides a means of keep-
ing track of refresh addresses during burst mode
refresh cycles. When using the 3232/3242 it is
important to remember that momentary indica-
tions of* zero detect are likely when incrementing
the refresh address counter.

ADDRESSES ROW ADDRESS VALID
|

COLUMN ADDRESS vaLipi1) N
!

< tRAR — =
tasc

NOTE: [1] HOLDING COLUMN ADDRESSES STABLE THROUGHOUT CAS IS NOT REQUIRED BY
DEVICE, BUT IS DESIRABLE FROM SYSTEM STANDPOINT.

Figure 14. Pin Dynamic RAM Clock Timing
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PIN CONFIGURATION LOGIC DIAGRAM
A
¢ounT [ 24 [Jvee
Aﬂ o
REFRESH ENaBLE [ 2 23] row ENABLE
a e 21, ao T ]
| 1 5
A, e 21[] Ay, X |
A, s 20[]A, |
| [
A 3232 19 ] Ay, 2 i |
TOTAL
a7 12 A, 1 |
] 6 6
as s 17[ A, | TOTAL TOTAL’
o, e 1[0, ! I
o |
e 150, Ag O !
_ _ i
o,n 14[]0og |
ano [ 12 12 [] ZEro peTECT Ao © | 5,
NOTE: Ay THROUGH Ag ARE ROW ADDRESSES.
Ag THROUGH A, ; ARE COLUMN ADDRESSES.
REFRESH
TRUTH TABLE AND DEFINITIONS: ENABLE O 6 TOTAL 6 TOTAL
REFRESH | ROW | ROW o_—__Do [
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ROW ADDRESS

L H .
(Ag THROUGH As) 6 BIT COUNTER
L L COLUMN ADDRESS
(Ag THROUGH A1q)
COUNT — ADVANCES INTERNAL REFRESH COUNTER. COUNT

ZERO DETECT — INDICATES A ZERO IN THE REFRESH ADDRESS
(USED 1N BURST REFRESH MODE).

Figure 15. Pin Configuration and Logic Diagram

PIN CONFIGURATION LOGIC DIAGRAM
~s
counT [} 28[ ] Vee
ReFResH eNaBLE [] 2 27[1 ag Ay o
row ENABLE []3 26[ ] A3
ne.[]a s[4 Ag o
]
ads a[1ne | |
ag[]e 2] 1A, | I
!
a7 2 ]A,
2 2242 L1 1 i ! i
A e 2[]a, TOTAL | |
d Mol I I g 7 | =
Ay 10 X | TOTAL TOTAL | o
s ) Hak , . o
= 5 | | o
o, 1810, A{ o
_ — 7 1
0, 1710, 1 | 2
- = I [72]
6,1 1610 Ao I !
. [
anp [ 1a 15 [ ] ZERG DETECT 1 o
NOTE: A THROUGH Ag ARE ROW ADDRESSES.
A; THROUGH A3 ARE COLUMN ADDRESSES.
REFRESH
TRUTH TABLE AND DEFINITIONS: peraest o—e>ol 71018 | roma
REFRESH | ROW | . ROW
o
ENABLE | ENABLE , OUTPLT ENABLE “D"' ZERO
" X REFRESH ADDRESS DETECT
(FROM INTERNAL COUNTER)
ROW ADDRESS {111
L H (Ag THROUGH Ag)
" COLUMN ADDRESS 7 BIT COUNTER
L
B (A, THROUGH A 15)
COUNT — ADVANCES INTERNAL REFRESH COUNTER. COUNT

ZERO DETECT — INDICATES ZERO IN THE FIRST 6
SIGNIFICANT REFRESH COUNTER
BITS (USED IN BURST REFRESH MODE)

Figure 16. 3242 Pin Configuration and Logic Diagram
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3232/3242 System Considerations

Interfacing the 3232/3242 to memory systems is
very simple. An example of such an interface is
shown in Figure 19. The 3232/3234 is specified for
driving a capacitance load of 250 pF. Since the
4K/16K address inputs are implemented with MOS
devices, there is only low input leakage current in
both the high and low logic states. The address
input capacitance is a maximum of 7 pF on the
Intel® 2104A (16-pin 4K RAM). This indicates
that, if worst case address capacitance is assumed,
the 3232/3242 can drive 32 RAM devices, taking
into account stray line capacitance. A more de-
tailed description of the 3232/3242 as a driver is
found in the Driver Circuits for Memory Arrays
Section, along with various other types of drivers.

DRIVER CIRCUITS FOR MEMORY ARRAYS

Drivers for semiconductor memory arrays fall into
two general categories:

1. Low level (TTL, ECL) to MOS level converter/
drivers (for MOS level clocks, etc.)

2. TTL-TTL buffer drivers (for data lines, addres-
ses, etc.).

These categories are treated separately in this
Application Brief.

TTL to MOS Level Converter/Drivers

The continual improvement in TTL to MOS level
drivers have kept pace with dynamic RAMs in
ease of use. Gone are the days when drivers re-
quired external components (such as transistors
or capacitors) or an extra power supply (usually
3V above the supply required for the memory).
Today, there are several types of TTL-MOS drivers
which require no external components nor addi-
tional power supplies for proper operation.

ROW ENABLE 15y

Vin
Ag-Ayy 15v
Vie
tao "_ to
v et — °
on
24v 8
0,05 DON'T CARE o8V ROW ADDRESS ‘) COLUMN ADDRESS
Voo _
V, — e e — e
REFRESH "
ENABLE
Vie

REFRESH Y
ENABLE 5V
Vie

- teg ]

v,
oH 24v
0,0y ADDRESS
v,

REFRESH ADDRESS

REFRESH ADDRESS x

oL

Vot
ZERO DETECT

Figure 18. Refresh Cycle Timing Relationships

11-10



SUPPORT CIRCUITS

21048/ || s | 21088
2116 | . 2116
|
|
‘
2104A/ | zoear
2116 . 2116
323273242
Ao Ag
H 21047/ A 2104A/
hd hd 2116 . 2116
An/Ag3 AglA7
ROW |
ENABLE
REFRESH ___}
ENABLE 2104/ : 210447
COUNT 2116 . 2116

Figure 19. 3232/3242 Memory Array Interface

Intel has produced a complete family of Quad High
Voltage Clock Drivers as shown in Figure 20. Figure
20 also shows the pin configuration for each of the
members of the driver family.

The device speed, listed in Table II, is the max-

imum worst case value from the data sheet. For -

consistency, each driver is specified with minimum,
typical, and maximum delays which correspond to
load values of 150, 200 and 250pF, respectively,
which also correspond to the minimum, typical and
maximum capacitance, respectively, of nine 2107B
chip enabie inputs pius associated stray capacitance.

The two level gating structure, shown in the logic
diagram, Figure 21, is common to all but the 3246.
The gating, structure for the 3246 is shown in Fig-
ure 28.

The 3245 is designed specifically to support the
Intel® 2107B, although its input and output levels
make it compatible with many other N-channel
MOS RAMs. A specific application of the 3245 can
be seen in the 2107B section of this handbook,
where the Row Enable selection is accomplished
by using this device.

a. 3245 b. 5234/5235
r——_—
Voo 1 16 [ ] Vee Voo [ 16 [ ne
0,2 15[ ]0, 0,2 15[ ]0,
ns m [ ) ZImP
c}e 13 ]E t[]s 13[]E
R[5 12§ Al s 12[E
L[]s n[h s 1[5
o] 1010, o, [}” 0[]0,
eNnp[]s 9[dnc eno )8 s|_Jnc
c. 3246
Voo L] 16 ] Vee
0,12 15 ]0,
[N [ Ji
c]e 1B
i 2 ]
L[ e 1n[Jo,
0,7 [ _Je
ano[ e ol v
PIN NAMES
i -1, DATAINPUTS . 0,-0, DRIVER QUTPUTS
=
| E,.E, ENABLE INPUTS Voo +5V POWER SUPPLY
R REFRESH SELECT INPUT , Vo +12V POWER SUPPLY
< CLOCK CONTROL INPUT Vg  -5.2V POWER SUPPLY
NC NO CONNECTION G ECL GROUND REFERENCE

Figure 20. Quad Clock Driver Pin Configuration

Figure 21. 3245, 5234, 5235 Quad Family Logic Diagram

Table il. Quad Clock Drivers

i Input Level Output Level
Device Speed Power Power
Type Vi ViH VoL VoH (n Dissipation Supplies
3245 0.8 2.0 0.45 Vpp-0.5 32nS 485mW +5,+12
3246 -1.500 -1.025 0.45 Vpp-0.56 30nS 725mW +5,+12,-5.2
5234 2.0 Vpp-2.0 0.4 Vpp-0.4 100nS 1.4uW +12
5235/-1| 0.8 2.0 0.4 Vpp-0.4 90/120nS 27mW +12

Note: 1. Maximum Delay and Transition Time Driving 1 TTL Gate and 250pF.
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Table 111. 3245 D.C. Characteristics

Ta =0°Cto 75°C, V¢e = 5.0V 5%, Vpp = 12V 5%,

Symbol Parameter Min. Max Unit Test Conditions
lep Input Load Current, 1,15, 13,14 -0.25 | mA | Vg =0.45V
Ieg Input Load Current,R,C, E;,E, -1.0 | mA | Vg =045V
Irp Data Input Leakage Current 10 HA Vg = 5.0V
IRE Enable Input Leakage Current 40 HA Vg = 5.0V
Vor Output Low Voltage 0 0.45 x :g:: Z ?;nmAA'V'H =2V
Vou Output High Voltage Vo050 Vootio x :gﬁ :;::,;A' Vi - 08V
ViL Input Low Voltage, All Inputs 0.8 \
ViH Input High Voltage, All Inputs 2 \%
Table 1V. 3245 Power Supply Current Drain and Power Dissipation
Symbol | Parameter | Tyn. | Max | nit | ot staer: | comamone
lee Current from Ve 23 30 mA
Ipp Cufrent from Vpp 19 26 mA High
Ppq Power Dissipation 365 485 mW
Power Per Channel 91 121 mwW Vee = 5.25V
lee Current from V¢ 29 39 mA Vpp = 12.6V
Ipp Current from Vpp 12 15 mA Low
Ppy Power Dissipation | 300 388 mwW
Power Per Channel 75 97 mwW

Table V. 3245 A.C. Characteristics. T = 0° to 75° C, Voe = 5.0V 5%, VpD = 12V 5%

Symbol Parameter Minl1] | Typ.224] | Max.13] | Unit | Test Conditions
toy Input to Output Delay 5 1 ns Rseries =0
tpR Delay Plus Rise Time 20 32 ns Rseries = 0
ty_ Input to Output Delay 3 7 ns Rseries =0
tor Delay Plus Fall Time 18 32 ns Rserigs =0
tr Output Transition Time 10 17 25 ns RseRies = 2092
tpR Delay Plus Rise Time 27 38 ns Rsemies = 2082
Notes: 1. C|_= 150pF (minimum C_ for 9 4K RAMs)

. CL = 200pF (typical Cg for 9 4K RAMs). Typical values measured at Ta = 25°C.

1
2,
3. CL = 250pF {maximum C|_for 9 4K RAMs).
a4

. Refer to Figure 22 for waveforms used.
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The 3245, whose pin configuration is shown in
Figure 20a has DTL and TTL compatible inputs as
shown in Table III. The D.C. characteristics and
power dissipation for various outputs states is shown
in Table IV.

Table V1. 3245 Input Capacitance

Symbol Test Typ. |Max.| Unit
Cin Input Capacitance, I1,b,i3,ia| 5 | 8 | pF
Cin Input Capacitance, R,C.E1,E;| 8 | 12 | pF
VoD

INPUTS
w0

Figure 22, 3245 Waveforms

The A.C. characteristics are shown in Table V and
the capacitance of the input pins is shown in Table
V1. Figure 22 shows the threshold levels used in de-
termining the delays specified in Table V.

Graphs showing the effect of capacitance loads on
delay and rise times are shown in Figures 23a and b.

Waveforms of the 3245 driver in a 2107B system
are shown in Figure 24a-d. The driver configura-
tion used is shown in Figure 25.

Figure 24 shows the leading and trailing edge of
chip enable at both the beginning and ending of
the printed line for an added series resistance R of
10S2. Note the transition time and overshoot for
. each of these edges. The overshoot is worst case at
the leading edge at the driver end and on the trail-
ing edge at the end of the line. The trailing edge
overshoot is 2.2V while the leading edge overshoot
is 1.5V. Both values are very margiral for system
operation.

The effect of increasing the series resistance to 2082
for the above driver is shown in Figure 24. Note
that the transition time has increased but is still
within entirely acceptable limits and the ~over-

shoots have been cut in half, the driver is now
operating in an acceptable mode with minimal
overshoot.

The effect of high temperatures (70°C) on the 3245
is shown in Figure 26. A 20% series resistor is used
with the driver.

The power dissipation values shown in Table IT are
based on worst case conditions; power supplies at
maximum voltage levels and outputs continuously
enabled. In reality, the drivers operate on some duty
cycle, as determined by the memory system cycle
specifications. To realistically determine the power
dissipated by the driver at a system level, calcula-
tions should be performed as shown below.

Referring to the 2107B chapter of this handbook,
the minimum timing for a 2107B is with CE high
for 230nS and low for 130nS fora 400nS minimum
cycle. The total power dissipated in the driver for
each cycle will be the sum of the power as shown by
equation (1). For each memory cycle, 1 of the 4
driver elements will execute a cycle, while the other
3 outputs will remain low.

A

INPUT TO OUTPUT DELAY
VS. LOAD CAPACITANCE

a0+

t (nsec}

0 | | | L I
0. 100 200 300 400 500 600

LOAD CAPACITANCE (pF)

(a)

DELAY PLUS TRANSITION TIME
VS. LOAD CAPACITANCE

t (nsec)

20/~ ‘o

! L L
o 100 200 300 400 500

LOAD CAPACITANCE (pF)

{b)

Figure 23. 3245 Delay and Transition Times as a Function
of Load Capacitance
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END OF
TRANSMISSION
LINE

CIRCUITS

T 2v/iDIvV  2v/DIV TTLIN
BEGINNING OF ) 1V/DIV
TRANSMISSION
TTLIN LINE
1V/DIV
BEGINNING OF
TRANSMISSION
LINE END OF
TTL TRANSMISSION L
REF LINE ~— REF
N CE CE
: REF REF
T=10nS/DIV T =10 nS/DIV
LEADING EDGE, R = 1002 TRAILING EDGE, R = 1002
(a) (b)
END OF
TRANSMISSION
LINE
CE .
2v/DIV | TTLIN
1v/0IvV
BEGINNING OF”
TRANSMISSION
TTLIN oot
1V/DWV CcE
......... : = 2Vv/owv
BEGINNING OF N e .
TRANSM'Sﬂ?"g ) N7 e TTL TTL
: r ¥ REF REF
CE END OF y CE
REF TRANSMISSION T REF
R, SR N LINE L
T = 10-AS/DIV T =10 nS/DIV
LEADING EDGE, R = 2002 TRAILING EDGE, R =202
(e} , (d)
Figure 24. 3245 Typical Driver Waveforms
__CE
2V DIV
TTULIN - P
v DIV
R
3245 F——"M_ TO ROW OF RAMS
TTL
| Rer
CE REF —

Figure 25. 3245 Driver Configuration

T =10 nS/DIV

Figure 26. 3245 Driver Waveform with Temperature = 70°C
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OTHER MOS LEVEL DRIVERS [
3246 Operation 1

The Intel® 3246 is a QUAD ECL to MOS Driver de-
signed for driving 4K N-channel MOS RAMs. The

pin configuration and logic diagrams are shown in ) —-:3} ] g l, G,

Figures 27 and 28. The device requires three power

supplies, VDD = 12V, Vcc = +5V and the ECL ref-
erence voltage VEE of -5.25V. c —™\
DD
3246 ]
Voo L1 o3V — )
oD cc l; 4 5
0,2 5o, I > > - 3
hgs 11 A
e[]a 13[)E i _:Dﬁ‘o:
R[]s 235 - 1
L[ s 1 Jo,
0,17 e Figure 28. 3246 Logic Diagram
ano[]s 9 vee
Tables VIII and IX presents the DC characteristics,
P S including the power supply drain and input and
i;-fy  DATAINPUTS 0,0, DRIVER OUTPUTS me . g p . pPly p
& ENABLE INPUT Voo VoV POWER SUPPLY output levels. To aid overall system planning, the
7 REFRESH SELECT INPUT | Voo +12V POWER SUPPLY supply currents are shown for outputs both high
e CLOCK CONTROL INPUT | Vg;  -5.2V POWER SUPPLY and low, so that power dissipation can be calculated
G ECL GROUND REF. as was done in the 2107B chapter.

Figure 27. 3246 Pin Configuration

Table Vi1 3246 D.C. Characteristics
Ta = 0°Cto 75°C, Ve = 5.0V 5%, Vpp = 12V 5%, Ve = -5.2V +5%.

Symbal Parameter Min. Max. - Unit Test Conditions
IFp Input Load Current, 1. T, T3,T4 0.5 mA Vg =-0.8V
re Input Load Current, R, C, Ey, E 30 mA Vg =-0.8V
VoL Output Low Voltage 0.45 A lor = 10mA, Vi =-1.025V
VoH Output High Voltage Vpp-0.5 \% o = -1mA, Vy_ = -1.600V
ViL Input Low Voltage, All inputs -1.500 \'
ViH Input High Voltage, All Inputs -1.025 \% -
o
Table 1X. 3246 Power Supply Current Drain and Power Dissipation 8
Test Conditions — Input states to Additional Test %
Symbol Parameter Typ. Max. Unit ensure the following output states: Conditions n
lcc Current from Vce 20 26 mA
Ipp Current from Vpp 22 30 mA
lge Current from Vgg -31 -39 mA High
Power Dissipation 550 725 mw
Pp1 pa Vcc =5.25V
Power Per Channel 137 181 mwW
Vpp = 12.6V
lcc Current from Vg 20 26 mA
Veg = -5.46V
loo Current from Vpp 14 20 mA
lge Current from Vgg -29 -36 mA Low
Pp2 Power Dissipation 440 585 mW
Power Per Channel 110 146 mwW
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Table X. 3246 A.C. Characteristics
Ta = 0° to 75°C, Vg = 5.0V 5%, Vpp = 12V #5%, Vg = -5.2V +5%.

Symbol Parameter Min.11 | Typ.[2] Max.[3] | Unit | Test Conditions
e Input to Output Delay 8 12 ns Rseries = 0
tpr Delay Plus Rise Time 18 30 ns Rseries =0
teo Input to Output Delay 8 14 ns Rseries = 0
toF Delay Plus Fall Time 25 35 ns Rseries = 0
tr Rise Time 10 17 25 ns Rseries = 2052
toR Delay Plus Rise Time z 40 Rseries = 20€2
Notes: 1. Ci_= 150pF (minimum C|_for 9-4K RAMs).

2. €= 200pF {typical C|_ for 9-4K RAMs). Typical values measured at Tp = 25°C.

3. CL = 250pF {maximum C|_for 9-4K RAMs).

4. Refer to Figure 29 for waveforms.

oureuTs DELAY PLUS TRANSITION TIME
0100 VS. LOAD CAPACITANCE

50

a0

30 |

o 100 200 300 400 500 600

INPUTS
ity 9

t {nsec)

Figure 29. 3246 Waveform

LOAD CAPACITANCE {pF)

The AC characteristics are shown in Table X, as ()
specified with the waveforms shown in Figure 29.

The capacitive load attached to the output of the
driver will affect the effective device speed. For this
reason, the AC characteristics are specified with ca-
pacitive load values corresponding to typical system
configurations. Figures 30a and b show the speed
variations as a function of other capacitive loads. 50

INPUT TO OUTPUT DELAY
VS. LOAD CAPACITANCE

7
E
)
()

&
)

The input capacitance of the various input pins are 40
shown in Table XI. tor

30

t {nsec)

20 ton

Table XI. 3246 A.C. Characteristics 0

Ta = 25°C
. %0 100 00 300 400 500 600
Symbol Test Typ. | Max.|Unit LOAD CAPACITANCE (pF}
Cin Input Capacitance,ﬂ,TZ,E,Eﬁ 4 | 7 |pF (b)
c Input Capacitance, C,.E L2 | pF . .
N nput Lapacitance |8 » Figure 30. 3246 Delays vs. Load Capacity
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5234 and 5235 Operation

The Intel® 5234 and 5235 are respectively CMOS
to MOS and TTL to MOS drivers implemented with
Silicon Gate CMOS technology. Because of the very
low power drain each device is suitable for systems
where battery backup is used. The pin configura-
tion is shown in Figure 20b, and the logic configura-
tion is shown in Figure 21. The DC characteristics

are shown in Tables XII and XIII for both devices.

The AC characteristics for the 5234 are shown in
Table XIV, with waveforms shown in Figure 31a.
In a similar manner Table XV and Figure 31b present
the AC characteristics and waveforms for the 5235.

Pertinent input capacitance information is presented
in Table XVI.

Table XIl. 5234 D.C. Characteristics
Ta =0°Cto 70°C, Vpp = 12V #5%.

Symbo! Parameter Min, Typ.[1] Max. | Unit | Test Conditions
[ 1] Input Load Current, 1,113, 14 0.1 uA | Vin=0to Vpp
0.15 0.4 \Y loL = 5mA
V QOutput Low Voltage L
oL P g 10 | 015 loL = -5mA
Vou Output High Voltage Vpp-0.4 |Vpp-0.15 v lon = -5mA
Vpp+.15 | Vppt+0.5 loy = BmA
ViL Input Low Voltage, All Inputs 2.0 \
Vin Input High Voltage, All Inputs Vpp-2.0
Ibp Supply Current 0.1 100 MA Vpp = 13.2V,f=0
Iop1 Supply Current 13 20 mA | Vpp =13.2V,f=1MHz,
i i Cy =0, (See Figure 15a)
Note 1: Typical values are at 25°C and nominal voltage.
Table XI11. 5235 D.C. Characteristics
Ta = 0°Cto 70°C, Vpp = 12V +10%.
Symbol ‘ Parameter Min. Typ.(1] I Max. [Unit | Test Conditions
] Input Load Current 0.1 10 A | Vi =<0.4V or >2.4V
0.15 0.4 \ loL = 5mA
V Output Low Voitage L
oL P 9 70 | -015 V | loL - -5mA
. Vpp-0.4 |Vpp-0.15 Vv lon = -5mA
V Qutput High Voltage
OH put g 9 Vop+0.15 | Vpp+0.5 lon = 5mA
ViL Input Low Voltage, All Inputs 0.8 \%
ViH input High Voitage, Al inputs 2.0 A
J =
DD Supply Current 1.0 2.0 mA f = 0MHz Vpp=13.2V
b1 Supply Current 12 20 mA f=1MHz VINSO.4V or
: i (See V|N>2.4V,
| Figure 15b) C, =0.
Note 1: Typical values are at 25" C and nominal voltage.
Table XIV. 5234 A.C. Characteristics
Ta =0°Cto 70°C, Vpp = +5%.
Symbol Parameter Min[1] Typ.24 | Max.[3! | Unit | Test Conditions
[ Input to Output Delay 20 45 ns Rseries =0
tDR Delay Plus Rise Time 70 100 ns Rseries = 0
te_ Input to Output Delay ’20 45 ns Rseries = 0
tpr Delay Plus Fall Time : 70 100 ns Rseries =0
t1 QOutput Transition Time f 10 L 25 40 ns . Rgeries =0
NOTES: 1. C = 150pF ﬁi These values represent a range of
2. CL - 200pF total stray plus clock capacitance
3. CL = 250pF _| for nine 4K RAMs.
4. Typical values are measured at 25 C.
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Table XV. 5235 A.C. Characteristics
Ta =0°C to 70°C, Vpp = 12V 5%,

5235-1 5235
Symbol Parameter Min. [} | Typ.[24] | Max.[3] | Min.[1] | Typ.124] | Max.[3) | Unit | Test Conditions
o+ Input to Gutput Delay 20 55 20 70 ns RSERIES =0
tpR Delay Plus Rise Time T 75 90 95 120 ns | Rgeries =0
te. Input to Output Delay 20 55 20 70 ns | Rseries = 0
toF Delay Plus Fall Time 75 90 95 120 | ns | Rgeries =0
tr Transition Time N 10 20 40 10 25 40 : NS RSERIES =0
NOTES: 1. C|_ = 150pF These values represent a range of
2. C|_=200pF total stray plus clock capacitance
3. CL = 250pF for nine 4K RAMs.
4. Typical values are measured at 25°C, and nominal voltage. *
—— As has been pointed out before, the effective de-
0 ' ' vice speed will vary as a function of the capacitive
. 20v . . . . . ..
v load which the device is driving. For determining
INPUTS ouTPUTS driver speed with capacitive loads different from
fhta) (010! those mentioned in Table XIV or XV, Figure 32 or
33 can be used to find typical delays.
Because the 5234 and 5235 are implemented with
- CMOS technology, the power supply current will
v [ P vary as a function of frequency. Figure 34 will aid
z in the calculation of power supply requirements, as
- t it correlates the input frequency to Ipp.
20v
ey | ] . Figure 35 shows the variation in V]I, and VIH as a
function of tpR and tpDF.
= ‘or - -« Tor
5234 INPUT TO OUTPUT DELAY
VS. LOAD CAPACITANCE
a. 5234 Waveforms 60
oo — — L
50 |— OR
'#.
s
@ Fok
g INPUTS Jou 11;0 2:30 31‘10 Al;o 500
Q (-ig) LOAD CAPACITANCE (pF)
@ 2.4v
= v \ (a)
O X
oav 5234 DELAY PLUS TRANSITION TIME
GND -~ — VS. LOAD CAPACITANCE
[ 90 or
OR
80 toR
b. 5235 Waveforms 0
Figure 31. CMOS Driver Waveforms % 0
50
Table XV1. 5234/35 Capacitance o !
0 100 200 300 400 500
Symbol Test Typ. | Max. | Unit Loap C‘;"“)C'TA"‘CE {eF)
- b
Ciy Input Capacitance & T4 pF Figure 32. Output Characteristics
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5235 INPUT TO OUTPUT DELAY

VS. LOAD CAPACITANCE

100

5235 DELAY PLUS TRANSITION TIME

VS. LOAD CAPACITANCE

Figure 35. 5235 Delay Plus Transition Time vs. V|| and VIH.

a. 70+ b.
g0l-
60 — sl tpr OR tpe
= §
fowop :
£ 70
a0 -
60
wl
50
0 100 200 300 400
! I |
0 0 100 200 300 200 LOAD CAPACITANCE {pF)
LOAD CAPACITANCE (pF)
Figure 33. 5235 Delay vs. Capacitance
5234 POWER SUPPLY CURRENT VS. FREQUENCY 5235 POWER SUPPLY CURRENT VS. FREQUENCY
a. 40 b. .40
% 3%
GUARANTEED
a2 32 GUARANTEED
28 2
2 o
- <
< E
E 2 TYPICAL g 2
Q o
8
16 16
TYPICAL
(25°C)
12 12
8 8
4 4
0 | 1 | 1 0
01 02 05 10 20 50 01 02 05 10 20 50 100
1 (MH2) f (MHz)
Figure 34. 5234/5235 Switching Frequency vs. Ipp Current
DELAY PLUS TRANSITION TIME DELAY PLUS TRANSITION TIME
VS. INPUT VOLTAGE VS. INPUT VOLTAGE
90 90
| {
. ® 80
£ i H |
g | 5 |
70 | 70 i
1
| | ___J
sOD 0.2 04 06 08 602.0 22 24 26 28
Vig v Vi W)
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SYSTEMS CONSIDERATIONS

Because MOS level drivers are used primarily to
drive the timing clock on 4K RAMs, the clock
drivers are subjected to more stringent require-
ments than TTL level drivers. These requirements
are usually on driver transition time and high and
low output levels. In addition, drivers for MOS
level clocks should have minimum power dissipa-
tion when their output is in the low or inactive
state to minimize system standby power.

A typical system configuration using the 3245 in
a 2107B memory system is shown in Figure 36.

Note that each driver output drives 9 devices with
the drivers placed in the middle of the array. It is
important to place the drivers as close as possible
to the clock inputs. This minimizes adverse trans-
mission line effects.

When several memory cards are used in a system,
the drivers can be used as logic gates inhibiting
those memory devices not in use. The necessary
logic to perform this function is shown in Figure
36. Using this method of decoding, up to four
memory cards can be accommodated in the system.

l CARD D
l CARD €
CARD B
-~ (9 2107B's) ———> CARD A ~—— (9 2107B's) ———
— (Row 4L} — — (ROW 4R) [~
DRIVER 2
CHIP ENABLE CHIP ENABLE
[ || | |
) (ROW 3L) ] ’—- (ROW 3R) r—
—
CHIP ENABLE CHIP ENABLE
—_— L —
r— (ROW 2L) — (ROW 2R) ]
CHIP ENABLE CHIP ENABLE
— (ROW 1L) " (ROW 1R) — —
CHIP ENABLE CHIP ENABLE
E‘l
SEE TABLE 1 |
EZ
SEE TABLE 1 0——
i i R
DRIVER 1  RS(i} ] CHIP ENABLE A8
| LE1.
DRIVER 2 [RS[3)] ' N 1 (ROW 21) ;
A s I INPUTS
DRIVER1 FEE} 2 — | N CHIP ENABLE Ey Ep
ST < | {ROW 1L} A ENABLE M | ENABLE P
DRIVER 2 {RS(2I1 d B ENABLE M | ENABLE G
iy | 4 R CHIP ENABLE c ENABLE N | ENABLE P
j N (ROW 1R) o ENABLE N | ENABLE G
. R
4 CHIP ENABLE
— 1 (ROW 2R)
REFRESH R
ENABLE DRIVER #2
R =200 OUTPUTS
c CONNECTED IN
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Figure 36. 3245 System
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The characteristics of the MOS level waveform
generated by the 3245 depends on several factors:
load capacitance, transmission line characteristics,
driver placement relative to memory array, etc. In
most systems, it is necessary to add a series termi-
nating resistor on the output of the driver (see
Figure 36) to more closely match the characteris-
tics of the transmission line. The effect of adding a
series terminating resistor is shown in Figure 37.
The two extremes of resistance (Rg = 02 and Rg=
5182) is clearly evident for a load of 250 pF. With
R = 082, the overshoot on the clock driver is exces-

sive annd will lead to marginal system operation.
The over/undershoots shown will not damage MOS
devices. If the series resistence is too high, the Rg =
518, the effect is to significantly slow the clock
transition times. Since 4K dynamic devices use the
chip enable clock to initiate internal timing, the
rising transistion of this external clock has a max-
imum limit. On the other hand, too fast a transition
can introduce noise or cause marginal device oper-
ation. It is therefore necessary to control the transi-
tion time so that it is neither too fast nor too slow.

TTL Rs

INPUT O— 3245 —'\N\lj- MOS LEVEL OUTPUT

€y =250 pF
I (EQUIVALENT
=  MEMORY LOAD)

Figure 37. Effect of Series Terminating Resistor on MOS Level Driver

Table XVII. Summary of 3245 Driver Board Delay Measurements

NUMBER 21078 LOADS INPUT T0 OUTPUT DELAY | ThASURED | MEAS R
AND CIRCUIT CONFIGURATION o ; . i PLUS RISE PLUS FALL
ron [ MO8T | v [ ORI vy [ WORET | woner
324518 LOADS!®) R =200 12 12 10 10 34 37 33 35
3245 9 LOADS R = 200 1 10 : 30 3371 | 25 27171

NOTES:
1. TTL 1.5 to Vgg +1 volt
2. TTL1.51t0 Vg -1 volt
3. TTL 1.5 to Vpp =1 volt
4. TTL 1.5 to Vgg +1 volit

5. Worst case driver on board at 70°C and 5% power supply variation.
6. 18 loads 20%2 split resistor (see Figure 25).
7. Projected from 18 load delay.

1)
t tee
PI‘oial"'% +-%-x Poy + — x PoL, + 3x PoL
te t‘«cyc tcyc
_(183)(8)2 250 199 150 g7,
20 400 40

3 x 97 = 892.6 MW/Cycle for 36 2107B’s;

1 row of 9 Enabled
Where: )
ProTAL = Total power per cycle dissipated per

3245 driver.

C = input capacitance for 9 2107B CE inputs =
17pF x 9 = 153pF.

4

V =(Vpp-2) — (Vss+2) = 8V.
tr = CE transition time = 20nS.
tee = CE high time = 230n§ + transition time.
tz = CE low time = 130ns + transition time.
teye = memory cycle time = 400nS.
Poy = 3245 power per driver for output
high =121mW.
Por, = 3245 power per driver for output
low = 9TmW.
All values used are based on the 2107B system de-

scribed in Section II. Nominal supply voltages and
typical values were used where applicable.

The Motordla MC3460 and the National DS3644/
3674 are alternate sources to the 3245.
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SUPPORT CIRCUITS

The results of tests made on the board shown in
Figure 36, of a typical 3245 driver driving 18 loads
and 9 loads is shown in Table XVII. Note that the
delay does not change appreciably with temperature
but the transition time increased approximately
2-3 nsec from 25°C to 70°C. Calculation of driver
power is shown in Equation 1.

Transmission Line Effect

The physical placement of the clock driver in close
proximity to the memory array is an important
design requirement. An equivalent circuit of the
transmission line from the driver through the
memory array is shown in Figure 38. The first
section of transmission line, L, consists solely of
the printed trace etch. At the memory array, the
transmission line characteristics are significantly
modified by the load of the chip enable inputs.
While this load effects both the delay and imped-
ance characteristics of the line, the primary effect
observed by the system designer is the effect of the
line impedance variation. The mismatch between
the two sections of transmission lines is approxi-
mated by:

Zﬁ«/%;

and

Z1,Zy = impedance of sections L; and L,,

respectively

L = per unit length inductance of line
(assume constant for entire length of
line)

C; = per unit length capacitance of L;

Cy = per unit length capacitance of L,

Since the per unit length inductance is assumed
constant for the transmissions line, the impedance
mismatch is approximated by:

Zi /G
Z; Cy
Assuming the memory devices are on 0.5-in.

centers in the array with each chip enable input
typically 17 pF, C; is equivalent to:

Cy = C;+2(17pF) = Cy + 34 pF/in.
Therefore, the impedance ratio is:

Z _ B ) .
Z —ﬁ~ 5.8  Since C; €34 pF/in.

There is, therefore, almost a 6:1 impedance differ-
ence between the two lines.

It is evident that if the clock driver is far removed
from the memory array (L is large) the effect of
the mismatch is greatly magnified. Figure 39 shows
a typical clock driver waveform. The “step” shown
in the middle of the rising transition is the result
of line mismatch. The severity of the “step” is a
direct function of the length of segment L.

The placement of the MOS level clock driver close
to the memory array is important to minimize
ground (Vsg) and power supply (Vpp) noise. It is
important to have ground traces between the
memory array and MOS level drivers as short as
possible. An example of an acceptable and margin-
al power distribution is shown in Figure 40.

[ L2

MOS .
oRER T
MDS LOADS

Figure 38. Typical Transmission Line on MOS Level Driver

“STEPS" DUE TO
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MEMORY SUPPORT CIRCUITS

Electrical Characteristics
Over Temperature
input
No. to Power
of Output Dissipation[1]
Type Description Pins | Delay Max. Maximum Supplies{V]
3205 1 of 8 Binary Decoder 16 18ns 350mwW +5
3207A Quad Bipolar to MOS Level 16 25ns 900mW +5, +16, +19
Shifter and Driver
3207A-1 Quad Bipolar to MOS Level 16 25ns 1040mW +5, +19, +22
Shifter and Driver
«c 3208A Hex Sense Amp for MOS Memories 18 20ns 600mW +5
<
(;J‘ 3222 4K Dynamic RAM Refresh Controller 22 — 600mW +5
: 3232 4K Dynamic RAM Address 24 20ns 750mW +5
.’f Muitiplexer and Refresh Counter
-
Q 3242 16K Dynamic RAM Address 28 20ns 825mw +5
g Multiplexer and Refresh Counter
D
3245 Quad TTL to MOS Driver for 16 32ns 388mwW +12, +5
4K RAMs
3404 High Speed 6-Bit Latch 16 12ns 375mW +5
3408A Hex Sense Amp and Latch for 18 25ns 625mWwW +5
MGCS Memories
5235 Quad Low Power TTL to MOS 16 125ns 240mwW 12
Driver for 4K RAMs
]
g 5235-1 High Speed Quad Low Power TTL 16 95ns 240mwW 12
o to MOS Driver for 4K RAMs
5244 Quad CCD Driver 16 90ns 1260mW 12
Power Dissipation calculated with maximum power supply current and nominal supply voltages

-
o
o
o
o
2
(7]
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INTRODUCTION

High speed memory systems (system access in the
50 - 100nsec range) have in the past only been
implemented with bipolar devices. Bipolar RAMs
are generally characterized as very high speed, rela-
tively high powered, and high bit cost devices. The
speed characteristic of the bipolar device, necessary
for system operation, usually outweighed the
power penalty that was paid to obtain the system
speed.

MOS technology is characterized as having very
high bit densities, very low operating and standby
power, with relatively slow access time and iow bit
cost, However, recent advances have now allowed
bipolar speeds to be achieved and at the same time
retaining MOS power dissipation with low cost.

Now, the best of both worlds, in the design of the
memory system with Bipolar speeds and MOS
power dissipation combined, is possible.

In new designs of memory systems, the user is able
to take advantage of low power characteristic of
MOS with minimum power supplies, thereby re-
ducing overall system cost. In addition, the lower
bit cost of MOS can help to reduce system costs
further.

The advantage of replacing Bipolar devices with
memory devices in existing designs is to reduce
device costs in addition to savings on lower power
requirements.

When upgrading existing systems to benefit from
MOS characteristics, the user begins to realize
possibie potential problems in interfacing Bipolar
and MOS devices simultaneously. For MOS and
Bipolar to be truly compatible, not only must
access and cycie timings be equal, but aii inter-
mediate timing considerations for MOS must be
at least equal or better to those of the Bipolar.

In this article we will describe the operation of a
static RAM memory board using both Bipolar and
MOS memory devices together.

Intel’s 2115A/2125A is designed to be pin for pin
and timing compatible with Fairchild’s 93415A/
25A. We begin with a summary of the device char-
acteristics (similarities and differences), compati-
bilities operating together at the board level, and
summarize the various present and future possi-
bilities of high speed MOS memory systems.

BIPOLAR/MOS SPECIFICATION SUMMARY

The specifications for Intel’s 2125A and Fairchild’s
93425A are similar and shown below. (Falrchlld s
93425A data sheet dated 8/74.) -

The Similarities:

tAA (Address Access Time) . ......... 45ns
tACS  (Chip Select Time) ............. 30ns
tRCS  (Chip Select Recovery Time) . . ... 30ns
tWSCS (Chip Select Set-Up Time) . ....... Sns
tWHCS (Chip Select Hold Time) .. ........ Sns
tWSA  (Address Set-Up Time) . .......... 5ns
tWHA  (Address Hold Time) ............ Sns

Differences 93425A  21235A
tWS  (Write Enable Time) . .. .. 30ns 25ns
tWSD (Data Set-Up Prior to Write) Ons - 10ns
tw (Write Pulse Width) ..... 33ns 30ns
I1L (Input Low Current) ..-400nA -40uA
Icc  (Power Supply Current) . 130mA  80mA
Power Dissipation . ....... 0.5 mW/bit 0.3mW/bit

MOS/BIPOLAR SYSTEM COMPATIBILITY

In evaluating the compatibility between MOS and
Bipolar devices, it is necessary to examine the char-
acteristics of a memory system which uses both
devices on the same board, in the evaluation pri-
mary emphasis is placed on analyzing those char-
acteristics found in the data sheet specifications
which may have a negative impact on system level
compatibility.

The memeory system used to perform this MOS/
Bipolar system compatibility is shown in Figure 1.

¢ 1 2 3 4 5 6 7
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Figure 1. MOS/Bipolar Evaluation Board.
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APPENDIX 1

The system analysis performed considers the
following system related characteristics:

1) Device placement

2) Timing requirements

3) Power characteristics
Each of the above characteristics is explained as
to their effect on a system in the following sections.

DEVICE PLACEMENT

The ultimate test of system level compatibility be-
tween devices is whether or not these devices can
be treated as ‘“black boxes™. For MOS high speed
devices to be universally accepted in new and exist-
ing systems, they must be able to replace existing
bipolar at any location on the memory card. The
configurations of interest are shown in Figure 2
and Figure 3.

The configurations in Figure 2 are as follows (label
numbers refer to configuration shown in Figure 2):

label
Number Comments
(1) Determines compatibility along the Dout

OR tie between devices, e.g., if bipolar
device turns off (or vice versa) excessive
transient current will be drawn in power
supply and data out line.

(2) (3) Established to provide a “standard” for a
row of MOS and bipolar during testing.
Determine loading change (if any) on
inputs — Particularly CS.

(4) Examines capacitive and leakage loading
effects on data out line. Effects, if any,
on access time are evaluated.

(5) Determines address line capacitive and
leakage loading effect. Provides informa-
tion on possible system level sensitivities
to either “too” fast or “too” slow address
transition time effecting address valid
time (for tA A measurements).

Figure 3 is a configuration likely to be encountered
when a MOS device is used to replace a defective
bipolar device in an existing storage card. (Of course
it is always possible that a MOS device will fail and
have to be replaced by a bipolar device ... even that
possibility is considered.)

The condition shown by label (1) Figure 2 is best
analyzed by considering the circuit configuration
shown in Figure 4.

Opposite data is loaded into devices (1) and (2) in
Figure 4. A read operation is performed by toggling
chip select as shown in Figure 4b. If the device be-
ing deselected goes to the high impedence state too
slowly while the device being selected accesses data
too rapidly, a large transient current spike in the
data-out output will occur during the time both
devices are ON. Time tQ represents the case where
a slow bipolar device may cause a transient spike
while time t| represents the case where a slow
MOS device may cause a similar spike. Photos
showing these conditions as a function of CS, CS,
overlap are shown in Figure 5.

The width and height of the current spike are a
function of the amount of overlap of the respec-
tive CS. Normal system timing requirements
should be such that neither device is turned ON (or
OFF)while the neighbor device, on the data-out
line is still active.
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Figure 2. MOS/Bipolar Evaluation Board Population.
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a) Current Probe Location for Ip Spike.

Figure 4. 1p Circuit Configuration for Measurement.

However, when the system timing is designed such
that a row is deselected at the same time another
row is selected, the designer must assure himself
that the current spike generated is not excessive.
The photos shown in Figures 5 and 6 illustrate
these conditions. Figure Sa, b, ¢, show the condi-
tion for a bipolar device turning OFF while a
MOS device is turning ON. The transient current
through the data out buffers is shown in Figures
5b and c for different deselection times. It is im-
portant to note that for deselection times shown it
makes no difference whether or not the devices
used are all bipolar, all MOS, or a mixture of the
two. The transient spike shown is similar for all
three conditions.

Figures 6a, b, and ¢ show the condition for a MOS
device turning OFF while a bipolar device is turn-
ing ON. The transient spikes shown are again in-
dependent of the use of bipolar, MOS, or a com-
bination of devices.

The analysis and photos showing the effect on the
data-out line between MOS and bipolar devices has
demonstrated their compatibility in a data out OR
tie condition. Subsequent analysis of timing para-
meters will show that, as far as system timing is
concerned, there is no difference between MOS
and bipolar (both are equally fast).

LOADING EFFECTS

There are two basic loading effects to be considered:
“horizontal” and “vertical”. A horizontal loading
effect refers to a typical printed circuit board lay-
out where the address CS and write enable lines are
distributed horizontally. The “vertical loading
effect is along the data in and data out directions;
usually laid out vertically.

c) Bipolar /MOS Data Out Current Spike.

Figure 5. Bipolar OFF/MOS ON Current Transients.
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Bipolar

Cs2

MOS.

cs

MOS

CcSs

Bipo
CS2

lar 9

c) Bipolar /MOS Data Out Current Spike.

Figure 6. MOS OFF/Bipolar ON Current Transients.

The horizontal loading effects and changes (if any)
between MOS and bipolar are demonstrated by
configurations 2 and 3 in Figure 2. CS is chosen to
show this effect. If the capacitance loading of CS is
significantly different between MOS and bipolar,
than a difference in the CS waveform would be
expected to occur. Figure 7 shows the CS wave-
form for a row of all MOS and a row of all bi-
polar devices. From this figure, it is evident that
the capacitive loading effect of MOS and bipolar
are comparable. However, due to the higher load-
ing currents, the low level input can be expected
to be typically higher for bipolar than for MOS on
the inputs. The noise margin for a bipolar system
is therefore, somewhat reduced from that of a
MOS system. Configuration 4 in Figure 2 considers
the differences (if any) in the loading effects of OR
tieing data out lines. The primary difference due to
capacitance loading would be a change in access
time due to this loading. Specifications for both bi-
polar and MOS devices indicate comparable capaci-
tive loads. The effect of these two devices on each
other in a system environment, does not impair the
system. o

TIMING REQUIREMENTS

When considering device specifications for a
memory board, one of the most critical aspects is
timing. If changes to the timing were required,
when changing to MOS from bipolar (even with the
same access time) device compatibility could not
be claimed.

Bipolar
CS2

MOS
s

Figure 7. Bipolar /MOS csS Accessing Two Rows Simul-
taneously.
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Selected plots showing critical timing parameter
tested for different device configurations on a
board is shown in Figure 8. As is shown in these
figures, both MOS and bipolar are well within
worst case device specifications over temperature
and voltage.

POWER CHARACTERISTICS

The use of the 2115A/2125A in a high speed
memory system replacing bipolar devices causes
no change in system characteristics .... except one.
That of course is power dissipated in the system.
The 2115A/2125A devices are much lower in
power than their bipolar counterparts. Table |
summarizes the system level power when using

65
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Figure 8. V¢ vs taA for Various Temperatures.

all bipolar and all MOS devices. Reducing power,
of course, reduces system operating temperature.
This reduction in operating temperature improves
semiconductor reliability. Equally important to
lowering temperature is that lower power results
in lower power supply costs.

Table |. MOS/Bipolar Power Dissipation.

Device Pwr/bit | Total bits | Total/Pwr
93425A 0.5mW 32,768 | 16.384watts
2125A 0.3mW 32,758 9.830watts
SUMMARY

The compatibility between the 2115A/2125A and
the 93425A family has been demonstrated. The
designer now has the opportunity to achieve very
high speed operation and simultaneously achieve
low memory system power dissipation.
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Enter
the 16,384-bit RAM

The densest-yet random-access-membry chip
has a two-level cell structure, plus a 16-pin package
that can slip' straight into a 4-k socket

by Jim E. Coe and William G.

0 A triumph of semiconductor device technology, the
16,384-bit random-access memory has arrived. Its bit
density is unprecedented and springs from an enhanced
n-channel silicon-gate technique, in which a double
level of polysilicon conductors shrinks the memory cell
to 450 micrometers square. That’s less than half the cell
size in the densest 4,096-bit RAM.

The achievement is the latest in a long line of
achievements that have doubled memory-chip bit den-
sity virtually every year since 1969 (Fig. 1). That year
witnessed the arrival of Intel’s 1101 256-bit p-channel
RAM. Then came the three-transistor cell of the
p-channel 1103, adopted by industry as its 1,024-bit
standard, and most recently the silicon-gate process pro-
duced the one-transistor-cell n-channel 4-k RAM.

As for memory costs, the 16-k RAM promises to cut
them dramatically. Compared to present 4-k designs,
the 16-k device offers the designer four times as much
memory at no increase in equivalent system costs. An
example of a I-million-bit memory system built around
16-k RAMs is shown below: 64 packages, plus all the re-
quired peripheral circuitry, fit on a board of the size
that today accommodates only a quarter of a million
bits of 4-k RAM. And to judge by previous experience,
which indicates at least a two-to-one cost savings as

Oldham, Intel Corp., Santa Clara, Calif

each new device generation matures, the 16-k system
will become even more attractive.

Moreover, system specialists can expect the 16-k tech-
nology to mature much faster than did the 4-k RAM
technology. The new chip is an extension of, rather than
a radical departure from, the n-channel process used in
today’s standard 4-k devices. Even its most innovative
feature—the double polysilicon level—is borrowed from
charge-coupled block-memory designs that are already
in production. So a high degree of 16-k reliability
should build up quickly.

Why the cell shrinks *;

Basically, there are two elements in a one-transistor
cell: the storage capacitor, which holds the charge quan-
tity appropriate to a logic 1 or 0, and the transistor it-
self, which acts as a switch, dumping the capacitor’s
charge onto the bit sense line for sensing. In the cell of a
4-k RAM (Fig. 2a), transistor and capacitor sit side by
side in the same plane, and a single level of polysilicon
is used both as an interconnection and as one capacitor
element. Clearly, space could be saved if the capacitor
sat under the transistor and a second level of polysilicon
made the interconnection. )

That’s what’s done in the cell of the 16-k RaM (Fig.

Four times the memory. Intel's new 16,384-bit random-access-memory chip, the 2116, packs 1 million bits onto a memory board of the size
that now holds 250,000 bits of 4.096-bit RAM. The two 16-pin RAM chips are pin-compatible. Board is organized as 64,000 16-bit words.

Reprinted from Electronics, February 19, 1976. Copyright McGraw-Hill Inc. 1876. Al rights reserved.
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1. Onward and upward. Borne along by an evolutionary MOS technology, RAMs have increased their bit density by almost five orders of |

magnitude since 1969. The first p-channél three-transistor cell has developed into today's double-polysilicon one-transistor n-MOS cell.

2b). The first polysilicon layer serves as one capacitor
element, while the second serves as the gate contact and
interconnection. Since a diffused region (transistor
source) is no longer needed between gate and capacitor,
still more space 1s saved. What’s more, the cell even op-
erates more efficiently because a diffused bit-sense line
can be used rather than a deposited metal one, which
has higher parasitic capacitance. The entire cell
squeezes into an area that is only about 450 microme-
ters square, or about half the area occupied by the 4-k
RAM’s cell (Fig. 3).

A side result of the smaller cell is that the storage ca-
pacitor in the 16-k cell has about half the capacitance of
the 4-k cell. Actual figures are 0.03 picofarad as against

0.07 pF. This could result in smaller bit-sense-line sig-
nals to the sense amplifier if it weren’t for the fact that
the 16-k cells are both smaller and closer together than
in the 4-k RAM. This tightened geometry reduces the
per-cell parasitic capacitance of the bit line still further
and compensates for the lower cell capacitance. The 16-
k RAM therefore presents its sense amplifiers with differ-
ential signals of about 200 millivolts—no smaller than
those found in the 4-k RAM.

Designing the 18-k chip

g e :

The Intel 2116 RAM uses the kind of double-level
polysilicon cell just described. Although a 16,384-word-
by-1-bit RAM could have fitted in a 20- or 22-pin pack-
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4. Organization. The 2116 chip is laid out as two 8,192-bit RAMs
sharing a column decoder. Each 8-k RAM consists of two balanced
32-by-128-bit arrays sharing 128 sense amplifiers. Address A; se-
lects the top or bottom 8-k half, leaving the other half inactive.

3. Compact layout. Thanks to its two levels of polysilicon, the 16-k cell occupies haif the area of a 4-k cell with its single level. The 16-k cell
needs onty 450 square micrometers and has about 0.03 pF of capacitance, but still presents a 200-mV data signal to the sense amplifier.

age, the 2116 was chosen to be compatible with existing
16-pin 4-k RAaMs. This configuration affords greatest
memory density and lowest package cost. For instance,
like the 16-pin 4-k, the 16-k’s address lines are multi-
plexed. But that is now standard practice for users of
4-k 16-pin devices, such as Intel’s 2104. Fourteen ad-
dresses are multiplexed on seven of the 2116’s pins, with
the seventh address pin obtained by eliminating the
chip-select input used on the 2104.

The block diagram and chart of Fig,. 4 explain the or-
ganization of the 2116. The chip is arranged as two 8-k
RAMs sharing a column decoder. Each 8-k RAM is orga?
nized as two balanced 32-by-128-bit arrays, sharing 128
sense amplifiers. In normal operation, address Ag selects
the top or bottom 8-k half, and the other 8-k half is kept
inactive to conserve power.

Like the 4-k RAM, the 2116 generates all clock signals
internally. A static input buffer converts the TTL level of
the row address select, RASto MOs levels (Fig. 5a). To
reduce the effect of the large capacitance associated
with the drain of the input device Q, a transistor oper-
ating in a common-gate configuration (Qz) is inserted
between the MOS output and the drain of Q;. This
scheme permits fairly high buffer speed with minimal
standby power consumption—typically, 40 ns delay with
1-milliampere standby.

Sensing the small signal

Shown in Fig. 5 is a schematic of the data sense am-
plifier. Its design is key to the proper operation of a 16-k
device. It must detect the small, 200-mV signals read out
from the cell, and it must also keep power consumption
low—after all, there are 256 such amplifiers on the chip
and large unit power dissipation would be disastrous,

In order to pick up the small signals, the otherwise
straightforward flip-flop sense amplifier incorporates a
reference cell. In order to reduce the power consump-
tion, the load devices of the sense amplifier switch off
after information has been written into or restored to
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12V

MOS
OUTPUT

(a)

5, The periphery. The static buffer (a) converts TTL column select signals to higher MOS levels. To sense low-level data, a reference
cell teams up with a flip-flop sense amplifier (b). To save power, load devices swiich off when sense amplifier is idle.

the cell. The load devices also serve to precharge the bit
line, to minimize device count and input capacitance.

The 16,384 memory cells of the 2116 could increase
the overhead time needed to refresh the memory. To
minimize this overhead, the 2116 organization is modi-
fied in the refresh mode. The refresh signal is multi-
plexed on the column-address-select signal CAS (Fig.
4). That is, if CAS is valid at the leading edge of the
row-address-select signal RAS, it’s recognized as a re-
fresh operation.. The output then goes to the high-im-
pedance state, As is ignored, and all cells on the word
line selected by Ao to As are refreshed in both 8-k
halves of the RAM. Only 64 refresh cycles are therefore
required to refresh the entire memory. (The various re-
fresh modes available with the 2116 are discussed in de-
tail later.)

As for device characteristics and performance, the
2116 operates from standard dynamic-RAM power-sup-
plies (+12 volt, +5 v, and -5 V) over an ambient tem-
perature range of.0°C to 70°C. All its input and output
signals, including its two clocks, are TTL-compatible. Its
three speed ranges are identical with those of 4-k RAMSs
like the 2104: maximum access times are 250, 300, or
350 ns, and read/write cycle times are 375, 425, or 500
ns. Typical operating power is less than 700 milliwatts,
and typical standby power is less than 12 mw.

The upwardly mobiie system design

Because the 2116 fits the same socket as the 2104 and
other 16-pin 4-k RAMs, an engineer can design a system
around the 4-k device for later, easy upgrading into one
based on the 16-k device. His reward then will be a
quadrupled bit density.

The compatibility between the two memory chips de-
pends on making the 2104’s chip-select inpui the
equivalent of the seventh multiplexed address input
(Ag) of the 2116 device (Fig. 4). Since in the 16-k part
each address input pin is used twice in the multiplexed
address mode, the single new address input yields the
additional two bits required to address 16,384 bits
rather than 4,096 bits.

However, the fact that the chip-select pin on the 4-k
RAM will later be used for address Ag on the 16-k RAM

AAS —l—4 . L“_
o nep— .4 ms |
A8
- IR
RAST—e ] , l_4
MEf—e o A . 2116 |—
CAS—T— J_
oL B
RAS2 2116 f—4 : 2118
—— - Ed . —e
CAS-——T— f—
'RAsa—l-"— 4
— 2116 }—9q « o ® 2116 }—
CAS—T— 3 J—-
ORTIED QUTPUTS
oUTPUT QuTPUT
BITO BIT 15

-

€. Power cut. This 84-k-by-18 word system has OR-tied outputs—a
good way to save power in 16-pin random-access-memory designs
that use more than 4,096 words. Row-address-select pin is used in-
stead of chip-select pin to select devices.

changes the system design rules. For device selection,

i's now preferable to use the row-address select

}m) instead of chip select (CS). It’s done by applying

AS only to selected 2104/2116 devices while the col-

umn-address signal is applied to all devices.

Figure 6 illustrates this arrangement in a 64-k-by-16-
bit system with OR-tied outputs. The same design is
used in the photograph of the 1-megabit board on page
116. In fact, the configuration is already in most 16-pin
4-k RAM system designs of greater than 4,096 words. Its
advantage is substantial power savings over system de-
signs that employ the chip-select pin for the job of de-
vice selection.

However, if a designer wants to use CS for device se-
lection in his 4-k/16-k design, then the chip-select line
should be distributed to all devices and terminated so
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7. Keeping in time. An OR function in the column-address logic pre-
vents refresh cycle timing from conflicting with data cycle timing. It
guarantees that the column-address signals will always occur before
the row-address signals for refresh and after them for data.

that it can serve as an address line when needed. He can
do that in the 4-k design by connecting the chip-select
line to a signal driver. That forces CS to a high level
(Vin) during column-address hold time (tax) during re-
fresh cycles, and to a low level (Vy.) during data cycles.
Later, when he substitutes the 2116 for the 2104 in his
upgraded design, the chip-select line becomes the Asg
line and is properly jumpered to an address driver.

A refreshing difference

In refreshing a 4-k/16-k system, a designer has even
more leeway than in refreshing a straight 4-k system.
Two refresh modes are available with the 2116: 128-
cycle and 64-cycle refresh, each taking 2 milliseconds.
Any 2104/2116 designs which employ 128-cycle refresh
should provide for a 7-bit refresh address counter and a
three-wide, 7-bit address multiplexer. Both are needed
for the 16-k system, although only 6 bits are used with
the 4-k system. :

The designer can choose from two timing conditions
for the 128-cycle refresh: a read-cycle and a row-ad-
dress-select-only timing condition. Read-cycle timing is
recommended when only one row of the 2116 devices is
used—16-k words by n bits. But if two or more rows of
RAMs are used with OR-tied outputs, as on the 1-mega-
bit board, read-cycle timing is not recommended unless
each row of RAMs can be refreshed separately. Refresh-
ing all rows simultaneously could turn on all the OR-tied
outputs at the same time, causing the output buffers to
conflict. For instance one output might be high while
three are low, and so on.

This condition will not degrade the device outputs.
Data out is not normally expected to be valid during re-
fresh cycles. The problem is that it increases the current
drawn from the Vee supply and may result in supply
noise that can affect the TTL in the system.

For an OR-tied output system it’s better to use the sec-
ond 128-cycle refresh timing condition, the row-ad-
dress-select-only timing. RAS-only timing is when the
2116 receives RYK§ but no CAS during a cycle. In this
mode, the data stored in the addressed row of 128 cells
will be refreshed, but the data output will not change.

Suppose two or more RAMs were OR-tied at the outputs.
Then the RAM that had last performed a data cycle (i.e.
received both a RAS and CASinput) would remain with
its output buffer turned on (high or low), while the re-
maining RAMs would have their outputs in a high im-
pedance state. This obviates data output buffer conflicts
and their associated power-supply noise for systems
above the 16-kiloword level. In addition, output data
from RAMSs accessed prior to refresh is valid during and
after the refresh cycle.

Maximizing memory availability

The second refresh mode of the 2116 requires only 64
refresh cycles every 2 milliseconds instead of 128 cycles.
This mode simultaneously refreshes corresponding rows
in each half of the 2116. To the system designer, it in-
creases memory availability, making it equal to that of a
4-k RAM’s, For instance, for a 500-ns refresh/data cycle
time (teyc) and a 2-ms refresh period (trer), 64-cycle re-
fresh yields a percent availability of (trer — 64 teyc)/ tret,
or 98.4%. In contrast, 16-k RAMs refreshed in 128 cycles
have only 96.8% availability, which could be a reason
for avoiding this mode in a high-throughput memory.

The timing requirements for 64-cycle refresh are
hardly more complex than for 128-cycle refresh. The
important thing is to assure that the column-address-se-
lect signal is valid (low) at the leading edge of the row-
address-select signal and remains valid during address
hold time, just like refresh addresses. Under these con-
ditions, the A¢ address input pin on the 2116 is ignored,
and the data output buffer is set to the high-impedance
state. Consequently, no conflict can occur in this mode
between data outputs since they are at high impedance
during and following the 64-cycle refresh operation.

The high-impedance output state in the refresh mode
also benefits standby power consumption, always a ma-
jor concern of the system designer. As in 4-k RAMs, the
2116’s standby current is 2 mA maximum, and as in sys-
tem designs based on 4-k RAMs, this low level is ob-
tained only when the device is deselected (that is, when
its data output is in the high-impedance state). If data
output is active (high or low), then the standby current
is typically 3 ma.

Once the timing is worked out, the 2104/2116 system
designer should consider incorporating an OR function

Fig. 7) in his column-address-select logic, such that
CAS can be made to occur prior to row-address select
for refresh or after RAS (delayed by the refresh cycle
time, teyc) for data cycles. By so doing, he will guarantee
that the refresh cycle timing will not clash with the data
cycle timing.

At last, the 1-megabit memory system

To evaluate the 2116 in a system environment, Intel’s
applications group built the I-megabit unit pictured on
page 116. Figure 8 shows its block program (a) and a
schematic (b). The system, which has been undergoing
testing since June 1975, is arranged as 64-k 16-bit words
and uses either 64- or 128-cycle refresh modes.

A key peripheral chip in the setup has been especially
designed for 16-k RAM systems. The Intel 3242 serves
as the address multiplexer and refresh address counter
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8. Megabit memory. Block diagram (&) and simplified system schematic (b) show arrangement of the elements of a 84-k-by-16-bit system.
This setup, which contains over 1 million bits of memory, has been operated successfully in a system environment. It uses either 64-cycle or
128-cycle refresh modes. The 64-cycle option maximizes memory availability in systems that need high throughput.

and is a TTL, single-supply (+5-v) device that comes in ~ The 3242 also includes an internal zero-detection cir-
a 28-pin package. It multiplexes 14 bits of externally cuit to indicate when the refresh address is all zeroes.
supplied system address plus the 7-bit refresh address This saves logic and board space by allowing users of
from the internal-refresh address counter to the seven- “burst mode” refresh to determine when the burst is
output address pins. complete without having to count the refresh cycles. [J
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WHICH WAY FOR 16K?

The engineers who struggled through the pin-out
confusion (16, 18 or 22 pin) on the 4K Random
Access Memories (RAMs) and very adamantly pro-
tested the lack of pinout standardization among
manufacturers have gotteh their wish with the 16K
RAMs, almost..

The 16K RAM:s are all in 16-pin packages, have the
same pinout, are TTL compatible, with multiplexed
addresses, two clocks, and basic operation like the
16-pin 4K RAMs. There are differences with respect
to refresh modes and data output operation but
these variations do not preclude a system design
which will accept all of the devices.

A FRESH APPROACH TO REFRESH

One of the most requested features Intel encounter-
ed during the market research efforts that led to
the 2116 definition was the ability to refresh the
data cell matrix with only 64 cycles. With this in
mind, Intel implemented the 2116 in such a manner
that both 64 cycle and 128 cycle refresh modes are
available and the user has the option as to which
mode best suits his system needs. Figure 1 shows
that the 2116 is really two 8K x 1-bit RAMs
sharing some common circuits. In normal data
opetations (Read, Write, etc.) the seventh address
bit, Ag, is decoded and selects only one 8K half to
be powered up during any given cycie.

64-Cycle Mode

The CAS-before-RAS 64 cycle refresh mode opera-
tes by disabling the common 1/O circuitry shown
in Figure la and refreshing one row in both 8K x
1-bit halves of the 2116. Since there are 64 rows in
each 8K half and one row in each half is refreshed
each cycie, only 64 refresh cycles are required.

128-Cycle Modes

During Read/Refresh and RAS-only refresh cycles,
only one 8K x 1-bit half of the 2116 is activated
and one of the 64 rows in the active section is re-
freshed. Thus 128 cycles are required to refresh the
128 rows of cells (64 rows in each half of the
RAM).

EFFECTS OF REFRESH

The requirement for refreshing the data stored in
the cells of a 16K dynamic RAM such as the 2116
impacts system characteristics in three areas;
memory available time or throughput, system
standby power, and the maximum usable page size
during page mode operation. The 64 cycle refresh
mode of the 2116 offers improved performance in
all these areas over the 128 cycle refresh mode.

32 ROWS OF 128 DATA CELLS
128 SENSE AMPLIFIERS 8K X 1
32 ROWS OF 128 DATA CELLS
ROW ]
DE%?\‘%ERS COLUMN DECODERS AND
cbek COMMON 1/0 _
CIRCUITS
32 ROWS OF 128 DATA CELLS
128 SENSE AMPLIFIERS 8k x 1
32 ROWS OF 128 DATA CELLS
a. Intel® 2116 Layout
64 ROWS OF 128 DATA CELLS
Row 128 SENSE AMPLIFIERS
DECODERS
AND
CLOCK
CIRCUITS
64 ROWS OF 128 DATA CELLS
COLUMN DECODERS AND
1/ CIRCUITS

b. Alternate Device Layout

Figure 1. 16K RAM Device Configurations

Memory Availability

Assuming a ‘minimum cycle time of 375 nsec, 128
refresh cycles in 2 msec requires 48 psec or 2.4%
of the available memory time. But that’s a mini-
mum. Typical computer memory cycle times run
closer to 700-900 nsec, so 128 cycle refresh typi-
cally requires 102 usec or 5.1% of the available
memory time. 64 cycle refresh requires only 51
usec or 2.5% of the available memory time under
the same conditions of 700-900 nsec cycle time.
(See Table I). That’s higher throughput capability
and less chance of having to wait for completion
of a refresh cycle to start a data access.
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Table I. Time Impact Of Refresh

Requirements of Refresh
System | Time Spent On Percent Of =
Refresh Cycle Refresh During | Available Memory
Mode. Time Each 2 msec Time
64 cycle | 375 nsec 24 usec 1.2%
800 nsec B1 usec 2.6%
128 cycle| 375 nsec 48 usec 2.4%
800 nsec 102 usec 5.1%
System Standby Power

Remember, the 2116 can be refreshed each 2 milli-
seconds in one of three ways; 128 Read cycles,
128 RAS-only cycles, or 64 CAS-before-RAS
cycles. The standby power (refresh only) for the
three types of 2116 refresh cycles is given in Table
IL.

Table Il. Power Considerations For Refresh

Cycle’| Read/ | RAS-Only | CAS-Before-
Refresh Refresh RAS Refresh
Parapwter
Refresh Cycles 128 128 64
Power Per -
500 nsec
Cycle 444 mW | 346 mw 426 mW
Average
Refresh Power | 31 mW 28 mW 24 mW

“Wait a minute,” you say! “If you turn on both
8K x I-bit halves of the 2116 during 64 cycle
refresh, why is the power per cycle less than during
a Read/Refresh cycle and why is the average power
less than with either Read/Refresh .or RAS-only
cycles?” Let’s take these questions one at a time!

The per cycle power with CAS-before-RAS is lower
than for the Read/Refresh cycles because the CAS
clock generator circuits and column decoders do
not operate during 64 cycle refresh and the common
1/O circuits are off. The power reduction due to
these circuits being off more than offsets the
increase in power dissipation due to both halves of
the RAM being on.

The average power is lower with CAS-before-RAS
refresh cycles because there are only 64 cycles each
2 milliseconds rather than 128. The 2116 is, there-
fore, in standby a larger percentage of time during
the 2 millisecond refresh period. Although the
CAS-before-RAS per cycle power is 23% higher than
the RAS-only per cycle power, the average power
is 14% lower!

There is one other power related characteristic of
CAS-before-RAS refresh which must be considered,
The peak value of the transient currents during a
CAS-before-RAS refresh cycle is approximately
20% higher than during the other two refresh
modes. This is caused by the capacitive charging/
discharge currents agsociated with 128 additional
sense amplifiers. Care must be taken in the system
design to decouple the slightly higher transient
peaks. Work in the Intel Applications' Lab has
shown that the decoupling and board layout sug-
gestions included in the 2116 data sheet yield
acceptable power distribution noise levels with
any of the allowable refresh modes.

Refresh-Page Mode Interaction

Page mode operation with 16K RAMs allows
faster successive memory data operations at the
128 column locations in a single addressed row.
Receipt of a RAS and a 7-bit row address byte
causes the RAM to access the 128 data cells on
the addressed row.

At access time all 128 data bits are available at the
sense amplifier outputs »_as long as RAS is held
active. By cycling the CAS clock and addressing
the desired data bit with the 7-bit column address
byte all 128 data bits may be brought to the data
output of the device. Data access and cycle time in
this mode, called page mode, is faster than normal
data cycles. Page mode is an excellent way to trans-
fer blocks of data to and from memory at high
speed, but it is impacted by refreshing. The refresh
requirements of the devices limit the number of
consecutive page mode cycles to less than the 128
available from each row of devices. As an example,
recall that the 2 millisecond distributed refresh
mode requires a refresh cycle every 15.5 micro-
seconds, (for 128 cycle refresh mode) and every 31
microseconds (for the 2116 in its 64 cycle refresh
mode). This means that the devices may remain in
the page mode for a period no longer than the time
required between refresh cycles.

For example, for systems using 128 cycle gefresh,
the maximum time in the page mode is 15.5 usec.
For systems using 64 cycle refresh the time in page
mode is doubled to 31 psec. In practice, this limits
the number of consecutive page mode cycles to 55
or less for the designs which use 128 refresh cycles
and to 110 or less for the 2116 in its 64 cycle re-
fresh mode. The 2116 with its 64 cycle refresh
mode clearly permits more useful page mode
operation than would 2 16K RAM which requires
128 refresh cycles. Table III summarizes the
impact of refresh upon page mode operation.
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Table 111. Refresh Impact Upon Page Mode Operation

Number of Page
Time Period Mode Cycles
Refresh Mode |Between Refresh| Possible Between
Cycles Refresh Cycles

128 Cycle/2msec
Read, or 15.5 usec 55
RAS - Only
64 Cycle/2msec
2116 CAS/RAS 3130 usec 110
mode

IMPLEMENTATION OF 64/128 CYCLE REFRESH
MODES

Provision for 64 cycle refresh was a major factor in
the selection of the device architecture shown in
Figure la for the 2116. There are, however, several
other performance and yield related advantages to
the 2116 architecture.

Implementing 64 cycle refresh requires limiting the
number of data ‘cells per sense amplifier to 64.
That means 256 sense amplifiers -are required
(16,384 cells + 64 cells/sense amp= 256 sense amps).
128 cycle refresh would force 128 cells per sense
amplifier and only 128 sense amplifiers. So the
question boils down to a 256 x 64-bit organization
versus a 128 x 128-bit organization. (See Figure 1).

256 Sense Amps Means Twice As-Much Chip Area
For Sense Amps

True, when you double the number of sense amps,
you double the chip, area required for sense amps.
However, the sense amp area on the 2116 amounts
to only 12% of the total chip area so reducing the
number of sense amps to 128 would only reduce
the chip area by 6% which isn’t very significant.

128 Cells Per Sense Amplifier Means Larger Cells

Putting 128 storage cells on each sense amplifier "

would require the bit sense lines to be twice as long
as with 64 cells per sense amp. This means the bit
sense line capacitance would nearly double. To
keep the sensed signal level the same, the cell-
capacitance-to-bit-linecapacitance  ratio must
remain the same. ’

With double the bit sense line capacitance, the cell
capacitance must be doubled and this would
increase the chip area devoted to the storage cell
by approximately 25%.

The cell capacitor could be made larger by less
than a factor of two, but the signal-to-noise ratio
of the sensing function would be degraded. It also
would adversely affect the access time and device
operating margins and is not a good alternative.

Complete Capatibility

The 128 cycle refresh mode offered with the 2116
is 100% compatible with other 16K RAMs that
offer only 128 cycle refresh. That means that the
2116 fits into sockets designed for 64 cycle refresh
and into sockets designed for 128 cycle refresh.
Other RAMs only fit into sockets designed for 128
cycle refresh.

TO LATCH OR NOT TO LATCH

One area of non-compatibility between the an-
nounced 16K RAMs is the inclusion of an output
latch on the device. This has given rise to a
LATCHED/NON-LATCHED device debate. Let’s
examine the issue, to understand the system effects
of the output latch.

4K Compatibility

The 16-pin 4K RAM, available from a multitude of
suppliers, established the standard for latched out-
put, multiplexed address RAMs. All available
16-pin 4K RAMs have compatible latched outputs.

Since the 16-pin 16K is virtually identical to the
16-pin 4K in terms of pin-out and timing, it seems
reasonable to make the interface between the two
devices as close as possible. The 2116 is fully
output compatible with all 16-pin 4K RAMs. This
allows the unprecedented “luxury” to system
designers of upgrading their system densities by a
factor of four with only an address strapping
change on their memory boards.

Also, no new learning curve is required for the
system designers since the parts would operate the
same. Chip select, CS (pin 13), on the 4K was
actually latched and implemented as an address bit

- -just like the 6 column. address bits. Pin 13 on the

16K is address bit A.

A number of Intel’s 16-pin 4K customers are using
their 4K RAM boards to evaluate the 2116 with
pin 13 jumpered to an address driver rather than the
old CS driver. Even the test procedures can be the
same.

Common I/O Operation

When designing with microprocessors that employ
bi-directional I/O buses, the ability to connect
memory devices directly to the bus can be an asset.
A memory device without an output data latch can
have it’s Data-In and Data-Out pins connected to-
gether and directly to the 1/O bus if the operation
of the RAM is restricted to simple read and write
cycles. Let’s look at what this means in two separ-
ate classes of microprocessor systems.
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Single Board Systems

Small microprocessor systems typically use a limited
number of LSI circuits designed as a CPU-I/O
combination and sold together as a chip set. Because
of the limited number of devices connected to the
microprocessor I/O bus, memory devices can often
be directly connected to the data ports without
any buffering or isolation devices. Since the bus is
generally local to the chip set, and does not leave
the printed circuit board, it is not subject to the
risks of backplane voltage shorts and potential
device destruction. These systems can benefit from
direct RAM connection to the I/O bus. Single
board microprocessor systems that employ bidirec-
tional I/O buses can benefit from non-latched
output RAMs because the Data-In and Data-Out
pins can be tied together. These small systems use
small amounts of memory, however, and it is often
contained on the CPU chip or integrated into an
1/0O device. The amount of external RAM memory,
when used, seldom exceeds 1K to 2K words and
the 16K RAM will not find much usage in these
small systems.

Multiple Board Systems

Larger microprocessor systems place the main
RAM storage, or an expansion to the RAM storage,
on separate printed circuit boards. All signals to
and from the memory must then be buffered to
prevent overloading of the microprocessor I/O bus
and to protect the outputs (and inputs) of both the
microprocessor and memory devices from acciden-
tal shorting to a supply voltage or to ground during
troubleshooting and normal system maintenance/
repair. The effect of these buffers (see Figure 2)is
to eliminate any need or advantage to tying the
RAM data input and output together.

It is in these larger systems that the 4K and 16K
RAMs are most useful due to the size of the
memory required. These systems normally use
12K to 64K bytes of memory and the density of
the 16-pin RAMs is an asset. Common I/O RAM
operation is not a factor in these systems. Besides,
if common I/O is so important for RAMs in micro-
processor systems, why does the RAM that is the
most widely used in microprocessor systems today
(the 2102) have separate 1/0?

ADVANTAGES OF THE LATCH

There are a number of system advantages to the
data-out latch on board the RAM. Some of the
more important of these advantages are:

1) Many small, non-microprocessor systems,
especially those which run with long
system cycle times (1 usec or more) need

2)

3)

the data read from memory to be latched
in order to minimize the clock or active
time and minimize power dissipation. In
these systems, the on-chip data latch is an
asset because off-chip data latches increase
the system power dissipation. Power dissi-
pation for TTL data latches runs about 70
mW per bit. For 16K by 8-bit memory that
is 70 mW per 16K and is a constant DC
power drain during active or standby cycles.
The on-chip latch adds only 24mW to the
device power dissipation and only while the
data output is active, not during standby.

Off chip latches require more packages on
the memory board. A 16-bit system will
require four 16 pin packages or two 24 pin
packages. These latches take up board
space and add part, assembly, and mainten-
ance costs to the system.

Off chip laiches also add to access time.
The delay of an on chip latch is included in
the access time for the device. Using an un-
latched output device and adding external
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latches adds typically about 20 nsec to
system access time due to timing skew in

the latch clock plus the latch propagation

delay.

An operational feature that is offered in
latched output RAMs and is not available
on unlatched output RAMs is the ability to
perform a refresh cycle immediately follow-
ing a data cycle without impacting- the
availability of output data. This “hidden”
refresh cycle is possible with the latched
output device because a RAS-only refresh
cycle does not affect the data contained in
the output latch. A typical timing diagram
for the hidden refresh mode is shown in
Figure 3. This mode of operation is not
possible with the unlatched output devices
unless external latches are added because
‘the data output of the unlatched devices
goes to the high impedance state at the
beginning of the RAS-only refresh cycle
and is not available to the processor when
required. This hidden refresh cycle feature
of the 2116 and the latched output 4K
RAMs can be used to advantage in many
systems.
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DISADVANTAGES OF THE LATCH

There are also a number of potential system dis-
advantages to the dataout latch Thesedisadvantages
are generally not practical limitations on system
design due ‘to other overriding considerations as
discussed below:

1) Systems designed with latched 16K’s whe whose
outputs are OR-tied must provide CAS to
every device during every cycle in order to
deselect” devices selected on the previous
cycle. Although non-atched devices can
and do operate in this mode, this CAS de-
select cycle is not required and CAS can
be decoded and sent to the selected devices
only.

Since CAS occurs after RAS_in a cycle, a
cycle could_be started with RAS to every
device and CAS decoded during trcy, and
applied only to_the desired devices. Thus
CAS is now like CS on the 16-pin 4K RAMs.
This operation reduces access times by
10ns when using a 7458138 decoder since
the chip select decode time is not required
prior to RAS as it is with the latched output
16K RAMs. The practical usefulness of this
operational mode is limited since using
CAS as a chip select means that the un- .
selected devices in a system dissipate power
; at alevel only shghtly less than the selected
devices (See Table I RAS-only cycle power).
This mode dissipates almost as much power
as that dissipated when using CS in 4K RAMs
for deselection. (Which explains why nobody
used CS for device selection with the 4K).

The Data-In and Data-Out pins may not be
directly tied together and to a common 1/0
bus. This is a disadvantage only in single-
board microprocessor systems and not in
larger systems (refer to Figure 2).

2)

WHICH NON-LATCHED 16K?

All non-latched 16K’s are not alike! In fact, none
of them are alike. The three currently released
designs all react dlfferently during elther read or
write cycles.

Data Output Control

The data output is controlled by CAS in both the
latched and non-atched devices and becomes valid
at column access time (tCAC) after CAS goes low
(active). The difference lies at the point in time at
which the data out goes to the off (high-impedance)
state. In the latched output case, data out goes to
the off state after CAS goes low in the next cycle.
In the non-latched output case, data out goes to
the off state after CAS goes high in the current
cycle.

14-6
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Unlatched Device Output Characteristics

Differences in characteristics of the outputs of
non-latched devices are shown in Figure 5 for a
read cycle.
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Figure 5. Unlatched Device Output Operation
During Read Cycles

When it comes to a write cycle the data-out charac-
teristics of the 3 suppliers are different from each
other (see Figure 6). So why would anyone care
what the output is doing during a write cycle? In-
coming test programs and device qualification test-
ing must account for these differences. Also, since
the device outputs are connected to an 1/O bus of
some sort, the designer must consider the output
operational characteristics to assure compatibility
with the bus.
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Figure 6. Unlatched Device Output Operation
is Different During Write Cycles

None of the above differences by itself is hard to
handle but it can be troublesome to have to account
for all conditions especially in testing and qualifying
the devices.

CAS AS A CHIP SELECT

During the discussion of the disadvantages of a
data out latch, the use of CAS as a chip select sig-
nal was mentioned briefly. The system parameters
affected by this use of CAS are access speed, power
dissipation, and page mode.

Access Speed

Decoding the chip select address bits and gating
CAS only to the selected devices reduces access
times by about 10 nanoseconds compared to gating
RAS as the chip select signal.

Power Dissipation

Using CAS as the chip select signal means that the
unselected devices in a system dissipate RAS-only
power levels while the selected devices dissipate
full power levels.

What does that mean in a 128K x 8-bit system? De-
coding only CAS and supplying RAS to all 64
devices means one row of devices would dissipate
normal power while seven rows would dissipate
RAS-only power levels during each cycle. The
128K by 8-bit system (8 rows of 16 devices) will
dissipate 23.0 Watts in this mode.

Decoding only RAS as chip select and supplying
CAS to every device does add slightly to access
time (about 10 nsec) but it also means only 8
devices of the 64 in our example system would be
active in any given cycle while the other 56 devices
would remain in refresh/standby. The same 128K x
8-bit system will dissipate 5.2 Watts in this mode.
(See Table V).

Table IV. Power Considerations for 128K x 8-bit System

Operational
Mode Decoded Decoded
System RAS CAS
Parameter
IDD Current 0.43 Amps 1.92 Amps
Power Dissipa- | g 5 Watts 23.0 Watts
tion
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Page Mode

In the non-atched RAM, CAS used as a chip select
signal allows extension of the page mode boundary,
beyond 128 data cells. This is accomplished by
supplying RAS to all the devices in a system and
CAS to the selected devices extending the boundary
to include the selected row in all of the RAMs in
the system. This operation is valid but there are
some practical restrictions on its usefulness.

Extension of the page mode boundary again
requires activating all the devices in the system
rather than just one row of devices. The increase
in power dissipation incurred makes this mode of
operation rather undesirable as previously dis-
cussed. In addition, the refresh requirements of the
devices limits the number of consecutive page
mode cycles to less than the 128 available from
one row_of one device. Remember that refresh
requires RAS to be cycled to refresh a row of cells
every 15.5 microseconds with the 128 refresh cycle
mode and 31 microseconds with the 2116 in its
CAS-before-RAS 64 cycle refresh mode. Why
activate all of the RAMs in the system when you
can’t even cycle through all the locations in one
row of one RAM in a single page mode cycle?

SUMMARY

The goals for the 2116 16K RAM, increased bit
density while maintaining performance and func-
tional compatibility with the 16-pin 4K RAMs,
have been achieved. This compatibility is a boon
to the users since no new learning curve is needed
when upgrading to the 16K RAM.

While there are differences in the announced 16K
RAMs, these differences are slight when compared
to the differences between the proliferation of 4K
RAMs. By including TTL data out latches in the
board design and using 128 cycle refresh, the.
designer can accommodate any of the 16-pin 16K
devices.

For those users who wish to maintain the through-
put rate of the 4K devices, the 64 cycle refresh
mode of the Intel 2116 is ideal. The on board data
out latch of the 2116 is a definite asset to those
users with restrictive board space limitations. In
extremely cost sensitive applications, the 2116’s
data out latch not only eliminates the need for
external TTL latches but also reduces system
power dissipation thereby reducing power supply
and cooling costs.
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The biggest erasable PROM yet
puts 16,384 bits on a chip

Using just one 5-V supply, the ultraviolet-erasable device is interchangeable
with 16-k read-only memories—a boon to designers of microprocessor systems

3 .

by Robert Greene, George Perlegos, Phillip J. Salsbury, and William L. Morgan, e/ Corp. Santa Glara, Gaiit

O3 In just two or three years, from being barely on the
edge of visibility, a field-erasable read-only memory has
blazed its way to prominence in the system designer’s
world. Because its contents can be erased with ultra-
violet light, its user can program and reprogram it at
will—an unaccustomed liberty.

Known as EPROMS (for erasable programmable ROMS),
the devices in heavy use today are the 2,048-bit 1702A
and the 8,192-bit 2708, both of which have been de-
signed into a wide variety of equipment over the past few
years. But the new 16,384-bit model, which is also faster
and easier to use than its predecessors, is bound to
attract old and new users alike.

The attraction, of course, is the devices’ extreme
usefulness for prototyping software code in microproces-
sor-based designs. It typically takes tens of passes
through a system before a2 program’s code can be
optimized, and each pass requires a. new ROM program.
But a ROM that can be erased and reprogrammed quickly
from standard address signals makes it much easier to
optimize a program.

Indeed, individual words can be rewritten in today’s
uv-crasable PROMSs, so that programmers can fine-tune
their software well into the development cycle or change
a portion of the program to accommodate new system

features. Then, once satisfied with the program, the user
can switch into production with factory-programmable
ROMs that have identical pin assignments and use similar
power supplies. .

Alternatively, as the availability of erasable PROMs
increases, system designers are beginning to use them in
place of standard ROMs in the production equipment
itself, especially in the early sample stage and also in
small-volume designs. It is an all-too-familiar problem,
getting small numbers of mask-programmed RoMs from
the factory in anything like a reasonable time and at less
than an exorbitant per-piece cost. Here the erasable
PROM is the perfect answer, for it goes straight into the
equipment once its program is fixed.

A good deal in all respects

The new Intel Corp. 2716 16-k device has all this
versatility, and then. some (see table). It offers twice the
memory capacity on a chip only 20% larger than the 8-k
version—and the smaller the die, the lower its produc-
tion costs eventually fall. Its performance is better.
Though its maximum access time stays at a short 450
nanoseconds, its active power dissipation per bit has been
reduced to 40% of the 8-k device level, so that the chip’s
total power dissipation is 20% lower for 16,384 bits than
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1. Doubling up. By using two levels of polysilicon, this stacked-gate
version of the floating-gate avalanche-injection MOS celi occupies
hall the area of earlier Famos cells. As a result. the 16,384-bit 2716
chip is only 20% larger than the 8,192-bit 2708 devices

2. Aimed at microcomputers. The 16,384 celis in the 2716 device
are organized into two 64-by-128-cell arrays or 2,048 8-bit words, an
arrangement that makes the device usetul for byte-oriented micro-
computer designs and alsc compatible with 16-k ROMs.
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-LIGHT ERASABLE PROGRAMMABLE ROMs

Modet 1702A 2708 2716
Basic features
Technology p MOS n I\{IOS nMQOS
Organization 256 X 8 1,024 X8 2,048 X 8
Chip area (mit? equiv.) 134 160 175
Package pins 24 24 24
Read performance
Access time (max) {ns) 650 450 450
Power dissipation (mW) 700 730 500
. ’ per bit {(mW) 0.4 0.t 0.04
Standby power {mW} . . 125
" " per bit [mW) - - 0.006
Power supplies (V) +5, -9 +5,+12,-5 +5
TTL compatibility yes yes yes
Programming requirements B
Supply voltages (V} 412, -35, —48 +26,+5,+12, -5 $25,+5
" puised, Vp yes yes no
Program control levels (V) 0/ -48 07+12 TTL
Address and data inputs (V) 0:-48 TTL TTL
Duty cycle (%) 20 80 — 100 80 — 100
Programming performance
Programming time of 4l words (s} 120 100 100
" per word {s} 04 100 0.05
Single-pulse programming no no yes
Single-location programming yes no yes
Erase time of all words (minutes) 10-20 10 - 30 10-30
“Power dissipation can be reduced by clocking power supply or turming off duiing deselect

it was for 8,192 bits. In fact, the 2716’s speed-power
product, at 450 ns and 500 milliwatts, puts it on a par
with standard high-density ROMs. Moreover, the chip’s
low standby power mode, in which it dissipates only 125
mw, affords further power savings at the system level.

Equally important, the 2716 works off a single 5-volt
power supply, in contrast to the earlicr multiple-supply
1702A and 2708 devices. This change is vital for today’s
designs, since it allows the device to be used with the
new, more powerful 5-v microcomputers. In fact,
another device using the same basic cell concept, the
8755, has been designed with special input/output ports
and control lines to work directly with the 5-v Intel 8085
microcomputer, as well as with other types of 5-v
MiCroprocessor systems.

In applying the new 16-k 2716 in microprocessor-
based systems, the system designer not only replaces two
2708 packages with one 2716, but he or she can also
eliminate the 1-of-4 decoder chip that is needed with the
two earlier devices. Indeed, when hooking up the 2716 to
single-chip microcomputers such as Intel’s 8048, only a
standard, commercially available 8212 latch is used, as
with the 2708 configuration, and nothing else. All other
control signals and address signals are supplied by the
processor.

Finally, the new devices are easier to program than the
earlier ones. They need only two programming supply
voltages (+25 and +35 V) instead of three and four
different voltage levels (some as high as 48 v) typical of
Uv-erasable PROMs. Moreover, the program voltage Vp
need not be a low-duty-cycle pulse, so that program time
is greatly reduced — from 100 seconds to 0.05 s per bit —
even while control levels and address and data inputs are

The Famos principle

Famos describes the floating-gate avalanche-injection
metal-oxide-semiconductor transistor that Dov Froh-
man-Bentchkowsky developed at Intel Corp. in 1971.

The Famos device is essentially a silicon-gate MOS
field-effect transistor in which no connection is made to
the floating silicon gate. Instead, charge is injected into
the gate by avalanches of high-energy electrons from
either the source or the drain. A voltage of -28 volts
appiied to the pn junction reieases the electrons.

Data is stored in a Famos memory by charging the
floating-gate insulator above the channel region. The
threshold voltage then changes, and the presence or
absence of conduction is the basis for readout.

The Famos cell has generally been considered more
reliable than nitride storage mechanism used in repro-
grammable metal-nitride-oxide-semiconductor memo-
ries. In MNOS memories, carriers tunnel through a thin
oxide layer into traps at the oxide-nitride interface. But
a partial loss of stored charge during readout limits the
number of readout cycles to approximately 10"

In Famos memories, on the other hand, there is no
loss of charge due to reading. Moreover, over time, the
loss of stored electrons is negligible, less than one per
cell per year. and information retention is excellent.

kept at straight 5-v transistor-transistor-logic levels.
All these improvements flow from a new n-channel
stacked-gate cell that uses just one transistor. This cell is
fabricated with a dual-layer silicon-gate process that
closely resembles the one used in today's 16-k dynamic
random-access memories. As the cross section in Fig. |
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3. Picking and choosing. The 2716 erasable PROM has a program inhibit mode, to allow the designer of a multipackage system to program
some of the devices and not others. Only those devices that receive a TTL-level. pulse on the PGM/PD pin will be programmed.

shows, a lower floating gate stores the cell’s charge, and
an upper control or select gate operates the cell. Being
stacked one over the other, the gates create an extremely
compact structure—the smallest cell of any Uv-erasable
PROM in production. Including decode, address, drive,
and sense circuitry, the entire memory fits on a chip well
under 40,000 mil? in area.

As for the cell’s operation, the fact that it has a fairly
complicated stacked-gate configuration is completely
transparent to the user. Unlike the 1702A erasable-
PROM floating-gate cells (see “The Famos principle,”
p. 109), the stacked-gate cell is programmed by means of
hot ‘electrons injected from the channel through the
oxide to the floating gate. This injected charge raises the
threshold voltages at the top or select gate, so that a
charged cell has a higher select voltage than an
uncharged cell. The overall charge pattern, then, as seen
from the select gates, duplicates the pattern of a stan-
dard mask-ROM.

Once programmed, the charge retention of the new
16-k Uv-erasable PrROM is as good as in the original
Famos devices. Reliability studies of standard produc-
tion runs indicate that 95% of the devices can be
expected to retain their memory for 100 years at 70°C.
Charge removal from the stacked-gate cell occurs with
its exposure to ultraviolet light, just as in both the earlier
uv-erasable devices.

Using the 2716

The array of 16,384 Famos cells, which are formed
into two 64-by-128-cell matrixes (Fig. 2), is organized as
2,048 8-bit words, giving the 2716 a byte orientation that
is useful in microcomputer applications. Because of this
arrangement, the device operates almost exactly like the
2708 8-k erasable-PrROM. The only differences are that
on the 2708 device the power-supply voltages V , and
Vg are on pin 19 and pin 21 respectiyely, whereas on the
2716 device the address A, is on pin 19 and the program
voltages (+25 v for programming, 5 v for reading) are
on pin 21.

Otherwise, complete data and power-supply compati-
bility exists between the familiar 2708 and the new 2716:

they plug into exactly the same sockets, having exactly
the same standard 24-pin package and the same pin
assignments (except for those mentioned above). The
one change in designing a board with a 2716 is that
programming it requires a +25 v power supply and
reading it takes a 5-v supply instead of the 26-v pulses
needed for programming and the £12 v, +5 v, and
—5 v supplies needed for reading the 2708.

As for ease of use, the 2716 compares well with
ordinary ROMs. The seven highest-order address bits, A ,
10 A o, select the rows, while address bits A, to A select
the columns and operate on eight 1-of-16 decoders, such
that one of 16 column lines is gated to each of the eight
output buffers.

Sensing is the same as in the 2708 devices. The charge
on the selected column line is monitored. Unpro-
grammed cells will have a low threshold and will
discharge the column line when selected, while the
threshold of programmed cells will have been raised to
an impedance level that is high enough to keep the
column line charged.

To read the 2716, the chip-select input is the only
control input required. Lower this input to a transistor-
transistor-logic 0 and the device reads; raise it to a TTL |
again and the device stops reading —is deselected. When
deselected, this chip-select input causes the outputs to go
into the high impedance state within about 120 ns, a
time short enough to allow a designer to OR-tie several
2716s in parallel yet still retain the maximum 450-ns
access times of individual devices. On the other hand,
since chip select is really an enabling signal, if only one
or two 2716s are being used in a system, they may be left
low during all cycles, allowing a designer to exploit the
typically faster access times of any individually selected
devices. '

Writing and erasing are no big chores, either. Initially,
and after each erasure, all bits of the 2716 are in the
logic | state (output high). Data is written by selectively
programming Os (output low) into the desired bit loca-
tions. To set up the 2716 for programming, the program
power supply, Ve, is raised to 25 v, and the chip-select
is raised to the input high-voliage state (V,4) or 2.2 v

o
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4. Programming made easy. In this setup, the user need only observe the appropriate setup times for the programming operation to
succeed. The start control signal gets the timing chain moving, and from then on things are practically automatic.

minimum. The data is then presented, 8 bits in parallel,
on the data output lines (O, to Oy in Fig. 2), while the
corresponding address is presented to the address
inputs.

After the address and data setup times have elapsed. a
program pulse is applied to the programming PGM/PD
pin. This pulse is a TTL-level signal that serves to gate the
program power supply, V pp, into the array. It must be
present for at least 50 milliseconds to ensure long-term
retention of the programmed data. When this program is
completed, the Ve pin should be returned to +5 v.

Finally, erasing the 2716 is the same as for all uv-
erasable PROMs. The user places it under an uv lamp and
exposes it to the equivalent of 15 watt-seconds/em”.
Although there is no evidence that extended exposure
harms the device, the lamp should be placed on a timer
and shut off after 30 minutes to prevent unduly long
(overnight and over-weekend) accidental exposure.

A useful feature of the 2716’s program design is its
program-inhibit mode. In multipackage systems, this
mode lets the designer ignore some of the devices on a
given board and only program or reprogram the rest.
The setup is shown in Fig. 3. All inputs and outputs are
tied together except for PGM/PD. Only those devices that
receive a TTL-level pulse on the pGm/PD pin will be
programmed. In the setup shown, device No. 4 is being
programmed with a 50-millisecond pulse on this pin,
while the address contents of the other three devices are
unaffected.

The programming schemes devised for the 2716 are
easier than for previous Uv-erasible PROMs, as may bé
seen from the example diagrammed in Fig. 4. In this
scheme, the addresses and data may be derived from a
microcomputer system bus. Alternatively, the user can
generate both manually, employing toggle switches for
control and a counter for address input. However, when
manual operation is performed, a provision must be
made for automatic incrementing of the address pulses.

In either case. a start control signal enables the timing
chain shown in Fig. 4, assuring that the appropriate
setup times are observed. This signal also enables the

“program timer, which controls the 2716 chip-selzct

From PROM to final ROM—fast

Since the UV-erasable 16,384-bit 2716 user-
programmable ROM is pin-compatible with the 2316E
mask-programmed 16-k ROM, designers can debug
systems with the 2716 and, as soon as the data pattern
is firm, order read-only memories to plug directly into
the 2716/ 2316E socket. In fact, the initial system can
be shipped with erasable PROMs and fitted with ROMs
in the field when they become available. Also, the 2716
can be used as the master for transmitting the desired
data pattern back to the factory without alf the hassle
of tape formats.

This direct interchangeability between the 2716 and
the 2316E can also speed up implementing code
changes. In the past, even when systems were
successfully prototyped with UV-erasable PROMs and
released to production using mask ROMs, the slightest
code change forced the end user to wait while the new
code was implemented on the prototype system, then
translated into a ROM pattern, and only then placed in
the production system. But when the 2316E is used in
production systems, any change in code can be
performed in a matter of a few hours by programming a
2716 with the custom pattern and plugging it in.

signal, and places the data input/output buffer in the
input mode. The program timer must be reset after the
address and data hold times have passed.

Once started, the address and data-setup timers
enable the program pulse timer, which applies the
required TTL pulse to the 2716 pGM/PD pin. This pulse, in
turn, on its falling edge, enables the address- and data-
hold timers. After they have finished, the auto-address-
increment timer does one of two things. Either it
advances the address-input counter on a manual
programmer, or it resets a not-busy flag on a micropro-
cessor. The program timer is then reset, placing the data
170 buffer in the output mode for data verification. Note
that the Vp (+25-v) supply does not have to be turned
off or switched during program/read transitions.
However, it should be lowered to Vcc for nonprogram-
ming operation to reduce power dissipation.
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Using charge coupled devices
can reduce bulk memory costs

CCD'’s offer adequate performance in these applications and provide
truly significant cost savings when compared to RAM configurations.

Dave House and Kirk MacKenzie, Intel Corp.

Over the course of the past several years,
semiconductor memories have become a domi-
nant form of main memory.-And today they are
being applied in secondary or bulk storage
applications as well. Assuming that you've already
made the decision to go semiconductor for your
bulk storage, the first and most important choice
facing you is this—should you go the MOS RAM
(Random. Access Memory) or CCD memory com-
ponent route?

In areas where their performance is adequate,
CCD memories can provide a significant reduc-
tion in cost for bulk memory applications. At both
the component and system level, costs will be
reduced by 65 to 75% by using CCD’s instead of
RAM's.
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Fig. 1—Identical storage methods are employed in both the CCD and RAM cells. The
stored is clocked in a CCD, rather than tied to a positive voltage’as in the RAM.
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Quite naturally, such significant savings have
not gone unnoticed and many systems have been
configured to take advantage of the favorable
CCD cost picture. We contend that these savings
will always bé possible. By their very nature,
CCD’s require simpler design techniques and
offer both higher densities and higher yields than
RAM’s. The result is lower manufacturing costs
both today and in the future because any
advances in manufacturing or photolithography
techniques will equally benefit both CCD and
RAM technologies.

You can find all the answers inside

Understanding actual device costs requires
some understanding of device construction and
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operation. Fig. 1shows the basic construction of a
storage cell from a 4-phase surface-channel CCD
and a single transistor cell dynamic RAM. Note
that in both cases the storage method is the
same—charge storage in a depletion region
under a positively charged electrode. Disposition
of this electrode varies, however, being tied to
+12V in a RAM, and clocked in CCD’s. Charge
transfer performs storage cell access, accom-
plished by turning on a MOS device to connect
the storage node to either the next storage cell
(CCD) or a bit sense line (RAM).

Dynamic RAM charge transfer, a generally well
understood function, occurs as follows: An X or
row decoder gates_one transfer device per bit
sense line, passing information from that cell
onto the precharged bit sense line. A small
positive shift occurs on the bit sense line if charge
was stored in the cell; a small negative shift, if no
charge was stored. In order to rewrite the data in
the cell, this small shift in bit sense line voltage
must be amplified by the sense amplifier.

The information transfer method in a CCD is
generally not as well known, even though the
mechanism is very similar and quite simple.
Appropriate sequencing of a series of shift clocks
common to each cell within a loop controls
charge transfer. For example, the 2416, a 16k CCD
available on the market today, uses four clocks,
each tied to all loops. Other configurations are
possible, however.

Right-left or left-right—how goes the flow?

Because the CCD is itself symmetrical to charge
flow, charge can be moved either left-to-right or
right-to-eft, depending on the sequencing of the
clocks. Most designs, however, restrict the flow
of charge to one direction to simplify the design
of the refresh ampiifier within a ioop.

Fig. 1a shows a charge packet—representing a
logic ONE—moving one location to the right as
the clocks are sequenced. A well first forms at
node n+1 when phase 4 goes HIGH. But it
contains no charge until transfer phase 3 con-
nects the charge at node n to the well at node
n+1, causing redistribution of the charge over the
larger storage well. Transfer completes as phase 2
and then phase 3 go LOW, causing the well to
shorten and the charge to flow to the n+1 node.
A logic ZERO transfers in the same fashion,
except the charge packet contains significantly
less charge.

Let’s get organized

The primary organizational difference between
a RAM and a CCD is that the RAM—because of its
direct access capability—requires a very long and
highly capacitive bit sense line to conduct the

stored charge to the sense amplifier. In contrast,
a CCD moves the charge serially to a sense
amplifier at the end of a register. This charge
dumps onto a low capacitance region, resulting in
significantly larger voltage transitions than experi-
enced with RAM's. For this reason, CCD sense
amplifiers can be greatly simplified. In turn, since
sense amplifiers’ represent a major portion of
RAM power dissipation, RAM’s use considerably
more power than CCD’s.

Fig. 2 shows the layout of a 16k dynamic RAM
and a 16k CCD. Because of the additional
decoders required, the more complex sense
amplifiers, and the increased timing and control,
the RAM-cell periphery represents 66% of the
total chip area. This compares to 45% for the CCD.

Although these organizational factors tend to
lower CCD' manufacturing costs somewhat, the
primary cost differences tend to relate to the
simpler construction techniques for the CCD
storage array. In Fig. 1, note that unlike the RAM

_ design, the CCD cell has no metal-to-silicon
contacts, requires no diffusions and contains no

metal. The CCD array is an undisturbed adrea of
silicon with overlaying gate structures.

Device costs reflect device complexity

These fabrication advantages combine to pro-
duce a price per bit ratio between RAM’s and
CCD's of approximately 4:1; i.e., a 16k CCD costs
about the same at the device ievei as the 4k RAM.
But while this price ratio exists today for compara-
ble quantities and deliveries, will it continue in

; the future? The fact that both RAM’s and CCD’s

CCD

RAM

CCD AND RAM CELL AREA

Fig. 2—Lower manufacturing costs are the direct result of cCcb
chip organizational factors. As the comparison shows, almost
half again as much of the RAM chip area is dedicated to
peripheral circuit requirements (decoders, amplifiers, etc.).
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TABLE 1
BOARD COST-CCD vs. RAM
16k CCD 4k RAM 16k RAM
QTY. | ITEM | COST | TOTAL || QTY. | ITEM|COST |[TOTAL {§ QTY. | ITEM | COST|TOTAL
STORAGE DEVICES 64 2416 | $8 $512 64 2104 | $8 $512 64 2116 | $32 | $2048
CLOCK DRIVERS 16 5244 | $3 $ 48 2 TTL | 805} 8 1 2 TTL[s05[$ 1
OTHER MEMORY DRIVERS 6 3245 | $3 $ 18 6 TTL | $05($ 3 6 TTL{$05]s 3
LOGIC 10 TTL | $05($ 5 10 TTL | $05]8 5 10 JTL|%05($ 5
P.C. BOARDS 1 PCB 35 | $ 35 1 PCB | 835 | § 35 1 PCB [835 |[$ 35
MISC. COMPONENTS $10 | $ 10 $10 | $ 10 $10 | $ 10
ASSEMBLY & TEST $60 | S 60 $60 | $ 60 $60 [ $ 60
TOTAL $688 $626 $2162

are currently available in 16k densities prompts
some concern that the ratio has aiready col-
lapsed, even though 16k CCD’s have been in
production for two years and 16k RAM's are just
entering early production. To understand why
this is not the case, let's study historical MOS
trends.

Using the past to predict the future

From the introduction of the integrated flip-
flop to the 16k dynamic RAM, the trend has been
that RAM densities increase by a factor of four
every two years. Dynamic RAM’s have led the
way, with static RAM's following one generation
(two years) behind. Fabrication similarities for
dynamic RAM’s and CCD’s, coupled with the
more simplified CCD cell and array structure,
suggest that a given density can be achieved atan
earlier point in time with a CCD organization than
with a RAM organization. Actually, CCD devices
appear to be one year (one half a generation)
ahead of RAM devices in level of integration.

A corollary of the previously mentioned postu-
late (i.e., a factor of four increase in density every
two years) states that a factor of two reduction in
price/bit is achieved with every new level of
density. That is, two years gives a factor of four in
density and a factor of one half in price/bit. These
trends have been maintained through many
successive generations of devices. At each gener-
ation, the new device is initially manufactured
and sold at a cost/bit premium over the previous
generation. Early in the product life, ccs’ falls
rapidly as the new device moves into full produc-

dynamic RAM development is more causal than it
appears. In fact, it was the development of the 4k
RAM that led to the development of the 16k CCD,
that in turn led to the development of the 16k
RAM.

Next generation devices build on current
generation technology, and in this way shipments
of either CCD’s or RAM’s provide a learning
experience for the process, and both device types
benefit. Any improvements in masking technolo-
gy made for RAM’s or CCD’s can be applied to the
other. Similarly, any reduction in defect densities
made for one reduces the defect density for the
other. Thus, the RAM and CCD share a joint
learning curve.

The numbers tell the story

Now for a specific example—a hypothetical
10M-byte bulk storage system. To compare cur-
rently available 16k CCD’s and 4k RAM’s would
somewhat distort the analysis due to the half
generation difference between CCD and RAM
developments. Therefore, we have also included
16k RAM'’s in the analysis, although 16k RAM
availability lags 16k CCD availability by about one
year.

A 8-in.x 12-in. board can hold 64 storage
devices with their associated drivers. Table 1
compares the cost of such a memory board
incorporating CCD or RAM devices, with the
assumed device costs based on medium volume

TABLE 2
STRUCTURAL, ASSEMBLY AND TEST COSTS

tion. Typically, within a year the cost drops below 16k CCD/RAM 4k RAM
the level established by the previous device, QTY. COST TOTAL|[QTY. COST TOTAL
eventually tending towards a level of approxi- CHASSIS & BACKPLANE| 3 400 1200 | 10 400 4000
mately one half the previous bit cost. MAINTENANCE PANEL | 1 500 500 | 1 500 500
CABLING 500 1000
Technology transfers back and forth SCSB;’;;TASSEMBLY ,283 ;%g
One factor supporting the continuation of a SYSTEM TEST 1000 1500
constant price ratio between CCD’s and RAM’s TOTAL $4700 $10,000

relates to the close similarities in their fabrication.
The relationship between CCD development and

—_
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TABLE 3
SYSTEM COST-CCD vs. RAM
16k CCD 4k RAM 16k RAM
QTY. COST TOTAL | QTY. COST TOTAL QTY. COST TOTAL
STORAGE BOARDS 80 668 55,040 | 320 626 200,320 80 2162 172,960
CONTROL UNIT 1 700 700 1 700 700 1 500 500
POWER SUPPLY KW ST/W 1,000 |2kW S1/W 2,000 | 0.7kW S1/W 700
STRUCTURAL, ASS'Y & TEST 4,700 10,000 4,700
TOTAL $61,440 $213,020 $178,860
TABLE 4
BT COST COMPARISON—CCD vs. RAM
16k CCD 4k RAM 16k RAM
COST CoSsT COST
(mé¢/BIT) % | (mé/BIT) % (mé/BIT) %
STORAGE DEVICES 488 66.7 195.3 76.9 195.3 91.6
CLOCK DRIVERS 4.6 6.3 04 0.1 0.1 -
OTHER BOARD COSTS 122 167 43.1 17.0 10.8 5.1
CONTROL UNIT 08 1.1 0.8 03 0.6 03
POWER 1.2 16 24 1.0 08 04
STRUCTURAL, ASS’Y & TEST 5.6 76 1.9 4.7 56 26
TOTAL 73.2 2539 213.2

purchases of standard products. Higher volumes
would produce lower prices, but would not
disturb the price ratios and would not materially
affect the results of the comparison.

The CCD board requires 16 MOS-level drivers
for the CCD shift clock inputs, compared to two
TTl-leve! clock drivers for the RAM's. It also
needs MOS-level address and control drivers
instead of TTL-level drivers. The remaining board
costs are the same.

A chassis 22-in. Wx9-in. Hx13-in. D holds 32
memory boards spaced 5/8 in. apart. Three
chassis hold the 80 16k CCD or 16k RAM boards
required for the complete system with room to
spare. By contrast, you need ten chassis to hold
the 320 4k RAM boards for this size system.

Authors’ biographies
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Product Marketing and
Applications at the Com-
ponents Div. of Intel
Corp. in Santa Clara, CA.
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these two departments,
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and advertising. He has .
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uted inputs to the Intel Memory Design Hand-
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Table 2 breaks out structural, assembly and test
costs. Although these are identical for the 16k
CCD and 16k RAM systems, they are considerably
higher for the 4k RAM system due to the-larger
number of boards and components. Tabie 3
summarizes all system costs. The hypothetical
10M byte system costs $61,440 when built with
CCD'’s, or $117,420 less than the least expensive
(16k) RAM system.

Observe that the 4:1 RAM/CCD device cost
ratio reduces to a 3:1 system cost ratio because of
the allocation of the other system costs to the
memory as shown in Tabie 4. Notice aiso that only
67% of the total CCD system cost is in the storage
devices, compared to 92% for the 16k RAM
system. O
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Product Marketing engi-
neer at the Intel’s Compo-
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management and plan-
ning for CCD’s as well as
static RAM’s. He has a
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NON-VOLATILE MEMORY USING THE
INTEL® MCS-40™ WITH THE 5101 RAM

Chon Hock Leow, Application Engineering

INTRODUCTION

The unpredictability of power failure in a volatile
memory based system can result in a loss of irre-
placeable information. Terminals, portable equip-
ment and data collection instruments are but a few
devices that require low cost non-volatile storage.
Most read/write semiconductor memories are vola-
tile i.e., information is lost when power is removed.
Intel’s 5101, 1K (256 x 4) CMOS static RAM with
its extremely low standby power dissipation, typ-
ically 25uW, makes it feasible to retain information
for weeks (444 days) using ordinary pen-light bat-
teries on a “battery standby” mode. The use of a
simple battery subsystem to maintain information
can be a significant system cost reduction.

This note describes a technique for utilizing the
5101 RAM in a MCS-40 microcomputer based sys-
tem. The MCS-40 is a four bit microcomputer sys-
tem consisting of an array of CPUs, ROMs, RAMs,
1/O devices and Peripherals. The specific MCS-40
configuration discussed here, offers a means of
maintaining processor data via batteries in a power
standby mode.

4289 AND 5101 INTERFACE

The MCS-40 utilizes a 4289 standard memory
interface chip to accommodate the 5101 RAM.
The RAM being CMOS and the 4289 being PMOS
necessitates family interface considerations.

The Data Input lines (DIy-DI3) of the 5101 have
a minimum input ‘low’ voltage (V) of -0.3V,
while the bi-directional I/O data lines (1/0g-1/O3)
of the 4289 have a typical output ‘low’ voltage
(Vo) of -5V (with Vgg tied to +5V). With this in-
compatibility in voltages, buffers or clamped diodes
(Germanium) are needed between the bi-directional
I/O data lines (1/0g-1/O3) of the 4289 and the Data
Input lines (DIy-DIg) of the 5101. This also applies
to the PM line of the 4289 and the R/W line of the
5101. .

The Data Output lines (DOpy-DO3) of 5101 have a
minimum output ‘high’ voltage of 2.4V, while the
OPA,-OPAg and OPRy-OPR3 need a minimum in-
put ‘high’ voltage of 3.5V (with Vgg tied to 5V).
Pull-up resistors are required on the OPRy-OPR3 of
the 4289 to meet the required voltage. The DBy-
DBg lines of 3216 have a minimum output ‘high’

voltage of 3.5V, eliminating the need for any pull-
up resistors.

With Vpp; of the 4289 tied to ground, the ad-
dress and chip select lines are TTL compatible, elim-
inating the need for any buffering.

As can be seen in the schematic, Germanium
diodes are used on the DIy-DI3 bus and R/W line
(5101) and 3.3K pull-up resistors are used on the
DOy-DO3 bus (5101).

The user has the option of not using the 3216 to
channel data from 5101 onto the OPA)-OPA3z of
4289 by using an additional RPM instruction to
flip the F/L flip-flop of the 4289.

INTERFACE CONSIDERATIONS

Only 1 standard CMOS NAND chip is needed to
ensure CE2 of the 5101 is low during and after the
process of power failure. When power is going down,
one has to ensure that no random data is written
into the 5101. This is accomplished by an output
port and controlled by the program. In this case, a
RAM output port, 4002, is used to control a simple
RS flip-flop, implemented with 2 NAND gates,
CD4011AE. This CMOS NAND device has to be
backed up by the battery also.

The output lines (0g-O3) of 4002 have a mini-
mum output low voltage of -7V (with Vgg tied to
5V). A clamped diode is advised although a gate-
oxide protection circuit is already incorporated in-
to CMOS integrated circuits. In this case, a silicon
diode is used.

Further Details

(1) A pull-up resistor is needed per CS input of
4702A.

(2) A pull-up resistor is needed on the output
of TTL driving the CMOS.

(3) Buffering is required between the outputs
0f 4702A and 5101. Intel’s 3212 Input/Out-
put Bipolar device meets this requirement
adequately, with the added feature that
more than four 4702As can be OR-tied
without degrading the access time tremen-
dously.

Battery Supply
The battery standby system used is a simple, low
cost parallel diode switch. In order to drive this sys-
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tem, the battery voltage and dc supply voltage
should relate as follows:

Vp = 0.7V (diode drop)
Vmax + VD = Vpattery (VBB) = Vmin + Vb
Vinax + VD = V supply (V) > Vmin + VD

Note: Viax and Vpin refer to the 5101
and CD 4011AE.

In the event the supply drops below Vmin., the
battery will forward bias diode D1 (refer to sche-
matic) to form a closed-circuit and the 5101 and
CD4011AE will continue to function properly
through the battery. If a rechargeable battery is
used, the battery can be trickle charged through a

resistor.

Theory of Operation

Hardware Aspect

On detecting power up, the 4201 generates a re-
set pulse required by MCS-40 components. This re-
set pulse is also translated to TTL level by transistor
@ to enable operation of the 5101. The CPU has
to be enabled for interrupt in order to recognize
any interrupt. On detection of a power failure, the
CPU s interrupted and 4040 begins program execu-
tion at memory location 3. Either a Power Down
Routine (PDR) starts at location 3 or it contains a
jump vector to the PDR. With one 5101, more than
three 4002 memories can be saved in it. The F/L
line of 4289 is not used in both writing into and
reading from 5101. After the PDR, the RS flip-flop
has to be toggled by the 4002 to disable the CE2
line so as to ensure that no random data is written
into the 5101 during the power transitions. This is
done by bringing the CECTL low (refer to sche-
matic). All the above operations have to be done
before the power supply drops below the minimum
required voltage for the system. The time depends
on how much memory one needs to save and what
other I/O procedures need to be accomplished. This
implies that the DC power supply must maintain
power for a limited time after a line drop occurs.

Software Considerations

As the operation of the system depends entirely
on the program, careful consideration must be given
to the construction of the program given the limit-
ed time that the CPU has before the voltage drops
below the minimum requirement. The following
program is written only to save the majority of the
4002 (specifically, 4 registers of the 16 main mem-
ory characters — 64 characters). The test line is used
to distinguish whether a power failure has occurred.
Test line is false (0) when no power fallure has oc-
curred and true otherwise.

START AT
LOCATION 0 INTERRUPTED
START EXECUTION
NO AT LOCATION 3
YES
SAVE
4002
IN 5101
RESTORE
4002
FROM 5101
DISABLE CE2
LINE OF
5101
ENABLE
INTERRUPT

FROM THIS POINT
ON, VOLTAGE
CAN DROP BELOW
MINIMUM REQUIREMENT

REST OF
PROGRAM

POWER UP ROUTINE POWER DOWN ROUTINE

Figure 1. Program Flow Chart

The mnemonics used in the following program
are those of the 4004/4040 Macro Assembler
(MAC 4).

INDEX REGISTERS MAP

14 | 15
12 | 13
10 | 11
8 9
5101 RAM ADR MSB 6 7 |LSB
RAM PORT ADR 4 5
2 3
4002 CHIP/REG ADR 0 1 | 4002 CHAR ADR
MAIN PROGRAM
NOP ;No Operation
START: JUN CKTEST :Jump to check test
Jine
PDR: FIM 6,0 ;A7-Ag = 00H for
;CMOS RAM
LDM 0 ;Select CM-RAMO
Jdine
DCL {These two instruc-
itions are required if
;CM-RAM line is not
;0 during interrupt
FIM 0,0 ;Save 4002s Reg. 0

in CMOS RAM
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JMS SAVE
INC 0 Save 4002s Reg. 1
JMS SAVE
INC 0 ;Save 4002s Reg. 2
IMS SAVE
INC 0 ;Save 4002s Reg. 3
JMS SAVE
FIM 4,PORT 0 ;PORT 0=000000008
SRC 4 ;Set-up RAM port 0
LDM CECTL ;CECTL=0001B cor-
;responds to Og line
WMP ;Disable CE2 line
HERE: JUN HERE ;Wait for power to
;go down.
CKTEST: JNT INIT
PUR: FIM 6,0 :A7-Ag = 00H
;CM-RAMO is auto-
smatically selected
safter reset so that
sno LDM 0, DCL
sneeded
FIM 0,0 ;Restore 4002s Reg.
;0 from
JMS RESTORE ;CMOS RAM
INC 0 ;Restore 4002s
iReg. 1
JMS RESTORE
INC 0 ;Restore 4002s
;Reg 2
JMS RESTORE
INC 0 ;Restore 4002s
;Reg. 3
JMS RESTORE
INIT: EIN ;Enable interrupt

From this point on, normal processing can pro-
ceed.

SUBROUTINES
SAVE: SRC 0 ;Set-up 4002 RAM

;character

RDM ;Fetch RAM charac-
ter

SRC 6 JSet-up 5101s
:address

WPM :Write into CMOS
;RAM. Note that
;only one WPM is re-
;quired as the hard-
;ware does not uti-
Jize F/L flip-flop

INC 7 ;Increment 5101s
;address Ag-Ag

ISZ 1,SAVE ;Point to next 4002s

;RAM character and

;continue until all 16
;main characters are

saved

INC 6 Increment 5101s ad-
dress A7-Ay

BBL 0 ;Return

RESTORE: SRC 6 ;Set-up 5101s

;address

RPM ;Fetch data from
;5101

SRC 0 ;Set-up 4002s RAM
;character

WRM ;Restores it

INC 7 ;Increment 5101s
;address A3-Ag

ISZ 1,RESTORE ;Point to next 4002s
;RAM character and
scontinue until all 16
;main characters are
srestored

INC 6 ;Increment 5101s
;address A7-Ay4

BBL 0 ;Return

Subroutine called SAVE is to save 4002s RAM
characters into 5101. The data is saved sequentially
starting at address 00. The above power down rou-
tine requires 478 memory cycles. With a 10.8 us per
memory cycle, the power supply has to maintain
the minimum required voltage for at least 5.16 ms
(478 x 10.8 us = 5160.4 us). o

Subroutine called RESTORE is to restore 4002s
RAM characters from 5101.

Note that CPU was not enabled for interrupt un-
til after all the restoring was finished.

System Performance

The 2 CMOS chips, CD4011AE and 5101, draw
a maximum of (15 + 15) uA = 30 pA, and Q1, R1,
R2, R3 draw a maximum of 7.5 pA (with Vgcp =
4V). With a total of 37.5 uA on a standby mode,
data retention can be maintained for 444 days using
a 0.4 ampere-hour battery system. The 256 x 4
organization of the 5101 makes it suitable as a sub-
stitute for 4002 on standby mode.

The schematic shown can address up to 2K of
ROM ie., 8 of 4702As. R1, R2 and R3 can be op-
timized to draw less current depending on the
transistor used.

Alternate System Configuration

The Power Down Protect Logic (PDPL) which
comprises of 4002, CD4011AE and 7404 can be
left out if the user does not require the power down
protect capability. If PDPL were left out, the fol-
lowing connections have to be modified:

(1) Tie CE2 of 5101 high
{2) Connect PM of 4289 to CE1

2
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The 3216 can be left out if the user chooses to
use an extra RPM instruction to keep track of the
F/L flip-flop of 4289. If the 3216 were left out,
the RESTORE subroutine would then be the fol-
lowing.
RESTORE: SRC 6
RPM J{This is the dummy
;instruction in
;place of the 3216.
;After reset, the first
;RPM will read
;OPA(Q-OPAg3. Be-
jcause the DOp-DO3
;of 5101 are tied to
;OPRg-OPR3, this
;first RPM does not
;pick up any useful
sinformation. It
;only serves to flip
sthe F/L flip-flop so
;as to enable the

mext RPM to ac-
;cess the useful in-

sformation.

RPM ;Fetch data from
;5101

SRC 0

WRM

INC 7

1SZ 1,RESTORE

INC 6

BBL 0

Conclusion

The 5101 as an MCS-40 Data Memory element
can reduce the power consumption during the
power down or standby mode. The use of low cost
batteries to maintain important system data during
a standby mode dramatically reduces user system
cost over alternative methods. This is particularly
true when small quantities of memory are involved.
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INTEL MILITARY PRODUCTS
IC 38510 PROGRAM

Intel offers selected products in full conformance with requirements for military components.
Effort is underway by agencies of the Department of Defense with full Intel cooperation to estab-
lish “JAN" standards for several of our products. Intel has led these standards by emulating the
anticipated “JAN"" processing and lot acceptance requirements with the !nte! in-house IC 38510
Program. Intel Specifications are available which document general and detailed requirements for
each of the military products. Detail specifications are organized by generic family and provide all
information necessary for non-standard parts submissions in accordance with MIL-STD-749, Step |,
Step I, and Step |1l. These documents are available from your local Intel Sales Office or authorized
Intel Distributor. )

Three levels of product assurance are offered: Level B, Level C, and Military Temperature Only.

The Military Temperature level products have guaranteed operating characteristics over the specified
temperature range and have undergone Intel’s rigid product assurance requirements.

Level C and Level B products are in conformance with MIL-STD-883, Method 5004 requirements,
and in addition, have a specified maximum rebond criteria {10%) and a specified burn-in PDA
(10%), all documented in the detail specifications, consistent with 38510 requirements. Lot con-
formance tests are performed in accordance with MIL-STD-883A, Method 5005.

INTEL MILITARY PRODUCT FAMILY

MCS-80 3000 Series PROMs RAMs
MCB8080A MD3001 MC1702A MD2102A-4
MD8102A-4 MD3002 MC2708 MD2115L
MD8212 MD3003 MD 3601 MD2125L
MD8214 MD3212 MD3604 MC5101-4
MD8216 i MD3214 MD3624 MC5101L-4
MD8224 MD3216
MD8228
MC8251
MC8255
MC8316A
MC8702A
MC8708

PSG-5



MANUALS AND HANDBOOKS

(Please include check or money order payable to Intel Corporation or BankAmericard or Master Charge
number. Purchase Orders are accepted for amounts of $100 or more.)

1977 Memory Design Handbook $ 5.00
MCS-40™ User’s Manual $ 5.00
MCS-48™ User’s Manual $ 5.00
MCS-80™ User’s Manual ' $ 5.00
MCS-85™ User’s Manual $ 5.00
Series 3000 Reference Manual $ 5.00
4004/4040 Assembly Language Programming Manual $ 5.00
MCS-48 Assembly Language Programming Manual . $ 5.00
8080 Assembly Language Programming Manual ; $ 5.00
PL/M-80 Programming Manual $ 5.00
Series 3000 Microprogramming Manual ] $ 5.00
SBC 80/10 Hardware Reference Manual $ 5.00
SBC 80/20 Hardware Reference Manual $ 5.00
Intellec® Development System Operator’s Manual $15.00

Intellec® Development System Reference Manual $25.00




ADDITIONAL LITERATURE

Intel provides a variety of brochures, application notes, design manuals and other literature. The list below
includes the most popular publications available at the time of this publication. If you wish to receive Intel
literature, contact your local Intel sales office representative, distributor or write Intel Corporation, Litera-
ture Department, 3065 Bowers Avenue, Santa Clara, California 5051. Volume and Educational discounts
are available.

International locations also provide selected literature in Japanese, French or German.
Complementary Information

BROCHURES

MCS-48™ Brochure

MCS-80™ Brochure

MCS-85™ Brochure

SBC Single Board Computer Brochure
PL/M Application Brochure

Intellec® Brochure

REFERENCE CARDS

MCS-40™ Assembly Language Reference Card
MCS-48™ Assembly Language Reference Card
MCS-80™ Assembly Language Reference Card

RELIABILITY RE#’ORTS

RR 6 1702A Silicon Gate MOS

RR7 2107A/2107B

RR 8 Polysilicon Fuse Bipolar PROM
RR 9 MOS Static RAMs

RR 10 8080/8080A Microcomputer
RR 11 2416 16K CCD Memory

RR 12 2708 8K Erasable PROM

RR 14 2115/2125 MOS Static RAMs

APPLICATION NOTES
AP 22 Which Way for 16K?
AP 23 2104A 4K RAM
AP 24 2116 16K RAM
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3065 Bowers Avenue

Santa Clara, California 95051
Tel: (408) 246-7501

TWX: 810-338-0026
TELEX: 34-6372

U.S. AND CANADIAN DISTRIBUTORS

ALABAMA

fHamilton/Avnet Efectronics
805 Oser Drive NW
Huntsville 35805

Tel: (205) 533-1170

ARIZONA

Hamilton/Avnet Electronics
2615 South 21st Street
Phoenix 85034

Tel: (602) 275-7851
LIbeny/AvIzona

3130 N. 27th Avenue
Phoenix 85107

Tel: {602) 257-1272
TELEX: 910-951-4282

CALIFORNIA

Avnet Etectronics

350 McCormick Avenue

Costa Mesa 92626

Tel: (714) 754-6083

lHamcIlon/Avna Electronics
5 E. Middlefield Road

Moumam View

Tel: (415) 961-7000

Hamilton/Avnet Electronics

8917 Complex Drive

San Diego 92123

Tel: (714) 279-2421

tHamilton Electro Sales

10912 W. Washington Boulevard

Cutver City 90230

Tel: (213) 558-2121

tCramer/San Francisco

720 Palomar Avenue

Sunnyvale 94086

Tel: (408) 739-3011

1Cramer/Los Angeles

1720 Daimler Street

Irvine 92705

Tel: (714) 979-3000

tLiberty Electronics

TWX: 910-348-7140
Liberty/San Diego
8248 Mercury Count
San Diego 92111

Tel: (714) 565-9171
TELEX: 910-335-1590
Elmar Electronics
2288 Charleston Road
Mountain View 94040
Tel: {415) 961-3611
TELEX; 910-379-6437

COLORADO
Cramer/Denver

5465 E. Evans Pl. at Hudson
Denver 80222

Tel: (303) 756-2100
Eimar/Denver

6777 E. 50th Avenue
Commerce City 80022

Tel: (303) 287-9611

TWX: 910-936-0770

Avnet

ILLINCIS

+Cramer/Chicago

1911 So. Busse Rd.

Mt. Prospect 60056

Tel: (312) 593-8230
THamilton/Avnet Electronics
3901 No. 25th Ave.

Schiller Park 60176

Tel: (312) 678-6310

INDIANA
Pioneer/indiana

6408 Castieplace Drive
Indianapolis 46250
Tel: (317) B49-7300
Sheridan Sales Co.
8790 Purdue Road
Indianapolis 46268

Tel: (317) 297-3146

KANSAS

Hamilton/Avnet Eleetronics
37 Lenexa Industrial Center
9900 Pfiumm Road

Lenexa 66215

Tel: (913) 888-8900

MARYLAND

GCramer/EW Baltimore
7235 Standard Drive
Hanover 21076

Tel: (301} 796-5790
tCramer/EW Washington
16021 Industrial Drive
Gaithersburg 20760

Tel: (301) 948-0110
tHamilion/Avnet Electronics
7235 Standard Drive
Hanover 21076

Tel: (301) 796-5000
Pioneer/Washington
8100 Gaither Road
Gaithersburg 20760

Tel: (301) 948-0710

TWX: 710-828-0545

MASSACHUSETTS

+Cramer Electronics Inc.

85 Wells Avenue

Newton 02159

Tel: (617) 969-7700
+Hamitton/Avnet Electronics
100 E. Commerce Way
Woburn 01801

Tel: (617) 933-8000

MICHIGAN

Sheridan Sates Co.
24543 Indoplex Drive
Farmington Hilts 48024
Tel: (313) 477-3800
{Pioneer/Michligan
13485 Stamford
Livonia 48150

Tet: (313) 729-8500
tHamilton/Avnet Electronics
32487 Schoolcraft Road
Livonia 48150

Tel: (313) 522-4700
TWX: 810-242-8775

5921 No, Broadway
Denver 80216
Tel: (303) 534-1212

CONNECTICUT
Cramer/Connecticul

35 Dodge Avenue

North Haven 06473

Tel: (203) 239-5641
Hamilton/Avnet Electronics
643 Danbury Road
Georgetown 066:

Tel: (203) 762-0361
Harvey Electronics

112 Main Street

Norwalk

Tel: (203) 853-1515
FLORIDA

Cramer/E.W. Hollywood
4035 No. 29th Avenue
Hollywood 33020

Tel: (305} 923-8181
1Hamilton/Avnet Electronics
8800 Northwest 20th Ave
Ft. Lauderdale 33309
Tel: (305) 971-2900
tCramer/EW Orlando
345 No. Graham Ave.
QOrfando 32814

Tel: (305) 894-1511
Pioneer

6220 S. Orange Blossom Trail
Suite 412

Orlando 32809

Tel: (305) 859-3600

GEORGIA

Cramer

6456 Warren Drive
Norcross 30071

Tei: (404) 448-9050
Hamilton/Avnet Eiectronics

6700 1 85, Access Road, Suite 2B

Norerass 30071
Tel: {404) 448-0800

{Industrial Components
5280 West 74th Street
Minneapolis 55435

Tel: (612) 831-2666
Cramer/Bonn

7275 Bush Lake Road

Edina 55435

Tel: (612) 835-7811
1Hamilton/Avnet Electronics
7683 Washmglon Avenue So.
Edin:

Tel: (612) 94‘ -3801

MISSOURI

1Hamilton/Avnet Electronics
rookes Lane

Hazelwood 63042

Tet: (314) 731-1144

NEW JERSEY
Cramer/Pennsylvania, Inc.
12 Springdale Road
Cherry Hill tndustrial Center
Cherry Hill 08003
Tel: (609) 424-5993
TWX: 710-896-0908
{Hamilton/Awnet Electronics
218 Littte Falls Road
Cedar Grave 07009
Te!: (201) 239-0800

X: 710-994-5787
Cramer/New Jersey
No. 1 Barrett Avenue
Moonachie 07074
Tel: (201) 935-5600
Harvey Electronics
387 Passaic Avenue
Fairfield 07006
Tel: {201) 227-1262

NEW JERSEY (cont.)
tHamilton/Avnet Electronics
113 Gaither Drive

East Gate Industrial Park

Mt. Laurel 08057

Tet: {609) 234-2133

TWX: 710-897-1405

NEW MEXICO
Hamilton/Avnet Electronics
2524 Baylor Drive, SE.
Albuquergue 87119

Tel: (505) 765-1500
Cramer/New Mexico

137 Vermont, N,
Albuquerque 87108
Tel: (505) 265-5767

NEW YORK
Cramer/Rochester

3000 Winton Road South
Rochester 14623

Tek: (716) 275-0300
tHamilton/Avnet Electronics
167 Clay Road
Rochester 14623

Tel: (716} 442-7820
{Cramer/Syracuse

6716 Joy Road

East Syracuse 13057
Tel: (315) 437-6671
tHamilton/Avnet Electronics
6500 Joy Road

E. Syracuse 13057

Tet: (315) 437-2642
tCramer/Long Island

29 Oser Avenue
Hauppauge, L1 11787
Tel: (5 6) 231-5600

TWX: 510-227-9863
tHamilton/Avnet Etectronics
70 State Street
Westbury, L.I. 11590

Tel: (516) 333-5800
TWX: 510-222-8237
Harvey Electronics

60 Crossways Park West
Woodbury 11797

Tel: (516) 921-8700

NORTH CAROLINA
Cramer Electronics
938 Burke Street
Winston-Salem 27102
Tel: (919) 725-8711
Pioneer/Carotina
2906 Baltic Avenue
Greensboro 27406
Tel: (919) 273-4441
TWX: 510-925-1114

OHIo
Cramer/Cleveland
Harper Road
Cleveland 44139
Tel: (216) 248-8400
{Hamitton/Avnet Electronics
118 Westpark Road
Dayton 45459
Tet: (513) 433-0610
TWX: 810-450-2531
tPioneer/Dayton
1900 Troy Street
Dayton 45404
Tel: (513) 236-8900
iSheridan Sales Co.
10 Knoficrest Drive
Cincinnati 45222
Tel: (513) 761-5432
TWX: 810-461-2670
1Pioneer/Cleveland
4800 E. 131st Street
Cleveland 44105
Tel: (216) 587-3600
OHamllton/Avnct Electronics
761 Bela Drive
Cleveland 44143
Tel: {216) 461-1400
Sheridan Sales Co.
23224 Commerce Park Road
Beachwood 44122
Tel: (216) 831-0130
Sheridan Sales Co.
35 Compark

ton 45459
Tel: (513) 223-3332
OKLAHOMA
Components Specialties, Inc
7920 E. 40th Sireet

Tulsa 74145
Tel: (918) 664-2820

OREGON

Almac/Stroum Electronics
4475 S.W. Scholls Ferry Rd.
Portiand 97225

Tel: (503) 202-3534
PENNSYLVANIA

Sheridan Sales Co.

1717 Penn Avenue, Suite 5009
Pittsburgh 15221

Tel: (412) 244-1640

U.S. AND CANADIAN DISTRIBUTORS

PENNSYLVANIA (cont.)
Pioneer/Pittsburgh

560 Alpha Drive
Pittsburgh 15238

Tel: (412) 782-2300
Pioneer/Delaware

203 Witmer Road
Horsham 19044

Tel: (215) 674-5710
TWX: 510-665-6778

TEXAS

Cramer Electronics

13740 Midway Road

Dalias 75240

Tel: (214) 661-9300
tHamilton/Avnet Electronics
4445 Sigma Road

Dallas 75240

Tel: (214) 661-8661
fHamiliton/Avnet Electronics
3939 Arm Arb

Houstor

Tel: (713) 730 177
Component Specialties, Inc.
10907 Shady Trail, Suite 101
Dalias 75220

Tel: (214) 357-6511
1Component Specialties, Inc.
7313 Asheroft Street
Houston 77036

Tel: (713) 771-7237

UTAH

Hamilton/Avnet Electronics
1585 West 2100 South

Salt Lake City, 84119

Tel: (801) 972-2800

WASHINGTON
tHamilton/Avnet Electronics
13407 Northrup Way

Bellev: 9&)05

Tel: (205) 746-8750
tAimac/Stroum Electronics
5811 Sixth Ave. South
Seattle 98108

Tel: (206) 763-2300

CANADA

ALBERTA

L.A. Varah Lid.
4742 14th Street N.E.
Calgary T2E 6LT
Tel: (403) 276-8818
Telex: 138258977

BRITISH COLUMBIA
tL.A. Varah Ltd.
2077 Alberta Street
Vancouver V5Y 1C4
Tel: (604) 873-3211
TWX: 610-929-1068
Telex: 04 53167
ONTARIO
Hamiitan/Avnet Efectronics
6291-16 Dorman Road
Mississauga L4V 1H2
Tel: (416) 677-7432

X: 610-492-8867
Hamilton/Avnet Elecuomcs
1735 Courtwood Ci
Ottawa K2C 2B4
Tel: (613) 226-1700
TWX: 610 562-1906
Zentronics
141 Catherine Street
Ottawa, Ontario K2P 1C3
Tel: (613) 238-6411
Zentranics
99 Norfinch Dr.
Downsview, Ontario M3N 1W8
Tel' {418) 635-2822
Telex: 02-021694

QUEBEC

iHnmnllon/Avnﬁ Electronics
2670 P;

St. Laurem H4s 1G2

Tel: (514) 331-8443

TWX: 610-421-3731
Zentronics

8146 Montview Road

Town of Mount Royal. Montreal
Quebec H4P 2L7

Tel: (514) 735-5361

Tefex: 05-827535

MANITOBA

L. A. Varah, Ltd.

1832 King Edward Street
Winnipeg R2R ON1

Tel: {204) 633-6190
Telex: 07-55365

1 Intellec® Development
System Centers
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3065 Bowers Avenui
Santa Clara, Call!omla 95051
Tel: (408) 246-750

TWX: 910-338—0026
TELEX: 34-6372

U.S. AND CANADIAN SALES

ALABAMA

Glen White Associates
7844 Horsashoe Trail
Huntsville 35802

Tei. {205) 883-9394

ARIZONA

Sales Engineering. Inc.
7226 Stetson Drive. Suite 34
Scoltsdale 85252

Tel: (602) 945-5781

TWX: 910-950-1288

CALIFORNIA

Intel Corp.®

990 E. Arques Ave.
Suite 112

Sunnyvale 94086

Tel: (408) 738-3870
TWX: 910-339-9279
TWX: 910-338-0255
Mac-l

P.O, Box 1420
Cupertino 95014
Tei: (408) 257-9860
Earle Associates, Inc
4805 Mercury Street
Suite L

San Diego 92111
Tel: (714) 278-5441
TWX: 910-335-1585
Mac-l

11725

Foumam Va(ley 92708
Tel: (714) m334|
Intel Corp.

1851 East uh Street
Suite 228

Santa Ana 92701
Tel: (714) 835-9642
TWX: 910-595-1114

COLORADO
Intel Corp
12075 Elal 45th Avenue

Tel: (303) 373-4920
TWX: 910-932-0322

MICROCOMPUTER AND MEMORY COMPONENT

SALES AND MARKETING OFFICES

OFFICES

CONNECTICU1
Intel Corp.

8 Mill Ptain Road
Danbury 06810
Tei: (203) 792-8366

FLORIDA

Intel Corp.

2020 W. McNab Road. Suite 104
Fi. Lauderdale 33308

Tel. l305) 971-7200

TWX: 510-956-9407

Intel Cor|

5151 Adansoﬂ Street. Suite 105
Orlando 32804

Tel: (305) 628-2393

TWX: 810-853-9219

ILLINOIS

Intet Corp.”

1000 Jorie Boulevard
Suite 224

Oakbrook 60521

Tel: (312) 325-9510
TWX: 910-651-5881
IOWA

Technical Representalives. inc.
1703 Hiliside Drive N W
Cedar Rapids 52405
Tel: (319) 396-5662

KANSAS
Technical Representatives, Inc.
801 Clairborne

Olathe 66061
Tel (913) 7821177
TWX: 910-749-6412

MARYLAND

Gilen White Associates
57 West Timonium Aoad
Timonium 21093

Tei: {301) 252-6360

Intel Corp.

57 West Twnom\lm Road
Suite

Tnmomum 21093

Tel: {301) 252-7742
TWX: 710-232-1807

EUROPEAN MARKETING OFFICES

BELGIUM

Intel international *
Rue du Moulln a Papier
51-Boite

B-1180 Bmssals

Tel: {02} 660 30 10
TELEX: 24814

FRANCE

intel Corporation, SARL."
74, Rue D'Arcueil

Silic 223

94528 Rungis Cedex

Tel: (01) 687 22 21
TELEX: 270475

ORIENT MARKETING OFFICES

JAPAN

intel Japan Corporation*

Flower Hili-Shinmachi East Bidg.
1-23-9, Shinmachi, Setagaya-ku

Tel: (03} 426-9261
TELEX: 781-28426

HONG KONG
Q1 (Far East) Ltd

Tak Yan Commercial BIdg. 6th fioor
30-32 D'Aguilar Street, Central
Hong Kong

Tel: 5-260311

TELEX: 83138 JADE HX

INTERNATIONAL DISTRIBUTORS

AUSTRALIA

A. J. Ferguson (Adetaide) PTY, Ltd
44 Prospect Rd.

Prospect 5082

South Australia

Tel: 269-1244

TELEX. 82635

Warburton O'Donnell Limited
372 Eastern Valley Way
Chatswood, N.S.W. 2067

Tel: 407 3261

TELEX: WARFRAN AA 21299

AUSTRIA

Bacher Elekironiscne Gerate GmbH
i 78

FINLAND

Oy Fintronic AB
Loennrotinkatu 35D
SF 00180

Helsinki 18
Tel: (90) 664 451
TELEX: 12426

FRANCE

Tekelec Airtronic
Cite des Bruyeres
Rue Carle Vernet
92310 Sevres
Tel: (1) 027 75 35
TELEX: 250997

A 1120 Vienna
Tel: (0222) 83 63 96
TELEX: {01) 1532

BELGIUM

inelco Belgium S.A
Avenue Val Duchesse, 3
8-1160 Brussels

Tel: (02) 860 00 12
TELEX: 25441

DENMARK

Scandinavian Semiconductor
Supply A/S

Nannasgade 18

DK-2200 Copenhagen N

Tel: (01) 9350 90

TELEX: 19037

Alfred Neye Enatachnik GmbH
Schitlerstrasse 14

D-2085 Quickborn-Hamburg
Tel: (04106) 6121

TELEX: 02-13590

Electronic 2000 Vertriebs GmbH
Neumarketer Strasse 75
D-8000 Muenchen 80

Tel: (089) 434061

TELEX:

Jermyn GmbH

Postfach 1146

D-6277 Kamberg

Tel: (06434) 6005

TELEX: 484426

HONG KONG
ASTEC lnlemahonal
Oriental Centre
14th Floor, No. 67-71
Chatham Road
Kowloon, Hong Kong
Tel: 3-694751
Cable: "ASCO!
TELEX: L ASCOM HX

MASSACHUSETTS

intel Corp.*

187 Billerica Road, Suite 14A
Cheimsford 01824

Tel: (617) 256-4131

TWX: 710-343-6333

MICHIGAN

intel Corp.

26500 Northwestern Hwy.
Suite 401

Soutnfield 48075

Tet: (313) 353-0920
TWX: 910-420-1212
TELEX: 231143

MINNESOTA
tntel C
8200 Normandale Avenue
Suite 422
Eloummglon 55437
I: (612) 8356722
TWX 910-576-2667

MISSOURI

Technical Representatives, inc.
Trade Center Bl

300 Brookes Drwe Suite 108
Hazelwood 6:

Tel: (314) 731-! 5200

TWX: 910-762-0618

NEW JERSEY
Intel Corp.

2 Kilmer Road
Edison 08817

Tel: (201) 985-9100
TWX: 710-480-6238

NEW VORK

Intei Col

350 Vanderbilt Motor Pkwy
Suite 402

Hauppauge 11787

Tel: (516) 231-3300
TWX: 510-221-2198
intel Corp.

474 Thurston Road
Rochester, N.Y. 14619
Tet: (716) 328-7340
TWX: 510-253-3841

SCANDINAVIA

Intel Scandinavia A/S"
Lyngbyvej 32 2nd Floor
DK-2100 Copenhagen East
Denmat

Tef: (on 18 20 00
TELEX: 19567

Intel Sweden AB"

Box 20092

5-16120 Bromma
Sweden

Tel: (08) 98 53 90
TELEX: 12261

TAIWAN

Taiwan Automation Co.*
6th Floor, 18-1, Lane 14
Chi-Lin Road

Taipei
Tel: (02) 551726-9
TELEX: 11942 TAIAUTO

ISRAEL
Eastronics Ltd.”
11 Rozanis Street
P.O. Box 3f
Tel-Aviv

Tel: 475151
TELEX: 33638

ITALY
Eledra 35 SP.A."
Viale Elvezia, 18

TELEX: 39332

Eledra 35 SP.A."

Via Paoclo Galdano 141D
10137 Tori

TEL: (Dl!) 30 87 097 3097 114
Eledra 35 SPA,

Via Giuseppe Vaimarana 63
00139 Rome, |

Tl {06y 137 290 - 81 27 324
TELEX: 63051

JAPAN

Pan Electron

No. 1 Higashikata-Machi
Midori-Ku, Yokohama 226
Tel: (045) 471-8811
TELEX: 781-4773

Ryoyo Elecmc Corp.
Konwa

1-12-22, Tsukm 1-Chome
Chuo-Ku. Tokyo 104
Tel: (03) 543-7711

NEW YORK (cont)
T-Squared

4054 Newcourt Ave.
Syracuse 13206
Tel: (315) 463-8592
TWX: 710 541-0554
T-Squared

640 Kreag Rd.

P.O. Box W
Pittsford 14534
Tel: (716) 381-2551
TELEX: 97-8289
Intel Corp.

85 Markal Street
Poughkeepsie, Mew York 12601
Tel (QH) 473-230.
TWX: 510- 248-0060

NORTH CAROLINA

Glen White Associates

3700 Computer Dr.. Suite 330
Raleigh 27609

Tel: (919) 787-7016

OHIO
Intel Corp.”
8312 Norlh Mam Street
Dayton
Te( (513) 590 5350
X: 288-

mwl c orp.*

26250 Euclm Ave.
Suite

Euclid 44132

Tet: (216} 289-0101

PENNSYLVANIA

Intel Corp.*

520 Pennsylvania Ave.
Fort Washington 19034
Tel: (215) 542-9444
TWX: 510-661-0709

TENNESSEE

Glen White Associates
Rt 212 Noorwood S, D
Jonesboro 37659

Tet: (615) 928-0184
Glen White Associates

Tel: (901) 754-0483

ENGLAND
intel Corporation (U.K.) Ltd.*
Broadfield House

4 Between Towns Road
Cowley. Oxford OX4 3NB
Tel: (086S) 77 14 31

TELEX: 837203

Intel COYDOII\IOII (U K.) Lid.
46-50 Beam St

Nantwich, Cheshue CW5 5LJ
Tel: {0270) 62 65 60

TELEX: 36620

TAIWAN (eoﬂl)
Asionics-Taiwan,
205 Pa Teh Road, Secuon 4

Tal 75 55 8
TELEX: 22158 Asionics

NETHERLANDS
Ineico Nederiand
AFD Etektronic

Joan Muyskenweg 22
NL-1006 Amsterdam
Tel: (020) 934824
TELEX" 14622

NORWAY

Nordisk Elektronik (Norge) A/S
Mustads Vei 1

N-Oslo 2

Tel: {02) 55 38 93

TELEX: 16963

PORTUGAL

Ditram

Companentes E Electronica LDA
Av. Miguel Bombarda, 133
Lisboa 1

Tel: 119 45 313

SOUTH AFRICA
Efectronic Building Elements
P.O. Box 4609

Pretoria
Tei: 78 92 21
TELEX: 30181

SPAIN

Interface

Ronda San Pedro 22
Barceiona 10

Tel: 30178 51

TEXAS

Mycrosystems Marxeting Inc
13777 N Centrai Expressway
Suite 405

Dallas 7523t

Tel: (214) 238-7157

TWX: 910-867-4763
Mycrosystems Market:ng Inc.
6610 Harwin Avenue. Suite 125
Houston 77036

Tel: {713) 783-2900
Mycrosystems Marke(mg inc
2622 Geronimo Trai

Austin 78746

Tel: (512) 266-1750

Intel Corp.”

2025 L a J. Freeway

Suite

Dallas 75234

Tel: (214) 241-9521

TWX: 910-860-5487

VIRGINMA

Glen Whlle ASSOCIE!ES
P.0. Box

Lynchburg 24505

Tel: (804) 384-6920

WASHINGTON
E.S./Chase Co.
P.O. Box 80903
Seattle 98108

Tel: (208) 762-4824
Twx: 910-444-2298

CANADA
intel Corp.

70 Chamberiain Ave
Ottawa. Ontario K1S 1v9
Tel: (613) 232-8576
TELEX: 053-4419
Muhtitek, Inc.*

4 Barran Street

Ottawa. Ontario K2J 1G2
Tel: (613) 825-4553
TELEX' 053-4585

‘GERMANY

Intel Semiconductor GmbH"

Seidlstrasse 27

8000 Muenchen 2

Tel- (089) 55 81 41

TELEX: 523 177

intel Semiconducter GmbH

Abraham Lincoln Strasse 30

6200 Wigsoaden |

Tel: (06121) 74855

TELEX: 04186183

Intet Semiconductor GmbH

D 7000 Stuttgart 80
Ernsthaldenstrasse 17

Tel: (0711) 7351506

TELEX: 7255346

SWEDEN
Nordisk Electronik AB

Fack

$-10380 Stockholm 7
Tel: (08) 248340
TELEX: 10547
SWITZERALAND
Industrade AG
Gemsenstrasse 2
Postcheck 80 - 21180
CH-8021 Zurich

Tel: (01) 60 22 30
TELEX: 56788

UNITED KINGDOM
Rapid Recall, Lid

11-15 Betterton Street
Drury Lane

London WC2H 98BS

Tel: (01) 379-6741

TELEX: 28752

GEC. Semicor\ductors Lid.
East Lan

Wembley HAQ TPP
Middles

Tel: (01) 904-9303

TELEX: 923429

Jermyn Industries

Vestry Estate

Sevenoaks. Kent

Tel: (0732) 50144

TELEX: 95142

*Field Application Location
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