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OBIECTIVE OF DP839EB CHEAPER/ETHER DEMONSTRATION KIT 

The Cheaper/Ether demonstration kit is intended to provide designers With tools 
tor evaluations and development of networking products usmg the DP839X chip 
set. The kit supports Ethernet, Cheapernet and Starlan networks as described 
in the IEEE 602.3 standard. All required documentation has been provided 
inside this binder. including the circuit diagram. PAL equations and option set­
tings. Software tools are also provided as guides to developing drivers tor the 
DP8390 Network Interface Controller. It is important to read all hardware and 
software manuals prior to inst.a1l1ng the demonstration kit. 

IN CASE OF PROBLEMS ... 

If yC111 encounter problems not addressed in the documentation, contact your local Natianal Semicon­
ductor Field En&i."leer or Field Sales Office. They will provide you with any additional support you may 
require. 

I! you have ~ier "echnicai !nquiries regardin& operation of ~'lie JP839X chip set contact !'l'ational 
Semiconductor at (408) 72l 4247 (for the DP8390) or (408) 721 3M7 (DP8392 and !)PB391). 
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Today's computer systems and information processing needs have created a huge demand for 
Local Area Networks (LANs). The IEEE 802.3 Standard for Ethernet/Cheapernet and Starlan has 
become the most popular networking solution. National Semiconductor provides a complete three 
chip solution for an entire 802.3 design as well as supplying a broad range of products to fill the 
needs of network design engineers. The chipset consists of the OP8390 Network Interface 
Controller (NIC), the DP8391 Serial Network Interface (SNI) and the OP8392 Coaxial Transceiver 
Interface (CTI). 

To place your name on the mailing list for design information updates and to receive further 
information on National's Advanced Peripherals please return the enclosed card or contact your 
local National Semiconductor Sales Office. 

THE CHIPSET FEATURES INCLUDE 

DP8390 
• Interfaces with 8-, 16-, and 

32·bit microprocessor systems 

• Implements simple, versatile 
buffer management 

• Utilizes low power microCMOS 
process 

• Includes 
- Two 16-bit OMA channels 
-16-byte internal FIFO with 
programmable threshold 

-Network statistics storage 

DP8391 
• 10 Mbitlsec Manchester 

encoding/decoding with 
receive clock recovery 

• Patented digital phase locked loop 
decoder requires no precision 
external components 

• Decodes Manchester data with up to 
± 20 ns of jitter 

• Squelch circuits at the receive and 
collision inputs reject noise 

• Connects directly to the AUi cable 

DP8392 
• Integrates all transceiver 

electronics except signal and paws 
isolation 

• Innovative design minimizes extemal 
component count 

• Externally selectable CD heartbeat 
allows operation with IEEE 802.3 
compatible repeaters 

• Designed for rigorous reliability 
requirements of IEEE 802.3 

• Squelch circuitry at all inputs rejects 
noise 
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DP839EB Network 
Evaluation Board Riv C 
OVERVIEW 
The National Semiconductor DP839EB Evaluation Board 
provides IBM PCs and PC Compatibles with Ethernet. 
Cheapemet and ST ARLAN• connections. The evaluation 
board is compatible with the PC-bus and requires only a Ya 
Size Slot for installation. The evaluation board utilizes Na­
tional Semiconductor's Ethemet/Cheapemet chipaet con­
sisting of the DP8390 Networtt Interface Controller, the 
DP8391 Serial Network Interface and the DP8392 Coaxial 
Transceiver Interface. The OMA capabilities of the DP8390, 
coupled with 8 kbytes of buffer RAM, allow the Network 
Interface Adapter to appear u a standard 110 port to the 
system. 

HARDWARE FEATURES 
• HaH-Size IBM PC 110 Card Form Factor 
• DP8390 Networtt Interface Controller with OMA 
• 8 kbyte on-board Multipacket Buffer 
• Clean OMA Interface to IBM-PC 
• Ethernet Interface via 15-Pin D Connector 
• Cheapemet Interface via BNC Connector 
• Startan Support with Optional Daughter Card and 8-Pin 

Modular Phone Jack· 
• DP8391 Serial Network Interface 
• OP8392 Coaxial Transceiver Interface (For Cheapernet) 

• Low Power Requirement 

SOFTWARE FEATURES 
• No Software changes for conversion between Ethernet/ 

Cheapemet and STARLAN 
• Demonstration and diagnostic software available 

TRANSCDYER 

National Semiconductor Corp. 

NETWORK INTERFACE OPTIONS 
The evaluation board supports three physical layer options: 
Ethernet, Cheapernet and STARLAN. When using Ethernet, 
a drop cable is connected to an external transceiver which 
ii connected to a standard Ethernet networtt. (See Fl(JUf9 

7). When using Cheapemet. a low cost version of Ethernet, 
a transceiver is available on-board allowing direct connec­
tion to the network via the evaluation board. (See Figure 2). 
When using a ST ARLAN network, an optional daughter card 
replaces the SNI function and implements the required elec­
tronics to interface the DP8390 NIC to ST ARLAN. Thia con­
figuration ii Hlustrated in Figure 3. No software changes are 
needed for conversion between any of the described config­
urations. 

HARDWARE DESCRIPTION 
The block diagram shown in Figure 4 illustrates the architec­
ture of the Network Interface Adapter. The system/network 
interface is partitioned at the DP8390 Network Interface 
Controller (NIC). The NIC acts as both a muter and a slave 
on the local bus. During reception or transmillion of pack· 
eta. the NIC is a muter. When accessed by the PC, the NIC 
becomes a slave. The NIC utilizes a local 8-bit data bus 
connected to an Bk x 8 Static RAM for packet storage. The 
8k x 8 RAM is partitioned into a transmit buffer and a re­
ceive buffer. All outgoing packets are flrat assembled in the 
packet buffer and then transmitted by the NIC. All incoming 
packets are placed in the packet buffer by the NIC and then 
transferred to the PC's memory. The transfer of data be­
tween the evaluation board and the PC ii accomplished us­
ing the PC's OMA in conjunction with the NIC's Remote 
OMA. Two LS374latchesimplementabidirectional110 port 
with the PC bus. The 8-bit transceiver (LS245) allows the PC 

TVF/1111-1 

FIGURE 1. Ethernet Connection 
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FIGURE 2. Chupemet Connector 
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to accesa to the NIC's internal registers for programming. A 
32 x 8 PROM located on the evaluation bo9rd contains the 
unique Physical Address Uligned to each boltd. 

Since the NIC is accessing 8-bit memory, only a single dem­
ultiplexing latch is required for the lower 8-bits of address. 
An LS373 Is provided for this pwpose. 
A 20L8 PAL provides the addr811 decoding and support for 
OMA handshaking and wait state generation. 

SOFTWARE SUPPORT 
The evaluation board provides a simple programming int•· 
face for development of software. Several software pack­
ages are provided for evaluation and development of net· 
works using the DP8390 Chip set. SDEMO is a demonstra· 
tion program that provides a low level interface to the 
DP8390 NIC for transmission and reception of packets. 
SDEMO supports register dumps and simple register modifi. 
cation. CONF Is a conferencing program which supports 
simple message transfer. WORKSTAT and SERVER sup­
port file transfer beM Mn two nodal, one configured as a 
server and a second configured 11 a workstation. NLS, Net· 

work Load Simulator, ii a program that limulates network 
loads based on statistical distributions of packet sizes, 
bursls and Intervals. NLS Is useful for performance mea­
surement and debug of software drivers. NES, Netwo11t 
Evaluation Software, coclliltl of sample software drMn 
implementing a low level Interface to the evaluation boltd. 

LOCAL MEMORY MAP 
The DP8390 NIC accesses an 8k x 8 buffer RAM located in 
its 84 kbyt• memory space. This buffer RAM II used for 
temporary Storage of receive and nntmit packets. Data 
from this RAM Is transferred between the host (the PC) and 
the evaluation board using the OP8390 NIC's remote OMA 
channel. An ID address PROM, containing the physical ad­
dress of the evaluation board is allO mapped into the mem­
ory space of the NIC. 
Note Plllll decoding 11 pei1omlld on tM PROM encl RAM wtllctl .. ,_. 

in ltllM devlcel ~ at olW lcalionl In llMI 1411 lll9lllOIY 
epece. The ftrlt occurrM01 of-fW PROM and RAM .. UMCI for~ 
grwnming purpolll. 



Address Contents 

OOh 
ADDRESSO 
(Physical Address Most 
Significant Byte) 

OOOOh 
PROM 01h ADDRESS1 

001fh 

• • 02h ADDRESS2 

• • 03h ADDRESS3 

2000h 8kx8 04h ADDRESS4 

3fffh BUFFER RAM ADDRESSS 
05h • • (Physical Address Least 

• • Significant Byte) 

ffffh • CHECKSUM 
06h (XOR OF ADDRESS 0-5) 

PROM FORMAT OPTIONAL 
Each evaluation board is assigned a unique network (phyai-

07h REV.NUMBER 
cal) address. This address is stored in a 7 4S288 32 x 8 
PROM. The physical address is followed by a checksum. 08h MANUFACTURE LOT # 

The checksum is calculated by exclusive OR-ing the 6 ad-
MANUFACTURE dress bytes with each other. At initialization the software 09h 

reads the PROM, verifies the checksum and loads the NIC's DATE (MONTH) 

physical address registers. The following format is used in 
10h 

MANUFACTURE 
the PROM: OATE(YEAR) 

11h-1fh RESERVED 
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l/OSPACE 

The 110 space and Ethemet/Cheapemet configurations are 
selected using the various 1/0 jumpers. There are 4 sets of 
jumpers that should be programmed prior to installation of 
the evaluation board into the PC environment. There are: 

J4 110 address, interrupt selection. OMA chan­
nel assignment 

J1C.J7C, J7E Select Ethernet or Cheapemet 

JY Selects Ethemet/Cheapemet or STARLAN 
clocking 

JB, JC Selects 83 or C stepping silicon 

Figure 5 depicts the location of the jumpers on the evalua· 
tion board. 

The Factory Installed Configuration Is: 

J4 110 base - Jooh 
Interrupt = IR03 

OMA = ORE01, DACK1 

J 1 C-J7C, J7E Cheapernet selected 

JY Ethernet/Cheapemet clock selected 

JB, JC JS shorted selects revision 8 silicon, JC se­
lects REV c 

l/OSPACE 

The evaluation board uses 32 1/0 locations in the PC's 1/0 

The NIC uses a OMA channel to read/write data from/to 
the 8k x 8 Buffer RAM on the evaluation board. Typically a 
OMA channel on the PC is used in conjunction with the 
NIC's remote OMA. The 1/0 ports are then serviced by the 
OMA channel. If a OMA channel on the PC is not available, 
the NIC's OMA can still be used by accessing the 1/0 ports 
using programmed 1/0. Reading the 110 port address will 
result in a~ strobe to the NIC while writing the 1/0 port 
address will result in a WACK strobe to the NIC. 

SWITCH SETTINGS 

Jumper J4 allows assignment of OMA 
channel assignments and Interrupt Request assignments. 
The jumper configuration is shown below and described in 
the following sections. 

I : • • • • • • • • • : I • • • • • • • • • 
I I I I 0 0 I 0 D 
R R R R R R R • • Q Q Q Q E E Q c c 

space. The base address '1 l'JJtfo Ar 3Qo,., ,+io 1.s. "'<JT S~t.te:r;,w 
using jumpers. (See Switch settings section.) The 110 map 

2 3 4 5 Q 
1 

Q 5 K K 
3 1 3 

TUF/9179-1 
is shown below: 

BASE+ OOh 

01h 

NOTES: 

02h 
03h 
04h 
05h 
06h 
07h 

• 
Ofh 

10h 

• 
1' h 

COMMAND REGISTER 

NIC REGISTER 
SPACE 

• 
• 
• 
• 
• 
• 
• 

l/OPORTS 

• 
• 

The NIC's Command Register is always mapped at Base + 
0. The NIC registers are Base + 01 to Base + Of will con­
tain different registers depending on the value of bits PSO 
and PS 1 in the Command Register. These two bits select 
one of four register pages. For additional information con­
sult the OP8390 data sheet. 

1/0 BASE ADDRESS 

"IHC :>:/-o /Jlt.$£ Alt. RE.1 <:. 
B•l'fl(;f 1s ,,,,XEP ~r 300H 

,4rNO Is IV 0.,,.. s ~ /,£ e:rl'f.f, LE. 

INTERRUPTS 

.... 

The NIC will generate interrupts based on received and 
transmitted packets, completion of OMA and other internal 
events. The interrupt can be connected to Interrupts 2. 3. 4 
or 5 (IRO 2. 3, 4, 5) via Jumper J4. Interrupt 5 is also provicS­
ed as a software driven OMA Channel. If Interrupt 5 is being 
used as a OMA channel Interrupt 5 cannot be chosen foe 
the NIC interrupt. The figures below illustrate the jumper 
positions for the various interrupt levels. 



Interrupt 2 

l;J: • • • • • • • • : I • • • • • • • • 

• 
• 

I: 

I: 
N•rc: 

OMA 

TLIF/9179-9 

Interrupt 3 
(Factory Installed) 

f'~ • • • • • • • • • I"~ • • • • • • • • • ,~, 

TLIF/9179-10 

lnterrupt4 

:~: • • • • • • : I • • • • • • 
TL/F/9179-11 

Interrupt 5 

• =-~: • • • • • : I • • • • • • 
R1&v C O~lllo Sott:r~"JICE 

WILt. llJoT "'1ol~ VAl t..Esf T"lft! 
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F"" .. ~ ~,.,!'Ea. 8'-0C." S"'f 

It; \SSEJ>. 

• 
• : I 

The evaluation board requires 1 OMA channel on the PC 
expansion bus, OMA channel 1 or 3 can be selected. The 
corresponding DACK line must also be installed on Jumper 
J4. If your PC contains an SDLC card then OMA channel 3 
must be selected. 

I : 

I : 

• 
• 

• 
• 

• 
• 

• 
• 

• 
• 

OMA Channel 1 
(Factory Installed) 

: ffi: • 
• : I 

TL/F/11171-15 

OMA Channel 3 

: I 
TL/F/9118-16 

If a OMA channel is not available an interrupt driven routine 
can be used to move data between the PC and the buffer 
memory on the evaluation board. Interrupt 5 is used for this 
function . 

IRQ5forOMA 

• • • • • • •• • • • • ' ., • • • • • • , .. • • • • 
TL/F /91 711- 17 

SELECTING ETHERNET OR CHEAPERNET 
Two 10Mbit/sec Interface option are available, a connec­
tion to an external transceiver via the 08-15 connector, or a 
direct interface to a 8NC T-connector. Seven jumpers are 
used to select the appropriate option. These jumpers are 
labeled J1C-J7C and J7E. 

For Cheapemet the following jumpers should be shorted: 

J7C •, /. 
JIC • •• •• 
J2C • • ·• 
J3C • .~:-:.~ 

J4C • ~~· 
J5C • W,/,•' 

• V'-/e. 
~ .I' / 

J&C 

J7[ • • 
TL/F/11171-18 

(Factory Installed) 

For Ethernet the following jumpers should be shorted. 

J7C • • 
J1C 

J2C • 
J3C • 
J4C 

J5C • 
J&C • 

TL/F/11171-11 

Double check the jumper positions prior to powering up the 
board. 

SILICON VERSIONS 
The evaluation board supports two revisions of silicon. JB 
selects REV 83 silicon. J · selects REV C silicon. 

(JC Factory Installed) 

[!::!] ~ 
JB JC 

TL/F/1171-20 

OSCILLATOR 
For future ST ARLAN daughter board applications~ a divide 
by 1 o scaler is provided to allow switching of the bus clock 
on the OP8390 to 2 MHz. The jumper, labeled JY should be 
configured as shown. 



,.,.,., 
JY 

I • ·. • I • I 
JY 

APPENDICES 

Ethernet. Cheapernet 
(Factory Installed) 

TL/F/111711-21 

The remainder of this document contains the evaluation 
board parts list, schematic and PAL descriptions. 

PARTS UST 

Part No. Description Quantity 

U1 74LS373N 1 

U2,U6 74LS374N 2 

U3 74LS245N 1 

U4 74S288 1 

us 74LS290N 1 

U7 74HC74 1 

us HM6264-100 or Eqv. 1 

U9 OP8391 1 

U10 2VPSU9 1 

U11 OP8390 1 

U12 

U13 PAL16A4 1 

U14 PE64103 1 

U15 OP8392 1 

U16 PAL20L8 1 

Y1 Crystal Oscillator Module 
1 

20 MHz +I - .01 % 

01,02 PN200-T0-92 pkg. 2 

CA1 1N914 diode 1 

A 1,A2,A3,A22 4.7K 5% carbon 4 

A6,A7,R8,R9 3901% 4 

R4,R5 5100 5% carbon 2 

R10,R11,R12,R13 1.SK 5% carbon 4 

R14 1.0k 1% 1 

R17 1 Mn 11zw carbon 1 

R19 1.2k 5% carbon 1 

R20 3.6k 5% carbon 1 

R21 4300 5% carbon 1 

R15 Shorted 1 

R18 RRX1-TDB Open 1 

R16 RRX2-TBD Shorted 1 

C1, C7-C17 
0.47,_..F 13 (C10, C19 optional) 

C3,C21 4 7 ,...F ELECTROLYTIC 1 

Note: 01, 02. R21. R20, R19 not required for OP8392 ... pMI or !Ai.. A15, 
R 18, R 18 provided u .,, option 10 drive 930 cou. 

Part No. Description Quantity 

C5,C6 0.01 µF Ceramic 2 

C4 0.01 µF Ceramic (600V) 1 

JUMPERS 0.03 sp clips 16/board 

J2 PANEL MT. BNC 1 

J1 0815 1 

48-PIN SOLOEATAIL for U11 1 
SOCKET 

24-PIN SOLDERT AIL forU16 1 
SOCKET 

24-PIN AUGAT 
forU9 1 

SOCKET 

20-PIN SOLOERT AIL 
for U12, U13 2 SOCKET 

14-PIN SOLDERT AIL 
forU7 1 

SOCKET 



PA>...20L8 
IIO Addreee Decode Plue £or NIA 
DECODE 

National Semiconductor 
January 14, 1986 
Doug lillileon 

AS A7 A6 AS A4 NC /NMRD NA13 /IORD /IOWR GND 
NC /CSROM /ACK VCC ~w /DACK /WAIT AEN /RACK /WACK /CSX /CSN 

CSN = /AEN• A9• A8• /A7• /A6• /AS• /A4• IOWR + 

/AEN• A9• AS• /A7• /A6• /AS• /A4• IORD 

RAC!< = /AEN• A9• A8• /A7• /A6• /AS• A4• PRC• IORD 
DACK• IORD 

+ 

\NACK = /AEN• A9• A8• /A7• /A6• /AS• A4• PRC• lOWR + 

DACK• IOWR 

CSX = CSN + 

/AEN• A9• AS• 
/AEN• A9• AS• 

IF <CSX> 
WAIT = /ACK • CSN • 

/PRC • /CSN 

CSROM = /NA13 • NMRD 

Description 

/A7• /A6• /AS• A4• IORD + 

/A7• /A6• /AS• A4• IOWR 

Thie pal per£oras the I/O decodes for selecting the NIC, and the handshake 
el''. \ale £or NIC' e remote daa. The pal supports the dma channels of the PC for 
~~te OMA trans£ers with the NIC and also allows the uee of string I/O betweer 
80286 PC's and NIC's reaote DMA. 

Using DECODE fixes the I/O BASE 0£ the card at 300h. NIC registers fall in 
the apace 300h - 30£h. To use the string I/O port. reads and writes are 
done to port 310h. 

Wait states are inserted <WAIT> to the PC bus when register accesses ere given 
and the NIC is busy per£oraing other operations <such as local bursts>. 
When the NIC is ready. /ACK is given and no <more> wait states are inserted. 

Wait states aay also be inserted during remote OMA operations and 80286 
ftechinea using string I/O's. WAIT occurs during a reaote read if the PC AT's 
/IORD goes low before the DP8390's PRQ goes high. Siailarly. WAIT occurs 
during a reaote write if the PC AT's /IOWR goes low before the NIC's PRQ goes 
high. 

NIC registers are accessed when CSN <Chip Select NIC> is asserted. The IORD 
and IOWR teras are included to ensure that the address lines are valid when 
CSN is given. 

The RACK and WACK signals are used by the NIC'a rellote DKA channel to 
acknowledge the end of a single read or write operation through the remote 
DMA l/O ports. These port are addressable by the PC OMA channel with DACK and 
I~~ or IOWR. or by addressing the I/O location 310h <with string I/O's>. 

CSX is used to enable the TRI-STATE output 0£ WAIT during a register access 
<CSN>, and during string I/Oto the remote DMA's I/O port <CSX>. 

CSROM provides address decode £or the card's address PROM. The card's unique 
Ethernet address is trana£erred to the system using the NIC's re~ote DMA. 



f' • t.16R4 
inite Transmit De£er Fix 

SYNC 

CLK CRS NC /MWRIN NC NC PCRST CLKIN COL GNO 

National Semiconductor 
January 14. 1987 
Doug Wilson 

/ENABLE /CLKOUT /MWROUT COLl CRSl CRS2 NC NC /NICRST VCC 

CLKOUT = CLKIN 

ICRSl := /CRS 

/CRS2 := /CRSl • 
/CRS 

/COLl := /COL 

NICRST = PCRST 

iMWROUT = MWRIN 

Description 

This pal synchronizes CRS end COL signals £rom the SNI to ensure that NIC 
never sees hal£-level voltages on CRS or COL. This is achieved by sampling 
the• with an inverted 20 Mhz clock <CLKOUT> and giving the COLl and CRSl 

·nals to the NIC. 

NICRST ia a power-on reset signal given to the NIC, generated by inverting the 
PC signal RST ORV. 

MWROUT Just passes MWRIN thru. This exiata to provided a JU•per £or the 
MWR signal that was needed £or the SCAP4 pal <Rev B boards>. 

-. . '\ ... '°, 
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Cable Installation and Ordering Guidt;! 

Cable lmtallaUGD and OrderiJlc Guide 

Prelimiaary 
July 1986 

Once t.he NlAs have been installed into the PCs (see the NIA Hardware Reference 
Manual for instamag NIAs} they are ready to be cabled together. 

CHEAPERNET 
The connection scheme shown below is for Cheaperc.et (thin Ethernet} networks. 

The network is constructed by drst connecting two lengths of cable together 
With a BNC·T adapter as shown below. 

.. 

At. each end of the network a BNC·T adapter and terminator are connected. u 
depicted below. · 

....... 



Cable Installation and Ordering Guide Preliminary 

Finally the connection to the NIA board is made with the BNC-T as shown below . 

.. 

EmERNE'I' 
The connection scheme shown below is for Ethernet (thick Ethernet) networks. 

-~r r ..... uiva_ 
/ 

T*« ~·&. ., 
I \ 

The network is constructed by drst connecting two lengths of thick Ethernet 
coax together With an Ethernet transceiver box. Transceiver boxes are also 
added at each end of the coax. A terminator must be added to the ends of the 
thick Ethernet segment as depicted below. 

DJ 
CJCJ 

.lnhr 1QM 

( 
'-. 



Cable Installation and Ordering Guide Preliminary 

F"lnally the connection to the NIA board is made with the transceiver cable as 
shown below. · 

CABLE PROCUREllENT 
Both Cheapernet (thin Ethernet) and thick Ethernet cableing and accessories 
may be ordered through INMAC. Included is a copy of the LAN products ottered 
by INMAC in the June 1986 IN1/i.AC catalog. Also.included is INMAC ordering infor­
mation. 

National Semiconductor 3 ·I'> July 1986 



SECTION 4 

SOFTWARE AND SAMPLE DRIVER EXAMPLES 



Software Ref ere nee Manual 

* Computer Conferencing Program 

* Demonstration Network Software 

* NIA Access Software 

·* Network Load Simulator 

* Network Evaluation Software 

* Writing Drivers for the DP8390 

11 I 
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Software Disclaimer 
Preliminary 

July 1986 

SOFMrARE DISCLAillER 

The enclosed software is not a suprort.ed product. It was dev~loped and s\~pplied 
solely for demonstration purposes. Alt.hough the demonstration software has 
been thoroughly tested, National Semiconduct~r does not assume responsibility 
for any defects or anomalies found in the software. Source code has been pro­
Vided to allow modification or troubleshootir.g by the ~ustomer if necessary. 
Any modi.tication of the software is the sole responsibility of the customer. 



·. 

SOFTWARE UPDATE FOR THE DPB390 

The enclosed diskette contains software upgrades for u~ing DP8390 Revision C 
silicon. All of lhe programs provided in the original DP839£B evaluation kit have 
been upgraded. The operation of all the upgraded software is the same as in the 
original DP839EB software. 

The program name changes from the original DP839EB versions are 
listed below: 

E~v. B:3• -~ B~v. Q 

Sdcmo --> Sdemoc 
Con! --> Confc 
Works tat --> Workstatc 
Server --> Serverc 
Ncs --> Nesc3oo 
NI.S --> NLSFF 



CM:lMElr 

Computer.Conferencing Pro~ 
CONF.EXE , Preliminary 

luly 1988 

'lbe Computer Confer•ncma Proaram (CONF) provtdes an lntroducUon to local 
area netWGrks (LAN). Usina National Semiconductor's Network Interface 
Adapter (NIA). CONF ••t.I up a real·UID• interactive networkiDc envtronment.. 
Jl•aa• ent ... d at one termln&l propqate t.brou&hout the network and are 
displayed at the compamon NIA equipped terminal "'""i"I CO~'i'. The 1'1A is an 
JBK PC-compatible IAN demonstraUon board desi&Ded to evaluate National's 
1EEE 802.3-comp&Ubl• DP8390 network chip seL 'lbe DPB390 chip set ls one of 

· the latest. of National's AdftDced Peripheral Proceutac Solutions CAPPS:) family 
of VLSJ cirCUits for microprocessor peripheral interface applications. The board 
pluas into any PC·compatible machine and Incorporates all of the components 
required to provtde a l.A.),f interface to Ethernet or Cheapernet networks. An 
optional dauahter card allows LAN tnterface With low cost ST.ARLAN networks. 

n".AnJRES 
•SIMPLE SETUP/CONFJCURATION 
•MESSAGES TRANSFERRED AND DISPLAYED ON EACH TERMINAL 
•SPLIT SCREEN DJSPLAY WlTH WJNDOWS FOR TRANSMIT AND RECEIVE 

C01'T requires a network of.at least two NIA eqUipped nodes. Each NIA must be 
pre'liously contlgured u outlined in the Installation manual. The PC must be 
operati.D.& on DOS 3.0 or areater. 

IA\DING AND RUNNING 

Boot the node using DOS 3.0 or greater. Insert the EXEClJTABLE CODE disk into 
the active drive. Invoke COt.T from the keyboard by typma CONF [retum]. Note 
the· status Window wbich indicates the condition of the NIA·(see ftgure 1}. If an 
error messaae is present follow these troubleshootin& procedures: 

1) 

2) 

3) 

Powerdown and re-boot. 

It an error occurs durtnc I/O or DMA tesUnc then check 
the Jumper blocks on the NIA board (see the Network ~­
terface Adapter Hardware Reference Manual). 

If any other error pleue check the network cable con· 
nectiom a.ad terminators. 

1t no errors are indicated. press any key to exit the status wtmow. 

-=-· 



Computer Conferenciq Propm 

FI&ure 1 

Figure 2 

llO ... -................. 
1111&. - .. ....... .... ...., ............. _ ... 
, ......................... c , ....................... _ 
w..-. .............. .,... en 
.._ ....... ..... 

.. 
Yw 1.1 

........ ....., II 
co ..... .....,.. ......... , .... ......., ........ ..... 
1---~·-• .. •• .............. IJPlf-9 II ..................... (IUa. 

'-" ............... 

, "-~C•-

. .. 

.\t this point CONF is ready to send and receive messages through the network 
'proVided there is al least one ct.her CONF equipped node on the network). To 
initiate communication enter a message from the keyboard. The message Will 
appear on your terminal in the Message Entry Window as depicted above (figure 
2). To send the message simply press Fl (function key 1). The message will pro­
pagate through the network and appear in the Messqe Display window of any 
other node operatin& With CONF. The message is automatically sent when the 
Message Entry window dlls to capacity while typing a messaae. 

Messages !rem olher nodes n:n:,nin1 CO~T Will ·appear in the 1'Ci1ssage Display 
compartment on your terminal (dgure 3). These messages will be replaced by 
any subsequent transmisstons tram other nodes. To ent CO!-lF press [cent.rel] C . 

. . . 

I ~:~~·=11 Cllll' II =···· I Yw1.I 

I 
..... ....., 

I Ft&ure 3 ........ _.. ......... 
~=-··· ,,_ .. _____ l 
"'[_:.:.:.: ..... :::.: ........... 11 I 9 I ................ ._., .... 

...... c:...c•• 
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DemonSt.raUon Network Soft.,rare 
SERVER.EXE. WRKSTAT.EXE, Preliminary 

Jwy 1988 

1be DemomtratloD Network Software packqe (D-NET) demonstrates Ole 
transfer operat.iOm Within local area networks (LAN). The D-1'~ software pack· 
aa• contains t.wo procrams which t.oaether emulate the networkin& relaUonship 
between a warkstation and a Ale •ner. SERVER is the Ale sener emulator and 
shares it.s disk drive capablllUes With workst&Uons on the network. WRKSTAT is 
the workst.aUon emulator wbich may access the dle server's disk. Usq 
NaUonal Semiconductor's Net.work Interface Adapter (NIA). D-NET sets up a 
real·t1me interactive networkinc envtromnent. 111 which the workstaUon can read 
directories. t.ype and transfer Ales to and from the Ale se"er. The NIA is an IBM 
PC-compatible LAN demonstraUon board designed to evaluate National's IEEE 
802.3-compaUble DP8390 network chip set.. The DP8390 chip set is one of the 
latest of National's Advanced Peripheral Processine Solutions (APPS:) family of 
VLSJ circuits for microprocessor peripheral interface applications. The board 
pluas into any PC-compatible machine and incorporates all of the components 
required to proVide a LAN interface to Ethernet or Cheapernet networks. An 
optional dauahter card allows LAN interface With low cost STARLAN netirorks. 

FEATURES 
•SlMPLE SETUPICOl\TIGURAnON 
•FILES TRANSF'ERRED BETWEEN EACH TERMINAL 
•A COMPLETE MENU DRIVEN SOrI'WARE PACKAGE 

REQlJ'IREJIENTS 
D-NET reqUires a net.work of at. least two NIA equipped nodes. Each NIA must be 
preViously contigured as ouilined in the Installation manual. Additionally. 
COMMAI\1>.COM must reside in the root directory of the active disk drive. The PC 
must. be operatm& on DOS 3.0 or great.er. 

LOADING AND RUNNING 
Boot each node using DOS 3. 0 or greater. Insert the EXECUTABLE CODE disks · 
into the active drive of each PC. Invoke SERVER from one keyboard by typin& 
SERVER [return]. Type WRKSTAT [return] on the other. Note the stat.us Window 
on each terminal which indicate the cond1Uons of each NIA (see ftgure 1). If an 
error message is present fallow these troubleshoouna procedures: 

1) 

2) 

3) 

Powerdown and re-boot. 

U an error occurs durin& 110 or DM.A testing then chec.k 
the Jumper blocks on the NIA board (see the Network In­
terface Adapter Hardware Reference Manual). 

U any other error please check the network cable con~ 
nections and terminators. 

lf no errors are indicated, press any key t.o exit the status Window. 

4- -7 
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Demonstration Network Solt...,.. 

Fl&ure l 

llO ....... 
MIA .. •C • ........ ...... -........... ..... _,, ............. _ ... 
, ........................ lftC , ......................... . 
, ..... ...,.... ......... en 

,,_ ... .., .. ---

THB ftLE SERVER 
The die server must have a non write-protected disk inserted in its active drive 
(or a ~ed disk as an active drive). The system will not work properly i! the tlle 
server cannot read and write onto a disk. The die server is now ready to 
interact With the workstation. 

THB WORKSTATION 
A menu of WRKSTAT's main functions is displayed oa the terminal as shown in 
Ocure 2. The items on the menu are accessed usmg the cursor control keys of 
the PC's numeric keypad. Presling the [2•] key moves the cursor down the 
menu. and the [ 81'] key moves it up. 1t the cursor control keys are not perform· · ma these functions press the (NumLoc.k] key. The [return] key is used to select. 
the desired function. 

mes must be 20Kbytes or less when typing or copyt.q. 

When typing a tile use (control][S] to stop/start. scrollln& or [controlj[C] to abort 
typing. 

Na• ••-1 ... i ........... _ ,.,._. , Cl\••_. 
... J ......... 

111111111 "WlllCT1 Q!'d 

I ~,., , .... , ..... oP'S' ., ,,., ............ .._ .... .... 
~,.,,,...,,....Of"\'~,,..,,, ... , ....... ... 
T,._ a 'ile ,.,.. tft&O -••••-'• 1111 ... 
T,. .. a file .._..allliftl Oft 11"9 fil ... ruer•e .. ,..._ 
Ce~ a file ,_ , .. ,. _ _. .. ,.._ te t"9 'U•••-s •••-• • 
Ce~ • 'il• ,.,.. t"9 fU ... ruer •• '"'• --•• .. ,.,._ 
Ouat eM _._.. •• Dall. 
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NIA Access Software 
SDEMO.EXE PrelirniDary 

June 1988 

Th• Network Interface Adapter Accea Software pack.a&• (henceforth referred to 
u SDEKO) ii a demonstraUon/learmna tool which provides the means to mwsU· 
1ata tba NIA'• capabWttes. UliD& NaUonal Semiconductor's Network Jnterface 
Adapt_. (NJA), SDEKO sets up a nal-ume lnteracttw networklD& environment. 
The NlA ii an Iml PC-compatible LAN demcmstratlOD board dntcned to evaluate 
NaUoml's· lEEE 802.3-compatible DP8390 network chip set.. The DPB390 chip set 
ta on• of the latest of NaUoaal's Advanced Peripheral Procentna Solutions 
(APPS:) family of VI.SJ circuits for mlcroproceaor peripheral IDterface applica· 
Uons. The board plugs into any PC-compatible machine and incorporates all of 
the components required to p,rovlde a LAN lnt.erface to Ethernet or Cheapernet 
networks. An optional daughter card allows LAN interface With low cost STARLAN 
networks. 

w.mnm; 
• SJMPLE SEn1P /CONFIGURATION 
•COMPLETE NIC ACCESS AND CONTROL 
•A COMPLETE MENU DRJVEN SOFTWARE PACKAGE 

RIQUIREKENTS 
SDEJIO requires an NIA equipped PC oP.ratma With DOS 3.0 or greater. The NIA •· 
must be preViously co~ured as outlined in the NIA Hardware Reference 

· Manual. Additionally. the program storage disk should be conditioned usillg the 
Jnstallation Utility. • -

LOADING AND RUNNING 
Boot the PC With DOS 3.0or1reater. In~ke SDEMO from the keyboard by typing 
SDEMO (return]. 'Ibe terminal Will now display the Main Functions selection 
screen as shown in Ogure 1. 

ACCEMING mE JIENtJS 
The ltems on the mezm are acceaed. Ulm& th8 cursor control keys of the PC's 
numeric keypad. Pressina the [2'] key mows the cursor down the menu. [et] 
mows it. up. It the cursor control keys are not perform.me these functions press 
·the [NumLock] key. The [return] key is used to select. the desired function. The 
Esc'-pe key [esc] is used by SDEKO to exit the current Window. . 
lbrouahout. this document the ftl'ious Windows Will be rmmertcally referred to 
by their corresponding section headiags. Jt. should be noted that these numbers 
exist only in this document and are not displayed on the terminal by SDEMO. 

4- - 9 . I 



JOA Ace- Software 

.. . . 
'Ibe Main Functions wtndow is yow 91ewport into SDEJIO's four main functions of 
initi•Hzation. re1ister and memory access. packet tnnsmisston and packet 
recepuon. 
SDEllO does aol la.lUallze t.be NL\ wbeD It ill ID9aked. 'l'bia fea&un la meful for 
determia.lDC Ule atal.e tbat. tbe ML\ ba been left. ID bf •ot.b• procea (a .,_.. 
tem cnsb. peJ'haP9). To ue SDEllO for aayt.bia& ot.bel' tbm determiD1D& · tbe 
curnDL sl.al.a ol tbe JOA It law~ to 8elect. tbe la.lUeltnUcm. optim (wi.D­
dow L1). 

='=~'f.::,;;z:;=":':o:::{:i':**:•:l~l::::: ... ::::::::f~I ___ ;;:;: _____ ,_ .. __ ~ ......... .............................. 

JlaiD 1'mcUODS 

1. lDiUaiize MIC md perfarm laoplw:k tests. . 
This Window (~ure 1.0} becomes incumbent when the initialize· option ts 
selected :rem the Mam Functions window. The opUom in this Window are for 
power on initialization and for receive tilter initialization. 

b*=·~== ..... =--=·=··=1!:======~1L_s;: __ • __ _ ........ ICIUQIW - a--•11 •·•en·•• _ 
llAllPUC'llONI 

: - llllALU1m 
Ot ,.. 

..!!1 
.•.· .... 

: ;::;:;~~: 

~~ ................. ... ........ ,........._ .. ..... ............ - ....... ....... .......... ....... ......... 
0tw11 ............ , ........ ................ ............. --. ............... :&:1tz 

-------------------------.................. _ ..................... 
1llQl'll LO 

1.1. IDitiallza board 8lld perform loopbeck t.sta. 
'Ibis ts the power on lnitiaJJ.zation option and must be selected before any other 
optiom car. be executed. 'lbis option need only be selected once for each 
SDEMO session. After select.mg this option. note the status wind.ow wbich indi· 
cates the condition of the NIA (see ~ure x). U an error meuac• is present fol· 
low these troubleshoot.ma procedures: 

H.Uaaal Semicoaductor '-f-/D luly 1988 
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l) Powerdown and re-boot. 

2) 

3) 

If an error occurs during I 10 or DMA test1ng then check 
t.he jumper blocks on the NIA board (see t.he Network In­
terface Adapter Hardware Reference Manual). 

If any other •rTor please check network cable connec­
Uom. 

Press any key to eXit the status Window. 

1.2. Aacept all packets fram the Detnrk.. 

. .. 

This selection puts t.h• NJC 1Jlto promiscuous mode. The NJC's Receive 
Collf2&un.Uon Register is pro1rammed to lFh and all multicast bits are set. Any 
packet. on the net.work will be accepted. 

LS. Accept. only eddrea match packets. 
Jn this mode only packets which have a destinaUon address that matches the 
address residini in the Physical Address Registers and packets that have a mul· 
Ucast address that hashes to a bit set in t.he Multicast Address Registers will be 
accepted. The Physical Address RegiSlers must be initialized USin& Window l.4-
before the address match ftlter will work. 

1.4. IDitlalize physical addrea recist.ers-
'lbi.s opt.ion opens a Window (l!gure 1.4) which prompts for the physical address 
that ts to be pro1rammed into t.he Physical Address Reaisters. Twelve hex digits 
are required. Valid hex digits are 0 .. 9. and A .. F. The reatsters are automati· 
cally programmed With the entered address. · 

1'pre L4 

L5. Clear all bits in the multicast rectsten. 
This option clears all t.he Multicast Address·Register bits to zero so that no mul· 
ttcast address packets will be recogniZed. This option should be used before any 
multicast addrttsses are set to inSW'e that only the desired multicast addresses 
are recognized. 

Matiaoal Semicaaductor luly 1988 
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NlA Access Software 

1.8. Set a mulUcast addna. 
'Ibis option opens a window which prompts for twelve hex digits of tbe mulUcUt. 
address. Valid hex diaits are 0 .. 9. and A .. F. Once entered. the multtcut. 
address is hashed by a routine similar to CRC aeneraUon (see PD8390 Data Sheet 
for more information oa multtcut. address hashtna). After the mulUcast. 
address dller bit number is found by the hashing routine it is displayed and the 
bit is set in the Multicast. Address Reaisters. 'Ibe desired multicast. address 
packet will now be reco1mzed by the receive dlters. 

1. ?. Hasb a mulUcat adda ea 
Stmilar lo 1.8 except the JlulUcast. Address Register bit. is not. set. 'lbe option 
only determines which bit a. multicast. address bashes to. 'lbe multicast. address 
will not be recognized by the receive tUt.ers unless it has been set. usma Window 
1.8. 

1.a RetW"D to prntous menu. 
Returns SDEMO Lo the Main Functions Window (presstna [esc] does the same). 

2. Access NJC repsters llD.d display bu1rer mem01'7. 
This menu (figure 2.0) allows read/Write/display access to NJC recist.ers and 
bWfer memory. 

..... ......... ............... 
~---~· ~NC .............. ................. 

2.1. Read a NlC register. 
This option allows you to ·display the contents of any register Without alt.ennc 
the contents. The Window prompts for a. port number in hex. Ent.er the desired 
address and press (returnj. 'Ibe contents of that port will be displayed Within 
the Window. Allowed addresses are OOOOh .. FFrFh. 

2.2. Yrit.e to a MIC rep._. 
Usina this option you can write a. byte of data. i.nt.o any register. 'lbe Window Crst 
prompts for the port number in hex and then for the data byte (in hex) to be 
written. • 

2.3. Dl.splay bWfer memOl'J 
This selection is used to display a portion of the butfer memory. You wtll be 
prompted to &'st enter in. hex the starting address and next. for how many bytes 
you would like to display. Allowed addresses are OOOOh .. FFFTh. NIA ROM starts 

Natlanal Semiconciu :tor 4- - J.{J._ luly 1988 



HIAAccea Software 

at. OOOOh and ends at. 0020h. NJA RAM starts at 2000h and ends at 4000h. SDtMO 
will 1ndlcate that. a DKA ii tn process and then display the speci4ed bu.tfer 
memory space in hex.· Pressmc any key durtn& display Will terminate the 
display. 

2.<l. DI.splay NlC st.atm rectsters. 
This option opeas a window (i!&ure 2.4) which displays the contents of the NJC's 
·status reaist.ers. Each of the •ilht. rows contain the reatst.er's name followed by 
it.'1 ftlue in hex. Also displayed an the reatster'1 bit. names and numbers. With 
the numbers of the set. bits in each reatst.er hi&hll&hted·by tnft!'Se video. Press 
any key to continue. 

I'"' fCIDl'IW-- .. .. ... "" ID ,. ll'A "' Clllll.---- .. z I I .. I I ! 9 
QC mt "' CM ., ca. "" m ,___...,_.. 

"" ., I I .. I I ' 2 
OI Cll ca DI at ra OI CD ....... c.... ...... .. ' I I • I I ' 2 -lie tX Oil/II ,. -me ... ....... _...,_.. .. z I I .. I I I 9 
lllR -'"' MM .., ME CR: ... ........ --. "" z I I .. I I I R - - tDt "° Ml ,. • .. 

---~··--
... z I I .. I I ! 0 - - - CN AlD a.a Lm a.: -.-a.ii, ........... ' • I .. I I ' 2 

- m "' ... - .... a Wla O..Oliiltl • ....... .. Z • I I f I I t 9 ,_.,..,._ 

2.5. Return t.o prevtou.a menu 
Returns SDEMO tot.he Main Functions window (pressing (esc] does the same). 

3. Ci'eat.e and transmit. packets. 
This menu (figure 3.0} accesses SDEMO's packet. management and transmission 
routines. 

1---- ---···-11 ...... ,Ct IJll'llllC . . ....... -
..... , .... ........ 
0.. ........... ..,...... ,...... .. ...,...~ ...... ~ ...... .... 

II a· I 

' :::f:·m~~r:H::~~~~:;;:: ;:::=~f ;}?~\?;:;r; t::r.·\:: ::: 

/~:.~;. :l ·.: :~:/{~ .~:~:.;::_ :~;~:. ·:_:: .. :,.: 
... ·.·.·.··'.·:·:... . .. ·.· 

···J , .................... .... 
Crnf ;_ .. ...,._...._ ......, .. -=-....... ....... ,,_ ....... 

ftpre3.0 
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3.1. Set the destinaUaa addrms. 
This selection prompts for a twelft dl&it destination address (in hex) for the · 
packet. 

3.2. Create a packet. f~m t.he keyboard. • 
Use this option to create a packet. 'lbe packet must not exceed 4098 charac­
ters. The Lreturn] key enters the packet into memory and terminates the Win­
dow. 'Ibe previous keyboard packet. will be overwritten 1n the process. 

3.3. 'ft'amm.lt the b,txNard padalt. 
Selectma this option transmits a sqle keyboard packet onto the p.etwork. 

3.4. Saft t.he keyboard Packet CD dUlk. 
This option allows you to save the kefboard racket onto the disk for future use. 
Enter a valid DOS dlename and press tret.um. 

3.5. Tnm.smit a saftd packet. Oil t.he dUlk. 
Select this option to transmit a packet wbich has been previously stored on a 
disk. Enter the dlec..ame and press [retuni). At this point pressing my key 'Will 
transmit the packet. and return to the transmit Window. 

3.S. CcatiD.uowdy transmit the keJboud packet. . 
In this mode the keyboard packet ls. continuously transmitted. The window 
prompts for a delay factor between transmissions. The delay ii linear (a delay of 
ei&ht. ts twtce as long u four) and may be between zero and 32000 im:bmve. 
Each transmitted packet is indicated by a dot printed OD tha screen. J'ressq 
any key terminates transmission and returns to the prevtous Window. · 

3. 7. Display the NlC status registers. 
This select.ion is equivalent to window 2.4 described prevtously. 

3.8. Return to the prniows window. 
Returns SDEMO to the Main Functions Window (pressing [esc] does the same). 

4. Recetw and display lncomiDC packet.& 
1bis menu (~ure 4.0) accesses SDEKO's packet display and statiStics gathertnc 
routines. 
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NlA Access Software Preliminary 

4.1. Display incoming packets,, 
Selecting this option displays incoming packets which pass through the receive 
tilters. The left column displays the packet in hex while the right column 
displays it's ASCII equivalent. Pressq any key terminates the display and 
returns to the previous Window. 

4.2. Initialize the receive Alters. 
This selection is equivalent to Window 1.0 described previously. 

4.3. Gather network atatist.lcs. . . 
This option allows for monitoring network tramc. Each accepted packet is indi· 
cated by a dot printed on the screen. The number of accepted packets while in 
t.hls mode is stored in the number of packets counter which rolls over at 32000. 
Errored packets are also tallyed and these counters roll over at 192. Pressing 
any key ends statistic gathering and returns to the receive Window. 

4.4. Display network statistlcs. 
This selectiod opens a Window which displays the network statistics. It indicates 
how many packets were received and how many were lost due to frame align· 
ment errors, CRC errors and· but!er overt\ow. Press any key to exit this Window. 

4. 5. Display NIC status repsters. 
This selection is equivalent to window 2.4 described previously. 

4.8. Return to the pnvioua window. 
Returns SDEMO to the Main Functions Window (pressing [esc] does the same). 

5. Quit. SDEKO and return to DOS. 
Terminate the current SDEMO session and reenter the DOS enVironment (press­

. ing [ esc] does the same). 
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Network Load Simulator 
NLS.EXE Preliminary 

July 1988 

'Iha Network Load Simulator prosnm (NLS) is a useful Local Area Network (LA.~) 
development tool for evaluattnc and test.ma driver level software. Packets are 
transmitted in bW'st.s With menu selected packet mes. mt.erpac:ket delays, bw-st 
stzes and lnterbunt delays u depicted in ftcure 1. All parameters can be set t.o 
ftxed values or may be sett.ovary linearly or bi.modally Within a selected ranae. 
By ustnc varytna delays and packet stzes, t.ramc on an acUve LAN can be emu­
lated, and driver software can be tested and evaluated la a typical environment. 
Packets sent out contain a MOD 1~ counting pattern which can be convenienUy 
vended by the receiVUli nodes (NES supports checkinc of this pattern). 

The N1A is an IBM PC-compatible LAN demonstration board designed t.o evaluate 
National's IEEE 802.3-compatible DPB390 network chip set. The DPB390 chip set 
ts one of the lat.est of National's Advanced Peripheral Processin& Solutions 
(APPS:) family of Vl.SI circuits for microprocessor peripheral interface applica• 
tions. The board plugs into any PC-compatible machine and incorporates all of 
the components required to proVide a LAN Interlace to Ethernet or Cheapernet. 
networks. An optional dauihter card allows LAN interface With low cost STARLA."l 
networks. · 

1'!'.ATURES 
•GENERATES NETWORK TRAmC 
•FLEXIBLE PACK'E'NJ£NERATOR 
•A DRIVER DEVELOPMENT TOOL 
• Y.ENU DRIVEN 

REQUIRDIENTS 
• 

NLS requires an NIA equipped PC. The NIA board jumpers must be con.dgured t.o 
use 110 space 2EO (serial port 2) as described in the 110 Base Address section of 
the Net.work Interface Adapt.er Hardware Reference Manual. 

P.ICKiT'lSGTH M'EAB.NftaAY 
~ r ~ "' 2 2 

'-.,J 

t NT'EAPIC<Ef 
C&AY 

'- ~ 
,,,,/ tar a.AST 
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Net.ark Load Simuiatar 

LOADING AND RUNMJRG 
Boot. the PC With DOS 2.0 or 1reater. Insert the DEMO disk tDto the active disk 
drift. Invoke NLS from the keyboard by typin& NLS [return]. The terminal Will 
display the NLS menu as depicted below lD ftlure 2 • 

..... _, ... , ......... ... 
lt ........ /OtHJ IU"M_.l _ _._ .............. ~ ...... 

-·- Is lllMPf- ............. ..... ~ --·-- ·-............... . ....... a .. , ...... _.. ...... _, ... • .. , ...... _.. ...... _. .... • ...... .. .. , . 
..... Tne ._ ....... .,.._._, ____ ... ..._ ...... ..... ...... 0 

. .................... ,_ ...................... ,. 
Fi&ure 2 

Jlaftll& tb.e CUrsor ·, 
'Ibe ite1n1 on the menu are accessed using -*e cursor control keys of the ~c·~ 
numeric keypad. Pres1in4 the [2.;.] key moves the cursor down the menu. LB-:- J 
moTes it up, [ ~ .. ] to the left and [6~] to the nght. In the vertical direction the 
menu wraps around itself. Note: If the cursor control keys are net performing 
these functions press the [Numl.ock] key. 

Special x.,. 
There are ftve special keys used in NLS. These are [t], [r], [SpaceBar], [esc] and 
[ q] and their functions a.re as follows: 

[t.]: This key brings the cursor from anywhere on the menu to the last: 
row and enters the transmit mode. 

[r]: Reset packet =unt. The packet count 11 tha zmmber of packets sent 
out on the network since the count wu last reset. 

[SpaceBar]: · 
1be :spaceBa.r] key ts used to t.oaale the possible selections in the 
second column. 

[esc] The escape key must be depressed before enterma values (see 
SelecUn& Value on the followt.nc pqe). 

[ q]: Use this option to eX1t NLS and re-enter the DOS el1'9ironment. 

Note: Preslinl any key while continuously transmittmc terminates transmission. 
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Network Load Simulator Preliminary 

Distribution of Packet l.engths, Packets per Burst and Delays 
The distribution of packet lengths. packets per burst, delays between bursts and 
delays between packets have three possibilities: constant. linear and bimodal. 
To select between these three possibilities simply move the cursor to the second 
column and the desired row and press the [SpaceBar] as mentioned preViously. 

Constant: Displayed value used constantly. 
Llnear: A psuedo-random linear distribution between the two values 

displayed. 
Bimodal: A psuedo-random distribution With 65~ of first value and 35~ of 

the second value. 
Note: Delays increase with the square of the number, with zero being the smal­
lest delay. 

Selecting Values 
Values are entered by moving the cursor to the appropriate position on the 
menu and then pressing the escape [esc] key. The desired value may now be 
typed m and entered by pressing [return]. For a linear distribution the left 
number must be less than the right number. 
Bursts may be selected as occurnng singularly or continuously. 
There are two options for packet type; same packet or ditferent packets. NLS 
initially loads the transmit buffer With a series of 256 byte pages starting at page 
20h. When the Same Packet option is selected the NIC transmits the packet 
beginning at page 20h and consists of the pattern shown in dgure 3. Ditferent 
packets mode transmits the packets in locations 2lh through 2l+f (the begin­
ning of 21h is shown below). 

2000 
2010 
2020 
2030 
2040 
2050 
2060 
2070 
2080 
2090 
20AO 
2080 
20CO 
2000 
20EO 
20FO 
2100 
2110 
2120 
2130 

88 77 66 55 44 33 00 01 02 03 04 05 08 07 08 09 
OA oa oc OD OE 00 01 02 03 04 05 06 07 08 09 OA 
oa oc OD OE 00 01 02 03 04 05 06 07 08 09 OA OS 
OC OD OE 00 01 02 03 04 05 06 07 08 09 OA OB OC 
00 OE 00 01 02 03 04 05 06 07 08 09 OA OS OC OD 
OE 00 01 02 03 04 05 08 07 08 09 OA OB OC OD OE 
00 01 02 03 04 05 08 07 08 09 OA 08 OC OD OE 00 
01 02 03 04 05 08 07 08 09 OA OB OC OD OE 00 01 
02 03 04 05 08 07 08 09 OA OS OC OD OE 00 01 02 
03 04 05 06 07 08 09 OA OB OC OD OE 00 01 02 03 
04 05 08 07 08 09 OA oa oc OD OE 00 01 02 03 04 
05 06 07 08 09 OA OB OC OD OE 00 01 02 03 04 05 
08 07 08 09 OA OB OC 00 OE 00 01 02 03 04 05 08 
07 08 09 OA OB OC OD OE 00 ·01 02 03 04 05 08 07 
08 09 OA OB OC OD OE 00 01 02 03 04 05 06 07 08 
09 O~ OB OC OD OE 00 01 02 03 04 05 08 07 08 09 
OA OB OC OD OE 00 01 02 03 04 05 08 07 08 09 OA 
09 OC OD OE 00 01 02 03 04 05 06 07 08 09 OA 09 
OC OD OE 00 01 02 03 04 05 06 07 08 09 OA OB OC 
OD OE 00 01 02 03 04 05 06 07 .... etcetera .... 

Figure 3 
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Network Evaluation Software 
NES.EXE Prellmtnvy 

July 1988 

NES 19 an anembly lanauaae procram used to evaluated the NJC 1D a real-life 
utwork esmromnent. ~ 19 composed of .two object modules, us.obj and 
Slrb3&.obj. 'lhe ma1D procram module ts us.obj which simulates an operatma 
.,.tam lbe11. The im'b3&.obj module contatm the interrupt sentce routine wbich 
handles low-lnel recem and tn.mlmlt. proceama. NES also Hrftl u an exam· 
ple of a driTer for upper-level aetwork software. 

n:ATURES 
• EVALUA'IES DP8390 JN A NETWORK ENVIRONMENT 
• TRANSMJT AND RECEIVE ERROR DETECTION 
• DISPIAYS NETWORK STATimCS 

REQtlIRElmftS 
NES requires the NIA to be coqured using Serial Port 2, DMA Channel 1 and 
interrupt request. 3 (the factory installed co~ation). Refer to the switch set.· 
t1.acs section of the NlA Hardware reference llaDual. 
If needed. . the address base, interrupt request number and the DMA request 
mim.ber can be chana•d from tbair default values of: 

address bue a 2EOh 
request number = DRQl 

. . 
interrupt requ.lt. number • IREQ3 · 

ID the equate section at. the beainnin1 of each object moduie there an "com· 
ment lines" proVided to facWtate changing to the other NIA board hardware 
options (address base = 260h. IREQ5 andDRQ3). The comment lines are as fol· 
lows: 

Option 1 
CCNMAND 

. : CCMMAND --

Option 2 

equ 2EOh 
equ 2SOh 

IRQ3 equ OF7h 
CODE.JRQ3 equ 2Ch 
: IRQ5 equ ODFh 
: CODE-I~ equ "4.b. 

Option 3 
ENB..DRQ1 equ 1 
DISABIE DRQl equ 5 
: ENB...DRQ3 equ 3 
: DI SABl.E.J)RQ3 equ 7 

:"cc:mmnt line" .. address base 260h 

To chaace the NIA hardware optiom em::ha!Jce the commented lines for the com· 
mented lines. For example, to chan&e the address base to 280h ch.an&• option 1 
to: 

equ 280h 
equ 2EOh 

~ - 81 



Metwcrk Enlu.ation Saltwva 

LQAJ)[NG AND RUNMNG 

To execute this proarazn. type ''Des [options]" on the DOS command 1111e:·T1ie 
optiom allow you to recoqure the NJC With dit!erent network parameters. 'Ibe 
opUom are as follows: C, T. I. and H. am may be selected in upper or lower 
case. Examples of tnvokin& the procram an shown below. 

A>ne1 no options select.ad 
A>nes c the "c" opUcm selected 
A>nu c t. the "c" aa.d "t." opUoa.1elect. 

the order does not. matter 

PRDGIWI OPl'JOHS 
'lbe "C" option allows you to check all incomiDI packets With a ·chosen desttna­
Uon address (ftnt. 8 bytes) and t.he followtnc data pat.tern • 0 l 2 3 4 S 8 7 8 9 a b 
c d e 0 l 2 etc. (the pattern 1enerated by NLS). 'lb.e chosen address is 
prompted by the program when the "C" option ta selected. It an error occurs. it 
wtD be indicated on the screen. 
'lb• 'T' optiom allows you to chan&e the NJC co~uration registers am lnt.er­
rupt mask register. When this option ta selected. you Will be prompted to 
change the Data Co~uration Register (DCR). the Trammlt Co~uratton Rep 
ter (TCR). the Receive Co~uration Register (RCR), and Interrupt Mask Re&ister 
(DIR). 'lb.e default. ftlues are indicated in brackets ([xx]). To change these 
reatsters. enter the appropriate hex value: ot.herwtse bit <return> to leave the 
reaister unchanged. Note that 1f this option ta not selected. the NJC is 
coqW"ed With the default values shown in t.he brackets. 
'lbe· "H" option displays all 1ood packets recened. 
The 'T' option allows you to coctinuou.sly tranm:iit packets with a destination 
address. prompted by the program. 
'lb.ue options may be-selected smcly or togethei- and may be in any order. 

SCRtEN DISPIAY 
When the program is executing. various messages and characters a.re displayed 
to indicate good and bad reception am transmissions. The meanings of the 
characters are as follows: 

• 1ood packet received. 
n a packet receive interrupt wu set but there was c.athing iA the Receive 

BUoaer R1ng. Action taken: mt. the interrupt semce rout.me. 
b packet received but. With bad receive stat.us (anytbJ.na other tJ:w:1 Olh 

or 2lh) in NJC header. Action taken: t&DGre the packllt a.ml move on to 
the next one, it any. · 

d pacnt reC9ived but the DMA did a.ot complete. Action ta.ken: re­
attempt to DMA the packet qain. 

r packet received· but the Next Page Pointer in the NJC header was out· 
Side the Um.its of the Receive BW!er Rini· Action taken: reset the 
BOUNDARY and CURRENT rectsters to their tnit.111 coa.dittons. 

1 packet received but too loci (>U500). Action taken: tanore packet and 
mOft on to the next packet, if any. . 

t 1ood packet transmitted. 
NOTE: 'Ibere are other messages to iDdicate trammission errors sw:h 

u Excessive Collisions. Cam.er Sense Lost. and FIFO UndelT'UD. 
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X mtma from the tnurrupt semce routine . 

• ··-= ... Bad addren m packet. ... [address of packet.] This messqe occurs if 
tbe" 19 a mismatch between the address of th• incomin& packet. and 
tba expected address that. wu emered.wtth the "C'' option. 

... Bad data 1n packet ••• [location wb8" error occurred] Tb11 me1sa1e 
occurs if the mcom•na packet. de'liated far th• pat.urn 
0.1.z. •.•• E.o.1.z. ... ,etc. and the "C" optton wu 1elected. 

'lb9 procram bu two keyboard commuid1, .. E and any ou.r key. When -E ts 
typed the prosram displays net.work 1taUst1c1 (as shown below) then •Xit.s and 
returns to DOS. the proaram does not extt unW the interrupt. semce rou­
tine has exited (ie. attar an ''X" has been displayed). Hitt.ma any other key 
Will tn&nsmit a packet. 

NETWORK STATISTICS COUNT (hex) 

lbmer of 1ood trans:n111lom: 
NQ:D)er of bad t.ransn1111om: 
N&.:amer of 1ood receptions: 
N&.:amer of bad recept.1om: 

0000 0000 
0000 

0000 0000 

!bzi:ter of Next Pa1e Pointer errors: 
0000 
0000 

luly 1988 
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Writing Drivers for t.he DP0390 
Preliminary 

July 1988 

To reduce the complexity of networkinc software, it ts or1amzed u a s1tr·1es of 
layers. Tha number of layers, the name of each layer. and the function of each 
layer varies from network to zwtwork. However, iD. all networks. the purpose of 
each layer ii lo otfer certain services to it.I adjacent layers and to shield those 
layeMI from how the otfered servtces are actually implemented. Fl;ure : illus· 
trates a c:Ustrtbuted soft.ware model comistq of (1) an applicaµons layer. (2) an 
upper level commumcations layer, (3) a driver layer. and (4) the DP8390. 
'Ibe two upper layers form the bulk of the software model and are beyond the 
scope of this document. This document is intended to proVide the information 
necessary to write a network commumcaUon driver to proVide certain se~ces 
lor upper layer software. 

cusro11 DRIVER PROCEDURES 
'Ibe drivers consist of several custom·writ.ten procedures which Will proVide the 
folloWin& semces: 

• Hardware iniUailzaUon 
• Packet. t.r•nsmi•sion 
• Packet. recepUon 
• Detect.ma error conditions 

'Ibe driven should be able to run in an interrupt-driven environment ~:b.ich 
responds to the various interrupts produced by the 'DP8390. To achieve the 
highest performance the drivers should have as litUe overhead as poss1bl2. 

JNm.ALIZATJON 
The initialization procedure co~ures the DP8390 to conform to the present 
network. 'Ibis involves initializq the proper co~uration and a.cidress regis· 
ters of the DPB390. A summary of the network parameters tnvolved are shown 
below. 

·the size of the data bus (8 or 16 bits) 
• the physical and multicast addresses 
• the types of interrupts used 
• the size of the Receive BW!er Rina 
• the stze of the tnmmit bW!er 
• the FIFO threshold 

An example of an initialization routine· for a typical network syst•m is prO\'id•d 
at. the end of this document (DriverJnitia.lize). . 

PACXEr TRANSIDSSIOM 
The transmit driver ii responsible for mak:in1 a ''best etfort" delivery to the des· 
UnaUon node. By "best el!ort" we mean that the drivers ensur• that. a packet 
Will be delivered With a bich probability of success. Tbit is nol t.o say that the 
driver must make a 100" delivery: tJ:U ts the responsibWt.y of th• upper layer 
software. Since the DP8390 implements a bin.ary backoft' al&orit.hm which 
retransmits up to US um.es tn th• event of colllsions, some "best eftort." delivery 
is already built iD.to the hardware. 



Wrttm& Driftn for the DPB390 

The transmit drivers are · aenerally parUUoned into two parts. The az.st.. part. 
(DriverSend) miU&t.es a trammilslon whenever the upper level software desires 
to send a packet. .. Jf the transmitter ls not ready. however, the suppUed packet 
should be queued lD a trammlt.•pelMlinc butrer. Aft.er trammit. iait.iaUon or 
queuema. DrtwrSend returns . 
.Driftl"Send operates in conjunction wtth an interrupt. servtce rout.tne (Driver­
JSR). After completmc the tnnsmtaion. the DP8390 mt.errupt.s the CPU to si;· 
nal .the end oft.be transmission and to indicate stat.us l.Dformation. Since tbe 
transmit drtftn can not assure delivery, they must l.Dform the upper left! 
software of succ•ssful or errored tr•nsmtsstcms. The DPB390 reports tb1s st.at.us 
information iD its TRA.'lSMJT STATUS REGJSTER. 

The Tramm.it. Queue 
In many Instances, a queue for transmitted packet.a ls not required. A queue will 
be required if the rate at which packets. can be aenerated by the upper level 
communications rout.ine ls bigher than the rate at which they can be delivered 
on the net.work. 
The recommended method for implement.me a queu~ ii a linked list as shown lD 
O&ure 2. The queue consists of two pointers. head..ptr and tail..ptr, which 
respectiveiy point t.o the next bW!er space available and next but!er to be read. 
At the beginning of each butler contoinjni a packet. a pointer tleld points to tbe 
next. packet int.be queue, and the last. bW!er points to head..f)tr. Each time a 
packet is added or remoftd, either the head-ptr or tail..ptr ls incremented. 'Ibe 
queue should be circular where pointers "wrap around" when the boundaries· of 
the queue have been reached. 
The most. eftic;ient manner to remaYe packets from the transmit· pendin.c queue 
is to use DriverSend to initial• transmission ol the very Ant packet in the 
queue; t.hen upon completion. use the OriverlSR to transmit the remajning pack­
ets. Using this method. the DriverJSR examines t.he queue, transmits t.he next. 
available packet, then eXits. The DriverISR transmits the next packet after t.he 
DPB390 iSsues t.he next transmit interrupt. 

The responsibility of the receive drivers is to bW!er incolJlin& packets from tbe 
network. and then t.o transfer them to the host. In mo9t systems, the receive 
drivers will be operating with two dU!erent memory banks. One ts the local 
memory which the DPB390 uses to butler packets from the network: the other iS 
the host. memory. Depending upon which architecture is used. local memory 
can be dual ported or shared by the host CPlJ. In shared memory 
comlaurations. the host CPlJ intervenes directly with local memory. In dual 
ported systems. local memory ii shielded from the host. and data ls transferred 
t.hrouah a Dl'.A channel. 
The DPB390 mjnimizes lbe task of the receive driver with its unique butler 
manqement. system which butrers packets into local memory (Receive Bu1!er 
Rina} automaUcally. All the recetw driver must do ts remow packets from tbe 
Receive Bu1!er Rine· ID the shared memory systems, tbe host removes packets 
by directly accessina local memory. 'Ibis system, however. can lead to some 
tricky arbitration problems. ID tbe dual ported system which provides a cleaner 
interface, the receive driver tssun a DKA command to the DP8390 to transfer .. 
data from local to host memory. Alain. the DPB390 simpliftes packet reception 
with its "send packet" command. Usma this command. the Receive Bu1!er Ring 
pointers (BOU~-OARY and CURRENT registers) are maintained by tbe DPB390. To 
remove all packets from local memory. the receive driver simply issues the 

Natiaa.al Semiconductor 11117 UBI 



WrtUDC Dri'ftrs tor the DP8390 

"send packet" command unW the BOUNDARY and CURRENT registers are equal 
(Le. the Receive BW!er Rm& iS empty). · · 
ObViousJy, because of the asynchrono\is nature of reception, the receive drivers 
must reside Within an interrupt service routine (DriverlSR). Typically. packet 
reception is given the highest. priority interrupt since prolonama packet. removal 
may overftow the Receive Butfer ~. If several packets ir1 the ring have been 
queued. all packets should be removed in one precess (l.e. a soft.ware loop wbich 
empties the Receive Bw!er Rine). In heavy tramc conditions, local memory can 
mt up very quickly and it is important that the Receive BWfer Rini be lar;e 
enouah t.o handle these situaUons. · 
To &id out bow many packets are Jost on the network and how many packets are 
lost due to Receive Butrer Rina overfton. the DP8390 has three statistical regi19 
ten to monitor the nelwork; FR..\.'lE ALICN~'T ERROR t.ally, CRC ERROR tally, 
and FRA..1'ES t.OST tally. These regiSters a.re useful ir1 determininl the size of the 
Receive Butrer Ring and how many packets are lost due to network related 
errors (CRC errors and/or frame alignment errors). 

ErAKPLE DRJVERS 
'Ibe tallowing transmit and receive drivers are written in 8088 assembly for hi&h 
perlormance and low overhead. The transmit driver is partitioned into two 
parts. DriverSend and DriverlSR. while the receive driver lies entirely Within 
DriverlSR. 'Ibis section ttrst. gives an ovemew of DrtverISR. followed by a 
description of the drivers and how they interact With DriverJSR. 

Interrupt. Senice Routine (DrtftrJSR) 
'DriverlSR is only concerned With interrupts 01"11inat1Jll from receptions. 
t.!"anmuss1ons. and errored transmisSicns. Errored receptions are ignored since 
these are usually collision fragments. DriverlSR (~ure 3) consists of ( l) a 
packet tramm1ttt!d routine and (2) a packet received routine. Either receive or 
lransmit interrupts may use both routines since receptions and transmissions 
can occur within the JSR. The basic functions of the routines are as follows: 
(:) Packet Transmitted Routine: checks the status of all transmissions .and 

transmits the next packets in the transmit-pending queue. 
(2) Packet Received Routine: removes all packets ir1 the receive buner ring by 

usmg the "send packet" command of the DPB390. 

Transmit. Drivers 
As menttoned before. the transmit drivers consist. of two part.is. The ftrst. part. 
DnverSend (t1gure 4). initiates transmisSion when called by the upper layer 
soft.ware. DriverSend .checks if the DP8390 is ready to transmit. by reading the 
C0~1l.-'ND register (CR = 22h). If ready. the DriverSend DMAs a packet from bast 
to local memory. issues the transmit command. then returns. Otherwise. 
DnverSend queues the packet in the transmit-pending queue. then returns. 
After a trammisSion ls completed. DriverJSR services the interrupt from the 
DP8390 and { ~) reports status informat1cn by readinl the TRANSl4IT S!ATUS 
register and (2) transmits the next packet in the transmit.-pendina queue. if any. 
For a transmit interru'Pt. DriverISR executes the follOWinl steps: 
(1) Reset P'I'X bit in L\"TERRlJPT STATUS register. 
(2) Check for good transm.isSicn by reading the TRANSMlT STATUS R~gi.St.er. 
(3) 1t there are more packets in the transm.lt-pendin& queue, transmit the next 

packet: otherwise go to 4-). 
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(4) Read JN'l'ERRtJPT STATIJS reatster for any penclm& interrupts 

JlleeiMr lJrtftl'S 
Since the receive drtftr must be interrupt driftn. it. resides completely Within 
the DrrterJSR. When the receift illterrupt occurs. om or more packets may be 
b\Urered 1Dto the receift butler rtna (RBR) by the DP8390. The DriverISR 
remOftl packets from the rtna and then puses them up to the host. Usma the 
"send packet" command. packets are removed until the RBR 11 empty. that is. 
wbeD Cl'RRE.'"T and BOL'?\1>ARY' repten are equal. The sequence of the recei\"e 
packet. routi.De 11 shown below. 
(!) Reset the PRX bit ill the INTERRUPT STATUS re11star. 
(2) Remove tm next packet In the receift bW!er Ul1DI the "send packet" com-

man~ . 

(3) Check to see tf tbe recelw butler riD4 ts emp~y: BOUNDARY register = 
Ct.~& PAGE register 

(4) Jf the RBR is not empty. aoto l: otherwise read L't\lERRL"P'l' STATUS register 
for. any more pend.in& interrupts. 

Upper Layer Software Interface 
The drivers described exemplUy the basic method for usiDI the DP8390 in a net­
work enVironment. The upper layer interface, however. is still lackin&. Depend­
inl upon which software you use. the protocols for commWlicatiD& to the upper 
layers can vary 1really. 'Ibe source listtn1s at the end of the document have 
patches for this upper layer interface. · 
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DRIVER SEND 

YES 

OMA PACKET FROM 
PC TO LOCAL 

Me.tlJRY 

PROGRAM NIC TO 
TRANSMIT PACKET 

(CR._26H) 

RETURN 

NO 

Preliminary 

QUEUE PACKET 
IN PC MEMORY 

FIGURE4 
DRIVER SEND ROUTINE. 
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••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• . . 

Dr~ .. rilli\lalla• 

ID.itialize• th• MIC fo~ • tJPical network 17st.n. 
Race i •• aD!er Rine • 2800h to 40004 
Trana t Sider· • ZOOOh to ZIOOh 

!zl\ry: AGDe 
i 
••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
••••••••••••••••••••• • !qui.ea for MlC retia\eH • ••••••••••••••••••••• 
CXlllAND eq\I 2e0h 
PllZStJJf! ... OJllANDt.I 
PAGESICP eq\I CXl6IAND+Z 
BIXJNDAR'( eq\I allllANt)+.3 
TRA.tfSYI TST ATt:S eq\I ~ 
TRAHSllI TPAGE ... CXUWID+4 
TRA.'ISllI TSYTECCXlNTO ... CXJ6IANI>t.5 
NCI equ aJlllANIM 
r.RANSllI TBYTECa..."IT 1 equ <XlllWm+e 
Ih'TERRUPTSTA'I't.l'S ... CXIAIAND+? 
~ equ cx:llJWmt.7 ; in P.I• 1 
REJIJ'l'ESTARl' ADDRESSO equ <XlllWm+e 
amAO equ CXIAfAND+I 
RDIOTESTAR'l'ADDRESS 1 equ CXlllANI>+t 
amAJ eq\I ~9 
RDm'l'ESYTECIXlO ... ~ah 
RDl>T.EBYTECCUNTJ ... CXllllAHI>+Obh 
m:EI'VESTAM ... CDllAND+Ocls 
RECEm:ccNFIGtJRATf ON eq\I CXllllAHD4i0oh 
TRANSllI TCCNFI GURAl' ION equ • CXllllANI)tOdh 
FAUAl.LY equ CXIA&Ah"D+Odh 
DATACONFic:JRATI CJf equ CXl4fAHO+Oeh 
ClC..l'Al.LY .... caawm+oeh 
I~ equ •"•{",; ca.D.IAND+Oth 
11.Iss.JllCl'..l'ALI. y equ CXJAWIO+O!h 

PSTAR1' equ 2th 
PS TOP equ 40h· 

CGroup 1roup Code 
Code 1ecz:znt ~ara ~ublic 'Code' 

usum cs:CCroup. ds:CGrcnip. H:mt.hiq, H:not.hiq 

rcr d'b 0 ;•alue for Rec., coda. re1 
tcr db 0 ;•alue for tr~. c~. rec 
dcr d'b 68h i ••l• for dau comsc. re1 
mr d'b Obh ; •al• for iJLU. DU HI 
;••···································································· DJ'i•erinitialize proc Dear 

public Dri•erinitialize 

=· al,Zlh ;sup ad• 

=· dz.CCIUAND 
out d:l,al 
zm• al.clc:r 

=· dz • OAl'ACCNFICCRAT I ON' ;data ~atioa re1i•t•:r 
out dz.al 
=· al,ZOh 
!:IDT dz, TRANSllITPACE ;uammit , .... a\a:rt 
OU\ cb,al 

Natianal Semicollductor 
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_. al.tcr 
a• cb, TRANSllITCONFICORATION ; trazaai t codpraticm n1i•t.er 
CNt cb ,al ., 
a• al , rcr 
a• cb, RECEIVECXllFICURATICll ; rec• i" oomlc'm'a Ucm Hli •t•r 
out cb ,al 
a• al , 2tSh 
lllD• cb,PAGEST.ART ;p ... It.an 
out a.al 
a• cb.EDJNDARY' ;laCND1lar7 n1i1ter 
OU\. dz,aJ 
im• al • 40h 
a• d:r.PAGESTOP ;p .. e 1top 
CNt dz.al 
a• cb, RDIOTEBYTECXUfTO 
a• al ,Ofh 
out dz.al ; low rt1mu ~· count 
DD• cb. mllOIESl'TEaTJNTJ 
a• al.00 
out cb. al ;hi ch rcmu ~· ccnmt 
lllDY &l , Oft:b 
n:D• dz.1NTERllJP?STATUS ;iDterrupt •tatua reci•ter 
out dz.al 
:m• al. imr 
n:D• dz. INTE:R:IJPnlASK : iDtenupt null: re1t1ter 
out dz,al 
:m• al.Slh :10 to pace 1 r•1i1ter1 
lllDV U , ca&IAND 
out dz.al 
lllD• al , ZSh 
n:D• cb.amm:NT ;C11n'et pqe n1bter 
out dz .al 
m>• a.i.22li · :.back to pqe O, •tc'\ a:Dde 
aDT dz, CmlANI) 
out dz. al 

ret 
Dri•erinitialize endp 

Code ends 
end 

Rational Semiconductor 
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•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Dri•erSad . 

£1 ther trcumi u t.he paclcet paHed \o 1 t or qune• up t.he paclset if 
t.he t.raumi uer i • 'WsJ. ( CC1UUAND rea 1 ater • 2111). Rouum i • call eel 
frcm 1.1ppel" l&JeJ' Hft•:e • 

•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 

••••••••••••••••••••• • Equate• for NtC reai•t.•r• • •••••••••••••••••••• 

caawm •Cl'& Z.Qb 
PJGESTABl' •Cl'& CXlllANDt-1 
PAGESTCP •Cl'& a:.aawn>t.z 
auDARr •Cl'& CXllUAND+3 
'?RA.'ISllI '1'STATtJS •Cl'I CXIDIANl)M 
Ta.UiSllI TPAGE •Cl'& caAIAND+4 
TIA.-..Z 'l'BY'l'ECaJNTO •Cl'I CXllllANDto 
NCR •Cl'I c::malA.~ 
'?RA.'ISllITlM'ttCllNTl equ CXlllANl)t.e 
IHTERIU'TSTAT'US eqg CXIAIANI)t.? 
aJRREN'l' •Cl'& CXllWIDto? :ta pace 1 
RDmTESTAR?'ADDRESSO equ CXlllAND+8 
C3DAO •Cl'& CXlllAND+8 
llDl71'£STAmADORESS J •Cl'& CXllWIIM 
CSDA1· •Cl'& CXllWIIM 
lml7mlVTEClXJNTO· equ CXlllAMDtOU 
IDl7rEBYTIXXX1NJ •Cl'& CXlllANDtOltJa 
!ECEIVESTATtS •Cl'& CXlllWmtOcJI 
RECEIVECONFICitJRATIOH equ CXJIWU)+Oela 
TRM'SUITCONFtc:JRATION •cru CXllllANI>.odla 
FAE..l'ALLY equ CXJIWID+Odla 
OA?A~'FICitJRATI ~ equ CClllMNI)t.Oeh 
c:ac.:ALLY •cru CCllMNI)t.Oela 
INT.ERRtlP'l11AS equ c:cMllANDtOf h 
JIIss.J'KT...l'ALL y •qu CXllWIDtoOf la 

PST.ARl' equ 28h 
PSTOP equ 40h 

=rnp 1ro1.1p Cod• 
Cod• ••s=-ni. para publio 'Code' 

••a11m o•:cx;roup, cb:=rnp. .. : mt..biq, .. :Aotlaiq 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• . . 

OriYvSend proo neu 
publ io Dri••rS•m 
oli 
JIDT 
iJl -j• cbr. CClllAND 

al.a 
al.2th 
Queue It 

:cUMlll• iaUrnpt.8 

:reacl !fIC o0 ncl re1i•t.•r 
;t.1'amdt.Uq? 
t 1 .. I .,.,ae lip t.he paclcet. 

---

MatimAl Semiccaductor lulJ 1988 
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11111111111111111111111111111111111111111111111111111111111111111111 

Before w cu. tllA • packet. t.o local mmDJ'1. w need tll• addJ'eH 
ud ltf\• c~\ of \he peclcet. paaMCI down fnm Ole iapper la1er 
aoft.•Hi t.WD fCN\im ar• UMcl for llllJJll. 

(1) S.t.JC.JllA..AddreH HU up t.he lllA addrH• of t.M IZ:S1 
(J'•qtai r•• tlaa\ 'bs • adclJ'H• of paclce\) • 

(Z) m.2aic eeta of t.lle UZ'7 ad \he MIC \o pa!'fona a 
tllA ope2'at.io:a (rouUne requin• tllat. 
a • llrt• coat. of packet.). 

11111111111111111111111111111111111111111111111111111111111111111111 

-· -· 
call 

mp 

je 
JNSh 
pmh 
call 
ZIDY 

call 
pop 

'°' •Gd 

call 
aub 

. 
ql) 
jJql 

no..:J'0880ftJ': 

call 
call 

t2.oi'aCket : 
llDY .. 
0\11. -Qlanelt: 
call 

Finished: 
•ti 
ret 

DriYeJ"Scd 

••• s 
a, ltJt.~OUDt. 

Pa1eWrapCheck 

cs,O 

=~roaaoYe?' 

u 
'bz 
Se t....P<" tv".AclclrHa 
a,cz 

cba2Dic: 
a 
'bz 
ta. cs 

S.~clr••• 
U,C:I 

<im..2:ic 
t.z..;iacket 

Set ... OC :U".Adclre11 
cba2Dlc 

dz.CCHIA.ND 
al ,Zlh 
a.al 
Finished 

Qlaewa..packet 

adJs 

;as poim• t.o U. ..Un puM4 cloa 
; frcm t.lle 'llP'P•I' la7er eoftwve 
;med bf\• count. of packet. 
: alao aboulcl ha•• bea puHd clown 
; frcm upper l •1•r aoft.-.,e 
;check t.o ... if l:llA will croH o"r 
: a 14K DJte ltoimdary • U it cloe• , 
: w ma.st 'oreak t.lle DIA into Z paru. 
:ret.VJI code frcm PqeWrapCheck 

cs-0 tr.> DO CJ'OHiDI OYeJ' 'bcnmd&J')' 
czOO w> no. of lift. .. up to not. 

14K lunmdaJ'1 

:•••• lift• count of packet 
;aaYe adclr••• o#s•t. of packet. 
;H\ up tllA addreu of 1237 
;u • no. of DJ\•• t.l:lat. At. in preHnt 
: 14Jc ••srmzat 
;IJIA 1H part of packet. 
il•t laack oriciml bf\• oo=t. 
:1•t aclclre•• of paollilt. 
:bs • acid:-••• a«set. ot n.st 14.lc 
; H~Jlt 

; set up DUA addreu of 1237 
:u • tlle rcminiq bftn that 
; reaid• in the nest 54~~••cmmnt 
;IJIA 2ZMl part of packet. 

;tf here there 1• no crossinc oYer 
; • 14k DO\md&J"1 
:•et• th• pace &Del address 
;l:llA it out to the NIC card 

; t.hi a routine qwuH the packet 
; ill mmDJ'J. Si11ce t.llerc •arious 
i zmt.hoda to •l mmat a queue, the 
: detail• are not 1bown. 

;emltle int•~~t.a 

--

llatianal Semicanduct.or luly 1986 
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••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
S.L.PC.J:llA..Mve11 

ConTeru H(IDID1. and cn!Ht MVH• of \lie 1aclc1t to a 
u1ohat.• 20 bi\ aclclr111. Th• lonr 11 lttu are lNded 
1nio the U:S? and the upper 4 ltiu a loacled iaio th• 4 ltit. 
J at.ell cm 1.he PC zmther boucl ( l ocaUoa • ah) • . 

!Dt~: cl•: a • 1clclr111 edit\ ol packet to 1te IllAed • 
Ma\11111: packet 11 ia cla\a 11.-n\ (u) 

·························································~············ S.i..PC.JllA..MVHI ]IJ'OC ~HZ' 
,w.110 s.~ ... -· u,d1 
llD• cl,4 
Hl a.cl 
llD• ch.al 
ucl 11,0fOh 
..tel U,DS 
jJIC Set Pace 
inc ch 

Set.Paa•.= 
U\lf. Ooh.Ill 
out 02h,al 
t.mT al ,ah 
out. 02h,al 
llDT 1!,ch 
ml al,Ofh 
O\lf. 83h,al 
ni 

Set..JIC ~ddr••• e:idp 

•••\ t.be ll91D\ 
; loacl U.. lhitt. oomat 
; lllUt. 1 t 
;1&•• n.-nt lw lt7t1· 
;aero low 117bble 
;acl4 U.if\lcl•H.-a\ ud diet 

;cv~ zmau mcramt. (mat. Jiii•) 

;clear 'bft• Aip•Sop of G:S? 
;823'7 aclb111 (1) re1i1t.1r • 
;11t hip lcldn .. 
,823'7 aclb••• (h) r•1i1ter 

. ... 
:•····································································· CaZ:lic 

IJ1Aa the packet f:ra the IEll PC to the MIC cvcl. 

E:lt:ry: u • layu c:ouat o! packet 
Al8'1Dtl: 8237 iJo1A Mid:rtH 19'. izp 

• ••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• • 
CaZ:lic proc ne&r 

l'\IDlic l'ir&Z:lic 

pull u ; ••" \lie ooum =· dz.RmmlYTECXXJNTO 
O\lt dz.al ;NIC r ... te tllA oomat (1) 

=· al.ah 

=· ds.mlDTEBY'l'ECXIJN'l'l 
O\I\ dz.al ;NIC r ... u tllA oomat (h) 
pop u 
cite u ;ao. of 'bft•• to sfer for m1 • 

i ltJt• coat • 1 
01&\ Ooh.al ;HM\ ltJte Aip•Jlop of llS7 
0\1\ 03h,al ;IZSf IlfA OOUll\IJ' (1) .,, al.ah 
OU\ ~.al ; a:s7 IllA coater (la) 

=· al,4th 
ft\ Olth,al ;Ht 'IP 1231 to clo IllA reu 

c.+-- 35 
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11D• al.J 
wt Gall.al iumuk ellam 1 1 of IU'7 -· al,12h iMlC rmDt.• IllA wiu ccmmnd 
llD• u.auwm 
out a,al -· u, tMTEiRlPTSTATUS 

101111. to ti.. llIC ccnzrencl r•1i•ter 

•it.: 
ha al ,a 
t.••t. al ,40h ;waU. for 1l)C llit. ia ISi t.o 10 Jaip 
J• •it. -· al.O 
nt Oah,al :mule wt c:lwme l J of l2:S'7 

ret 

cbdzaic endp 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• • 
PqeWrapCheck • checa to •H if the IllA wt 11 Cl'OHo•ez- • 

841& 1'ft• 1toada17. 

Enu7: -d•:bz • aclclztH• cdbet of packet 
u • b,ie cO\IDt of packet . 

Ret.un1.1: cz • 0 o packet !t• in preHnt 841& HllDtzlt 
CZ 0 0 IO Jlllliler ol 'bftH tJaat •ill !t ill pHHDt 

IQ Hpmlt. 
• ••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• • 
Pqel'HpCbeck proc nea 

public Pa1e1'Ta_pCheolc 

}N8h u 
pmh Dz 
DD• u.d• =· cl.4 
•hl a.cl 

;H" 'bft• ccnmt i•••• &eld.re•• .oibet 
;dz • data ••sa-nt 
;cl • shift left CO\IDter 

acid 
acid 

u.'bz 
u,dz 

;cb • lowu 11 bit• of a'bsol1.1u addr. 
: c:heck if packet Cl'OHH OftJ' 

Jnc: DO~ap ;Jllqt if DO 14k croaso•er =· cz.O 
a1.1'b cs,dz i atlllO.' of bytH that !ts ill Hsmtzlt 
pop Dz 
pop u 
Z'•t 

DD..-rQ: 
llD• a,O 
pop 'bz 
pop u 
ret 

Pa1eWJoapCbeck endp 

Code encl a 
end 

N.Uoaal Semiccmdllctar luly 1988 
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....................................................................... ·-· • 

'?bis iDUJ'"Jlf. aeni" rout in respond• t!'amml t, t:rrmmi t. erTOJ'. &DCI 
HHiYe iDUJ'!'UpU (the PTX, m. - PIX laiu ha u. INTERllJPT STATUS 
H&i•t.u) produced frcm t..he MIC. t1paa U'ammit iDUttupU, the vppe2' 
l•J•J' •oft.war• i• illfonntel of avioo•••f'lal or eJ'J'ODllOUS t.ransal••lODa; 
upcm recei" iDUrl"llpt.a, puket.a are r.m•ed fraa. U. Recei•• 8'drer 
R1Z11 (in local mm1111•7) GICl tnufer to U. PC • 

• ••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• • 
••••••••••••••••••••• Equate• for NIC re1!•t.er• ••••••••••••••••••••• • 

a:llMND eqa Z.Oh 
Pl&SSUZ! equ (XllAIANI)toJ 
PAGESTOP equ CXllllAMM 
DlNDARY' equ CXIGIAND+3 
TRANSII TSTATtJS •qu ~ 
TRANSII TPAGE equ ~ 
TRANSlilI TBYTECCXJNTO equ ~ 
NCR •qll. ~ 
~'SW TBYT!CO:JNTJ equ aJllANIM 
INTERRUP'l'STATtlS equ CXIGIAND+7 
alRREN'l' equ CXIAfANI)t.7 ; in pace t 
mam:sTA.Rl'ADDR!SSO equ aJllANIM 
amAO tqll ~ 
RDlm:STAR!ADORESSJ equ CXllWiJM 
amAJ •qu CClllWlIM 
ilEJIOTEBYTECClO equ CCllllANDfoOah 
ma:m:srm::a.lNTl •qu CXlllAND+O~ 
RECEMSTATtB •qi& CX'illANI)toOch 
IEC!IVECCN'tet.bTtON •qu CX'lllANI)toOch 
TRANSlll TCOt\'FI anl.\T I ON •qu ~dh 
FAUALLY equ ~dh 
OATACO.\'F I Gt.'RAT I C!l equ c:c:uwm+oeh 
C3:..l'ALLY equ c:.tllWID+Oeh 
INI'DRtJPTllA.SK •qu COIAIANt)t.Of h 
Jllss.J'IQ'...l'AU.Y equ CX'lllANI)toOf h 

PST.ART •qu 2Sh 
PS TOP •qu 40.h 

CGl'oup 1roup Code 

Cod• aepnt. pan puolic 'Cocl•. 

uaizm ca : CG.roup, d•: CGl'oup, •• : not.hiq, H: mtlaiq 

Eztensal routine• 

est.?'11 OJoi•erSeDd: near 
estl"1l Set.-PC..JJIA..&dveH: Mar 

Plaolic dazain •ll7ialal•• 

puD}ia J'eCT~..Jndl' 
pultlic headpt:r 
Jl"Dlic t.ailptr 

NaUca.al Semiconductor lulJ 1988 
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NCY..;M:.JNll 
he&dptJ' 
taUpu 
llft--..:ount 
mr 

A 
chr . 
chr 
chr 
A 

2041 cNp (?) 

' ' ' Jllh 

;lndu for holdi211 renecl pulcet 
;head pt.r for t.a Q 
i\ail pt.r for .u Q 

iilalce of IDterrupt. ll&8k re1i•ter 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• i •11D of ID\ernapt S.nioe 1'nrtiD• 
••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• • mUar ]tJ'OC near 
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DP8390 Network Interface 
Controller: An Introductory 
Guide 

OVERVIEW 
A general description of the OP8390 Network Interface Con­
troller (NIC) is given in this application note. The emphasis 
is placed on how it operates, and how it can be used. This 
description should be read in conjunction with the OP8390 
data sheet 

1.0 INTRODUCTION 
The OP8390 Network Interface Controller provides all the 
Media Access Control layer functions required for transmis· 
sion and reception of packets in accordance with the IEEE 
802.3 CSMA/CO standard. The controller was designed to 
act as an advanced peripheral and serve as a complete 
interface between the system and the network. The on­
board FIFO and OMA channels work together to form a 
straight-forward packet management scheme, providing (lo· 
cal) OMA transfers at up to 1 O megabytes per second while 
tolerating typical bus latencies. 

A second set of OMA channels (remote OMA) is provided 
on chip, and is integrated into the packet management 
scheme to aid in the system interface. The OP8390 was 
designed with the popular 8, 16 and 32 bit microprocessors 
in mind, and gives system designers several architectural 
options. The NIC is fabricated using National Semiconduc­
tor's double metal 2 micron microCMOS process. yielding 
high speed with very low power dissipation. 

2.0 METHOD OF OPERATION 
The NIC is used as a standard peripheral device and is con­
trolled through an array of on-chip registers. These registers 
are used during initialization, packet transmission and re­
ception, and remote OMA operations. At initialization, the 
physical address and multicast filters are set, the receiver, 
transmitter and data paths are configured, the OMA chan­
nels are prepared, and the appropriate interrupts are 
masked. The Command Register (CA) is used to initiate 
transmission and remote OMA operations. 

National Semiconductor Corp. 
Application Note 475 

Upon packet reception, end of packet transmission, remote 
OMA completion or error conditions, an interrupt is generat­
ed to indicate that an action should be taken. The proces­
sor's interrupt driven routine then reads the Interrupt Status 
Register (ISA) to determine the type of interrupt that oc­
curred, and performs the appropriate actions. 

3.0 PACKET TRANSMISSION 
The NIC transmits packets in accordance with the CSMA/ 
CO protocol, scheduling retransmission of packets up to 15 
times on collisions according to the truncated binary expo­
nential backoff algorithm. No additional processor interven­
tion is required once the transmit command is given. 

TX BYTE COUNT 
(TBCR0.1) 

DESTINATION AOORESS ----SOURCE ADDRESS t----
TYPE LENGTH 

DATA 

PAO (IF' DATA < '6 BYTES) 

FIGURE 1. Transmit Paeket Format 
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After a packet that conforms to the IEEE 820.3 specification 
is set up in memory, with 6 bytes of the destination address, 
followed by 6 bytes of the source address. followed by the 
data byte count and the data, it is ready for transmission 
(see Figure 1). To transmit a packet, the NIC is given the 
starting address of the packet (TPSR), the length of the 
packet (TPCRO. TBCA1), and then the PTX (transmit pack­
et) bit of the Command Register is set to initiate the trans­
mission (see Figure 2). 
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FIGURE 2. Packet Transmission 
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3.2 TranamlHlon Proceu 

Once the transmit command is given. if no reception is in 
progress. the transmit pref etch begins. The high speed local 
OMA channel bursts data into the NIC's FIFO. After the first 
OMA transfer of the pref etch burst, if no carrier is present on 
the network, and the NIC is not deferring, the TXE (transmit 
enable) signal is asserted and the transmission begins. Af· 
ter the 62 bits of preamble (alternating ONEs and ZEROs) 
and the start of frame delimiter (two ONEs) are sent out, the 
data in the FIFO is serialized, and sent out as NAZ data (pin 
TxO) with a clock (TxC), while the CRC is calculated. When 
the FIFO reaches a threshold (X bytes empty) a new OMA 
burst is initiated. This process continues ootil the byte count 
reaches zero. After the last byte is serialized, the four bytes 
of the calculated CRC are serialized and appended to com­
plete the packet. 

Should a collision occur, the current transmission stops, a 
jam sequence (32 Ones) transmitted (to ensure that every 
node senses a collision), and a retransmission of the packet 
is scheduled according to the truncated Binary Exponential 
Backoff Routine. 

3.3 Transmission Status 
After the transmission is complete, an interrupt is generated 
and either the PTX bit (complete packet transmitted) or the 
TXE bit (packet transmission aborted} of the ISR (Interrupt 
Status Register) is set. The interrupt driven routine then 
reads the TSR to find out details of the transmission. If the 
PTX bit is set, the TSR can reveal if a carrier was present 
when the transmission was initiated (OFR), if the carrier was 
lost during the transmission (CRS-this would point to a 
short somewhere on the network), iii the collision detect cir­
cuitry is working properly (COH), and if collision occurred 
(COL). Whenever a collision is encountered during transmis­
sion, the collision count register (NCR) is incremented. 
Should a collision occur outside the 512 bit window (slot 
time), the OWC (Out of Window Collision) bit of the TSR is 
set. 

The TXE bit of the ISR is set if 16 collisions or a FIFO 
underrun occurs. If the transmission is aborted due to 16 
collisions, the ABT bit of the TSR is set. (If this occurs it is 
likely that there is an open somewhere on the network.) If 
the local OMA channel can not fill the FIFO faster than data 
is sent to the network, the FU bit (FIFO Underrun) of the 
TSR is set and the transmission is also aborted. This is a 
result of a system bandwidth problem and points to a sys­
tem design flaw. System bandwidth considerations are dis­
cussed further in Section 5.1.3. 

4.0 PACKET RECEPTION 
The bus topology used in CSMAICO networks allows every 
node to receive every packet transmitted on the network. 
The receive filters determine which packets will be buffered 
to memory. Since every packet is not of interest, only pack· 
els baving a destination address that passes the node's 
receive filters will be transferred into memory. The NIC of· 
fers many options for the receive filters and implements a 
complete packet management scheme for storage of in­
coming packets. 

4.1 Reception Proceu 

When a carrier is first sensed on the network (i.e. CRS sig­
nal is active), the controller sees the alternating ONE • 
ZERO preamble and begins checking for two consecutive 
ONEs, denoting the start of frame delimiter (SFO). Once the 
SFO is detected, the serial stream of data is deserialized 
and pushed into the FIFO, a byte at a time. As the data is 
being transferred into the FIFO, the first six bytes are 
checked against the receive address filters. If an address 
match occurs, the packet is OMAed from the FIFO into the 
receive buffer ring. If the address does not match, the pack­
et is not buffered and the FIFO is reset. 

Each time the FIFO threshold is reached, a OMA burst be· 
gins and continues for the proper number of transfers. OMA 
bursts continue until the end of the packet (Section 5.1.2). 
At the end of a reception, the NIC prepares for an immedi­
ale reception while writing the status of the previous recep­
tion to memory. An interrupt is issued to indicate that a 
packet was received, and is ready to be processed. 

The CRC generator is free running and is reset whenever 
the SFO is detected. At every byte boundary the calculated 
value of the CRC is compared with the last four received 
bytes. When the CRS signal goes LOW. denoting the end of 
a packet, if the calculated CRC matches the received CAC 
on the last byte boundary, the packet is a good packet and 
is accepted. However, if the calculated and received CRCs 
do not match on the last byte boundary before CRS goes 
LOW, a CRC error is flagged (CRC bit of RSA set) and the 
packet is rejected, i.e. the receive buffer ring pointer 
(CURR) is not updated (Section 4.5). If the CAS signal does 
not go LOW on a byte boundary and a CRC erroi: occurs, 
the incoming packet is misaligned, and a frame alignment 
error is flagged (FAE bit of RSA set). Frame alignment er­
rors only occur with CRC errors. 

4.2 Address Matches 

The first bit received after the SFO indicates whether the 
incoming packet has a physical or multicast address. A 
ZERO indicates a physical address, that is, a unique map-

16BYTE 
FIFO 

"".. RING .... .... 
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________ .. .. .......... 
.. .. 

I .. .. .. 
RxO DESCRIALIZER t----1 AODllESS ~ OMA PU ...... --.- nt.TER CRS~ RxC CRC PROTOCOL 
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' ping between the received address and the node's 48 bit 
physical address as programmed at intialization (PARO­
PARS). A ONE indicates a multicast address, meaning a 
packet intended for more than one node. 

Multicast addressing is useful where one node needs to 
send a packet to multipie nodes, as in a query command. 
Multicast addressing provides a very fast way to perform 
address filtering in realtime, by using an on-chip hashing 
table. A hashing algorithm based on the CRC is used to map 
the multicast address into the 64 bit Multicast Address Filter 
(MAF0-7). 

After the CRC has been calculated on the destination ad· 
dress. the upper six bits of the CRC are used as an index 
into the Multicast Address Filter (MAF). If the selected filter 
bit is ONE. the packet is accepted, if the MAF bit is ZERO 
the packet is not accepted. 

A special multicast address is the broadcast address, which 
denotes a packet intended to be received by all nodes. The 
broadcast packet has an address of all ONEs (this address 
also maps into a bit in the MAF). 

The OP8390 also provides the ability to accept all packets 
on the network with a physical address. Promiscuous mode 
causes any packet with a physical address to be buffered 
into memory. To receive all multicast packets it is nesessary 
to set all of the MAF bits to ONE. 

4.3 Network Statistics 

Three eight bit counters are provided for monitoring receive 
packet errors. After an address match occurs if a Frame 
Alignment or CRC error occurs, or if a packet is lost due to 
insufficient buffer resources (see below), the appropriate 
counter is incremented. These counters are cleared when 
read. The counters trigger an interrupt when they reach a 
value of 128 (if not masked) to force the processor to read 
(and thus clear) their contents. The counters have a maxi· 
mum value of 192. providing a large latency between when 
the interrupt is asserted and when the counter overflows. 
When a CNT interrupt occurs. all three tally counters should 
be read and added into larger counters maintained by the 
processor. 

4.4 Setting the Receive Configuration Register 

The Receive Configuration Register (RCA) is used in con­
junction with the physical and multicast addresses to deter· 
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mine which packets should be accepted and placed in the 
receive buffer ring. The RCA is initialized to accept physical, 
multicast and/or broadcast packets. or alternatively to place 
the receiver in promiscuous mode to accept all packets with 
a physical address. If the MON bit of the RCA is set, placing 
the receiver in monitor mode, the receiver still checks the 
addresses of incoming packets according to the set up ad· 
dress filter, and network statistics are still gathered, but 
packets are not buffered into memory. 

The minimum packet siZe in standard 802.3 netwotkS is 64 
bytes long. Packets less than 64 bytes are considered runt 
packets and .. nonnally reieeted. However, in some appli· 
cations it may be desirable to accept such packets. By set· 
ting the AR bit of the RCA, runt packets are accepted. 

For diagnostic purposes it may be desirable to examine er· 
rored packets. and not ovenwite them with good packets as 
is done in nonnal operation. By setting the SEP bit of the 
RCA, errored packets are saved and their status is written 
to memory. 

4.5 Receive Buffer Ring 
As packets are received they are placed into the receive 
buffer ring, and as they are processed they are removed 
from this ring. At initialization, an area of memory is allocat· 
ed to act as the receive buffer ring, and the NIC's buffer 
management scheme then makes efficient use of this mem· 
ory. The efficiency is helped significantly because the ring 
pointers are contained on chip, and the OMA channels can 
work at up to a 10 Mbyte/sec transfer rate. A second OMA 
channel, the remote OMA channel, is available for transfer· 
ring packets out of the receive buffer ring. 

The employed buffer management scheme effectively 
works as a large packet FIFO. This buffer management 
scheme is very appropriate for most networking applications 
because packets are generally processed in the order they 
are received. 

Four pointers are used to control the ring; the.(1) p~e start 
(PSTARn and (2) page stop (PSTOP) pointers to determine 
the size of the buffer ring, the (3) current page (CURR) 
pointer, to determine where the next packet will be loaded, 

FIGURE 4. The Receive Buffer 
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FIGURE 5. Receive Packet Buffering 

and the (4) boundary (BNRY) pointer, to show where the 
next packet to be unloaded (or processed) lies. As packets 
are received, the boundary pointer follows the current page 
pointer around the ring. The page start and stop pointers 
remain unchanged during operation. 

The receive buffer ring is divided into 256 byte buffers. and 
these buffers are linked together as required by the re­
ceived packets (see Figure 4). Up to 256 of these buffers 
can be linked together in the receive buffer ring, yielding a 
maximum buffer size of 64K bytes. Since all NIC registers 
are 8 bits wide, the ring pointers refer to 256 byte bounda­
ries within a 64K byte space. 

At initialization, PST ART register is loaded with the begin­
ning page address of the ring. and PSTOP is loaded with the 
ending page address of the ring. 

On a valid reception, the packet is placed in the ring at the 
page pointed to by CURR plus a 4 byte offset (see Figure 5). 
The packet is transferred to the ring, a OMA burst at a time. 
When necessary, buffers are automatically linked together, 
until the complete packet is received. The last and first buff· 
ers of the ring buffer are linked just as the first and seconds 
buffers. At the end of a reception, the status from 
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FIGURE &. Packet Rejection 

the Receive Status Register (RSA). a pointer to the next 
packet. and the byte count of the current packet are written 
into the 4 byte offset. 

If a receive error occurs (FAE, CAC) CURA is not updated 
at the end of a reception, so the next packet received over­
writes the bad packet (see Figure 6'). This feature can be 
disabled (by setting the save errored packet (SEP) bit in the 
RCA) to allow examination of errored packets. 

At receiving nodes, collision fragments may be seen as runt 
packets. A runt packet is a packet less than 64 bytes (512 
bits) long, and since a collision must occur in the first 512 bit 
times, the packet will be truncated to less than 64 bytes. 
After runt packets are received, the CURR is not updated, 
so the next packet received will overwrite the runt packet. 
This standard feature can also be suppressed by setting the 
AR bit in the TCR. This is useful when it is desirable to 
examine collision fragments. and in non-standard applica-
tions where smaller packets are desirable. · 

Once packets are in the receive ring they must be process­
ed. However, the amount of processing that occurs while 
the packet is in the buffer ring varies according to the imple­
mentation. As packets are removed from the buffer ring, the 
boundary pointer (BNAY) must be updated. The BNRY al­
ways follows CURA around the ring (see Figure l). 

ntF/9141-8 

FIGURE 7. Removing Packets From Receive Buffer Alng 



If the current tocal OMA address ever reaches BNRY, the 
ring is futl. In this case, the current and any additional recap. 
lions are aborted and tallied until the BNRY pointer is updat· 
ed. Packets already present in the ring will not be overwrif. 
ten (see Figurs 8). All missed packets will increment the 
missed packet tally counter. When enough memocy is allo· 
cated for the receive buffer ring, the overwrite warning (set· 
ting of the ovw bit of the ISR) should seldom occur. 

TVF/1141-9 

FIGURE 8. Receive Buffer Ring Overwrite Protection 

A second set of OMA channels hais been included on the 
OP8390 to aid in the transfer of packets out of the buffer 
ring. These Remote OMA channels can work in close co-op. 
eration with the receive buffer ring to provide a very effec· 
tive system interface (17). 

If the BNAY is placed outside of the buffer ring, no overwrite 
protection will be present, and incoming packets may over· 
write packets that have not been processed. This may be 
useful when evaluating the DP8390, but in normal operation 
it is not recommended. 
When the CURR and BNRY pointers are equal, the buffer 
ring can either be completely empty or completely full. To 
ensure that the NIC does not misinterpret this condition, it is 
necessary to guarantee that the value of the BNRY pointer 
does not equal the value of the CURR pointer. It is recom· 
mended that the BNRY pointer be kept one less than CURR 
pointer when the ring is empty, and only be equal to CURR 
when the ring is full, as shown below. 
1. Use a variable (NXTPKT) to indicate lrom where the next 

packet will be removed (possibly using Remote OMA) 
2. At initialization set 

SNAY• PSTART 
CURR • PSTART + 1 
NXTPKT = PSTART + 1 

BREO __/ 

BACK 

3. After each packet is removed lrom the ring. use the next 
packet pointer in the header information (the second byte 
of the header), HNXTPKT, and set 
NXTPKT • HNXTPK1'. 
BNRY • HNXTPKT - 1 
If BNRY < PSTART then BNRY • PSTOP - 1 

The above procedure is not necessary if the Send Packet 
Command is used to remove packets lrom the ring as ex· 
plained in section 7. 

5.0 SYSTEM, NETWORK INTERFACE 
The OP8390 offers considerable flexibility when designing a 
system/network interface. This flexibility allows the design­
er to choose the appropriate price/performance combina­
tion while easing the actual design process. 

5.1 lntert.ano C:Onllderatlone 

Several features have been included on the NIC to allow it 
to easily be integrated into many systems. The size of the 
data paths, the byte ordering, and the bus latencies are all 
programmable. In addition, the clock the OMA channels use 
is not coupled to the network clOCk, so the NIC's OMA can 
easily be integrated into memory systems. 

5.1.1 Data Path 

The NIC can interface with 8, 16, and 32 bit microproces­
sors. The data paths are configurable for both byte- wide 
and word-wide transfers (bit WTS in OCR). When in word­
wide mode, the byte ordering is programmable to accommo­
date both popular byte Oldering schemes. All NIC registers 
are 8 bits wide to allow 8, 16 and 32 bit processors to ac­
cess them with no additional hardware. If the NIC's 16 ad­
dress Unes (64K bytes) do not provide an adequate address 
space, the two OMA channels can be concatenated to form 
a 32 bit OMA address (bit LAS in OCR). 

5.1.2 Local OMA 

The OMA transfers between the FIFO and memory during 
transmission and reception occur in bursts. The bursts be­
gin when the FIFO threshold is reached. Since only a single 
FIFO is required (because a node cannot receive and trans­
mit simultaneously), the threshold takes on different mean­
ings during transmission and reception. During reception the 
FIFO threshold refers to the numbet of bytes in the FIFO. 
During transmission the FIFO threshold refers to the num­
ber of empty bytes in the FIFO (16 • • bytes in FIFO). The 
FIFO threshold is set to 2, 4, e or 12 bytes (1, 2, 4 or 6 
words) in the OCR (bits FTO, FT1). 

The number of transfers that occur in a burst depends on 
whether the Exact Transfer or Ernpty/Fill mode is used (bit 
BMS in OCR). When in Exact Transfer mode, a number of 
bytes/words equal to the FIFO threshold wil be transferred 
in each burst. The Empty/Fill mode continues the transfers 
until the FIFO is empty, during receptions, and fuff, during 
transmissions (see Figunl 8). 

''-----
~ ................ XwOR~~ 
i...i.=:=.-.=;..-----OH[[. BURST ~ 

AOO-IS 

where N • 1, 2, • or I Worde or N • 2. •.I, or 12 BytH wMtl In byte mode 

FIGURE 8. Local OMA Surat 
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Before a burst can begin, the NIC must first arbitrate to 
become master of the bus. It requests the bus by activating 
the BREQ signal and waiting for acknowledgment with the 
BACK signal. Once the NIC becomes the master of the bus. 
the byte/word transfers may begin. The frequency of the 
OMA clock is not related to the network clock, and can be 
input (pin 25) as any frequency up to 20 MHz. For 10 Mbit/ 
sec networks the OMA clock can be as slow as 6 MHz. This 
allows tailoring of the OMA channel, to the system. The lo­
cal OMA channel can burst data into and out of the FIFO at 
up to 10 Mbyte/sec (BX the speed of standard Ethernet). 
This means that during transmission or reception the net· 
work interface could require as little as one eighth of the bus 
bandwidth. 

5.1.3 Bus Analysis 

Two parameters useful in analysis of bus systems are the 
Bus Latency and the Bus Utilization. The Bus Latency is the 
maximum time between the NIC assertion of BREO and the 
system granting of BACK. This is of importance because of 
the finite size of the NIC's internal FIFO. H the bus latency 
becomes too great. the FIFO overflows during reception 
(FIFO overrun error), and becomes empty during transmis· 
sion (FIFO underrun error). Both conditions result in an error 
that aborts the reception or transmission. In a well designed 
system these errors should never occur. The Bus Utilization 
is the fraction of time the NIC is the master of the bus. It is 
desirable to minimize the time the NIC occupies the bus, in 
order to maximize ·its use by the rest of the system. When 
designing a system it is necessary to guarantee the NIC a 
certain Bus Latency, and it is desirable to minimize the Bus 
Utilization required by the NIC. 

Associated with each OMA burst is a OMA set up and recov· 
ery time. When a packet is being transferred either to or 
from memory it will be transferred in a series of bursts. If 
more byte/word transfers are accomplished in each burst. 
fewer bursts are required to transfer the complete packet, 
and less time is spent on OMA set up and recovery. Thus, 
when longer bursts are used, less bus bandwidth is required 
to complete the same packet transfer. 

The Empty(/Fill) mode guarantees longer bursts because 
as the byte/word transfers are taking place, serialized data 
is still filling(/emptying) the FIFO. and these additional 
bytes/words must also be transferred out of(/into) the 
FIFO. The least NIC bus utilization occurs when the bursts 
are as long as possible. This occurs when the threshold is 
as high as possible, and Empty/Fill mode is used. The de­
termination of the threshold is related to the maximum bus 
latency the system can guarantee the NIC. 

If the NIC is required to guarantee other devices a certain 
bus latency, it can only remain master of the bus for acer­
tain amount of time. In this case, the Exact Transfer burst 
mode is desirable because the NIC only remains master of 
the bus for a certain amount of time. 

e.o INTERFACE OPTIONS 

The network interface can be incorporated into systems in 
several ways. The network interface can be controlled by 
either a system processor or a dedicated processor, and 
can utilize either system memory or buffer memory. This 
section covers the basic interface architectures. 

6. 1 Slngle Bus System 

The least complex implementation places the NIC on the 
same bus as the processor (see Figure 10). The OP8390 
acts as both a master and a slave on this bus: a master 
during OMA bursts, and a slave during NIC register access­
es. This architecture is commonly seen on motherboards in 
personal computers and low cost workstations, but until re­
cently without an integrated network interface. A major is­
sue in such designs is the bus bandwidth for use by the 
processor. The OP8390 is particularly suitable for such ap­
plications because of its bus utilization characteristics. Dur· 
ing transmissions and receptions, the only time the NIC be­
comes a bus master, the OP8390 can require as little as 
one- eighth the bus bandwidth. In addition, the previously 
mentioned bus tailoring features, ease its integration into 
such systems. 

PROCESSOR MIC 

t-- OTHER MEMORY DEVICES 1--

TL/F/9t•t-11 

FIGURE 10. Slngle Bus Configuration 

The design must..Pnly be able to guarantee the NIC a maxi­
mum bus latency(< 9 /.LS for 10 Mbil/s networks), because 
of the finite size of the on-chip FIFO. In bus systems where 
the NIC is the highest priority device, this should present no 
problem. However, if the bus contains other devices such as 
Disk, OMA and Graphic controllers that require the bus for 
more than 10 /.LS during high priority or real time activities, 
meeting this maximum bus latency criteria could present a 
problem. · 

Likewise, many existing single bus systems make no provi­
sion for ex1ernal devices to become bus masters, and if they 
do, it is only under several restrictions. In such cases, an 
interface without the mentioned bus latency restrictions is 
highly desirable. 

f"-L 



6.2 Duat Port Memory 

One popular method of increasing the apparent bus latency 
of an interlace, has the added effect of shielding the system 
bus from the high priority network bandwidth. In this applica­
tion, the Dual Port Memory (DPM) allows the system bus to 
access the memory through one port, while the netwOf1( in­
terlace accesses it through the other port. In this way, all of 
the high priority network bandwidth is localized on a dedicat­
ed bus, with little effect on the system bus (see FtgtJrB t t). 

r--
PROCESSOR 

NIC DPM .__ 
i...-

OMA 

t-- OTHER MC MORY 
DEVICES ~ 
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FIGURE 11. DPM Configuration 

Dual Port Memories are typically smaller than the main 
memory and little, if any, processing can occur while the 
packets are in the OPM. Therefore, the processor (or if 
available, OMA controller) must transfer data between the 
DPM and the main memory before beginning packet pro­
cessing. In this example, the OPM acts as a large packet 
FIFO. 

Such configurations provide workable solutions, however, 
Dual Port Memories are inherently expensive. Aside from 
the extra complexity of the software,. DPM contention logic 
is expensive, and dedicated OPM chips provide only 1 k of 
memory and cost as much as advanced VLSI devices. In 
addition. some systems do not contain additional memory 
tor such memory mapped interfaces. 

6.3 Dual Port Memory Equivalent 

The functional equivalent of a Dual Port Memory implemen­
tation can be realized for low cost with the DP8390. This 
configuration makes use of the NIC's Remote OMA capabili­
ties and requires only a buffer memory, and a bidirectional 
110 port (see Figurs 12). The complete netwcn inlerface, 
with 8k x 8 of buffer memory, easily fits onto a half size IBM· 
PC card (as in the Network Interface Adapter, NIA. fOf' the 
IBM-PC.) 

PROCESSOlt 
NIC ........, 

~ BUmR 
MEMORY 

~ 111-0IRECTIOtW. I-MEMORY 
1/0 PORT 1--1 

TUF/t14'-U 

FIGURE 12. DPM Equivalent Configuration 

The high priority network bandwidth is decoupled from ._ 
system bus. and the system interracts with the buffer mem­
ory using a lower priority bi-directional 110 port. For e:icam-­
ple, when a packet is received the local OMA channel nns­
fers it into the buffer memory, part of which has been config­
ured as the receive buffer ring. The remote OMA channel 
then transfers the packet on a byte by byte (or word by 
word) basis to the 110 port. At this point. as in the previous 
example, the processor (or if available, OMA channel>. 
through a completely asynchronous protocol, transfers 1he 
packet into the main memory. 

6.4 Dual Processor Configuration 

For higher performance applications, it is desirable to off­
load the lower-level packet processing functions from 11'9 
main system (see F19urs 11). A processor placed on a local 
bus with the NIC, memory and a bi-directional 110 port coUd 
accomplish these lower-level tasks, and communicate wilh 
the system processor through a higher level protocol. This 
processor could be responsible for sending acknowledge­
ment packets, establishing and breaking logical links. as­
se111bling and disassembling files, executing remote proce-­
dure calls, etc. 

PROCESSOR 
NIC 

.__ 
Bl-DIRECTIONAL I-MEMORY 

1/0 PORT 1--
HOST 
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FIGURE 13. Dual Processor Configuration 
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7.0 REMOTE OMA 

A second set of OMA channels is built into the OP8390 to 
aid in the system integration (as discussed above). Using a 
simple asynchronous protocol, the Remote OMA channels 
are used to transfer data between dedicated network mem­
ory. and common system memory. In normal operation. the 
remote OMA channels transfer data between the network 
memory and an 110 port, and the system transfers between 
the 110 port and the system memory. The system transfers 
are typically accomplished using either the processor, or a 
OMA controller . 

The Remote OMA channels work in both directions; pending 
transmission packets are transferred into the network mem­
ory, and received packets are transferred out of the network 
memory. Transfers into the network memory are known as 
remote write operations, and transfers out of the network 
memory are known as remote read operations. A special 
remote read operation, send packet, automatically removes 
the next packet from the receive buffer ring. 

7.1 Performing Remote OMA Operation• 

Before beginning a remote OMA operation, the controller 
must be informed of the network memory it will be using. 

LIFE SUPPOAt POLICY 

Both the starting address (RSAA0, 1) and length (RBCR0, 1) 
are set before initiating the remote OMA operation. The re­
mote OMA operation begins by setting the appropriate bits 
in the Command Register (ROO-R03). When the remote 
OMA operation is complete (all of the bytes transferred), the 
AOC bit (Remote OMA Complete) in the ISR (Interrupt 
Status Register) is set and the processor receives an inter· 
rupt, whereupon it takes the appropriate action. When the 
Send packet command is used. the controller automatically 
loads the starting address, and byte count from the receive 
buffer ring for the remote read operation, and upon comple· 
lion updates the boundary pointer (SNAY) for the receive 
buffer ring. Only one remote OMA operation can be active at 
a time. 

7 .2 Hardware Consideration• 

The Remote OMA capabilities of the NIC were designed to 
require minimal external components and provide a simple 
implementation. An eight bit bi-directional port can be imple­
mented using just two 374 latches (see the OP8390 
Hardwre Design Guide). All of the control circuitry is provid­
ed on the OP8390. In addition, bus arbitration with the local 
OMA is accomplished within the NIC in such a way as to not 
lock out other devices on the bus (see the OP8390 Oata­
sheet). 
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This document is intended for individuals designing with the DP8390 Net­
work Interface Controller (NIC). A structured approach is outlined to organize 
the design process. The designer should be familiar with the Introductory Guide 
and Datasheet for the DP8390 before embarking on the design path. 

The design process ls divided into the network interface, the processor 
interface, the local DMA interface, and the remote DMA interface. The require­
ments for each interface are reviewed below. 

1. The Network Interface 
From the designers point of view, this is perhaps the easiest interface. The 

network interface up to the NIC is completely duplex. For transmission. an 
enable , clock and data line are used (TICE, TXC and TXD) and are generated by 
the NIC. For reception an enable, clock and data line are used (CRS, RXC and 
RXD) and generated by the manchester decoder. Should collisions occur on the 
network. the COL signal is asserted, causing the NIC to begin the retransmission 
process. A diagnostic pin ls provided to facilitate loopback testing through the 
manchester encoder /decoder. 

For Ethernet/Cheapernet applications, the NIC can be connected directly 
to the DP8391 Serial Network Interface (SNI), as shown below. The pinout of the 
NIC and the SNI has been arranged to aid in the component layout. 

CCL •o 1 
COL 

RxD 
OJ• 2 

RIO 
31 3 

~-: 33 
CAS 

NIC T.-: 
11 TIC SNI 

LB,., S_.I_ 7 LIK 
T·"' 3' 10 TxD 
RJLC .ll.. .. 

RILC 
r~ 32 12 TxE 

P1gure 1 Network lnterface 

a Processor Interface 
The processor interface provides the ability to access the NIC's internal 

registers, receive interrupts from the NIC, and perform the hard reset opera­
tion. 

a 1. lnterrupt Generation 
The NIC requests processor intervention by issuing an interrupt. The INT 

output of the NIC is active HIGH and should be connected to either an interrupt 
control unit, or directly to the processor. The INT output of the NJC goes low 
when the interrupt is reset by writing to the appropriate bit in the interrupt 
status register. 
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2.2. Hard Reset 
All internal NIC registers and PI.As are reset when a hard reset is issued. 

When the /RST signal 'is activated for 8 DMA or network clocks (whichever is fas­
ter), a hard reset is accomplished. The /RST signal can be generated with either 
a power up RC circuit, or with an address decode to allow the software to accom­
plish the hard reset. 

2.3. Register Aocea 
The NIC is initialized and controlled throueh an array of registers, as a stan­

dard peripheral. All registers are 8 bits to maintain compatibility with 8 bit pro­
cessors. The hardware destgner must allow the processor to access these regis­
ters in regular Memory or I /O cycles. Register access cycles consist of two main 
parts, the register selection and the data transfer. 

2.3.1. Register SelecUon 
Four register address lines are provided (RAO-RA3) for selecting the proper 

register (16 registers are accessable at a time). These address lines can be 
latched with an address strobe provided by the processor and input to the ADSO 
pin of the NIC, or lf they are stable for the duration of the register access cycle, 
the ADSO line can be pulled high to place the register selection in ftow through 
mode. The latched mode usiD& an address stro.be is particularly useful when 
interfacing to a processor with a multiplexed address/data bus. The ftow 
through mode is useful when interfacing to a processor with a demultiplexed 
address/data bus, or when register accesses and DMA operations occur on 
separate busses, as in the NIA demo board. In the latter case it is necessary to 
use a B bit transceiver (245) to isolate the data busses. -

RAO-RA3---c(:: H: \.:;; .:• //,)>-------
ADSO 

'CS 

l1pre 2 Register SelecUon - Latched 

RAO-RA3--<> ·: .. ·.· H,..:.> /_::•: o:: .: '•:_{,·.:.>-,..--.. ··.·:·-:::-·::·. ~ 

ADSO 
'CS 

Jilgure 3 Register SelecUon - Flow Through 
Once the register address is latched or stable, the NIC can be selected. The 

/CS input to the NIC is asserted to indicate that a NIC register is being accessed. 
Th.is /CS signal would typically be a simple address decode. 

2.3.2. Data Transfer 
When /CS is active with the /SWR or /SRD signal. the processor must insert 

wait states until the I ACK siinal is asserted. /CS may be asserted either before 
or after the assertion of /SRD or /SWR. The WAIT (shown below) must be 
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generated and input to the processor. The acknowledge signal (1 ACK) accom­
plishes arbitration f.or the NIC's internal data paths i.e. if a local DMA ts in pro­
gress while a register is accessed, the register access will be deferred (by not 
asserting the I ACK signal) until the local DMA burst is complete. If a dual bus 
architecture is used, as in the DP839EB IBM PC demoboard (see AN-479 DP839EB 
Network Evaluation Board), the /ACK signal can be used directly to enable the 8 
bit transceiver. • 

Once the I ACK signal is asserted the register access can proceed. During a 
read operation the NIC sources data on ADO-AD? which is latched by the proces­
sor on the rising edge of the /SRD strobe. During a write operation. the NIC 
latches the data present on ADO-AD? on the rising edge of the /SWR strobe. 

SRoorSWR I I 
_____.._i : i---1 

WAIT 

AOO-A07 ----c:(• . ><READ DATA··.······>·[,: ·>-­
ADO·A07 ---------<(WRITE DATA>-­

rtgure 4 Register Data Transfer 
Consult the DP8390 datasheet for the appropriate timing requirements. 

3. Local DllA lnterf ace 
When receiving and transmitting packets, the NIC's local DMA channel is 

used to transfer data between memory and the NIC's internal 16 byte FIFO. At 
initialization. the Data Co~uration Register is programmed with the proper 
contiguration; 8 or 16 bit memory interface, byte ordering for 18 bit applica· 
tions, and the appropriate FIFO thresholds and burst mode. 

Local DMA transfers occur in bursts of an integral number of transfers 
depending on the selected FIFO threshold and burst mode. Once the FIFO thres­
hold is reached, the NIC arbitrates for use or the bus, and when aranted use or 
the bus, continues with the proper number or memory transfers. 

3.1. Bu.a ArbitraUon 
The bus request (BREQ) signal is asserted by the NIC to request use of the 

bus for the DMA transfer. External arbitration logic grants the NJC use of the bus 
by asserting the BACK signal. After the NIC sychronizes to the BACK signal, (typi· 
cally four to eight DMA clocks) the memory transfers begin. The BACK s1gnal 
should remain active until BREQ is deasserted. 

3.2. Memory Transfer 
The NlC provides multiplexed address/data (ADO·AD15) for use in the DMA 

operations. When 6 bit data paths are used, the lower 6 address bits must be 
latched, and when 16 bit data paths are used. all 16 address bits must be 
latched. The NIC's address strobe, ADSO, is used to latch the appropriate bits. 
ADSO is only driven while the NlC is the master of the bus (BACK is asserted). at 
other times it is tri-stated. In single bus applications. it is possible to share the 
address latches with the processor (if the processor also gives multiplexed 
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address/data signals) as long as the address strobe is handled properly. Many 
processors do not tri-state their address strobes when they are not the master 
of the bus, so it may be necessary to either tri-state their address strobe, or 
provide multiplexing logic for the address strobe (typically in a PAL). 

Once the address is latched and present at the memory, the NIC asserts the 
/MRD or IMWR strobe, depending on whether a transmit or receive is in pro­
gress. Data must be stable at AD0-7(15) on the rising edge of the /MRD signal so 
the NIC can latch in the transmit data. The NIC presents data to the memory 
before the rising edge of the IMWR signal so the receive data can be written into 
memory. 

BSCK 
ADSO n 

MRoorMWR I I 
ADO-AD15 <ADDRESS > < 

READ 
DATA 

ADO-AD15 <ADORE§> <i~ 
AD8-AD15 < ·::· .. .:::::>: ADDRESS 

llBII~ 

J1gure 5 Local D11A cycle 

3.3. DllA Burst Transfer Jlode 

) 
) 

>-
The DP8390 DMA channel otters considerable nexibility when designing the 

local DMA interface. A separate DMA clock (BSCK) is used for the DMA cycles. 
allowing the DMA to easily be integrated into memory systems. ln addition, the 
size of the DMA bursts is programmable. However, because of the finite size of 
the on chip FIFO, restrictions are placed on the local DMA interface. 

There are two conditions which may cause the FIFO to overrun or underrun. 
The first condition occurs when the bus latency (the time between the assertion 
of BREQ and the granting of BACK) is longer than the time it takes to till (or 
empty) the remaining locations in the FIFO. This places a restriction on the max­
imum allowable bus latency. The second condition occurs when the local DMA 
throughput is not greater than that of the network. The local DMA throughput is 
dependent on two factors, the DMA clock and the bus latency. This condition 
places further restrictions on the maximum allowable bus latency and the 
minimum DMA clock speed. 

When the latency other devices on the bus can tolerate is crucial, as in sys­
tems using dynamic RAM that require refresh at defined intervals, the. exact 
transfer mode should be used for the burst transfers. This mode guarantees that 
the NlC will only remain master of the bus for a ftxed amount of time. In dual bus 
architectures where the NlC performs internal arbitration between register 
accesses and DMA operations, if a register access is attempted while a DMA 
operation is in progress. the processor must insert wait states until the DMA 
burst is complete. 

On reception. no DMA transfers will occur unless the received Destination 
Address matches the node's Physical or Multicast address. This implies that the 
FIFO is used as a temporary storage for the received Destination Address. The 
BREQ signal is not asserted Wltil B bytes have accumulated in the FIFO. BACK 
must be granted before the FIFO overruns. The FIFO will overrun if BACK is not 
granted within 3.6µsec for 2 and 4 byte FIFO thresholds and 2.Bµsec for 8 byte 
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F1FO thresholds. These maximum allowable bus latencies (for lOMbit/sec net­
works) assume that the empty /till DMA transfer mode is used With at least a 7 
MHz DMA clock is used. The Exact DMA transfer mode places further limitations 
on the allowable bus latencies for 2 and 4 byte thresholds. 

When the exact burst DMA transfer mode is selected, the relationship 
between the DMA clock frequency, the burst size (the burst size is equal to the 
F1FO threshold when using the exact transfer burst mode) and the bus latency is 
more involved. The DMA must be able to transfer data into and out of the FIFO 
faster than the network over every time period equal to 8 •FIFO threshold. 
(bytes) •period. of the network clock (100ns /or Ethernet). 

The graphs of figures 6 and 7 below show the range of usable F1FO thres­
holds, given the worst case bus laten_c_y that can be guaranteed to the NIC, and 
the frequency of the DMA clock (BSCK), to avoid F1FO underrun/overrun errors 
for byte and word mode transfers in Ethernet/Cheapernet applications. For a 
particular worst case bus latency, any DMA clock frequency to the right of the 
threshold curve is usable. If the system can not guarantee the NIC an appropri­
ate bus latency, an architecture using a local butler RAM should be considered. 

I 10 ,. 20 

:ngure 8 nro Threshold for Byte llode 
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I 10 11 20 

11.gure 7 F'IFO Threshold for Word llode 
Within the latency requirements of other devices on the bus, it is desirable 

to use bursts as long as possible to maximize the usable bandwidth for other 
devices on the bus. Since associated with each DMA burst is a DMA set up and 
recovery time (8-12 DMA clocks), if the bursts are longer. fewer bursts will 
occur, and less bandwidth will be used for DMA set up and recovery. In most 
applications, an eight byte threshold should prove to be a sufticient starting 
point, but in certain cases it may be advantageous to use shorter burst (when it 
is necessary to guarantee other devices certain bus latencies) or longer bursts 
(when it is desirable to minimize the NJC's utilization of the bus). 

See the DP8390 Introductory Guide, Data Sheet and Update for further 
information. The empty /.till DMA burst mode is not supported on REV C of the 
DPB390 for normal operation (it is used during loopback diagnostics). Subse­
quent revisions of the DP8390 support this feature. 

In STARLAN applications, where the network clock is 10 times slower, the 
bus latency criteria is much less rigid (60 µsec for B byte thresholds), and 
should not pose any design restrictions. 

3.4. Wait Slate Insertion 
With the mentioned bus interfacing features, it should be possible to design 

the DMA interface to avoid wait state insertion. However, if necessary, an 
integral number of wait states may be inserted into the DMA cycles as noted in 
the datasheet (timing section). 

4. Remote DKA lnterf ace 
Remote DMA capabilities were included in the NIC to aid in the transfer of 

information between a local buffer RAM and the host system. The Remote DMA 
channel is particularly useful in applications that make the network interface 
appear as a standard I/O port, as in architectures similar to the NIA demoboard. 

The Remote DMA capabilities of the NIC require minimal external com­
ponents and proVide a simple implementation. All of the control circuitry is pro­
vided by the DP8390. In addition, bus arbitration with the local DMA is 
accomplished within the NIC in such a way as to not lock out other devices on 
the bus. 
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4.1. Remote Read 
During a remote read operation, data is read from the network memory 

and transferred to the port, whereupon it is read by either a system proces­
sor or DV..A channnel. Each transfer follows the folloWizli protocol. 

AD(0-7) 
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1lgure 8 Remote Read 'l'nmafer 
The Remote DMA channel arbitrates for the local bus by raising the BREQ 

signal. Upon receiving the BACK signal, the first half of the transfer begins. 
The 16 address lines are placed on the bus (AD0-15), and latched with ADSO into 
the resident 373. The IMRD signal is given to the memory and data nows to the 
374. After two DMA clocks the /PWR signal latches the data into the 374, and 
the Remote DMA channel releases the bus. At this point the remote DMA byte 
count is decremented, the address is incremented and an interrupt is given to 
the system Via the PRQ signal. Upon receiving the PRQ interrupt either the DMA 
controller or processor reads the data from the 374. The signal the system uses 
to read the 374 is used by the NIC as the read acknowledge, (RACK signal) 
to indicate the end a remote read transfer. Transfers continue until the remote 
DMA byte count reaches zero. It is only possible to read the remote DMA address 
during operation. 

4.2. Remote Write 
During a remote write operation, data is written into the network memory, 

once it is placed in the port. Each transfer follows the following protocol. 

National Semiconductor February 1987 
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Ji\gure 9 Remote Write Tramder . 
The Remote DMA channel indicates that it ts ready to receive a byte by 

sending an interrupt (PRQ) to the system. The PRQ si&nal remains high until the 
system writes to the port. The signal the srstem uses to write to the port is 
used by the NIC as the write aclmowledge {WACK si&nal) to indicate that byte 
bas been written to the 374. After the byte is in the latch, the Remote DMA 
channel arbitrates for the local bus as with the Remote Read. Once the address 
is latched and available at the memory, the output of the 374 is enabled with 
the /PRD signal and written into memory with the IMWR signal. At this point the 
remote DMA address is incremented and the byte count is decremented. 
Transfers continue until the remote DMA byte count reaches zero. 

4.3. Higher Performance 
The above byte transfer protocol, ls equally applicable to word Wide 

Remote DJ.!A transfers. This modification doubles the transfer rate, but requires 
additional hardware. It is only possible to perform word wide Remote DMA 
transfers when word wide Local DMA transfers are utilized. 

. For even hi&her performance systems, it is possible to take advantage of 
burst mode DMA features of DMA controllers, by building a more sophisticated 
handshaking protocol with additional external logic. as possible, show single bus 
systems. 

:National Semiconductor FebnJary 1987 
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Loopback capabilities are proVided to allow certain tests Co be performed to vali­
date operation or the DP8390 NIC prior to transmitting and receiving packets on 
a live network. Typically these tests may be performed during power up or a 
node. The diagnostic proVides support to verity the following: 

1) Verity integrity of data path. Received data is checked against transmit­
ted data. 
2) Verify CRC logic's capability to generate good CRC on transmit. verity 
CRC on receive (good or bad CRC). 
3) Verify that the Address Recognition Logic can 
a) Recognize address match packets 
b) Reject packets that fail to match an address 

LOOPBACK MODES 
Loopback modes are selected by programming the Transmit Configuration 
Register (TCR). Bits LBO and LBl select the type of loopback to be performed. 
The NIC supports three modes of loopback: Internal Loopback (figure 1). Loop­
back through an external encoder/decoder (figure 2) and Loopback through an 
external transceiver(tigure 3). 

LOOPBACK OPERATION IN THE NIC 
Loopback is a modified form of transmission using only half of the FIFO. This 
places certain restrictions on the use of loopback testing. When loopback mode 
is selected in the TCR, the FIFO is split. A packet should be assembled in 
memory with programming of TPSR and TBCRO.TBCRl registers. When the 
transmit command is issued the following operations occur: 

Transmitter Actions 
1) Data is transferred from memory by the DMA until the FIFO is filled. For 
each transfer TBCRO and TBCRl are decremented. (Subsequent burst 
transfers are initiated when the number of bytes in the FIFO drops below 
the programmed threshold.) 
2) The NIC generates 56 bits of preamble followed by an B bit synch pattern. 
3) Data transferred from FIFO to serializer. 
4) If CRC= 1 in TCR. no CRC calculated by NIC. the last byte transmitted is 
the last byte from the FIFO (Allows software CRC to be appended). If 
CRC=O. NIC calculates and appends four bytes of CRC. 
5) At end of Transmission PTX bit set in ISR. 

Receiver Actions 
1) Wail tor synch. all preamble stripped. 
2) Store packet in FIFO. increment receive byte count for each incoming 
byte. 

S'-1 i 



DP8390 Design Guide Diagnostics 

3) If CRC=O in TCR. receiver checks incoming packet for CRC errors. lf 
CRC=l in TCR. receiver does not check CRC errors. CRC error bit always set 
in RSR (for address matching packets). 
4) At end of receive, receive byte count written into FIFO, receive status 
register is updated. The PRX bit is typically set in the RSR even if the 
address does not match. If CRC errors are forced, the packet must match 
the address tilters in order for the CRC error bit in the RS to be set. 

R!Sl'RICl10NS USING LOOPBA.CK 
Since the NIC is a half-duplex device, several compromises were required for the 
implementation of loopback diagnostics. Special attention should be paid to the 
restrictions placed on the use of loopback diagnostics. 

1) The FIFO is split into two halves to allow some buffering of incoming data. 
The N!C transmits through one half of the FIFO and receives through the 
second half. Only the last five bytes of a packet can be examined in the 
FIFO, the DMA cannot store the loopback packet in memory. Thus loopback 
should be considered a modified form of transmission. 

2) Splitting of the FIFO has some bus latency implications. The FIFO depth 
is halved, reducing the amount of allowed bus latency and thresholds of B 
and 12 bytes are not allowed. Also the Empty/Fill mode should be used to 
service the FIFO. In cases where the latency or Empty /Fill constraints can­
not be accommodated, small packets can be transmitted. Also the FIFO 
must only be read when in Loopback mode, reading the FIFO in other modes 
will result in the NIC failing to issue the ACK signal properly. 

3) The CRC logic is shared by the receiver and the transmitter. The NIC 
cannot generate and check CRC simultaneously. Thus software generated 
CRC must be ·used to check the receiver. The CRC bit in the TCR is provided 
to program the NIC to not append the CRC. 

4) Address recognition logic must be checked indirectly through a small 
series of tests. 

5) Between consecutive transmissions in loopback mode the TCR must be 
set to OOh then back to the desired loopback mode. This guarantees align­
ment of the FIFO pointers when data is read from the FIFO. 

AIJGNllENT OF DATA IN THE m'O 
Data enters the receive ball of the FIFO and is overwritten. thus only the last B 
bytes of a packet are retained. At the end of reception, the NIC writes three · 
additional bytes into the FIFO. These are the lower and upper byte counts(two 
copies). These bytes overwrite those bytes previously received, thus a total of 5 
received bytes can be examined in the FIFO. The length count found in the FIFO 
should agree With the number of bytes transmitted during loopback. 
Since the FIFO uses a circulating write pointer, care should be taken to align 
data in the FIFO by transmitting L= N•B +5 bytes (i.e. 13.21 etc). The resulting 
sequence of bytes read by consecutively reading the FIFO register is shoWll in 
figure 4. If CRC is appended the second through fifth byte will be the CRC 
appended by the NJC. Tilis allows the CRC . to be extracted from the NJC and 
compared to a previously calculated value for verification. 

National Semiconductor !)-if! August 28. 1986 
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Before transmitting ~mother loopback packet the TCR must be set to OOH to 
reset the FIFO pointers. 
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~CMONS USING WORD WIDE TRANSFERS T 

Since the FIFO is split, only half cf each word is transferred into the transmit 
portion of the FIFO. The BOS bit in the DCR can be used to select which half of 
the word is written into the FIFO. (See figure 5.) 

NOTE: 

Even though a word is transferred lo the NJC, only a byte is transmitted in 
the loopback packet. To properly transfer all the bytes in the loopback 
packet. the byte count must be 2X the nwnber of bytes assembled in the 
loopbnck packet. 

NaUonal Semiconductor 
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EXAMPLE:> 
The following examples show what results can be expected from a properly 
operating ~IC during loopback. The restrictions and results of each type of loop­
back are hsted for reference. The loopback tests are divided into two sets of 
tests. One to verify the data path. CRC generation and byte count through all 
three paths. The second set of tests uses internal loopback to verify the 
receiver's CRC checking and address reco~nition. For all of the tests the DCR 
was programmed to 40h. 

Notes 
( 1) Since carrier sense and collision detect inputs are blocked during inter­
nal loopback. carrier and CD heartbeat are not seen and the· CRS and CDH 
bits are set. 
(2) CRC errors are always indicated by receiver if CRC is appended by the 
transmitter. 
(3) Only the PTX bit in the JSR is set, the PRX bit is only set if status is writ­
ten to memory. In loopback this action does not occur and the PRX bit 
remains 0 for all loopback modes. 

Notes 
( 1) CDH is set, CRS is not set since it is generated by the external 
encoder/decoder. 

Notes 
(1) CDH and CRS should not be set. The TSR however. could also contain 
01,03,07 and a variety of other values depending on whether collisions were 
encountered or. the packet was def erred. 
(2) Will contain 08 if packet is n!)t transmittable. 

General: During external loopback the NJC is now exposed to network 
tratfic, it is therefore possible for the contents of both the Receive portion 
of the FIFO and the RSR to be corrupted by any other packet on the net­
work. Thus in a live network the contents of the FIFO and RSR should not be 
depended on. The NIC will still abide by the standard CSMAICD protocol in 
external loot>back mode. (i.e. The network will not be disturbed by the loop­
back packet}. 

CRC and ADDRF33 RECOGNmON 
The next three tests exercise the address recognition logic and CRC. These tests 
should be performed using internal loopback only so that the NJC is isolated 

National Semiconductor s-·-2.I August 28. 1988 
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from interference from the network. These tests also require the capability to 
generate CRC in software. 
The address recognition logic cannot be directly tested. The CRC and FAE bits in 
the RSR are only set if the address of the packet matches the address filters. If 
errors are expected to be set and they are not set, the packet has been rejected 
on the basis of an address mismatch. The following sequence of packets will test 
the address recognition logic. The DCR should be set to 40, the TCR should be 
set to 03 with a software generated CRC. 

Notes 
(1) Status will read 21 if multicast address used 
(2) Status will read 22 if multicast address used 
General: In test A. the RSR is set up. In test B the address is found to match 
since the CRC is tiagged as bad. Test C proves that the address recognition 
logic can distinguish a bad address and does not notify the RSR of the bad 
CRC. The receiving CRC is proven to work in test A and test B. 

A series of flowcharts is proVided for an example set of tests for loopback. 

National Semiconductor 
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StarLAN with the DP839EB Evaluation Board 

Overview 

Because of the identical packet structures and protocols between StarlAN (1 base5) and 
Ethemet, the DP8390 Network Interface Controller (NIC) can operate In both systems. To 
evaluate the DP8390 in StarLAN applications, the DP839EB Evaluation Board can be used with a 
•daughter card· that replaces the Ethernet/Cheapemet front end with a StarlAN front end. The 
StarlAN front end consists of an R$-422 type transceiver and a 1 Mb/s Manchester 
endcoder/decoder; as shown below. The SL4000, manufactured by Semicustom Logic, is used 
to perform the required ENOEC functions, and provides a direct interface to the DP8390. Further 
infonnation on the SL4000 is available in the SL4000 datasheet. 

Isolation 

RX Pair 

Transceiver Block 

~-------------------· 
I 

Low 
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--...-- -...... -~Fit• 

.ncPair 

Cebllng 

I 
I 
I 
I 
I ·--------------------

Starl.AN Frontend for the DP8390 

Encoder/ 
Decoder 

SL4000 

Controller 

DP8390 
NIC 

A significant nurri:>er of StarlAN networks are expected to use existing twisted pair telephone .. 
wiring. In this type of environment, the DTEs will be connected to wall outlets, which in tum, will 
be connected to wiring closets where the hubs will be located. The cabling used typically wm 
consist of 26 - 22 gauge, unshielded twisted pairs and maxir11Jm cable length will be 
approximately 250 meters (800ft). 

Transceiver 

The transceiver connects to two twisted pair phone wires, one for transmit, the other for receive. 
Similar to Ethernet, the cabling is isolated by two pulse transformers. Some pulse transformers 
also provide rise time limiting to reduce EMI. The transceiver circuitry is based on the 058923 
dual receiver/driver combination. Two of the receivers are used to provide receive and squelch 
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functions. 

Squelch 

Since the cabling may be bundled together and routed close to heavy electrical equipment, 
squelch circuitry is necessary to reject signals generated from crosstalk between adjacent wires 
and impulse noise from large equipment. Proper noise imm.mity may be implemented using a 
second-order Butterworth filter with a 2MHz cutoff and setting a 600 mV squelch level. Because 
RS-422 receivers typically have 200mV threshold level, these inputs must be skewed to 600mV. 
This may be implemented by using a resistor ladder which holds the inputs 600mV apart (as 
shown below). When an incoming signal exceeds the 600mV threshold, the receiver is enabled. 

The squelch circuitry must also rejed signals of proper amplitude but with improper timing. Valid 
Manchester encoded data has transitions, at the longest, 1 usec apart. This squelch circuitry may 
be implemented by using a pulse stretcher which counts the time between sucessive transitions 
in the Manchester encoded data. If the transitions occur less than 1.6usec apart , the pulse 
stretcher retriggers and the data is declared valid; otherwise data to the encoder (Sl4000) is 
squelched out. 

SV 

To Squelch 

/REN 

To Encoder 

Squelch Level Adjustment 

At the end of transmission, the receivers are vulnerable to noise generated from the transmitters 
shutting off from I OLE. During this period, undershoot may be produced from the transmitter for a 
duration up to 20usec. This undershoot may falsely interpreted by the decoder as valid; thus, 
the squelch circuitry must "blind" the receiver during this period. Both the pulse stretcher and 
"blind" timer are implemented in a 16R6 PAL. The state diagram and PAL listing are shown at the 
end of this doa.unent. 
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Transmitter 

The transmitter is comprised of one RS-422 driver provided in the 058923 package. The Driver is 
enabled using the /CTS output of the SL4000. /CTS is asserted coincident with the first bit of 
valid data and is deasserted two bit time following the last bit. This allows generation of the 2 bit 
idle signal marking the end of the packet. When /CTS is deasserted, the RS-422 driver is 
disabled. · 

SL4000 Interface to the NIC 

The SL4000, from Semi Custom Logic, interfaces directly to the serial interface pins of the 
DP8390 NIC. The PSEL pin of the SL4000 (pin 19) must be tied LOW to select the proper polarty 
for these signals (active HIGH). For more infomation, consult the SL4000 data sheet. An 
additional /RESET line Is required by the SL4000 on power up. This can be connected to an RC 
netwolk or to /AST (pin 41) of the DP8390 NIC. 

82C550A Interface to the NIC 

The 82C550A, from Chips & Technologies, is similar in function to the SL4000, but has on-chip 
squelch; hence the squelch circuitry discussed above is not necessary. The 82C550A interfaces 
to the OP8390 via 5 inverters to provide the proper polarity. The normal mode is selected since 
the input_thresholcl level (600mV) needs to be adjusted extemally. For more information consult 
the 82C550A datasheet. 

Building A StarLAN Daughter card for the NIA 

The OP8391 Serial Network Interface of the DP839EB Evaulation Board has been socketed to 
allow insertion of a Start.AN daughter card in its place. Unused pins on the DP8391 have been 
wired with additional signals that are necessary for a StarLAN daughter card. The phone jack is 
connected to the receiver and transmit pairs. The Schematic of a working daughtercard is 
attached. 

SNI Sodl9I (U9) pin CGnnecllan 

, COL 

2 RXO 

3 CRS 

4 RXC 

• ONO 

7 L8PK 

10 TXO 

11 TXC 

12 TXE 

13 TX· (pin 2 ol sit- ;ick) 

14 TX+ (pin 1 ol sit-ile*I 

,. IRST 

,. +6V 

21 RX· (pin I ol sit- ;ick) 

22 AX+ (pin 3 ol sit-jllckl 

Daughter card Pin Assignment 
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Installation of the Daughter Card 

Once the daughter card has been assembled, the OP8391 Serial Network Interface chip 
(socketed) can be removed and replaced with the daughter card. Prior to installing the daughter 
card, the following jumpers must be removed: J1C - J7C, J1 E - J7E, and JY. All demo software 
that is provided with th.e DP839EB works in StarLAN applications as well. The DP839EB may be 
attached to the Start.AN network by connecting the 8 pin RJ-45 modular jack to the hub via 
twisted pair phone cable. 

StarlAN Daughter Card Installation 

Supporting Doct.ments 

The following references can be used to obtain further information • 

-Advanced Peripherals IEEE 802.3 local Area Network Guide 

-OP8390 REVCupdate, December10, 1986 

·Memo: DP839EB Upgrade to REV C DP8390, December 15, 1986 

- IEEE 802.31 Base5 (•StarlANj, draft H, December 1986 

-SL4000 Data Sheet (a produd of Semi-Custom Logic) 

• 82C550A Data Sheet (a product of Chips and Technology) 

If you have any further questions regarding Start.AN, cortad Wesley Lee at (408) 721-3221. 

Considerations For Using Rev. C Silicon 

(1) There is a rnaxirrum ratio between the OP8390 network and OMA clocks. In order for the 4 
byte packet header to be property written by the DP8390, the OMA clock to Network clock may 
not be greater than 4:1; thus, in StarLAN applications, the OMA clock may not be greater than 
4MHz. This problem, however, can be citcumvented by manipulating the packet header under 
software control. If you are using a OMA clock which is greater than the 4:1 ratio, the DP8390 
oc:cassionaly copies the Lower Byte Count Into the header twice, and fails to write the Upper Byte 
Count. The Upper byte count, however, is still available, although somewhat disguised. By 
subtrading the Next Page Pointer (second byte in the header) with the Next Page Pointer of the 
previous packet, the Upper Byte Count can be cala.ilated. 
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Due to the architecture of the OP8390, this •restriction• will exist in all remaining revisions. 

(2) Due to the asynchronous nature between the local and remote OMAs, a race condition exists 
which may cause the local OMA to use the remote DMA's address counter or visa versa. This 
problem has been indentifed and it was found that the problem is fixed using a OMA clock 
synchronous to the transmit clock of the encoder (Sl4000), or a clock derived from the transmit 
clock. As shown in the schematic, an HC74 flip-flop is used to divide down the 8MHz clock of the 
SL4000 to 4MHz, and drive the OMA clock of the OP8390. 

This problem wil be fixed in revision 0. 

(3) The •send packer command has been found to be non-functional under heavy network 
conditions for StarlAN applications; hence, it is not recommend that this command be used. 
Instead, used the Remote Read OMA and update BNORY under software control. Note that 
there are special conderations for updating BNORY as specified in section 2.1 of the OP8390 
REV C UPDATE (December 10, 1985). To reiterate briefly, BNORY roost always be kept at least 
one 256 byte buffer behind the CURR pointer. 

Squelch PAL Listing 
(ABEL Format) 

module starlan_sqlch flag '-r2',t4' title 'Start.an Squelch 
Wesley Lee National Semiconductor 10/4186 • 
sqlchdevice'p16R6'; 

"Define Pins 

clk,datain,sqlch2in,dala2in,enb 
pin 1,2,3,4, 11 ; 

dataout,q0,q1 ,q2.q3,dd,sqlchout.dd2 
pin12J~1~1~1~1~1a1~ 

ck.x.Z • .c .. .x. . .Z.; 

•Squelch States 

M!IS/117 

s1 •"b0001; 
&3·"b0011; 
s7•"b0111; 
S6•Ab()110; 
s12. "b1100; 
64.Ab()1()(); 
s5 • Ab()101; 
S13•Ab1101; 
89 •Ab1001; 
s8•Ab1000; 
s10·"b1010; 
s15·"b1111; 
SO• Ab1110; 
s11·"b1011; 

•cbc:k, don't care, high imp. 



s2·"b0010; 
s14 • "bOOOO; 

state_diagram (q0,q1 ,q2,q3) 

state s15: 

state s1: 

states2: 

state s3: 

states4: 

state s5: 

state s6: 

states7: 

state sS: 

states9: 

if ldd & sqlc:h2in then1 
else 15; 

if ldd then 14 
else2; 

if ldd then 14 
else 3; 

if ldd then 14 
else 4;state s4: 

if ldd then 14 
else5; 

if ldd then 14 
else 6; 

if ldd then 14 
else7; 

if ldd then 14 
else 8; 

if ldd then 14 
else9; 

if ldd then 14 
else 10; 

statea10: 
if ldd then 14 

else 11; 

state s11: 
if ldd then 14 

else 15; 
states12: 

goto 1; 
state s13: 

goto 1; 
state a14: 

goto 1; 
state so: 

goto 1; 
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Equations 

dd :• datain; 
dd2 :-dd; 
sqlchout. qO & q1 & q2 & q3; 
dalaout • qO & q1 & q2 & q3 # dala2in; 

"Description: 

• Thia PAL implements the squelch functions for S1M.an applications using the SL4000 encoderJdecoder. 
•incoming •data (dalain) ia tntaynchronized wlh the &MHz clock; then aampled for the first 'zero' In the 
•dala llream. The squelch "timer then begins on the next 'one' in the data stream and ia reeet upon each 
-iero• in the da The squelch ..mually iimes out when the input data stays high for greater than 1.6us. 
•N. the end of the timeout. an RC lime constanl "prw.a data from being received for another 20ua. 

end starlan_sqlch 

~ ..) • ..._ ___________________________ !,,__ i SQLCH21N 

i ! i 

4- $15 -··' ·-------- S1-S14 'i' I 815 ....... I I : 
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PAL20L8 
110 Address Decode Plus for NIA 

~CODE! 

National Semiconductor 
March 2, 1987 
Doug Wilson 

A9 AS A7 A6 AS A4 PCRST /NMRD NA13 /IORD /IOWR GND 
PRQ /DACK /WAIT AEN /RACK /WACK /CSX /CSN /NICRST JCSROM /ACK VCC 

CSN = /AEN• A9• AS• /A7• /A6• /AS• /A4• IOWR + 

/AEN• A9• A8• IA7• /A6• /AS• JA4• IORD 

NICRST = PCRST 

RACK = /AEN• A9• A8• /A7• /A6• /AS• A4• PRQ• IORD + 

DACK• !ORD 

WACK = /AEN• A9• AS• /A7• /A6• /AS• A4• PRQ• IOWR + 

DACK• IOWR 

CSX = CSN• !ORD + 

CSN• IOWR + 

/AEN• A9• AS• /A7• /A6• /AS• A4• IORD + 

/AEN• A9• AS• /A7• /A6• /AS• A4• IOWR 

IF <CSX> 
WAIT = /ACK • CSN + 

/PRQ • /CSN 

~OM = /NA13 * NMRD 

Description 

This pal performs the I/O decodes for selecting the NIC, and the handshake 
signals for NIC's remote dma. The pal supports the dma channels of the PC for 
remote DMA transfers with the NIC and also allows the use of string I/O between 
802S6 PC's and NIC's remote DMA. 

Using DECODE1 fixes the I/O BASE 0£ the card at 300h. NIC registers fall in 
the space 300h - 30£h. To use the string I/O port, reads and writes are 
done to port 310h. 

Wait states are inserted (WAIT> to the PC bus when register accesses are 
given and the NIC is busy performing other operations <such as local bursts>. 
When the NIC is ready, /ACK is given and no <more> wait states are inserted. 

Wait states may also be inserted during remote DMA operations and 80286 
machines using string I/O's. WAIT occurs during a remote read if the PC AT's 
~ORD goes low before the DP8390's PRO goes high. Similarly, WAIT occurs 
during a remote write if the PC AT's /IOWR goes low before the NIC's PRQ goes 
high. 

NIC registers are accessed when CSN <Chip Select NIC> is asserted. The IORD 
and IOWR terms are included to ensure that the address lines are valid when 
CSN is given. 

The RACK and WACK signals are used by the NIC's remote OMA channel to 
acknowledge the end of a single read or write operation through the remote 
DMA I/O ports. These port are addressable by the PC DMA channel with DACK and 
IC, or IOWR, or by addressing the I/O location 310h <with string I/O's). 

~SX is used to enable the TRI-STATE output of WAIT during a register access 
<CSN>. and during string I/Oto the remote DMA's I/O port <CSX>. 

CSROM provides address decode for the address PROM. The card's unique 
Ethernet address is transferred to the system using the NIC's remote DMA. 
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PARTS LIST 

Part No. Description Quantity I 
U1 74LS373N 1 ! 

U2,U6 74LS374N 2 

U3 74LS245N 1 

U4 74S288 1 
- . ·-

u0 HM6264-100 or Eqv. 1 

U9 DP8391 1 

U10 2VP5U9 1 

U11 DP8390 R•• D . 1 

. t 
t :- .. ~, . 

-- ···--··- ' 
: 

U14 PE64103 1 

U15 OP8392 A-; 1 

U16 PAL20L81._PECo1'£1) 1 

Y1 Crystal Oscillator Module . 
1 20MHz +/-.01% 

R1 ,R2,A3,A22 4.7K 5% carbon 4 Ii 
A6,R7,R8,A9 39fl1% 4 

R4,R5 510fl 5% carbon 2 
i 

i 
R10,R11,A12,R13 1.SK 5% carbon 4 

A14 1.0k 1% "'"'.:' 1 

R17 1 Mn YzW carbon 1 

R15 Shorted 1 ' 

R18 RRX1-TOB Open 1 

R16 ARX2-T80 Shorted 1 
! 

C1, C7-C17 
0.47p.F 13 (C1 o, C19 optional) ! 

C3,C21 47 p.F ELECTROLYTIC 1 I 
C5,C6 0.01 µF Ceramic 2 

C4 0.01 µF Ceramic (600V) 1 

JUMPERS 0.03 sp clips 16/board' 

J2 PANEL MT. BNC 1 

J1 0815 1 

48-PIN SOLDERTAIL forU11 1 
SOCKET 

24-PIN SOLDEATAIL forU16 1 
SOCKET 

24-PIN AUGAT forU9 1 
SOCKET 

I 



!l!lsTARLANINTERFACE SL4000 
PRELIMINARY 

PIN OUT 

FEATURES XTAL1(8X CLKIN) 20 YOO 

o INTERFACE FOR THE LAN CONTROLLERS 

o UP TO 4 MBITS PER SECOND DATA RATE 

o MANCHESTER ENCODER AND DECODER 

o ON CHIP CRYSTAL DRIVER 

o DIGIT AL PHASE LOCK LOOP FOR 
RECEIVE CLOCK RECOVERY 

o JITTER TOLERANCE OF 125 ns (At 1 Mb) 

o ON CHIP COLLISION DETECTION 

o LOCAL LOOPBACK FOR EASY DEBUGGING 

o OPTION TO REVERSE POLARITY OF SIX 
KEY SIGNALS 

o IMPLEMENTED IN HIGH-SPEED CMOS TECHNOLOGY 

cc: 
w 
...I 
...I 

TXDIN(NRZ) 

TXC 

ATS 

CDT 

CTS 

SL4000 

TRANSMITTER 

NRZ TO MANCHESTER 
ENCODER 

XTAL2 2 19 PSEL 

RXOOUT 3 18 RXDIN 

TXDIN 4 17 TXOOUT 

RTS 5 SL4000 16 TXC 

CTS 6 15 RXC 

CRS 7 14 RlM 

LPBK 8 13 CD2 

RESET 9 12 MY 

YSS 10 11 CDT 

ORDERING INFORMATION 

Device Type 

Temperature range 
0 0 

C - o C0 to 70 C 0 
M • -55 C to 125 C 

Package r N - Ptaslic 
C • Ceramic Dip 

SL4000 C N 

TX DO UT 

(Manchester) TRANSCEIVER 

CD2 z 0 
~ cc: RTM 

MV 

COLLISION DETECTION ,_.....t----t 

EXTERNAL 
COLLISION 
DETECTION ...I 1-

SEMICUSTOM LOGIC INC. 

z 
0 
0 

50 W. Brokaw, #64, San Jose, CA 95110 

RECEIVER 

DECODER 

DPLL 

XTAL1 XTAL2 LPBK RESET 

PSEL 

RXDIN 

(Manchester) 

Figure1. Functional Block Diagram 

Telephone: {40~-4441 

TRANSCEIVER 

May 1986 



!ill STARLAN INTERFACE SL4000 

PIN DESCRIPTION 

PIN SYMBOL TYPE FUNCTION 

1 XTAL1 INPUT Crystal input (Or SX clock - CMOS level) 
2 XTAL2 OUTPUT Crystal output 
3 RXDOUT OUTPUT Receive data output (NRZ format) 
4 TXDIN INPUT Transmit data input (NAZ format) 
5 ATS INPUT Request to send 
6 CTS OUTPUT Clear to send, Active LOW 
7 CRS OUTPUT carrier sense 
8 LPBK INPUT When active. this pin loops back transmit data to 

received data 
9 RESET INPUT Chip reset. Must be active for at least 1 TXC cycles 

for proper operation 
10 vss GND Groom 
11 CDT OUTPUT Collision detect 
12 MV OUTPUT Manchester violation, Active LOW 
13 CD2 INPUT Collision detect edge signal 
14 ATM OUTPUT Retimed Manchester Data 
15 RXC OUTPUT Receive clock 
16 TXC OUTPUT Transmit clock 
17 TX DO UT OUTPUT Transml data output (Manchester format) 
18 RXDIN INPUT Receive data input (Manchester format) 
19 PSEL INPUT Selects polarity of pins 5, 7, 8, 11, 15 and 16 
20 VDD POWER Power supply, 5V +/-10% 

Note: All inputs are TTL compatible unless otherwise specified. 

DESCRIPTION 

The SL4000 is designed specifically for the 1 Mbit per second CSMNCD Local Area Network (LAN) 
commonly known as ST ARLAN. The device provides a gfueless interface between industry standard 
LAN controllers (Like Intel's 82586, National's DP8390, Rockwell's R68802) and RS422 type transceivers. 

The device consists of three major blocks (Figure 1 ): 

i. TRANSMITTER: Performs NAZ to Manchester encoding including proper handshake. 

ii. RECEIVER: Perfonns Manchester to NAZ decoding including clock recovery using 
8X Digital Phase Lock Loop (DPLL). 

iii. COLLISION DETECTOR: Dynamically checks the integrity of the data in both directions. 

2 



SL4000 STARLAN INTERFACE !ill 
DEVICE OPERATION 

RESET: Master reset input, when LOW, clears all internal counters and deactivates all output signals. 
When HIGH, the transmit and receive clocks are enabled. 

TRANSMIT: The active ATS input from a controller signals begining of a transmit sequence. 
SL4000 waits for first TXDIN transition (No encoding is done until this time). This transition wakes up the 
encoder and it starts encoding NRZ data at TXDIN pin into the manchester fonnat which is available at 
TXDOUTpin within 3 transmit clocks. The mid bit transition of TXDOUT is in synch with falling edge of TXC 
(When PSEL = HIGH). CTS output goes LOW 112 TXC cycles before first TXDOUT transition. 

At the end of the transmit sequence the controller deactivates RTS within one clock of last transmit 
bit. SL4000 will deactivate CTS after 2 TXC cycles. The TXDOUT will be pulled HIGH (Idle state) after last 
encoded bit is transmitted. The delayed deactivating of CTS allows proper disabling of the transceiver. 

RECEIVE: The receiver section is coJll>(>sed of two major blocks: 1) The BX DPLL 
synchronizes the free running RXC to the incoming asynchronous data and 2) The DECODER 
converts manchester encoded data into NRZ fonnat. 

The RXDIN is held HIGH during idle and the DPLL is searching for any transition on this pin. When a 
transition occurs, the DPLL locks within 4 preamble bits (alternating 1's and O's)to the incoming data. Upon 
lock, it checks the next two bits to be 01 or 10. A successful pattern check indicating detection of a legal 
carrier activates CRS. The manchester encoded data is now decoded and NAZ data is presented at 
RXDOUT. The maximum delay from the first preamble bit presented to SL4000 to the first decoded data bit 
out (and CRS activated) is no more than six bit times during normal operation. 

The device oontirues to decode until it detects Legal End Of Frame- EOF (two 
consecutive missing transitions in the middle of the bit cell and RXDIN is HIGH). At this time SL4000 
deactivates CAS and pull RXDOUT HIGH (idle) within 2.5 bit times, allowing for proper processing of the 
data in the pipeline. The device now waits for the next transition on AXDIN. 

Retimed Manchester Signal is also available as an output and allows SL4000 to be used in HUB 
applications. 

COLLISION DETECTOR: 

i) MANCHESTER VIOLATION: During normal receive operation the SL4000 looks for missing mid-bit 
transitions (other than legal EOF) and declares a collision within 2.5 bits of a manchester violation. 

ii) COLLISION AT START-UP: If a collisidn presence signal is presented to SL4000 without a 
preamble, the device, within 10 µs, will declare a coRision and activate CDT as well as CRS incficating that a 
carrier is present but the data is not good. An end of frame will clear both CDTand CAS. 

iii) ABSENSE OF ECHO: During nonnal operation in a ST ARLAN configuration TXDOUT should echo at 
RXDIN (and activate CRS) within 256 µS (One half slot time). If CRS is not activated within the 256 µs, a 
collision is declared by activating CDT. SL4000 provides enough margin between 256 µsand slot-time of 
512 µs by activating CDT after 392 µs. If carrier is lost (after the 392 µs timeout) while 1HS is still active. 
collision is declared and CDT activated. Removal of ATS clears CDT and the device resumes nonnal 
operation awaiting next RTS. 

A LOW to HIGH transition on CD2 will activate CDT during transmission only (ATS active). Deactivating 
RTS also deactivates CDT. CD2 HIGH also disables the 392 µsec timer. 

3 



!I!l STARLAN INTERFACE SL4000 

ADDITIONAL FEATURES 

1. LOCAL LOOPBACK: When LPBK is active, the TXDOUT is internally routed to RXDIN, TXDOUT pin is 
held HIGH and the RXOIN pin is disabled. The 392 µsec timer also times out in 49 µsec. 

2. POLARITY SELECT: When PSEL is HIGH, TXC and RXC (intemally) sample related signals on the rising 
edge. Also CRS, CDT, RTS and LPBK are ACTIVE LOW. This allows easy interfacing with controllers that 
sample these signals on the falling edge. When PSEL is LOW, these six signals are complemented within 
SL4000. 

OPTIONAL FEATURES 

1. Transmit clock can be an input instead of an output. This allows Sl4000 to be used with controllers that 
generate their own TXC. · 

2. FORCED COLLISION input CD1, when LOW, activates CDT. Only a HIGH on CD1 can deactivate COT. 

Note: These options are not available on standard SL4000 devices. Consult factory for details. 

DELAYS and LOSSES 

Description Max bit delay Max bit loss 

1. First PREAMBLE TRANSJTION to 
CRS active and RXDOUT valid 

6 (irWcfing loss) 4 

2. Frst MANCHESTER VIOLATION to 25 NIA 
COTaclive. 

3. Fvst COLLISION PATIERN (without 10 (including loss) 8 
PREAMBLE) at RXDIN to CDT and CRS 
active. 

4. End Of Frame (EOF) to CRS ilactive. 2.5 NIA 

5. LastTXDOUTbit b CTS HIGH. 2.5 NIA 

6. Frst (NAZ) PREAMBLE bi INb 3 1 
First (Manchester) PREAMBLE 
bit OUT. 

4 



Sl4000 STARLAN INTERFACE !i!l 
ELECTRICAL SPECIFICATIONS 

D.C. SPECIFICATIONS: 
0 

TA= 0 - 70 C, VDD = 5V +/-10% 

Symbol Parameter Min Max 

VIL Input LOW Voltage (TTL) -0.5 0.8 
(CMOS) -0.6 1.5 

VIH Input HIGH Voltage (TTL) 2.4 VDD 
(CMOS) 3.5 VDO 

VOL Output LOW Voltage (TTL) - 0.4 
(CMOS) 0.1 

VOH Output HIGH Voltage (TTL) 2.4 -
(CMOS) VD0-.05 

UN Input Leakage Current -10 10 

IOZ Output Leakage Current -10 10 

CIN Input Capacitance 5 

1001 Power Supply Current 5 

1002 Quiescent Power Supply 100 
Current 

AC Specifications: 
0 TA= 0 - 70 C, VDD = 5V +/-10'"/o 

8X CLK Specifications 

i) Crystal Frequency range (Pins X1, X2) 

Or 
Max. 32 MHz Crystal. reasoning at fundamental frequency 

i~ CMOS Clock Input@ Pin X1 
Max.32MHz 

Symbol Parameter 

T1 8XCLK PERIOD 

T2 8XCLI< LOW Tme .. 
T3 8XCLK HIGH Time 

T4 8XCLK Rise Time 

TS 8XCLK Fan Time 

Min Max 

31.25 

10 

10 

5 

5 

5 

Units 

v 

v 

v 

v 

µA 

µA 

pF 

mA 

µA 

Units 

ns 

ns 

ns 

ns 

ns 

Remarks 

IOL= 10mA 
IOL= 1µA 
10H=-10mA 
IOH =-1 µA 

8XCLI<=8MHz 

Remarks 

125 ns for 
ST ARLAN 



!ill STARLAN INTERFACE SL4000 

0 
AC Specifications: TA= 0 - 70 C, VDD = SV +/-10% 

Symbol Parameter Min Max Units Remarks 

TS Rise Time Outputs (CMOS) 10 ns CL=15pF 

T7 Rise Time Outputs (TTL ) 5 ns CL=15pF 

TS Fall Time Outputs (CMOS) 10 ns CL=15pF 

T9 Fall Time Outputs (TTL) 5 ns CL= 15 pF 

T10 Rise Time at Inputs 10 ns 

T11 Fall Time at Inputs 10 ns 

T21 TXDOUT Transition to 4 8 T1 
Transition 

T22 TXDIN Hold to TXC 50 ns 

T23 TXDIN Setup to TXC 50 ns 

T24 TXDOUT Valid to TXC 50 ns 
(Half bit/Full bit cell) 

T25 TXC Period (Bit Time) 250 ns (Bit nme = 1 µs at 
1 MHz for ST ARLAN) 

T28 ATS to TXC Set-up 50 ns 

T29 ATS to TXC Hold 50 ·ns 

T30 CTS LOW to First TXDOUT Bit 0.5 . T25 

T31 CTS HIGH from Last TXDOUT Bit 2.5 T25 

T32 RXDIN Hatt Bit Cell 4 T1 

T33 RXDOUT to RXC Hold 250 ns 

T34 RXOOUT to RXC Setup 250 ns 

T35 ·RXDIN to CRS 6 T25 

T36 CRS Delay from Last Data Bit 100 ns 

T37 Receive Data Jitter Tolerance +I- 1 T1 (125 ns for 1 MBit 
From Center of Bit Cell ST ARLAN) 

T38 Transmit Data Jitter 1 ns 

6 



SL4000 STARLAN INTERFACE !i!I 
AC Timing Diagrams 

TXC 

ATS 

CTS 

TXOIN 

TXOOUT 

RXDIN 

GAS 

AXDOUT 

I (( 1/2BitMax ~ ..... 

2 3 4 

~ 3BitMax. ~ 

2 3 4 

TRANSMIT SEQUENCE 

1 0 1 0 1 0 

l*- 6BITSMAX 

RECEIVE SEQUENCE 

8XCLK 

RXOIN 

RECEIVE DATA JITTER TOLERANCE 

(+/- 125 ns at 1 MB Data rate) 

NOTE: All timings assume PSEL - HIGH. 

7 

n 

n-1 n 

2.5Bits 

last Data 

IDLE 

2.5 BITS MAX. 

~ 

LAST 
OATA 

llE 



!i!I STARLANINTERFACE 

TXC 

TXDIN 

TXDOUT 

TXC 

RTS 

CTS 

BX CLK 

RXOIN 

1-e T25 ~ 

I I I 
I:+ T23 ~l•T22...i 

L_ 

x x x 
I+ T21 -.i 

x x x x 
TXC. TXD TIMING 

L______Jfr-:;i.__ _ ___. 
--+! T28 14- LASTDATABITON _..T29j4-

~-----:_1 ________ ,~,~<-TI-l-IS_CL __ oc __ K ____________________ __.I 
~T31--.i 

~"--------.,~r~' 

T1 

l:+--.i 

ATS, CTS TIMING 

---------..J'-----------------' L ____________ -===x __ __.~-------
f4-- T34 ~ T33 ~ 

RXDOUT--~~x x================x~~~~~~~ 
RXD, RXC TIMING 

0 I 1 0 l 1 I 1 I 0 0 I IDLE 

RXDIN T36 

T35 ~ 

~~ CRS I 
RXC 

LASTDATABIT ~ 
RXDOUT ~ 1 I 0 0 liiE 

RXD, RXC GAS TIMING 

SU reserve the right to make changes in specifications at any time without notice. 
The information furnished by SU in this publication is believed to be accurate and 
reliable. However, no responsibility is assumed by SU for its use; nor for any infringements 
of patents or other rights of third parties resulting from its use. 

SL4000 

SEMICUSTOM LOGIC INC. 50 W. Brokaw, #64. San Jose, CA 95110 Telephone: (408)279-4441 



ISOLATION TRANSFORMERS AND DATA BUS 
INTERFACE MODULE FOR STARLAN APPLICATIONS 

, IEEE 802.3 (1 base 5) compatiable. 
, Single and dual low profile packages. 
i. Surface mount package option. 
i. High isolation voltage to comply with international safety 

requirement for LAN's. (ECMA 97) 
, Designed for hub and node use. 
, Fast rise time available. 
i. 4 wire filters available. 
i. Modules provide galvanic isolation and common mode 

suppression for the data bus interface. 

ELECTRICAL SPECIFICATIONS @25°C 

Turns Ratio 
Part No. (±5%) 

UT16352 1:1 
UT16552 1:1 
UT16382(B) 1:1 
UT16582(B) 1:1 
UT16514 1: 1: 1: 1 
UT16573 1:1 
UT16571 1:1 

PACKAGE A 

.500 MAX 
12.70 MAX 

0 
10.16 

.XXX=i .010 inches 
.XX=i .25 mm 

ii!0.5mm 

"' :;J 

Sine Wave 
Inductance 
(mH±20%) 

2.5 
2.5 
2.5 
2.5 

0.03(7) 

2.5 
2.5 

Pulse'4l Primary 
Inductance ET-Constant 
(mHMin) (V-µs Min) 

2.0 20 
2.0 20 
2.0 20 
2.0 20 
N/A N/A 
2.0 20 
2.0 20 

PACKAGE B 

.840 MAX 

14 21.34 MAX 8 

A UMEC ~ 
•UT16XXX __!! 

• 
0 • 

.600 
15.24 

.200 

5.08 

7 

Rise 
Time 

(ns Max) 

100 
25 
100 
25 
N/A 
100 
25 

Pri/Sec Pri-Sec 
Cw/w Leakage 

(pf Max) Inductance 
_fu_H Ma& 

25 8 
40 1.1 
25 8 
40 1.1 
30 0.3 
25 8 
40 1.1 

PACKAGE C 

.585 

Is 14.85 sl 

AUMEC ~ 

0 

0 

0 

•UT16XXX ~ 

.300 
7.62 

4 

Primary 
OCR 

(ohms Max) 

1.0 
1.0 
1.0 
1.0 

0.13 
1.0 
1.0 

Hi-pot 
Test Package 

(Vrms)'5l Style 

2000 A 
2000 A 
2000 B 
2000 B 
2000 c 
2000 D 
2000 D 

SCHEMATIC A 

SCHEMATIC B 

ULJ nn 
3 5 

SCHEMATICC 

1~8 

2~7 

3~6 

4~5 

*Specifications are subject to change without prior notice. 

UNIVERSAL MICROELECTRONICS CO.,LTD. 
TEL:886-4-23590096 F AX:886-4-23590129 

DATA SHEET 01-16 JAN./02 
1OF2 

3,27TH RD.,TAICHUNG INDUSTRIAL PARK, 
TAICHUNG,TAIWAN,R.O.C 




