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System/Power Management Controller 

1.0 Features 
Processor interface: 

- Intel® 80486SX, DX, DX2, Sle, DX4, P24T, P240 

- AMO® 486DX, DX2, DXL, DXL2, Plus 

- Cyrix® DX, DX2, M7 
- Supports CPU bus frequencies of 20, 25, 33, 40, and 

50MHz . 

Cache interface: 
- Direct mapped cache 
- Two banks interleaved or single bank non-interleaved 
- 64, 128, 256, and 512K cache sizes 
- Programmable wait states for L2 cache reads and 

writes 
- 2-1-1-1 read burst and zero wait state write at 33MHz 
- No valid bit required 
- Supports external single-chip cache modules from 

third-party vendors for high performance at 50MHz 

- Supports CPUs with L 1 write-back feature 

DRAM interface: 
- Up to 128MB main memory support 
- Supports 256KB, 1MB, 4MB, and 16MB single- and 

double-sided SIMM modules 
- Read page hit timing of 3-2-2-2 at 33MHz 
- Supports both standard and hidden GAS-before-RAS 

refresh 
- Eight RAS lines to support eight banks of DRAM 
- Programmable wait states for DRAM reads and writes 
- Programmable memory holes for supporting ISA 

memory 
- Enhanced DRAM configuration map 
- Strong drivers on the MA lines (12/24mA) 
- Supports asymmetric DRAMs 

Figure 1-1 82C802GP and 82C601 P/82C602-Based System Block Diagram 

[ Local Bus l t> Cache SRAM 
Peripherals (64KB-512KB) 

:;;t' (1)0 ~ 
6:i ..c:!:; ...-(.) c 

~ cuo M 
(.) (.) 0 

Control Bus Control Bus 

CPU 0[31:0] 0[31:0] 
(486DX, 

&31:21_ AJ_31:~ 486DX2, 
486SX, 

0 P24T, ii; 
M6/M7) N' 

.<f to <j LA~23:17], <D A[23:16] SA 19:16] N <:'! ...-
<( ...- <-; 

~ M N 

0 0 
MA[10:0] ISA Bus 

DRAM OPTi 
SA[1:0] ..1 N 

(2MB-128MB) I ii; 
RAS, CAS, OWE 82C802GP ~ 

System I Power OPTi 
r.n 

~ 1---1 
Management Controller 

Control 82C601P 
or 

82C602 SD[7:0] 
~ Buffer Device ........ 

SD[15:0 

BIOS Keyboard Real-time SD[15:0 

ROM Controller Clock* 

l l XD[7:0] 

*Included as a part of 82C602. 
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Features (Cont.) 

• Power management: 
- Support for Intel, Cyrix and AMO style SMM 

implementations 
- Programmable power management 
- CPU clock control 
- STOPCLK protocol support 
- Programmable wake-up events through hardware, 

software, and external SMI source 
- Multiple level GREEN support (NESTEO_GREEN) 
- Individually programmable peripheral timer 

• ISA interface: 

- 100% IBM® PC/AT® ISA compatible 
- Programmable edge- or level-trigger interrupts 
- Integrates OMA, timer, and interrupt controllers 
- Slew rate control for output drivers 
- Optional PS/2-style IRQ1 and IRQ12 latching 

VESA VL interface: 
- Conforms to the VESA V2.0 specification 
- Optional support for up to two VL masters 

Miscellaneous features: 
- Full support for flash, write protection, L 1/L2 cache-

ability for video, adapter and system BIOS 

- Provides Micro Channel® bridge support 
- 10-/16-bit 1/0 decodes 
- Enhanced arbitration scheme 

Packaging: 
- Higher integration 
- Low-power, high-speed 0.8-micron CMOS technology 
- Reduced TTL count 
- 208-pin PQFP (Plastic Quad Flat Pack) 

lii[iEFii ......... 
Page 2 
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2.0 Overview 
The 82C802GP provides a highly integrated solution for fully 
compatible, high performance PC/AT platforms. The 
82C802GP will support 486SX/OX/OX2/0X4 and P24T 
microprocessors in the most cost effective and power effi­
cient designs available today. For power users, this device 
offers optimum performance for systems running up to 
50MHz. 

Based fundamentally on OPTi's proven 82C801 and 82C802 
design architectures, the 82C802GP adds additional memory 
configurations and extensive power management control for 
the processor and other motherboard components. 

The 82C802GP supports the latest in write-back processor 
designs from Intel, AMO, and Cyrix, as well as supporting the 
AT bus and VESA local bus for compatibility and perfor­
mance. It also includes an 82C206 Integrated Peripherals 
Controller (IPC), all in a single 208-pin PQFP (Plastic Quad 
Flat Pack) package for low cost. 

912-3000-029 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 



I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

2.1 Power Management Block 
Figure 2-1 exemplifies the flexibility of the 82C802GP/ 
82C602 GREEN strategy. System designs can easily accom­
modate CPUs with or without SMM (System Management 

Figure 2-1 Power Management Block Diagram 

SMIACT#/SMIADS# 

CPU ... FLUSH# -
... SMl#/PPEN# -

CPUCLK ---STPCLK# ~~ 

~~ 

CLKSYNTH 

SLOW# 
,, 

~~ OPTi 
82C601P/ 
82C602 

CLKCNTL# 
PPO# 

82C802GP 

Mode). If a CPU without SMM is used, SMI#, and SMIACT#/ 
SMIADS# are no connects. One design can easily accommo­
date both types of processors with minimal changes for 
upgrades. 

... ... -- EPMI# - (External Source) 

OPTi 
82C802GP 

--""' ... 

SD[2:0] ---
PP2# 

Vsync Control ... 
p To Control 

Monitor 
PP1# 

H~nc Control --... 
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3.0 Signal Definitions 

Figure 3-1 Pin Diagram 

FLUSH#/SMI# 157 

BEA3 156 
BEA20A3 159 

SMl#/PPEN# 1SO 
TAGW# 1S1 
BEOE# 1S2 

BOOE#/CMCS# 1S3 
GND 164 
vcc 1S5 

ECAWE# 166 
OCAWE#/CFLSH# 1S7 

BEO# 1SB 
1S9 
170 
171 

MAO 172 
MA1 173 

82C802GP 
MA2 174 
MA3 175 
MA4 17S 
MAS 
MAS 
MA7 

CASO# 
CAS1# 

GND 

177 
176 
179 
160 
161 
162 

System/Power Management 
Controller 

CAS2# 163 
CAS3# 164 

MAB 185 
MA9 166 

MA10 187 
RASO# 166 
RAS1# 169 
RAS2# 190 
RAS3# 191 

RAS4#/LREQ1# 192 
RAS5#/LGNT1# 193 

RAS6# 194 
RAS7#/MA11 195 

OWE# 196 

DRQ5 197 
OROS 196 
osc 199 
GND 200 
vcc 201 

DRQ7 202 
EDACKO 203 
EDACK1 204 
EDACK2 205 

IRQ1 206 
IRQ43 207 
IRQS 208 

lll•ranR 
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67 

82 

79 
78 
77 

75 
74 
73 
72 
71 
70 
S9 
S8 
S7 
SS 
S5 

64 
63 
62 
61 
60 
59 
58 
57 
5S 
55 
54 
53 

INTR 
HLDA 
HOLD 
DRQ3 
LDEV# 
A2S 
NMI 
vcc 
GND 
IGNNE# 
FERR# 
DRQ2 
031 
030 
029 
028 
027 
026 
025 
024 
015 
014 
013 
012 
011 
GND 
GND 
010 
09 
DB 
07 
OS 
05 
04 
03 
02 
01 
DO 
MP3 

MP2 
MP1 
MPO 
EPMl#/MDIR# 
VCC 
GND 
PWRGD 
CHCK# 
HLBOE2# 
HLBOE1# 
HLBLTH# 
XDIR# 
LMGCS# 
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Table 3-1 Numerical Pin Cross-Reference List 

Pin No. Pin Name Pin No. Pin Name 

1 IRQ75 53 LMGCS# 
2 IRQS 54 XDIR# 
3 IRQ9 55 HLBLTH# 
4 IRQ1110 56 HLBOE1# 
5 IRQ14 57 HLBOE2# 
6 IRQ1512 5S CHCK# 
7 RFSH# 59 PWRGD 
s ALE 60 GND 
9 ATCLK 61 vcc 

10 vcc 62 EPMl#/MDIR# 
11 SDO 63 MPO 
12 SD1 64 MP1 
13 SD2 65 MP2 
14 SD3 66 MP3 
15 GND 67 DO 
16 DRQO 6S 01 
17 SD4 69 02 
1S SD5 70 03 
19 SD6 71 04 
20 SD7 72 05 
21 IORD# 73 06 
22 IOWR# 74 07 
23 MEMR# 75 OS 
24 MEMW# 76 09 
25 MCS16# 77 010 
26 DRQ1 7S GND 
27 GND 79 GND 
2S CLKI so 011 
29 IOCS16# S1 012 
30 SAO S2 013 
31 SA1 S3 014 
32 SBHE# S4 015 
33 sos S5 024 
34 SD9 S6 025 
35 SD10 S7 026 
36 SD11 SS 027 
37 GND S9 D2S 
3S GND 90 029 
39 SD12 91 030 
40 SD13 92 031 
41 SD14 93 DRQ2 
42 SD15 94 FERR# 
43 vcc 95 IGNNE# 
44 TC 96 GND 
45 LGNTO# 97 vcc 
46 AHOLD 9S NMI 
47 HITM#/DC# 99 A26 
4S SPKD 100 LDEV# 
49 ROMCS#/KBDCS# 101 DRQ3 
50 OWS#/LRDYI# 102 HOLD 
51 IOCHRDY 103 HLDA 
52 A20M# 104 INTR 

912-3000-029 
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Pin No. Pin Name 

105 BLAST# 
106 EADS# 
107 KEN# 
10S DC#/TAG7 
109 MIO# 
110 WR# 
111 ADS# 
112 BROY# 
113 ROY# 
114 vcc 
115 CPURST 
116 A2 
117 A3 
11S A4 

119 GND 
120 GND 
121 A5 
122 A6 
123 A7 
124 AS 
125 A9 
126 A10 
127 A11 
12S A12 
129 A13 
130 GND 
131 A14 
132 A15 
133 A16 
134 A17 
135 A1S 
136 A19 
137 A20 
13S A21 
139 A22 
140 A23 
141 GND 
142 GND 
143 A24 
144 A25 
145 LREQO# 
146 DRAMS# 
147 vcc 
14S TAGO/CSTART# 
149 TAG1/CHITM# 
150 TAG2/IDO 
151 TAG3/ID1 
152 TAG4/ID2 
153 TAG5/CMPRSN# 
154 TAG6/CBOFF# 
155 DIRTY 
156 SMIACT#/SMIADS# 

82C802GP 

Pin No. 

157 
15S 
159 
160 
161 
162 
163 
164 
165 
166 
167 
16S 
169 
170 
171 
172 
173 
174 
175 
176 
177 
17S 
179 
1SO 
1 S1 
1S2 
1S3 
1S4 
1S5 
1S6 
1S7 
1SS 
1S9 
190 
191 
192 
193 
194 
195 
196 
197 
19S 
199 
200 
201 
202 
203 
204 
205 
206 
207 
20S 

Pin Name 

FLUSH#/SMI# 
BEA3 
BEA20A3 
SMl#/PPEN# 
TAGW# 
BEOE# 
BOOE#/CMCS# 
GND 
vcc 
ECAWE# 
OCAWE#/CFLSH# 
BEO# 
BE1# 
BE2# 
BE3# 
MAO 
MA1 
MA2 
MA3 
MA4 
MA5 
MA6 
MA7 
CASO# 
CAS1# 
GND 
CAS2# 
CAS3# 
MAS 
MA9 
MA10 
RASO# 
RAS1# 
RAS2# 
RAS3# 
RAS4#/LREQ1# 
RAS5#/LGNT1# 
RAS6# 
RAS7#/MA11 
OWE# 
DRQ5 
DRQ6 
osc 
GND 
vcc 
DRQ7 
EDACKO 
EDACK1 
EDACK2 
IRQ1 
IRQ43 
IRQ6 

11~·1 11~11 •. •1••• ......... 
Page 5 



82C802GP 

Table 3-2 Alphabetical Pin Cross-Reference List 

Pin Name 

A2 

A3 

A4 

A5 

A6 

A7 

AB 

A9 
A10 

A11 

A12 

A13 

A14 

A15 

A16 

A17 
A1B 

A19 

A20 

A20M# 

A21 

A22 

A23 

A24 

A25 

A26 

ADS# 

AHOLD 

ALE 

ATCLK 

BED# 

BE1# 

BE2# 

BE3# 

BEA20A3 

BEA3 

BEOE# 

BLAST# 

BOOE#/CMCS# 

BROY# 

CASO# 

CAS1# 

CAS2# 

CAS3# 

CHCK# 

CLKI 

CPURST 

DO 

01 

02 

03 
04 

11~m~=1 IK•Ull 
Page 6 

Pin No. Pin Name 

116 05 

117 06 

11 B 07 

121 DB 
122 09 

123 010 

124 011 

125 012 

126 013 

127 014 

12B 015 

129 024 

131 025 

132 026 

133 027 

134 028 

135 029 

136 030 

137 031 

52 DC#/TAG7 

13B DIRTY 

139 DRAMS# 

140 DRQO 

143 DRQ1 

144 DRQ2 

99 DRQ3 

111 DRQ5 

46 DRQ6 

B DRQ7 

9 OWE# 

16B EADS# 

169 ECAWE# 

170 EDACKO 

171 EDACK1 

159 EDACK2 

15B EPMl#/MDIR# 

162 FERR# 

105 FLUSH#/SMI# 

163 GND 

112 GND 

1BO GND 

1B1 GND 

1B3 GND 

1B4 GND 

5B GND 

2B GND 
115 GND 

67 GND 

6B GND 

69 GND 

70 GND 

71 GND 

.. 9004196 0000603 646 .. 

Pin No. 

72 

73 

74 

75 

76 

77 

BO 
B1 

B2 
B3 

B4 
B5 
B6 
B7 
BB 
89 

90 
91 

92 

10B 

155 

146 

16 

26 

93 

101 

197 

198 

202 
196 

106 

166 

203 

204 

205 

62 

94 

157 

15 

27 

37 

3B 

60 

7B 
79 

96 
119 

120 

130 

141 

142 

164 

Pin Name Pin No. 

GND 182 

GND 200 

HITM#/DC# 47 

HLBLTH# 55 

HLBOE1# 56 
HLBOE2# 57 

HLDA 103 

HOLD 102 

IGNNE# 95 

INTR 104 

IOCHRDY 51 

IOCS16# 29 
IORD# 21 

IOWR# 22 

IRQ1 206 

IRQ1110 4 

IRQ14 5 

IRQ1512 6 

IRQ43 207 

IRQ6 20B 
IRQ75 1 

IRQB 2 

IRQ9 3 

KEN# 107 

LDEV# 100 

LGNTO# 45 

LMGCS# 53 

LREQO# 145 

MAO 172 

MA1 173 

MA2 174 

MA3 175 

MA4 176 

MAS 177 

MA6 178 

MA7 179 

MAB 185 

MA9 186 

MA10 187 

MCS16# 25 

MEMR# 23 

MEMW# 24 

MIO# 109 

MPO 63 

MP1 64 

MP2 65 

MP3 66 

NMI 98 

OCAWE#/CFLSH# 167 

osc 199 

PWRGD 59 

RASO# 188 

Pin Name Pin No. 

RAS1# 1B9 

RAS2# 190 

RAS3# 191 

RAS4#/LREQ1# 192 

RAS5#/LGNT1# 193 

RAS6# 194 

RAS7#/MA11 195 

ROY# 113 

RFSH# 7 

ROMCS#/KBDCS# 49 

SAO 30 

SA1 31 

SBHE# 32 

SDO 11 

SD1 12 

SD2 13 

SD3 14 

SD4 17 

SD5 1B 

SD6 19 

SD7 20 

SOB 33 

SD9 34 

SD10 35 

SD11 36 

SD12 39 

SD13 40 

SD14 41 

SD15 42 

SMl#/PPEN# 160 

SMIACT#/SM IADS# 156 

SPKD 4B 
TAGO/CSTART# 14B 

TAG1/CHITM# 149 

TAG2/IDO 150 

TAG3/ID1 151 

TAG4/ID2 152 

TAG5/CMPRSN# 153 

TAG6/CBOFF# 154 

TAGW# 161 

TC 44 

vcc 10 

vcc 43 

vcc 61 

vcc 97 

vcc 114 

vcc 147 

vcc 165 

vcc 201 

WR# 110 

XDIR# 54 

OWS#/LRDYI# 50 
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Signal Name 

A[26:24] 

A[23:17] 

A[16:8] 

A[7:2] 

DRAMS# 

0[31 :24], 
0[15:0] 

BE[3:0]# 

MIO# 

DC#/TAG7 

HITM#/DC# 

912-3000-029 

Pin Signal 
No. Type 

99, I 
144:143 

140:134 1/0 

133:131, 1/0 
129:124 

123:121, 1/0 
118:116 

146 I 

92:85, 1/0 
84:80, 
77:67 

171:168 1/0 

109 1/0 

108 1/0 

47 I 

82C802GP 

Signal Description 

CPU Address lines 26, 25, and 24 

CPU Address lines 23 through 17: These signals are inputs during CPU, 
refresh, and master cycles and are outputs during OMA cycles. 

CPU Address lines 16 through 8: These signals are inputs during non-OMA 
cycles. A[16:9] become outputs which transmit OMA address lines A[16:9] by 
latching SD[7:0] during 16-bit OMA cycles. A[15:8] transmit OMA address lines 
A[15:8] by latching SD[7:0] during 8-bit OMA cycles. 

CPU Address lines 7 through 2: These signals are outputs during OMA cycles. 

DRAM controller upper address decode input: All the CPU address lines are 
not decoded by the 82C802GP. An external decoder or an upper address line 
should be connected to this input. 

CPU Data bus lines 31 through 24 and 15 through 0 

Byte Enable bits 3 through 0: The byte enable signals indicate active bytes 
during read and write cycles. 

Memory or 1/0: When MIO# is high, it indicates a memory cycle and if low, an I/ 
0 cycle. MIO# becomes an output during master and OMA cycles for local 
device accesses. 

CPU Data I Code cycle status or Tag bit 7: As DC#, this pin is used to indicate 
data transfer operations when high or control operations (code fetch, halt, etc.) 
when low. As TAG?, this pin is used to expand the cacheable address range of 
the DRAM. 

When MP2 is sampled high during reset, this pin operates as DC#. When MP2 is 
sampled low during reset, it operates as TAG?. TAG7's functionality may be 
ignored by setting Index 20h, bit 4. 

MP2 = 0: Pin 108 =TAG? 
MP2 = 1: Pin 108 =DIC# 

If the system uses a high performance cache module, then MP2 (pin 65) must be 
sampled high at the rising edge of PWRGD so that pin 108 will be DC#. The DC# 
signal has to be connected accordingly. 

L 1 Write-back Hit or CPU Data I Code: This pin is an active low input from an 
L 1 write-back capable CPU (such as the P24T) used to indicate that the current 
cache inquiry address has been found in the internal cache and that dirty data 
exists in that cache line. This pin is either HITM#, or both HITM# and DC#. This 
pin can be in either configuration by the sampling of MP2 during reset. When 
strapped low, it functions as HITM# during inquiry cycles and DC# for all other 
cycles. In this configuration, the DC# and HITM# signals from the CPU must be 
AND'ed into this pin. The strapping option also affects pin 108. 

MP2 = 0: Pin 47 = HITM# and DC# 
MP2 = 1: Pin 47 = HITM# 

12rrr.m1 .. , ........ . ......... 
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Signal Descriptions (Cont.) 

Pin Signal 
Signal Name No. Type 

WR# 110 110 

ADS# 111 110 

ROY# 113 110 

BROY# 112 110 

BLAST# 105 I 

EADS# 106 0 

AHOLD 46 0 

LDEV# 100 I 

LREQO# 145 I 

LGNTO# 45 0 

A20M# 52 0 

3.1.2 AT Bus Interface Signals 

Signal Name 

SA[1:0] 

11•rr1~11 .w...11••1••• -······ Page 8 

Pin Signal 
No. Type 

31:30 110 

Signal Description 

Write or Read: If WR# is high, it indicates a write cycle and, if low, a read cycle. 
WR# becomes an output during master and OMA cycles for local device 
accesses. 

Address Status: This input indicates that a valid bus cycle definition and 
addresses are available on the cycle definition pins and address bus. ADS# 
becomes an output during master or OMA cycles to the local bus. 

Ready: ROY# indicates that the current non-burst cycle is complete. ROY# 
becomes an input during local device cycles. 

Burst Ready: BROY# indicates the completion of a burst cycle. 

Burst Last: BLAST# indicates the end of a CPU burst cycle. 

External Address: EADS#, when asserted, indicates that an external address 
has been driven onto the CPU address lines. This address is used to perform an 
internal cache snoop cycle within the CPU. 

Address Hold: This pin is driven to force the CPU to float address lines A[31 :2] 
on the next clock cycle. 

Local Bus Device cycle: LDEV# assertion indicates that a local bus device has 
captured the current cycle. This signal is sampled by the 82C802GP at the end 
of the first T2. If Index 25h[1 :O] = 00 (CLK/6), then LDEV# is sampled at the end 
of the second T2 (the 82C802GP Rev. 10 requires Index 25h[1 :O] = 00 and Index 
31h[1]=0) as recommended for 50MHz operation. 

Local bus Request O: This signal is the local bus request O input from the VESA 
local bus master. 

Local Bus Grant 0: This signal is the local bus grant 0 output to the VESA local 
bus master. 

Emulation of Gate A20 OR'ed with internal fast Gate A20 output to 486 
CPU: This signal must remain high during the CPU power-on reset (POR) 
period. In 486DLC mode, this is the GA20 signal indirectly buffered to the AT bus 
line LA20. This pin will be set to 1 if Mh is written to Port 64h. 

In 82C802GP Revision 10, Index 2A[3] can be used to delay assertion of A20M# 
signal by 40µs. 

If the 82C802GP is strapped to disable keyboard emulation, A20M# will not be 
driven. It will become an input and must be connected to the RESET# output of 
the keyboard controller (which will be passed on to the CPU through the 
CPURST signal). The keyboard controller will directly drive the A20M# pin of the 
CPU and it must not be connected to the 82C802GP. To disable emulation of 
keyboard controller, the HLBLTH# signal must be 0 at the rising edge of 
PWRGD. 

Signal Description 

ISA bus address lines 1 and 0: These pins are inputs during master cycles and 
outputs during CPU, OMA, or refresh cycles 

912-3000-029 
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Signal Descriptions (Cont.) 

Pin Signal 
Signal Name No. Type 

SD[15:0] 42:39, 1/0 
36:33, 
20:17, 
14:11 

ALE 8 0 

SBHE# 32 1/0 

IORD# 21 1/0 

IOWR# 22 1/0 

MEMR# 23 1/0 

MEMW# 24 1/0 

LMGCS# 53 0 

MCS16# 25 1/0 

IOCS16# 29 I 

IOCHROY 51 1/0 

OWS#/LRDYI# 50 I 

ROM CS#/ 49 0 
KBDCS# 

82C802GP 

Signal Description 

ISA bus data lines 15 through 0 

ISA bus Address Latch Enable: This signal indicates that an AT cycle has 
started. 

ISA bus High Byte Enable: This is an input pin during master cycles. 

ISA 110 Read command: This pin is an input during master cycles and an output 
during CPU and DMA cycles. 

ISA 1/0 Write command: This pin is an input during master cycles and an output 
during CPU and OMA cycles. 

ISA Memory Read command: This pin is an input during master cycles and an 
output during CPU and OMA cycles. 

ISA Memory Write command: This pin is an input during master cycles and an 
output during CPU and OMA cycles. 

Memory space below one megabyte indicator: MEMR# and MEMW# should 
be ORed externally to generate SMEMR# and SMEMW#. 

ISA 16-bit Memory Chip Select: This 1/0 is driven by an ISA slave to indicate 
that it is a 16-bit memory device. It is driven low during master cycles. 

ISA 16-bit 1/0 Chip Select: This input is driven by an ISA slave to indicate that it 
supports 16-bit 110 bus cycles. 

110 Channel Ready: This input is from the ISA bus indicating that additional time 
is required to complete the current ISA cycle. 

Zero Wait State Input from ISA Bus or Local Ready: This pin is either OWS# 
or LROYI# and is determined by a strapping option of MPO. The system BIOS 
ROM is accessed as a one wait state AT cycle. MPO is sampled during reset to 
determine the function of pin 50. 

MPO = 0: Pin 50 = LRDYI# 
MPO = 1: Pin 50 = OWS# 

BIOS ROM Output Enable or Keyboard Controller Chip Select: During mem-
ory cycles, this signal is used for system BIOS ROM accesses and can be either 
8- or 16-bit. It will be asserted from the end of the first T2 to the end of the last 
T2. 

This output is also driven during 1/0 accesses to Port 60h or 64h and can be con-
nected to the keyboard controller chip select. Index 3Ah[7] can be used to dis-
able the keyboard controller chip select. 

I 3.1.3 Bus Arbitration Interface Signals 

I 

I 

I 

I 

I 

Signal Name 

RFSH# 

912-3000-029 

Pin 
No. 

7 

Signal 
Type 

1/0 

Signal Description 

Refresh: When RFSH# is active, it indicates that a refresh cycle is in progress. 
This signal is an input during master or OMA cycles. 
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82C802GP 

Signal Descriptions (Cont.) 

Pin Signal 
Signal Name No. Type Signal Description 

HOLD 102 0 Hold: This signal is driven to the CPU to request the CPU bus. 

HLDA 103 I Hold Acknowledge: This input is driven by the CPU to grant the CPU bus. 

3.1.4 Numeric Processor Interface Signals 

Pin Signal 
Signal Name No. Type 

FERR# 94 I 

IGNNE# 95 0 

3.1.5 Cache Interface Signals 

Signal Name 

KEN# 

FLUSH#/SMI# 

BEA3 

BEA20A3 

BEOE# 

D••rrarm -.m&11um 
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Pin Signal 
No. Type 

107 0 

157 1/0 

158 0 

159 0 

162 0 

Signal Description 

Numeric Coprocessor Error: FERR# is driven by the CPU when a floating 
point error occurs. This active low signal is used to generate IGNNE# for the 486 
CPU. When this signal is asserted, the 82C802GP will raise an FP interrupt 
(IRQ13) to the CPU. 

Ignore Numeric Coprocessor Error: This signal will only go active due to an 
1/0 write to FOh or F1 h while FERR# is active. It will be negated when FERR# is 
negated. CPURST assertion will also cause IGNNE# to be negated. 

Signal Description 

Cacheable or non-cacheable status for the 486 CPU's internal cache: KEN# 
is asserted if the current cycle is cacheable in the CPU internal cache. 

Flush or System Management Interrupt: If the 82C802GP is configured for the 
Intel-style SMM implementation, this pin will function as a FLUSH# signal to the 
CPU to flush the internal cache. FLUSH# is driven active before SMM occurs 
and during a wake-up from the SM I_ GREEN mode. It will also be asserted for all 
CPU writes to shadowed, write protected ROM space in the C, D, E, and F seg-
ments. 

If the 82C802GP is configured for the AMD/Cyrix-style SMM implementation, this 
pin will function as the SMI# signal to the CPU and should be connected to the 
corresponding CPU pin. In this implementation, this pin can not be used to flush 
the CPU cache. The system designer will therefore have to use some other 
method to ensure that CPU cache consistency problems due to SMM memory 
remap are avoided. 

Cache Address Line A3: In a single bank cache, this pin is connected to the A3 
line of the cache RAM. In a double-bank interleaved cache, it is connected to the 
even bank A3 line of the cache RAM. 

Cache Address Line A2/A3: In a single bank cache, this pin is connected to the 
A2 line of the cache RAM. In a double-bank interleaved cache, it is connected to 
the odd bank A3 line of the cache RAM. 

Even Bank Cache Output Enable 

912-3000-029 
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Pin Signal 
Signal Name No. Type 

BOOE#/ 163 0 
CMCS# 

ECAWE# 166 0 

OCAWE#/ 167 0 
CFLSH# 

TAG6/ 154 1/0 
CBOFF# 

TAG5/ 153 1/0 
CMPRSN# 

912-3000-029 
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82C802GP 

Signal Description 

Odd Bank Cache Output Enable or Cache Module Chip Select: Depending 
on the architecture selected, this pin can function as either BOOE# or CMCS#. 

The BOOE# function applies when the secondary cache (L2 external) is imple-
mented with standard SRAM. It then functions as odd bank cache output enable. 

The CMCS# function applies when the architecture uses a high performance 
cache module. This is driven by the 82C802GP for the cache module to recog-
nize EADS# or ADS#. On reset, it will be high till Index 3Ah bit 1 is set. 

Even Bank Cache Write Enable 

Odd Bank Cache Write Enable or Cache Module Flush: Depending on the 
architecture selected, this pin can function as either OCAWE# or CFLSH#. 

The OCAWE# function applies when the secondary cache (L2 external) is 
implemented with standard SRAM. In this mode, it signals odd bank cache write 
enable and is connected to the cache RAMs. 

The CFLSH# function applies when the architecture uses a high performance 
cache module. CFLSH# will signal the cache to flush itself by writing back all its 
dirty lines. In addition to the original FLUSH# function, it will also be asserted 
when Index 25h bit 3 is changed from 0 to 1. 

Tag line 6 or Cache Module Back-off: Depending on the architecture selected, 
this pin can function as either TAG6 or CBOFF#. 

The TAG6 function applies when the secondary cache (L2 external) is imple-
mented with standard SRAM. In this mode, the pin is normally connected to the 
corresponding data pins of the tag RAM. 

The CBOFF# function applies when the architecture uses a high performance 
cache module. CBOFF# is an active low input to the 82C802GP that is driven by 
the cache module to gain control of the CPU local bus. When this signal is active, 
the 82C802GP will not acknowledge any HOLD requests from the system. 

When support for a cache module is to be enabled, this pin must be defined as 
an input only by strapping HLBOE1# low at power-on. 

Tag line 5 or Cache Module Present: Depending on the architecture selected, 
this pin can function as either TAG5 or CMPRSN#. 

The TAG5 function applies when the secondary cache (L2 external) is imple-
mented with standard SRAM. In this mode, the pin is normally connected to the 
corresponding data pin of the tag RAM. 

The CMPRSN# function applies when the architecture uses a high performance 
cache module. This pin is an input to the 82C802GP. Index 3Ch[7] indicates the 
state of this bit at power-on reset. 

If the cache module is found to be present, then Index 3Ah[1] must be set to 1 
(for the 82C802GP to configure itself) and Index 27h[2] must be 0(L1 write-back 
support). 

Since this pin could be a TAG line in systems without a high performance cache 
module, care should be taken in such cases to ensure that the this pin is not 
driven low during power-on reset in such systems. 

When support for a cache module is to be enabled, this pin must be defined as 
an input only by strapping HLBOE1# low at power-on. 

11rrr1n11 
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Signal Descriptions (Cont.) 

Signal Name 

TAG4/ID2, 
TAG3/ID1 
TAG2/IDO 

TAG1/CHITM# 

11•m~11 ilK•Ull 
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Pin Signal 
No. Type 

152:150 1/0 

149 1/0 

Signal Description 

Tag lines 4 through or ID bits 2 through 0: Depending on the architecture 
selected, this pin can function as either TAG[4:2] or ID[2:0]. 

The TAG[4:2] function applies when the secondary cache (L2 external) is imple-
mented with standard SRAM. In this mode, the pins are normally connected to 
the corresponding data pins of the tag RAM. 

The ID[2:0] function applies when the architecture uses a high performance 
cache module. The cache module uses these inputs to the 82C802GP to indi-
cate the cache size. The state of these pins can be read in Index 3Ch[6:4]. On 
the 82C802GP, these pins are pulled up (50Kohm) internally. It is expected that 
the cache module will drive these pins to the appropriate level depending on the 
module type. The relation between the cache size and the state of the ID bits is 
detailed below: 

ID2 ID1 IDO Description 

0 0 0 1MB, Write-back 
0 0 1 512KB, Write-back 
0 1 0 256KB, Write-back 
0 1 1 128KB, Write-back 
1 0 0 1 MB, Write-through 
1 0 1 512KB, Write-through 
1 1 0 256KB, Write-through 
1 1 1 128KB, Write-through 

When support for a cache module is to be enabled, these pins must be defined 
as an inputs only by strapping HLBOE1# low at power-on. 

Tag line 1 or Cache Module HITM#: Depending on the architecture selected, 
this pin can function as either TAG1 or CHITM#. 

The TAG1 function applies when the secondary cache (L2 external) is imple-
mented with standard SRAM. In this mode, the pin is normally connected to one 
of the data pins of the tag RAM. 

The CHITM# function applies when the architecture uses a high performance 
cache module. CHITM# is an active low output from the cache module to indi-
cate to the memory/system controller that a write-back of a dirty line from the 
secondary cache is necessary to service the current memory cycle. In this mode, 
it functions only as an input to the 82C802GP and is connected to the corre-
spending CHITM# pin of the cache module. 

When support for a cache module is to be enabled, this pin must be defined as 
an input only by strapping HLBOE1# low at power-on. 
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Pin Signal 
Signal Name No. Type 

TAGO/ 148 110 
CST ART# 

TAGW# 161 0 

DIRTY 155 1/0 

3.1.6 DRAM Interface Signals 

Pin Signal 
Signal Name No. Type 

MA[10:0] 187:185, 0 
179:172 

RAS[7:0]# 195:188 0 

CAS[3:0]# 184:183, 0 
181 :180 

OWE# 196 0 

912-3000-029 

I • 9004196 0000610 886 • 

Signal Description 

Tag line 0 or Cache Module START#: Depending on the architecture selected, 
this pin can function as either TAGO or CST ART#. 

The TAGO function applies when the secondary cache (L2 external) is imple-
mented with standard SRAM. In this mode, the pin is normally connected to one 
of the data pins of the tag RAM. 

The CST ART# function applies when the architecture uses a high performance 
cache module. CST ART# is an active low output from the cache module that sig-
nals the memory/system controller to handle the current memory cycle. In this 
mode, it functions only as an input to the 82C802GP and is connected to the cor-
responding CST ART# pin of the cache module. 

When support for a cache module is to be enabled, this pin must be defined as 
an input only by strapping HLBOE1# low at power-on. 

Tag Write Enable: TAGW# is asserted during CPU read miss cycles and during 
write hit cycles when the dirty bit is updated. 

Dirty bit of tag RAM: Indicates that the current line is modified. 

Signal Description 

DRAM Address lines 10 through 0: MA[10:0] provides row and column 
addresses to the DRAMs. 

DRAM Row Address Strobe lines 7 through 0: These signals are used to latch 
the row addresses on the MA[10:0) bus into the DRAMs. In addition, RAS4#, 
RAS5#, and RAS?# have dual functions, as shown below. 

MP1 = 0: Pin 192 = LREQ1# and Pin 193 = LGNT1# 
MP1 = 1: Pin 192 = RAS4# and Pin 193 = RAS5# 

The function of pins 192 and 193 are dependent on the sampling of MP1 during 
reset. 

These lines will be inactive when PWRGD is not asserted. 

Pin 195 can be used as RAS?# or MA 11, depending on the DRAM memory size 
programmed in the DRAM configuration registers (Indices 24h or 32h-36h). If the 
82C802GP's DRAM registers are configured for 16M DRAM, then pin 195 will 
function as MA 11. 

DRAM column address strobe lines 3 through 0: These signals are used to 
latch the column addresses on the MA[10:0] bus into the DRAMs. 

These lines will be inactive when PWRGD is not asserted. 

DRAM Write Enable 

nrrrr.11 
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Signal Descriptions (Cont.) 

Pin Signal 
Signal Name No. Type Signal Description 

MP[3:0] 66:63 1/0 DRAM Parity bits 3 through 0: In addition to being the DRAM parity signals, 
specific MP lines are used for power-on strapping options to configure specific 
pin functions. The table below gives the MP lines strapping options. 

MPO = 0: Pin 50 = LRDYI# 
MPO = 1: Pin 50 = OWS# 

MP1 = 0: Pin 192 = LREQ1# and Pin 193 = LGNT1# 
MP1 = 1: Pin 192 = RAS4# and Pin 193 = RAS5# 

MP2 = 0: Pin 108 = TAG7 and Pin 47 = HITM# and DC# 
MP2 = 1: Pin 108 =DIC# and Pin 47 = HITM# 

MP3= 0: Pin 62 =MOIR# 
MP3 = 1: Pin 62 = EPMI# 

The MP lines are sampled at the rising edge of PWRGD and must be pulled 
down with a 1 Kohm resistor to detect a "O" during reset. 

If the system uses a high performance cache module, then MP2 (pin 65) must be 
sampled high at the rising edge of PWRGD so that pin 108 will be DC#. The DC# 
signal has to be connected accordingly. 

3.1.7 OMA and Interrupt Controller Signals 

Signal Name 

DRQ[7:5], 
DRQ[3:0] 

EDACK[2:0] 

TC 

IRQ1, IRQ6, 
IRQ8, IRQ9, 
IRQ14 

IRQ43 

IRQ75 

li•rrrn1 
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Pin Signal 
No. Type 

202, I 
198:197, 
101, 93, 
26, 16 

205:203 0 

44 0 

206, 208, I 
2, 3, 5 

207 I 

1 I 

.. 9004196 0000611 712 .. 

Signal Description 

OMA Request lines 7 through 5 and 3 through O 

Encoded OMA Acknowledgment Lines 2 through O: These three lines should 
be decoded externally using a 3-to-8 decoder to drive the ISA DACK lines. 

EDACK 
2 1 0 ISA DACK lines 

0 0 0 DACKO# 
0 0 1 DACK1# 
0 1 0 DACK2# 
0 1 1 DACK3# 
1 0 1 DACK5# 
1 1 0 DACK6# 
1 1 1 DACK7# 

Terminal Count: TC is asserted as a terminal count indicator. 

ISA Interrupt Request lines 1, 6, 8, 9, and 14 

ISA Interrupt Requests lines 4 and 3: When ATCLK is low, this pin is IRQ4. 
When ATCLK is high, this pin is IRQ3. 

ISA Interrupt Requests lines 7 and 5: When ATCLK is low, this pin is IRQ7. 
When ATCLK is high, this pin is IRQ5. 
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Signal Name 

IRQ1110 

IRQ1512 

INTR 

Pin 
No. 

4 

6 

104 

Signal 
Type 

I 

I 

0 

Signal Description 

ISA Interrupt Requests lines 11and10: When ATCLK is low, this pin is IRQ11. 
When ATCLK is high, this pin is IRQ10. 

ISA Interrupt Requests lines 15and12: When ATCLK is low, this pin is IRQ15. 
When ATCLK is high, this pin is IRQ12. 

Interrupt Request: This output is the interrupt request to the CPU. 

I 3.1.8 Buffer Control Interface Signals 
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Pin Signal 
Signal Name No. Type 

XDIR# 54 0 

HLBLTH# 55 0 

HLBOE1# 56 0 

HLBOE2# 57 0 

912-3000-029 

.. 900419b 0000612 b59 .. 

Signal Description 

SD[7:0) to XD[7:0] Direction control: This pin is driven active for all 8-bit ROM 
read cycles and 1/0 read accesses to Ports 60h, 64h, 70h, and 71 h. Index 25h[2] 
can be used to disable this pin for 110 accesses. 

Pin 54 (XDIR#) is also used as a power-on strap to disable 24mA capability for 
the MA and OWE# lines. Depending on the XDIR# state sensed by the 
82C802GP at the rising edge of PWRGD, the following options are possible: 

0 = Disable 24mA 
1 = Enable 24mA 

A pull-down resistor of 1 Kohms can be used to disable 24mA. If 24mA is 
enabled, Index 22h[5] can be used to select 24mA or 12mA. 

Byte 2 Data Latch Enable: This signal becomes high during CPU AT byte 2 
read cycles and during OMA or master cycles. 

HLBL TH# is also used as a power-on strap input. The 82C802GP can emulate 
the keyboard controller functions of issuing RESET and controlling the Gate A20 
signal to the CPU. In Revision 10, this emulation will be disabled if HLBLTH# is 
sampled low at the rising edge of PWRGD. A pull-down resistor of 1 Kohm on the 
HLBL TH# signal can be used. The function of pin 52 of the 82C802GP depends 
on the state of HLBL TH# at the rising edge of PWRGD. 

HLBL TH# = 0: Pin 52 = KBD-RST Input 
HLBL TH# = 1: Pin 52 = A20M# Output 

Byte 2 Data Buffer Output Enable: This signal becomes active during CPU 
DRAM cycles for parity checking and generation. It also becomes active during 
CPU AT byte 2 write cycles in 486 mode and during OMA or master byte 2 reads 
from DRAM or local device cycles. 

HLBOE1# is also as a power-on strap input. If HLBOE1# (pin 56) is sampled low 
at the rising edge of PWRGD, pins 148 through 154 (of the 82C802GP to 
become input only pins. This is necessary so that these pins can redefine them-
selves to support a high performance cache module. A pull-down resistor of 
1 Kohm on the HLBOE1# signal can be used to keep it low at the rising edge of 
PWRGD. 

Byte 2 Data Latch Output Enable: This signal becomes active during CPU AT 
byte 2 read cycles and during OMA or master byte 2 writes to local DRAM or 
local device cycles. 

HLBOE2# has to be sensed high by the 82C802GP when PWRGD goes from 0-
to-1. It has an internal pull-up and output is disabled at reset so it must not be 
pulled down externally. 

11n-r1r.11 .. , .... , ... ......... 
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Signal Descriptions (Cont.) 

3.1.9 Reset Signals 

Pin Signal 
Signal Name No. Type 

CPURST 115 0 

PWRGD 59 I 

3.1.1 O Clock Signals 

Pin Signal 
Signal Name No. Type 

osc 199 I 

ATCLK 9 0 

CLKI 28 I 

Signal Description 

CPU Reset: This reset signal can be connected to CPURST, SRESET, or INIT 
to the CPU depending on the CPU type. 

Power Good: This input is the power good status or reset switch "on" indication. 

Signal Description 

Oscillator: This signal is the 14.31818MHz oscillator input. 

AT Clock (to AT bus): This is a free running clock output, programmable to be 
CLKl/3, CLKl/4, CLKl/5, CLKl/6 or OSC/2. 

CLK Input: This single-phase clock input provides basic timing and operating 
frequency for the 82C802GP. The 82C802GP supports 25, 33, 40, and 50MHz 
operation. This clock should be in phase and of the same frequency with the 
CPU clock. 

3.1.11 Miscellaneous Interface Signals 

Pin Signal 
Signal Name No. Type Signal Description 

CHCK# 58 I 1/0 Channel Check: CHCK# is driven by ISA bus devices when a parity or 
uncorrectable error occurred on the ISA bus. If NMI is enabled and CHCK# is 
asserted, an NMI will be generated to the CPU. 

NMI 98 0 Non-Maskable Interrupt (to the CPU): If NMI is enabled, NMI will be asserted 
to the CPU due to a system parity error or ISA bus channel check. 

SPKD 48 0 Speaker Data Output: This signal is generated by OUT2 and Port 61 h, bit 1. 

3.1.12 Power Management Interface Signals 

Signal Name 

EPMl#/MDIR# 

11~m;~11 .. , ... _11•1 ·-····· Page 16 

Pin Signal 
No. Type 

62 1/0 

.. 9004196 0000613 595 .. 

Signal Description 

MD bus Direction or External Power Management Interrupt: This pin is a 
dual function pin. When configured as MOIR#, the 82C802GP will use this signal 
to buffer the DRAM data bus. This will be the direction control pin to the 
74F245s. When active, the DRAM (MD) data bus will drive the CD bus. Other-
wise, the CD bus will always drive the MD bus. 

When this pin is configured as EPMI#, it is an input which will signal the system 
to generate an SMI# or PPEN#, depending on the configuration. A configuration 
register is available to control the functionality of this pin. 

MP3 is sampled during reset to determine the function of this pin. 

MP3 = 0: Pin 62 = MOIR# 
MP3 = 1: Pin 62 = EMPI# 
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Signal Name 

SMIACT#/ 
SMIADS# 

SMl#/PPEN# 

Pin 
No. 

156 

160 

Signal 
Type 

I 

0 

I 3.1.13 Power and Ground Pins 
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Pin Signal 
Signal Name No. Type 

vcc 10, 43, 61, I 
97, 114, 
147, 165, 

201 

GND 15, 27, 37, I 
38, 60, 78, 

79, 96, 
119, 120, 
130, 141, 
142, 164, 
182,200 

912-3000-029 
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Signal Description 

System Management Interrupt Active or SMI Address Strobe: This signal is 
asserted by the CPU when it acknowledges an SMI#. The 82C802GP uses this 
input to qualify accesses to SMM memory. This input can be ignored if Index 
E7h[7] is set appropriately. 

If the system is configured for the AMO-style of SMM implementation, this pin 
should be connected to the SMIADS# output of the yPU. 

System Management Interrupt and/or Power Port Enable: When an Intel Sle 
CPU is used and the 82C802GP is programmed for the Intel-style SMM, this pin 
will be used as both PPEN# and SMI#. It will be used as SMI# to allow the sys-
tern to go into the SM I_ GREEN Mode and PPEN# when the system is to return 
to the NORMAL Mode. 

When a non-Sle CPU is used, this pin will be PPEN# and used as a strobe to 
the 82C602's GPM Port. 

Signal Description 

Power Connection: +5.0V 

Ground Connection 

n~rr1n11 
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82C802GP 

4.0 Functional Description 
The following subsections will explain the various cycle and 
power management operations of the 82C802GP. 

4.1 Reset Logic 
The PWRGD input to the 82C802GP is used to generate the 
CPU reset (CPURST) signal. PWRGD is a "cold reset" which 
is generated when either PWRGD from the power supply, 
indicating a low power condition or the system reset button is 
activated. This reset signal is used to force the system to 
begin execution at a known state. When PWRGD is sensed 
inactive, the 82C802GP will assert CPURST. CPURST is 
also generated when a shutdown condition is decoded from 
the CPU bus definition signals. CPURST is asserted for 64 
CLK cycles. 

For systems with Sle CPUs, RESET is the global reset while 
SRESET is active during a global reset and also during any 
warm reset. When SRESET is activated, the SM BASE Regis­
ter of the CPU does not change and UP# is not sampled. 
SRESET leaves the status of the on-chip FPU and SM BASE 
Register intact while resetting other units including the on­
chip L 1 cache. RESET for an Sle CPU, is generated through 
the 82C602 Buffer Device. The 82C602 asserts RSTDRV 
and LRESET# for 64 CLK cycles after PWRGD is active. Fig­
ure 4-1 shows the proper way to configure the resets. The 
RSTDRV signal goes to the CPU as RESET (input). 

The 82C802GP emulates the keyboard reset function. The 
keyboard reset (CPURST) is intercepted by monitoring the 

Figure 4-1 Reset Connection Example 

1/0 write cycle "FE" command to Port 64h. This fast CPU 
reset from the chipset will be generated directly after the 1/0 
write is decoded unless Index 20h[1] is cleared to 0, in which 
case the reset will not start until a "HALT" instruction is exe­
cuted. 

4.2 System Clock Generation 
The 82C802GP has a single high-frequency clock input, CLK. 
CLK is a master single-phase clock which is used to drive all 
the host CPU synchronous signals and all of the 82C802GP's 
internal state machines. This clocking scheme provides oper­
ation to support platforms at system speeds up to 50MHz. 

The 82C802GP generates the AT bus clock (A TCLK) from an 
internal division of CLK. The ATCLK frequency is program­
mable and can be set to any of four synchronous mode clock 
division options by programming Index 25h[1 :0). In addition to 
the CLK source, there is an asynchronous mode available by 
clearing bit 1 of Index 27h, which generates the ATCLK by 
dividing the AT bus OSC oscillator by 2 (OSC/2). This asyn­
chronous mode is important when entering the GREEN 
Mode, where the CPU clock rate can change and thereby, 
generate unsuitable ATCLK frequencies if left in the synchro­
nous mode. This allows the system designer to tailor the AT 
bus clock frequency to support a wide range of system 
designs and performance platforms, as well as to function 
reliably during power saving modes. 
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4.3 CPU Burst Mode Control 
The 82C802GP fully supports 486 burst cycles. The 
82C802GP cache and DRAM controllers insure that data is 
burst into the CPU whenever the 486 requests a burst linefill. 
The secondary cache provides data on read-hits and the 
DRAM supplies the data during cache read-misses. 

For a cache read-hit cycle, BROY# (Burst Ready) is asserted 
during the first T2 state when a 2-1-1-1 (zero wait state) 
cache burst cycle is chosen, otherwise it is asserted during 
the second T2 state when one wait state is required. If a 
read-miss occurs, the DRAM controller will burst new data 
into both the cache memory and CPU simultaneously. 
BROY# will be asserted for each double-word during these 
cache read-miss update cycles. For a zero wait state cache 
burst read cycle, 2-1-1-1, BROY# will be asserted during the 
first T2 and remain active until BLAST# (Burst Last) from the 
CPU is detected. For a 3-2-2-2 cache burst read cycle, 
BROY# will be toggled active on an every-other-clock basis to 
accommodate the more relaxed data access timing required 
for operation above 33MHz. BROY# is never active during 
OMA or master cycles. 

The 82C802GP contains separate burst counters to support 
DRAM and external cache burst cycles. The read/write 
DRAM burst counter performs the cache read-miss linefill 
(DRAM to external cache/CPU) and the cache burst counter 
supports the 486 burst linefill (external cache to the 486 
CPU). The access order of the burst counter exactly matches 
the double-word address sequencing expected by the 486 
CPU. The DRAM burst counter is used for cache read-miss 
cycles and dirty linefill write operations. 

4.4 L 1 Write-Back Timing Description 
Level 1 Write-Back Support 
The L 1 cache can contain modified data that is not present in 
the L2 cache or DRAM. The CPU will not allow external 
devices to access its internal cache. The 82C802GP will exe­
cute an inquire cycle to the L 1 cache for all master accesses 
to the system memory area. Master devices, whether local or 
on the ISA bus, must snoop the L 1 cache during every 
access to system memory. If valid information is in the L 1 
cache and this information has been modified without being 
updated to the system memory, the HITM# signal will be gen­
erated. A write-back cycle must be generated whenever a 
modified line is hit. In this case, the 82C802GP will burst the 
line back to the L2 cache. 

VESA Local Master Cycles 
The L 1 cache inquire cycle begins with the CPU relinquishing 
the bus with the assertion of HLDA. On sampling LGNT[X]#, 
the local bus card will generate ADS#. EADS# will be gener­
ated by the 82C802GP for one clock following the ADS# gen­
eration. If the CPU does not respond with the assertion of 
HITM#, the 82C802GP will complete the cycle from the L2 
cache or the system memory. If HITM# is asserted, the 
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82C802GP will expect a castout cycle from the L 1 cache. 
HITM# is connected to the WBACK# signal on the VL bus 
which will abort the VL cycle and allow the CPU to perform its 
castout cycle. The 82C802GP will release HOLD to the CPU 
and generate ROY# to terminate the local bus cycle. Next, 
the CPU will write-back its L 1 contents to cache/system 
memory. 

Master/OMA Write Cycle 
HOLD is generated to the CPU in response to an ISA master 
or OMA cycle. The CPU then relinquishes the bus with the 
assertion of HLDA. The 82C802GP issues AHOLD to the 
CPU to tristate the CPU's address bus. At this time, the OMA 
or master device drives the address onto the CPU bus and 
CHRDY is released. EADS# is generated by the 82C802GP 
and HITM# will be generated if the address is a modified line 
in the cache. The CPU then performs its castout cycle, 
always starting at the address OXO of the 16-byte line. After 
the castout cycle, the CPU negates HITM# and issues HLDA. 
The ISA master or OMA device can then finish its cycle. 

4.5 Cache Subsystem 
The integrated cache controller (which uses a direct mapped, 
bank-interleaved scheme) dramatically boosts the overall 
performance of the local memory subsystem by caching 
writes as well as reads (write-back mode). Cache memory 
can be configured as one or two banks, and sizes of 64KB, 
128KB, 256KB, and 512KB are supported. Provisions for two 
programmable non-cacheable regions are provided. The 
cache controller operates in a non-pipeline mode with a fixed 
16-byte line size (optimized to match a 486 burst linefill) in 
order to simplify the motherboard design without increasing 
cost or degrading system performance. For 486 systems, the 
secondary cache operates independently and in addition to 
the CPU's internal cache. 

4.5.1 Cache Bank Interleave 
In order to support cache burst cycles at higher frequencies 
and still utilize conventional speed SRAMs, a bank-interleave 
cache access method is employed. The addresses are 
applied to the cache memory one cycle earlier, while cache 
output enable signals control even/odd bank selection and 
enable cache RAM data to the CPU data bus. Since the out­
put enable time is about one-half of the address access time, 
the 82C802GP can achieve a high-performance cache burst 
mode without using more expensive high-speed SRAMs. 

The 82C802GP supports one or two cache banks. Two 
cache banks are required to interleave and optimally realize 
the performance advantages of this cache scheme. Cache 
sizes of 128KB and 512KB are single bank caches, while 
64KB and 256KB cache sizes are double bank configura­
tions. When using a double bank configuration, the even and 
odd banks receive the same address lines. Signals 
BEA20A3, BEA3, ECAWE#/OCAWE#, and BEOE#/BOOE# 
are used to dictate the even or odd bank access. 
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4.5.2 Write-Back Cache 
The write-back cache scheme derives its superior perfor­
mance by optimizing write cycles. There is no performance 
penalty in the cache write cycle since the cache controller 
does not need to wait for the much slower DRAM controller to 
finish its import before proceeding to the next cycle. 

4.5.2.1 Tag RAM 
A built-in tag comparator improves system performance while 
reducing component count on the system board. The com­
parator internally detects the cache hit/miss status by com­
paring the high order address bits (for the memory cycle in 
progress) with the stored tag bits from previous cache entries 
(see Table 4-1). When a match is detected and the location is 
cacheable, a cache hit cycle takes place. If the comparator 
does not match, or a non-cacheable location is accessed 
(based on the internal non-cacheable region registers), the 
current cycle is a cache miss. 

The tag is invalidated automatically during memory reads 
when the cache is disabled; each memory read will write into 
the corresponding tag location a non-cacheable address 
(such as AOOOOh or BOOOOh of the video memory area). To 
invalidate the cache, simply disable the cache in Index 21 h 
and read a block of memory equal to the size of the cache. 
The advantage of this invalidation scheme is that no valid bit 
is necessary and expensive SRAM can be conserved. 

Table 4-1 details which CPU address bits are stored as tags 
for the various cache sizes supported in the 82C802GP. 

Table 4-1 Address to Tag Bit Mapping 

TAG Bit 64KB 128KB 256KB 512KB 

7* A23 A24 A25 A26 

6 A22 A22 A22 A22 

5 A21 A21 A21 A21 

4 A20 A20 A20 A20 

3 A19 A19 A19 A19 

2 A18 A18 A18 A25 

1 A17 A17 A24 A24 

0 A16 A23 A23 A23 

* TAG7 is invalid when either MP2 is pulled up or Index 
20h[4] ~ 1. Therefore, cacheable memory size is reduced 
to one-half of its original size, respectively. 

4.5.3 Dirty Bit Mechanism 
The "dirty bit" is a mechanism for monitoring data coherency 
between the external cache subsystem and DRAM. Each tag 
entry has a corresponding dirty bit to indicate whether the 
data in the represented cache line has been modified since it 
was loaded from system memory. This allows the 82C802GP 
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to determine whether the data in memory is "stale" and needs 
to be updated before a new memory location is allowed to 
overwrite the currently indexed cache entry. The write-back 
cycle causes an entire cache line (16 bytes) to be written 
back to memory, followed by a line burst from the new mem­
ory location into the cache and CPU. Normally, the perfor­
mance advantage of completing fast writes to the cache 
outweigh the "write-back" read-miss penalties which are 
incurred while operating the write-back scheme. 

Possible cache cycles are detailed next: 

Cache Read-Hit: 
The secondary cache provides the data to the CPU directly. 
The 82C802GP cache controller follows the CPU's burst pro­
tocol to fill the processor's internal cache line. 

Cache Read-Miss (Dirty Bit Negated): Import Cycle 
The cache controller does not need to update system mem­
ory with the cache's current data because that data has not 
been modified (evidenced by the dirty bit negation). The 
cache controller asserts TAGW#, causing the tag RAMs to 
update with the new address, and it asserts BEOE#/BOOE#, 
causing the cache memory to update with data from the new 
DRAM line. Data is presented to the CPU and the secondary 
cache concurrently (following the 486 burst protocol). 

Cache Read-Miss (Dirty Bit Asserted): Castout Cycle 
The cache controller must update the system memory with 
data from the cache location that is going to be overwritten. 
The 82C802GP's cache controller writes the 16-byte line 
from cache memory into DRAM, then reads the new line from 
DRAM into the cache memory and negates the dirty bit. The 
cache controller asserts TAGW#, BEOE#/BOOE#, and 
DRTYW# during this linefill. This new data is presented to the 
CPU and to the secondary cache concurrently (following the 
486 burst protocol). 

Cache Read-Miss: Interrupted Burst Cycle 
During a read-miss to a cacheable area of memory, data from 
the DRAM will be presented to the L2 cache concurrently with 
the CPU read. During the first cycle of the burst, the L2 cache 
line will be invalidated. The line will be validated with the cor­
rect address written to tag RAM only after the entire burst is 
complete. If the CPU finishes the read without doing a com­
plete (four cycle) burst, then that line will remain invalid in the 
L2 cache. This ensures that cache lines are valid only if the 
entire 16-byte line is updated. 

Cache Write-Hit: 
In a write-back cache, the memory controller does not need 
to update the much slower DRAM memory or write-hit. If the 
cache controller is set for zero wait state operation and the 
dirty bit is set, the controller will run a zero wait state cycle. 

Cache Write-Miss: 
The cache controller bypasses the cache entirely and writes 
the data directly into DRAM. The dirty bit is unchanged. No 
import cycle to the cache takes place. 
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Table 4-2 shows the various cache cycles at different opera­
tional speeds. 

Table 4-6 shows the cache sizes supported by the 
82C802GP with the corresponding tag RAM address bits, tag 

Table 4-2 Cache/Memory Read Cycle Timings 

Cycle Type DRAM 

Cache hit 

Cache miss, DRAM page hit 70/60ns 

Cache miss, DRAM page miss 70ns 

Cache miss, DRAM page miss 60ns 

No L2 cache, DRAM page hit 70/60ns 

No L2 cache, DRAM page miss 70ns 

No L2 cache, DRAM page miss 60ns 

RAS inactive 70/60ns 

82C802GP 

RAM size, cache RAM address bits, cache RAM size, and 
cacheable main memory size. 

Table 4-7 shows recommended data and tag SRAM speeds 
for relative CPU clock rates. 

25MHz 33MHz 40MHz SOM Hz* 

2-1-1-1 2-1-1-1 3-2-2-2 3-2-2-2 

3-2-2-2 3-2-2-2 4-3-3-3 5-4-4-4 

7-2-2-2 7-2-2-2 9-3-3-3 10-4-4-4 

6-2-2-2 6-2-2-2 8-3-3-3 9-4-4-4 

3-2-2-2 3-2-2-2 4-3-3-3 5-4-4-4 

7-2-2-2 7-2-2-2 9-3-3-3 10-4-4-4 

6-2-2-2 6-2-2-2 8-3-3-3 9-4-4-4 

5-2-2-2 5-2-2-2 6-3-3-3 7-4-4-4 

* If the AT bus clock is equal to the system clock divided by 6, ADS# will be delayed one T-state resulting in all leadoff cycles 
to be delayed by one clock (refer to Index 31 h[1]). 

Table 4-3 Cache/Memory Write Timings 

Cycle Type DRAM 25MHz 33MHz 40MHz SOM Hz* 

Cache write-hit 2 2 3 3 

DRAM page hit 70/60ns 3 3 4 4 

DRAM page miss 70ns 7 7 8 8 

DRAM page miss 60ns 6 6 7 7 

DRAM RAS inactive 70/60ns 5 5 5 5 

* If the AT bus clock is equal to the system clock divided by 6, ADS# will be delayed one T-state resulting in all leadoff cycles 
to be delayed by one clock (refer to Index 31 h[1]). 

Notes: 1. The read timing table assumes that there are data buffers between CPU and memory data bus with a propagation 
delay not more than 10ns. 

2. Cache write wait states are defined in Index 21h[1]. 
3. Memory write wait states are defined in Index 25h[4]. 
4. The write timing table gives the number of clocks for that cycle. 
5. For 60ns timings, Index 31h[5] must be reset to 0. 
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Table 4-4 Cache/Memory Read Timings with High Performance Cache Module 

Cycle Type DRAM 50MHz* 

Cache hit 2-1-1-1 

Cache miss, DRAM page hit 70/60ns 5-4-4-4 

Cache miss, DRAM page miss 70ns 10-4-4-4 

Cache miss, DRAM page miss 60ns 9-4-4-4 

RAS inactive (RAS precharge) 70/60ns 7-4-4-4 

.. If the AT bus clock is equal to the system clock divided by 6, ADS# will be delayed one T-state resulting in all leadoff cycles 
to be delayed by one clock (refer to Index 31 h[1]). 

Table 4-5 Cache/Memory Write Timings with High Performance Cache Module 

Cycle Type DRAM 50MHz* 

Cache hit 3 

Cache miss, DRAM page hit 70/60ns 4 

Cache miss, DRAM page miss 70ns 8 

Cache miss, DRAM page miss 60ns 7 

RAS inactive (RAS precharge) 70/60ns 5 

.. If the AT bus clock is equal to the system clock divided by 6, ADS# will be delayed one T-state resulting in all leadoff cycles 
to be delayed by one clock (refer to Index 31 h[1]). 

Table 4-6 Standard Cache SRAM Requirements 

Cache Size Tag Field Address 
(KB) Tag RAM Size Dirty SRAMs Size 

64 A[23:16] 16Kx1 
8Kx8 

128 A[24:17] 16Kx1 
8Kx8 

256 A[25:18] 16Kx1 
32Kx8 

512 A[26:19] 64Kx1 
32Kx8 

.. Cacheable address range when used with a 7-bit tag. 
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Cache SRAM Address Cacheable Main 
Qty/Cache RAM Size Memory (MB) 

A[15:2] 16 
8 ea./8Kx8 8* 

A[16:2] 32 
4 ea./32Kx8 16* 

A[17:2] 64 
8 ea./32Kx8 32* 

A[18:2] 128 
4 ea./128Kx8 64* 
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Table 4-7 SRAM Speed Requirements 

Speed (MHz) Cache SRAM (ns) Tag SRAM (ns) DRAM Speed (ns) Note (1) 

16 25 25 70 Cache write 0 wait state 
Cache read burst 2-1-1-1 
Single/double bank 

20 25 25 70 Cache write O wait state 
Cache read burst 2-1-1-1 
Single/double bank 

25 20 25 70 Cache write 0 wait state 
Cache read burst 2-1-1-1 
Single bank 

25 25 25 70 Cache write 0 wait state 
Cache read burst 2-1-1-1 
Double bank 

33 20 15 70 Cache write 0 wait state 
Cache read burst 3-2-2-2 
Single bank 

33 20, Note (2) 15 70 Cache write 0 wait state 
Cache read burst 2-1-1-1 
Double bank cache only 

40 20 15 70 Cache write 1 wait state 
Cache read burst 3-2-2-2 
Single/double bank 

50 20 15 70 Cache write 1 wait state 
Cache read burst 3-2-2-2 
Single/double bank 

Notes: 1. DRAM and cache cycles are at their minimum wait states. 
2. 20ns SRAM with Tdoe equal to or less than 10ns 

4.6 Local DRAM Control Subsystem 
The 82C802GP supports up to eight banks of page mode 
local DRAM memory for configurations of up to 128MB using 
256K, 1M, 4M, or 16M page mode DRAM devices. If the 
82C802GP's registers are configured for DRAM that require 
MA 11 (e.g., 16M DRAM), then pin 195 will function as MA 11, 
otherwise pin 195 will function as RAS?#. The old style 
DRAM configuration is programmable through Index 24h. 

Table 4-8 gives the possible old style DRAM configurations. 

912-3000-029 

For greater flexibility in configuring DRAM memory, the 
82C802GP has an alternative new style DRAM configuration 
selection register at Indices 32h-36h. These configurations 
also allow for asymmetric DRAM parts. If the new style 
DRAM configurations are to be used, Index 28h[3] must be 
set to 1. 

DRAM performance features are programmable through the 
configuration register at Index 25h. 
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Table4-8 DRAM Configurations 

Banko Bank 1 

256Kx36 256Kx36 

1Mx36 x 

256Kx36 256Kx36 

256Kx36 1Mx36 

256Kx36 256Kx36 

256Kx36 256Kx36 

1Mx36 1Mx36 

1Mx36 x 

256Kx36 256Kx36 

256Kx36 256Kx36 

1Mx36 x 

1Mx36 x 

256Kx36 256Kx36 

256Kx36 256Kx36 

4Mx36 x 

1Mx36 1Mx36 

1Mx36 x 

1Mx36 x 

256Kx36 4Mx36 

256Kx36 256Kx36 

1Mx36 4Mx36 

1Mx36 x 

1Mx36 x 

256Kx36 256Kx36 

256Kx36 256Kx36 

1Mx36 x 

1Mx36 1Mx36 

1Mx36 x 

256Kx36 256Kx36 

1Mx36 x 

1Mx36 x 

4Mx36 4Mx36 

4Mx36 x 

1Mx36 1Mx36 

1Mx36 1Mx36 

1Mx36 x 

1Mx36 x 

1Mx36 x 

4Mx36 x 

1Mx36 1Mx36 

1Mx36 1Mx36 

1Mx36 x 

16Mx36 x 

4Mx36 4Mx36 

4Mx36 x 

4Mx36 x 

1Mx36 x 

1Mx36 x 

1Mx36 1Mx36 

1Mx36 x 

4Mx36 4Mx36 

4Mx36 x 

1Mx36 x 

16Mx36 16Mx36 

16Mx36 x 

4Mx36 4Mx36 

liuEin1111 -··· Page 24 

Bank2 Bank3 

x x 

x x 

256Kx36 256Kx36 

x x 

1Mx36 x 

256Kx36 256Kx36 

x x 

1Mx36 x 

256Kx36 256Kx36 

1Mx36 1Mx36 

1Mx36 1Mx36 

1Mx36 x 

256Kx36 256Kx36 

1Mx36 x 

x x 

1Mx36 1Mx36 

1Mx36 x 

1Mx36 x 

x x 

1Mx36 1Mx36 

x x 

4Mx36 x 

1Mx36 1Mx36 

256Kx36 256Kx36 

1Mx36 x 

1Mx36 x 

1Mx36 1Mx36 

1Mx36 x 

1Mx36 1Mx36 

1Mx36 x 

1Mx36 1Mx36 

x x 

4Mx36 x 

1Mx36 1Mx36 

1Mx36 1Mx36 

4Mx36 x 

1Mx36 x 

1Mx36 x 

4Mx36 x 

1Mx36 1Mx36 

1Mx36 1Mx36 

4Mx36 x 

x x 

4Mx36 4Mx36 

4Mx36 x 

4Mx36 x 

4Mx36 4Mx36 

1Mx36 x 

1Mx36 1Mx36 

4Mx36 4Mx36 

4Mx36 4Mx36 

4Mx36 x 

4Mx36 4Mx36 

x x 

16Mx36 x 

4Mx36 4Mx36 

11 9004196 0000621 661 II 

Bank4 Banks Bank6 

x x x 

x x x 

x x x 

x x x 

x x x 

256Kx36 256Kx36 x 

x x x 

x x x 

256Kx36 256Kx36 256Kx36 

x x x 

x x x 

1Mx36 x x 

1Mx36 1Mx36 x 

1Mx36 1Mx36 x 

x x x 

x x x 

1Mx36 1Mx36 x 

1Mx36 x 1Mx36 

x x x 

1Mx36 1Mx36 x 

x x x 

x x x 

1Mx36 1Mx36 x 

1Mx36 1Mx36 1Mx36 

1Mx36 1Mx36 1Mx36 

4Mx36 x x 

1Mx36 1Mx36 x 

1Mx36 1Mx36 1Mx36 

1Mx36 1Mx36 1Mx36 

4Mx36 x 1Mx36 

1Mx36 1Mx36 1Mx36 

x x x 

x x x 

4Mx36 x x 

1Mx36 1Mx36 1Mx36 

4Mx36 x x 

4Mx36 4Mx36 x 

4Mx36 x 4Mx36 

4Mx36 x x 

4Mx36 4Mx36 x 

4Mx36 x 4Mx36 

4Mx36 x 4Mx36 

x x x 

x x x 

4Mx36 4Mx36 

4Mx36 x 4Mx36 

4Mx36 x 4Mx36 

4Mx36 4Mx36 4Mx36 

4Mx36 4Mx36 4Mx36 

4Mx36 4Mx36 4Mx36 

4Mx36 4Mx36 

4Mx36 4Mx36 4Mx36 

4Mx36 4Mx36 4Mx36 

x x x 

x x x 

4Mx36 4Mx36 4Mx36 

Bank7 Total 

x 2M 

x 4M 

x 4M 

x SM 

x 6M 

x 6M 

x BM 

x BM 

256Kx36 BM 

x 10M 

x 12M 

x 12M 

x 12M 

x 14M 

x 16M 

x 16M 

x 16M 

x 16M 

x 17M 

x 1BM 

x 20M 

x 20M 

x 20M 

1Mx36 20M 

1Mx36 22M 

x 24M 

x 24M 

1Mx36 24M 

1Mx36 26M 

x 28M 

1Mx36 28M 

x 32M 

x 32M 

x 32M 

1Mx36 32M 

x 36M 

x 40M 

x 40M 

x 4BM 

x 48M 

x 48M 

x 52M 

x 64M 

x 64M 

x 64M 

x 64M 

x 6BM 

4Mx36 72M 

4Mx36 SOM 

x 84M 

96M 

4Mx36 96M 

4Mx36 100M 

x 128M 

x 128M 

4Mx36 128M 

Index 24h[6:4, 2:0] 

000,000 

000,010 

000,001 

1 0 1 • 0 1 1 

a a a. a 1 1 

1 a a. 1 1 1 

000,101 

000,100 

1a1 • a a a 

000,110 

000,111 

101,001 

a a 1. 1a1 

a a 1. 111 

a a 1. a a 1 

001,000 

a 1a.ao1 

1a1. a 1 o 

101, 1 00 

0 10.011 

1a1. 1a1 

1a1 .111 

a 1o.1a1 

a a 1 • 1 1 a 

010,000 

0 1 1 • 0 0 1 

o 1a.1 1 1 

o 1a.o1 o 

010,100 

1 1a.o1 a 

0 10.1 1 0 

0 0 1 . 0 1 1 

o a 1 • a 1 a 

a 1 1 . o 1 1 

0 1 1 • 0 0 0 

110,100 

0 1 1 • 1 1 1 

o 1 1 . a 1 o 

0 1 1 . 101 

100,001 

011,100 

110,011 

1o1. 1 1 a 

001,100 

1aa.a11 

a 11. 1 1 a 

110.1 1 0 

100,000 

1aa.a1 a 

11a.1 11 

100. 101 

1aa.1 a a 

1 1a.1a1 

11a.aa1 

110.000 

1oa.1 1 o 
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Tables 4-9 through 4-11 describes how the DRAM address 
lines are multiplexed for different memory device types. 

Table 4-9 CPU Address to MA Bus Mapping 

Memory 
Address Column Address Row Address 

MAO A2 A13 

MA1 A3 A14 

MA2 A4 A1S 

MA3 AS A16 

MA4 A6 A17 

MAS A7 A18 

MA6 A8 A19 

MA? A9 A11 

MA8 A10 A12 

MA9 A21 A20 

MA10 A23 A22 

MA11 A2S A24 

82C802GP 

Table 4-10 CPU Address to MA Bus Mapping for 
12x8 Type Asymmetric DRAMs 

256K 512K 1M 
Mem. 
Addr. Col Row Col Row Col Row 

MAO A2 A13 A2 A13 A2 A13 

MA1 A3 A14 A3 A14 A3 A14 

MA2 A4 A1S A4 A1S A4 A1S 

MA3 AS A16 AS A16 AS A16 

MA4 A6 A17 A6 A17 A6 A17 

MAS A7 A18 A7 A18 A7 A18 

MA6 A8 A19 A8 A19 A8 A19 

MA7 - A11 - A11 A9 A11 

MA8 - A12 - A12 - A12 

MA9 - A10 - A20 - A20 

MA10 - A9 - A10 - A21 

MA11 - - - A9 - A10 

Table 4-11 CPU Address to MA Bus Mapping for 11x9 Type Asymmetric DRAMs 

256K 512K 1M 2M 4M 
Memory 
Address Col Row Col Row Col Row Col Row Col Row 

MAO A2 A13 A2 A13 A2 A13 A2 A13 A2 A13 

MA1 A3 A14 A3 A14 A3 A14 A3 A14 A3 A14 

MA2 A4 A1S A4 A1S A4 A1S A4 A1S A4 A1S 

MA3 AS A16 AS A16 AS A16 AS A16 AS A16 

MA4 A6 A17 A6 A17 A6 A17 A6 A17 A6 A17 

MAS A7 A18 A7 A18 A7 A18 A7 A18 A7 A18 

MA6 A8 A19 A8 A19 A8 A19 A8 A19 A8 A19 

MA? A9 A11 A9 A11 A9 A11 A9 A11 A9 A11 

MA8 - A12 - A12 A10 A12 A10 A12 A10 A12 

MA9 - A10 - A20 - A20 - A20 A21 A20 

MA10 - - - A10 - A21 - A22 - A22 

MA11 - - - - - - - A21 - A23 
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4. 7 Parity Generation/Detection Logic 
During local DRAM write cycles, the 82C802GP generates a 
parity bit for each byte of write data from the processor. Parity 
bits are stored into local DRAM along with each data byte. 
During a DRAM read, the parity bit is checked for each data 
byte. If the logic detects incorrect parity, the 82C802GP gen­
erates a parity error to the CPU. The parity error will invoke 
the NMI interrupt provided that parity check is enabled, Index 
21 h[5]. Parity check must also be enabled in Port B (61 h), 
bits 2 and 3. 

4.8 Refresh Logic 
The 82C802GP supports both normal and hidden refresh. 
Normal refresh refers to the classical refresh implementation 
which places the CPU on "hold" while a refresh cycle takes 
place to both the local DRAM and any AT bus memory. This 
is the default condition at power-up. However, hidden refresh 
is performed independent of the CPU and does not suffer 
from the performance restriction of losing processor band­
width by forcing the CPU into its hold state. 

Hidden refresh delivers higher system performance and is 
recommended over normal refresh. As long as the CPU does 
not try to access local memory or the AT bus during a hidden 
refresh cycle, refresh will be transparent to the CPU. The 
CPU can continue to execute from its internal cache and exe­
cute internal instructions during hidden refresh without any 
loss in performance due to refresh arbitration. If a local mem­
ory or AT bus access is required during hidden refresh, wait 
states will be added to the CPU cycle until the resource 
becomes available. Hidden refresh also separates refreshing 
of the AT bus and local DRAM. 

The DRAM controller arbitrates between CPU DRAM 
accesses and DRAM refresh cycles, while the AT bus con­
troller arbitrates between CPU accesses to the AT bus, OMA, 
and AT refresh. The AT bus controller asserts the RFSH# 
and MEMR# commands and outputs the refresh address dur­
ing AT bus refresh cycles. 

The 82C802GP implements refresh cycles to the local DRAM 
using CAS-before-RAS timing. CAS-before-RAS refresh has 
lower power consumption than RAS-only refresh (which is 
important when dealing with large memory arrays). CAS­
before-RAS refresh is used for both normal and hidden 
refresh to local memory. 

The output of internal Counter1!Timer1 (OUT1) inside the 
82C802GP is programmed as a rate generator to produce 
the periodic refresh request signal which occurs every 
15.9µs. Requests for refresh cycles are generated by two 
sources: internally by Counter1 fTimer1, or alternatively, a 16-
bit ISA master may initiate a refresh cycle. These ISA mas­
ters supply refresh cycles because the refresh controller can­
not preempt the bus master to perform the necessary refresh 
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cycles. 16-bit ISA masters that hold the bus longer than 15µs 
must supply refresh cycles. 

By programming Index 22h[O], slow refresh may be enabled 
to further divide the 15.9µs period by four to provide a 63.6µs 
"slow refresh" interval. (Slow refresh DRAMs must be used 
with the slow refresh feature.) 

4.9 Shadow RAM and BIOS Cacheability 
When using the 82C802GP, the procedures listed below 
should be followed to properly setup and configure shadow 
RAM utilities. 

1. Enable ROM CS# generation for the segment to be shad­
owed. Although the FOOOOh-FFFFFh segment defaults to 
ROMCS# generation, the C, D, and EOOOOh ROM seg­
ments must have ROMCS# enabled manually in Index 
2Dh. 

2. Enable ROM contents to be copied to into DRAM. 
Enabling shadow RAM copy enable (read from ROM, 
write to DRAM) for address range COOOOh-EFFFFh is 
controlled in Index 26h[6]. The FOOOOh-FFFFFh segment 
copy enable bit is in Index 22h[7]. These bits must be set 
so that reads to these segments will be executed out of 
the ROM and writes will be translated into DRAM. 

3. Enable shadow RAM area to permit DRAM read/write 
accesses. The next step is to enable the individual 
shadow RAM areas so that both read and write 
accesses will be executed in DRAM exclusively. At this 
point, the ROMCS# generation bits that were previously 
necessary to access the original ROM code must be dis­
abled (Index 2Dh[5:0]). These ROMCS# generation bits 
will override shadow RAM settings, which makes the dis­
abling of these bits necessary. The following registers 
control shadow RAM enabling for the individual seg­
ments. 

COOOOh-CFFFFh Index 26h[3:0] (with 16KB granularity) 
DOOOOh-DFFFFh Index 23h[3:0] (with 16KB granularity) 
EOOOOh-EFFFFh Index 23h[7:4] (with 16KB granularity) 
FOOOOh-FFFFFh Index 22h[7] (with 64KB granularity) 

(The FOOOOh-FFFFFh segment is handled uniquely; this 
segment will be shadowed, write protected, and cached 
in the L2 cache with the clearing of a single bit: Index 
22h[7].) 

4. Write protect shadow RAM areas. Generally, shadow 
RAM areas should be write protected to ensure the 
integrity of the code. This can be accomplished by set­
ting the following registers: 

26h[5] for the COOOOh-CFFFFh segment 
22h[4] for the DOOOOh-DFFFFh segment 
22h[3] for the EOOOOh-EFFFFh segment 
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5. Cache shadow RAM area in L2/L 1 caches (optional). 
Caching of the individual code segments can be accom­
plished through Indices 2Eh and 2Fh. Although write pro­
tection of these areas will still be honored in the L2 
(external) cache, the L 1 cache does not have a write pro­
tection mechanism and the ROM code may be overwrit­
ten or modified if stored in the L 1 cache. 

4.10 System ROM BIOS Cycles 
The 82C802GP supports both 8- and 16-bit EPROM cycles. 
If the system BIOS is 16 bits wide, ROMCS# should be con­
nected to MCS16# through an open collector gate indicating 
to the 82C802GP that a 16-bit EPROM is responding. The 8-
bit system BIOS resides on the XO bus. 16-bit devices are 
expected to be on the SD bus 

ROMCS# is generated by default for the system BIOS 
(FOOOO-FFFFFh) segment. In addition, Index 2Dh may be 
programmed to generate ROMCS# for the COOOOh-EFFFFh 
block with 32KB granularity. This feature is extremely useful 
when integrating various adapters on the system board. 

The 82C802GP can be programmed to access system ROM 
of 256KB size at two possible locations: 

1. At the 256KB space below 1 MB defined by OOOCOOOOh­
OOOFFFFFh. If ROM is accessed at COOOOh-FFFFFh 
area, then ROMCS# generation for this space should be 
enabled by programming Index 2Dh. 

2. At X7FBOOOOh-X7FFFFFFh or XFFBOOOOh-XFFFFFFFh 
(X =don't care) and DRAMS# is high. ROM CS# must be 
enabled. ROMCS# is enabled by setting Index 3Ah[3]. 
The MEMR# and MEMW# signals can be used for 
devices in this space also. 

4.11 AT Bus State Machine 
The AT bus state machine gains control when the 
82C802GP's decoding logic detects a non-local memory 
cycle. It monitors status signals MCS16#, IOCS16#, CHRDY, 
and NOWS# and performs the necessary synchronization of 
control and status signals between the AT bus and the micro­
processor. The 82C802GP supports 8/16-bit memory and 1/0 
devices located on the AT bus. 

An AT bus cycle is initiated by asserting ALE in AT-TS1 state. 
On the trailing edge of ALE, MCS16# is sampled for a mem­
ory cycle to determine the bus size. It then enters AT-TC 
state and provides the command signal. For an 1/0 cycle, 
IOCS16# is sampled after the trailing edge of ALE until the 
end of the command. 

Typically, the wait state for an AT 8/16-bit transaction is 5/1, 
respectively. The command cycle is extended when CHRDY 
is detected inactive, or the cycle is terminated when the zero 
wait state request signal (NOWS#) from the AT bus is active. 
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Upon expiration of the wait states, the AT state machine ter­
minates itself and passes an internal READY to the CPU 
state machine for outputting a synchronous ROY# to the 
CPU. Index 20h[2], allows for the addition of an AT cycle wait 
state. Bit 3 of this same register allows for the generation of a 
single ALE instead of multiple ALEs during bus conversion 
cycles. The AT bus state machine also routes data and 
address when an AT bus master or OMA controller accesses 
memory. 

4.12 Bus Arbitration Logic 
The 82C802GP provides arbitration between the CPU, OMA 
controller, AT bus masters, and the refresh logic. During 
OMA, AT bus master, and conventional refresh cycles, the 
82C802GP asserts HOLD to the CPU. The CPU responds to 
an active HOLD signal by generating HLDA (after completing 
its current bus cycle) and placing most of its output and 1/0 
pins in a high impedance state. After the CPU relinquishes 
the bus, the 82C802GP responds by issuing RFSH# (refresh 
cycle) or generating the appropriate DRQ (AT bus master or 
OMA cycle), depending on the requesting device. During hid­
den refresh, HOLD remains negated and the CPU continues 
its current program execution as long as it services internal 
requests or achieves cache hits (refer to the refresh section 
for additional information). 

The AT bus controller in the 82C802GP arbitrates between 
OMA/master and refresh requests, deciding which will own 
the bus once the CPU relinquishes control with the HLDA sig­
nal. The arbitration between refresh and OMA/master is 
based on a FIFO (first in-first out) priority. However, a refresh 
request (RFSH#) is internally latched and serviced immedi­
ately after the OMA or master finishes its term if queued after. 
DRQs must remain active to be serviced if a refresh request 
comes first. The MASTER# signal from the AT bus indicates 
an active AT bus master cycle. 

4.13 Local Bus Interface 
The 82C802GP allows peripheral devices to share the local 
bus with the CPU. The performance of these devices (which 
may include the video subsystem, hard disk adapters, LAN, 
and other PC/AT controllers) will dramatically increase when 
allowed to operate in this high-speed environment. These 
devices are responsible for their own address and bus cycle 
decodes and must be able to operate at the higher frequen­
cies required for operation on the local CPU bus. 

The LDEV# input signal to the 82C802GP indicates that a 
local device is intercepting the current cycle. If this signal is 
sampled at the end of the first T2 clock cycle (end of the sec­
ond T2 if ATCLK is= CLKl/6), then the 82C802GP will allow 
the responding local device to assume responsibility for the 
current local cycle. When the device has completed its opera­
tion, it must terminate the cycle by asserting ROY# or BROY# 
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to the CPU. ROY# and BROY# are bidirectional pins on the 
82C802GP and may be driven by a local bus peripheral or 
the chipset to terminate their respective cycles. 

4.14 Data Bus Conversion/Data Path 
Control Logic 

The 82C802GP performs data bus conversion when the CPU 
accesses 16- or 8-bit devices through 16- or 32-bit instruc­
tions. It also handles OMA and AT master cycles that transfer 
data between local DRAM or cache memory and locations on 
the AT bus. The 82C802GP provides all of the signals to con­
trol external bidirectional data buffers. 

4.15 Turbo/Slow Mode Operations 
The Turbo mode is controlled through Index 27h[3]. The sys­
tem will run at full speed if this bit is set to 1 and Non-turbo 
(slow) mode when this bit is set to 0. The slow mode opera­
tion is implemented by applying a periodic clock to the HOLD 
input of the CPU. OSC12 is the clock source used for this 
operation. OSC12 is internally derived from the 
14.31818MHz OSC clock input to the 82C802GP. HOLD is 
maintained for approximately two-thirds of the time, while the 
CPU is allowed to perform normal external operations during 
the remaining one-third interval. 

4.16 Fast Gate A20 and Reset Emulation 
The 82C802GP will intercept commands to Ports 60h and 
64h so that it can emulate the keyboard controller, allowing 
the generation of the fast Gate A20 and fast CPURST sig­
nals. The decode sequence is software transparent and 

requires no BIOS modifications to function. The fast Gate 
A20 generation sequence involves writing "D1h" to Port 64h, 
then writing data "02h" to Port 60h. The fast CPU "warm 
reset" function is generated when a Port 64h write cycle with 
data "FEh" is decoded. A write to Port 64h with data "DOh" will 
enable the status of Gate A20 (bit 1 of Port 60h) and the 
warm reset (bit 0 of Port 60h) to be readable. 

If the system designer wishes to delay the emulation of the 
A20M# signal or to disable the keyboard controller emulation 
function of the 82C802GP, then the following options are 
available. 

1. Index 2Ah[3] can be used to delay assertion of the 
A20M# signal. If this bit is set to 1, then A20M# will be 
asserted after a delay of 40µs. If this bit is reset to 0, 
then A20M# assertion will not be delayed. 

2. Emulation will be disabled if HLBL TH# (pin 55) is sam­
pled low (strap option) at the rising edge of PWRGD. A 
pull-down resistor of 1 Kohm on the HLBL TH# signal can 
be used. If keyboard controller emulation is disabled, 
then pin A20M# will function as a keyboard reset input to 
the 82C802GP and must be connected to the appropri­
ate output of the keyboard controller. Whenever the key­
board controller asserts this signal, the 82C802GP will 
relay it to the CPU over its CPURST signal. The function 
of the 82C802GP's pin 52 depends on the state of the 
HLBL TH# signal at the rising edge of PWRGD: 

Pin 55 = 0: Pin 52 = KBD-RST# Input 
Pin 55 = 1: Pin 52 = A20M# Output 

Figure 4-2 shows a block diagram of disabling keyboard emu­
lation and the A20M# and reset signal connections. 

Figure 4-2 Disable Keyboard Emulation, A20M# and Reset Connection 
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82C802GP 

CPURST 
115 

A20M# 

J~ 52 
KBD-RST# 
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4.17 Special Cycles 
The 486 microprocessor provides special bus cycles to indi­
cate that certain instructions have been executed, or certain 
conditions have occurred internally. Special cycles such as 
shutdown and halt cycles are covered by dedicated handling 
logic in the 82C802GP. This logic decodes the CPU bus sta­
tus signals MIO#, DC#, and WR# and executes the appropri­
ate action. 

4.18 Power Management Features 
The 82C802GP along with OPTi's 82C602 Buffer Device pro­
vides for an optimum GREEN solution. The 82C602 provides 
a GREEN power management port for controlling desktop 
subsystems which may include clock control to the CPU's 
clock (STPCLK# signal to the CPU) to monitor shutdown con­
ditions. 

The 82C802GP provides a Green Event Timer (GET) used to 
activate the AUTO_GREEN or SMl_GREEN modes. The 
GET can be reloaded by any IRQ, local bus, OMA request, 
keyboard, video, and hard/floppy disk accesses. It can also 
be reloaded by a programmable 1/0 subsystem activity and 
an optional external source. 

The AUTO_GREEN mode is available for dynamic CPUs 
which do not support the SMI protocol. The SMl_GREEN 
mode enables a much higher degree of software control for 
GREEN capabilities. This SMl_GREEN mode requires CPUs 
that support SMM. Intel, AMO, and Cyrix CPUs are sup­
ported. 
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4.18.1 System Activity Detection 
The GET countdown timer will reload under the following 
events: (Selection of these events are fully programmable in 
the 82C802GP's index registers.) 

• All IRQs 

• One programmable 1/0 range 

• LDEV# and LREQ# signals from the VESA local bus 

• All DREQs 

• Keyboard access: 

- 1/0 Ports 60h and 64h 

• Video access: 
- OAOOOO-OBFFFF address trap (graphics buffer) 

- 1/0 Port 380h-30Fh (VGA command registers) 

• Hard/floppy disk access: 
- 1/0 Port 1FOh-1F7h and/or 3F6h, 170h-177h (hard disk) 

- 1/0 Port 3F5h (floppy) 

• External EPMI source: 
- Additional input pin to the 82C802GP from an external 

PMI source 

• All interrupt vector addresses (OOh-OFFh, corresponding to 
address OOh-3FFh) with two maskable vector addresses 

Any of the following conditions will allow the system to return 
to the NORMAL state if the event was programmed to allow 
the system to go into the GREEN mode. 

• All IRQs 

• External EPMI 

• One programmable 1/0 

• Keyboard access 

• Video access 

• Hard/floppy disk access 

• External EPMI source 

• All interrupt vector addresses 

11•rr1nm1 
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4.18.2 Definition of Power Management Modes 
The following subsections define the various power manage­
ment modes used when configuring systems with OPTi's 
82C802GP and 82C602 to run in the AUTO_GREEN and 
AUTO_SMI modes. 

4.18.2.1 NORMAL Mode 
In this mode, the system is running at full speed. No power 
management features have been activated. 

4.18.2.2 AUTO_GREEN Mode 
This mode is used to accommodate non-SLe CPUs. It allows 
for power management through hardware control. The 
AUTO_GREEN mode is entered when either the chipset's 
GET expires or an EPMI# occurs. The 82C802GP automati­
cally switches the AT bus clock to the asynchronous mode 
(which is derived from the 14.318MHz clock). It then sends 
PPEN# to the 82C602's PPEN# pin. This sends the 
82C802GP's GREEN Latch Register, EAh, onto the SD[3:0] 
bus and allows the 82C602's Green Power Management 
(GPM) Port to latch this on its outputs. These outputs support 
some power management functions such as sending a SLW­
CLK# bit to a clock synthesizer to slow the CPU's clock within 
specification. They may also be used to control shutdown of 
the monitor and other system peripherals. 

The system can resume from the AUTO_GREEN mode by 
any event programmed in the System Activity Registers. 
PPEN# latches Index EBh's contents onto the GPM Port of 
the 82C602. While returning to the NORMAL mode, the CPU 
clock first runs at full speed for 20ms before the AT bus clock 
is switched back to the synchronous mode. Figure 4-3 gives 
a flowchart for the AUTO_GREEN mode. 

4.18.2.3 SMl_GREEN Mode 
The SMl_GREEN mode is used to accommodate SMI sup­
ported CPUs. It allows power management through the SMI# 
protocol. After either the GET expires, an EPMI# occurs, or a 
forced SMI (Index E1h[3]) happens, an SMI# is generated 
from the 82C802GP to the CPU. The 82C802GP flushes the 
L 1 cache and then remaps all 3XXXX memory accesses with 
the assertion of SMIACT#. The CPU will save all of its inter­
nal registers and then begin executing the SMI code. In the 
SMI code, the 82C602's GPM Port can be written to via Index 
FAh. This register can control the CPUCLK, STPCLK#, and 
monitor syncs. 

The system can resume out of the SM I_ GREEN mode by any 
event programmed in the System Activity Register. During 
this resume state, the system can be allowed to return to the 
NORMAL mode. The CPU clock first runs at full speed for 
20ms before the AT bus clock is switched back to the syn­
chronous mode. Figure 4-4 shows a flowchart of the 
SMl_GREEN Mode. 

.. 9004196 0000627 08T .. 

Figure 4-3 AUTO_GREEN Mode Flowchart 

Wait20ms 

ATCLK =Synch 
mode 

PPEN# latches 
register EBh's 
contents onto 

GPM 

Activity occurs 
GET reloads 

Green Event Timer 
expires or an 
EPMI# occurs 

ATCLK = Asynch 
mode 

(14.318MHz/2) 

• CPUCLK = Full speed 

• ATCLK =Synch mode 

• GPM Port= All set (all pwr 
mgmt =off) 

• Set F9h[6] to allow PPEN# 
to latch data on Index EAh 
to the 82C602's FAh regis­
ter 

• ATCLK = Asynch mode 

PPEN# latches 
- SLWCLK# activated 
- STPCLK# activated 
- Contents in 

AUTO_GREEN mode, 
PPEN# latches regis­
ter's EAh contents onto 
GPM 
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Figure 4-4 SMl_GREEN Mode Flowchart 

Wait20ms 

ATCLK =Synch 
mode 

Write to Power Port 
to activate peripherals 

SMIACT# 
deactivated 

Resume (RSM) instruction 
CPU restores state 

Set bit 3 of 
Index EOh 

PPEN# latches register 
EBh's contents onto 

the GPM Port 

Which releases the CPU 
from STPGNT state 

• CPUCLK = Full speed 

• ATCLK =Synch mode 

• GPM Port= All set to default values 

• Clear bit 6 of Index F9h 

Green Event Timer expires, 
an EPMI# occurs, 

Event 

or a forced SMI# occurs 

• SMI# pin activated to CPU 

• If L 1 WB cache, FLUSH# activated to CPU, L 1 cache writ­
ten back to update stale data before remap occurs - if not, 
L 1 not WB - skip this 

• SMIACT# activated by CPU to chipset 

• If L 1 WT cache, FLUSH# activated to CPU - if not, L 1 not 
WT - skip this step 

CPU saves state and switches to SMM mode 

CPU runs SMI handler 

• Load Index EBh with the correct resume values 

• Set bit 6 of Index F9h 

May access 82C602's Green Port control pins to shutdown 
monitor or power planes (by writing to Index FAh) 

Notes: 1. For back-to-back SM ls, a 6µs delay will prevent another SMI from triggering. 
2. For SRESET occurring during resume, a 14µs (or 64 CPU clock cycles) delay has been added before the SRESET 

can occur, after SMIACT# goes away. 
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4.18.2.4 SMl_ GREEN Mode - AMO and Cyrix CPU 
Support 

In the Cyrix and AMO SMM implementation (hereafter 
referred to as AMO-style), the SMI# signal needs to be bidi­
rectional and therefore the current SMl#/PPEN# pin on 
82C802GP cannot be used to support the AMO/Cyrix power 
management. A different pin is used as the SMI# input/output 
to the 82C802GP in AMO-style of SMM implementations. 

The desired mode of operation can be selected by program­
ming Index 31 h[O]. The default value is 0 (Intel-style). If this 
bit is set to 1, the 82C802GP configures itself for AMO-style 
SMM operation. The following table describes the pins and 
their functions for both Intel and AMO-style SMM implemen­
tations. 

Table 4-12 SMM Implementations 

Pin 
No. Intel-Style Function AMO-Style Function 

157 FLUSH# SMI# 

156 SMIACT# SMIAOS# 

160 SMI# I PPEN# PPEN# 

SMIROY# of the AMO CPU can be connected to the ROY# 
pin of the 82C802GP. SMIROY# is not available in the Cyrix 
CPUs. 

When the 82C802GP is configured for AMO-style SMM pro­
tocol, it will assert SMI# till the CPU acknowledges by assert­
ing SMIAOS#. The 82C802GP will then release SMI#. The 
CPU is expected to continue asserting SMI# till completion of 
SMM. When the 82C802GP finds that the CPU has released 
the SMI# line, it will turn around and continue to drive it high 
till the next time SMI# has to be asserted. 

The register at Index 30h is the CPU SMM Memory Remap 
Register. Bits [7:4] should be programmed with the segment 

that is to be remapped to AOOOh segment during SMM. Bits 
[3:0] should be programmed with the segment that is to be 
remapped to BOOOh segment during SMM. For example, a 
value of 12h at Index 30h would cause 1000:0 to be 
remapped to AOOO:O and 2000:0 to be remapped to BOOO:O 
for CPU accesses only. Each nibble of this register can take 
values from 0 to 9. Any other value (e.g., Ah, Bh .. Fh) is ille­
gal. The default value in this register is 34h. 

In the AMO-style of SMM operation, the remap would occur 
for addresses that are qualified with SMIAOS#. In the Intel­
style SMM, the remap would occur when SMIACT# is 
asserted. 

4.19 Auto Clock Detection 
With the introduction of doubler and tripler CPUs, it is cum­
bersome to figure the CPU's external clock by doing software 
loops. To calculate the correct CPU frequency, the 
82C802GP provides a hardware method to detect the CPU 
clock frequency. This done by using OSC (14.31818MHz) as 
a reference source and counting the CLKI input. The result is 
shown in the read only register at Index 3Fh (refer to Table 4-
14). This detection logic will work for frequencies from 1 to 
76M Hz. Table 4-13 is an outline of the program model to be 
used. 

Table 4-13 Programming Model 

Write to 03Fh to Port 22h 

Write to Port 24h (data is ignored) 

Loop: Write 03Fh to Port 22h 

Read from Port 24h 

Check valid bit (bit 7 of Register 3Fh) 

Loop if invalid 

Return valid frequency 

Table 4-14 Auto Clock Detection Register - Index 3Fh 

Bit(s) Type Default Function 

7 RO 0 Valid Bit: This bit validates 7-bit operating frequency. This bit in conjunction with 7-bit frequency 
data provides predefined operation frequency. This bit is read only. 

0 =Invalid 1 =Valid 

6:0 RO These bits together with bit 7 provide valid operating frequency to the system. The software 
should check the valid bit before reading the operating frequency. These bits are read only. 

0000000 =OM Hz or Invalid 0010001=17MHz 1000001 = 65MHz 
0000001 = 1MHz 0010010 = 18MHz ........................... ........................... 
0000010 = 2MHz ............................ ···························· ···························· ............................ 
0000011 = 3MHz ···························· 1001001 = 73MHz ............................ 
............................ 0100000 = 32MHz 1001010 = 74MHz ............................ 
............................ . ........................... 1001011 = 75MHz ............................ . ........................... 
0010000 = 16MHz 1000000 = 64MHz 1001100 = 76MHz 
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4.20 Internal Peripherals Controller 
The following subsections give detailed operational informa­
tion about the 82C802GP's internal peripherals controller 
(IPC). 

4.20.1 Top Level Decoder and Configuration 
Register 

The I PC's top level decoder provides eight separate enables 
to various internal subsystems. The following is a truth table 
for the top level decoder. 

Address Range 
OOOh-OOFh 
020h-021 h 
022h-023h 
040h-043h 
080h-08Fh 
OAOh-OA1h 
OCOh-ODFh 

Selected Device 
DMA8 - 8-bit DMA Controller 
INTC1 - Interrupt Controller 1 
CONFIG - Configuration Register 
CTC - Counterffimer 
DMAPAGE - DMA Page Register 
INTC2 - Interrupt Controller 2 
DMA16 - 16-Bit DMA Controller 

Refer to Section 5.8 to program the various IPC registers. 

4.20.2 OMA Subsystem 
The IPC contains two 8237 DMA controllers. Each controller 
is a four channel DMA device which will generate the memory 
address and control signals necessary to transfer data 
between a peripheral device and memory directly. The two 
DMA controllers are internally cascaded to provide four DMA 
channels for transfers to 8-bit peripherals (DMA8) and three 
channels for transfers to 16-bit peripherals (DMA16). Chan­
nel 0 of DMA16 provides the cascade interconnection of the 
two DMA controllers, hence maintaining PC/AT compatibility. 
Hereafter, the description of the DMA subsystem pertains to 
both DMA8 and DMA 16 unless otherwise noted. 

Table 4-15 gives the 1/0 address map of the I PC's DMA sub­
system. The mapping is fully PC/AT compatible. 

4.20.2.1 OMA Operation 
During normal operation, the DMA subsystem of the IPC will 
be in one of three modes: the Idle mode, Program mode, or 
the Active mode. When the DMA controller is in the Idle 
mode, it only executes the S1 idle state cycles. The DMA 
controller will remain in the Idle mode unless it has been ini­
tialized to work and one of the DMA request pins has been 
asserted. In this case, the DMA controller will exit the Idle 
mode and enter the Active mode. The DMA controller will 
also exit the Idle mode and enter the Program mode when 
the CPU attempts to access its internal registers. 
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4.20.2.1.1 Idle Mode 
If no peripheral requests seNice, the DMA subsystem will 
enter the Idle mode and perform only S1 idle states. During 
this time, the IPC will sample the DREQ input pins every 
clock cycle to determine if any peripheral is requesting a 
DMA seNice. The internal select from the top level decoder 
and HLDA input pin will also sample at the same time to 
determine if the CPU is attempting to access the internal reg­
isters. With either of the above conditions, the DMA sub­
system will exit the Idle mode and enter either the Program 
or Active mode. Note that the Program mode has priority over 
the Active mode since a CPU cycle has already started 
before the DMA was granted use of the bus. 

4.20.2.1.2 Program Mode 
The DMA subsystem will enter the Program mode whenever 
HLDA is inactive and an internal select from the top level 
decoder is active. During this time, the address lines A[3:0] 
become inputs if DMA8 is selected or A[4:1] become inputs if 
DMA 16 is selected. These address inputs are used to 
decode which registers in the DMA controller are to be 
accessed. The IOR# and IOW# signals are used to select 
and time the CPU reads or writes. When DMA16 is selected, 
AO is not used to decode and is ignored. Due to the large 
number and size of the internal registers of the DMA control­
ler, an internal byte pointer flip-flop is used to supplement the 
addressing of the 16-bit word and count address registers. 
This byte pointer is used to determine the upper or lower byte 
of word count and address registers and is cleared by a hard­
ware reset or a master clear command. It may also be set or 
cleared by the CPU's set byte pointer flip-flop or clear byte 
pointer flip-flop commands. 

The DMA subsystem supports some special commands 
when in the Program mode. These commands do not use the 
data bus, but are derived from a set of address, the internal 
select, and IOR# or IOW#. These commands are listed at the 
end of Table 4-15. Erratic operation of the IPC can occur if a 
request for seNice occurs on an unmasked DMA channel 
which is being programmed. The channel should be masked 
or the DMA should be disabled to prevent the IPC from 
attempting to seNice a peripheral with a channel which is 
only partially programmed. 
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Table 4-15 OMA 1/0 Address Map 

Address 

DMAB 

OOOh 

001h 

002h 

003h 

004h 

005h 

006h 

007h 

008h 

009h 

OOAh 

OOBh 

OOCh 

OODh 

OOEh 

OOFh 
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DMA16 

OCOh 

OC2h 

OC4h 

OC6h 

OC3h 

OCAh 

OCCh 

OCEh 

ODOh 

OD2h 

004h 

006h 

008h 

OD Ah 

ODCh 

OOEh 

Operation 

XIOR# XIOW# 

0 1 
0 1 
1 0 
1 0 

0 1 
0 1 
1 0 
1 0 

0 1 
0 1 
1 0 
1 0 

0 1 
0 1 
1 0 
1 0 

0 1 
0 1 
1 0 
1 0 

0 1 
0 1 
1 0 
1 0 

0 1 
0 1 
1 0 
1 0 

0 1 
0 1 
1 0 
1 0 

0 1 
1 0 

0 1 
1 0 

0 1 
1 0 

0 1 
1 0 

0 1 
1 0 

0 1 
1 0 

0 1 
1 0 

0 1 
1 0 
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Byte Pointer 

0 
1 
0 
1 

0 
1 
0 
1 

0 
1 
0 
1 

0 
1 
0 
1 

0 
1 
0 
1 

0 
1 
0 
1 

0 
1 
0 
1 

0 
1 
0 
1 

x 
x 
x 
x 

x 
x 
x 
x 
x 
x 
x 
x 
x 
x 
x 
x 

Register Function 

Read Channel O's current address low byte 
Read Channel O's current address high byte 
Write Channel O's base and current address low byte 
Write Channel O's base and current address high byte 

Read Channel O's current word count low byte 
Read Channel O's current word count high byte 
Write Channel O's base and current word count low byte 
Write Channel O's base and current word count high byte 

Read Channel 1's current address low byte 
Read Channel 1's current word count high byte 
Write Channel 1 's base and current address low byte 
Write Channel 1 's base and current address high byte 

Read Channel 1's current word count low byte 
Read Channel 1's current word count high byte 
Write Channel 1 's base and current word count low byte 
Write Channel 1 's base and current word count high byte 

Read Channel 2's current address low byte 
Read Channel 2's current address high byte 
Write Channel 2's base and current address low byte 
Write Channel 2's base and current address high byte 

Read Channel 2's current word count low byte 
Read Channel 2's current word count high byte 
Write Channel 2's base and current word count low byte 
Write Channel 2's base and current word count high byte 

Read Channel 3's current address low byte 
Read Channel 3's current address high byte 
Write Channel 3's base and current address low byte 
Write Channel 3's base and current address high byte 

Read Channel 3's current word count low byte 
Read Channel 3's current word count high byte 
Write Channel 3's base and current word count low byte 
Write Channel 3's base and current word count high byte 

Read Status Register 
Write Command Register 

Read DMA Request Register 
Write DMA Request Register 

Read Command Register 
Write single bit OMA Request Mask Register 

Read Mode Register 
Write Mode Register 

Set byte pointer flip-flop 
Clear byte pointer flip-flop 

Read Temporary Register 
Master clear 

Clear Mode Register counter 
Clear all OMA Request Mask Register bits 

Read all OMA Request Mask Register bits 
Write all OMA Request Mask Register bits 

912-3000-029 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 



I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 
I 

I 

I 

I 

I 

I 

4.20.2.1.3 Active Mode 
The OMA subsystem will enter the Active mode whenever a 
software request occurs or a OMA request occurs on an 
unmasked channel which has already been programmed. An 
example of this would be a OMA read cycle. After receiving a 
DREQ, the IPC will issue HOLD to the CPU. Until an HLDA is 
returned from the CPU, the OMA subsystem will remain in an 
idle state. On the next clock cycle, the OMA will exit the idle 
state and enter an SO state. During SO, the OMA will resolve 
priority and issue DACK on the highest priority channel which 
is requesting service. The OMA then enters the S1 state 
where the multiplexed addresses are output and latched. 
Next, the OMA enters the S2 state where the IPC asserts the 
MEMR# command. Then the OMA will enter the S3 state 
where the IPC asserts the IOW# command. The OMA will 
then remain in the S3 state until the wait state counter has 
expired and IOCHRDY is high. Note that at least one addi­
tional S3 will occur unless compressed timing is pro­
grammed. Once a ready condition is detected, the OMA will 
enter S4 where MEMR# and IOW# are negated. 

In the Compressed and Demand modes, subsequent trans­
fers will begin in S2 unless the intermediate addresses 
require updating. In these subsequent transfers, the lower 
addresses are changed in S2. 

4.20.2.2 OMA Transfer Modes 
There are four transfer modes supported by the OMA sub­
system: Single, Block, Demand, and Cascade. The OMA 
subsystem can be programmed on a channel-by-channel 
basis to operate in one of these four modes. 

4.20.2.2.1 Single Transfer Mode 
In the Single Transfer mode, the OMA will execute only one 
cycle at a time. DREQ must be held active until DACK 
becomes active in order to be recognized. If DREQ is held 
active throughout the Single Transfer, the IPC will negate 
HOLD and release the bus to the system once the transfer is 
complete. After HLDA has gone inactive, the IPC will again 
assert HOLD and execute another transfer on the same 
channel unless a request from a higher priority channel has 
been received. 

During the Single Transfer mode, the CPU is ensured of at 
least one full machine cycle execution between OMA trans­
fers. Following each transfer, the Word Count Register is 
decreased and the Address Register is increased or 
decreased (depending on the DEC bit of the Mode Register). 
When the word count decrements from OOOOh to FFFFh, the 
terminal count bit in the Status Register is set and a pulse is 
output to the TC pin. If auto-initialization is selected, the 
channel will reinitialize itself for the next service - otherwise, 
the OMA will set the corresponding OMA request bit mask 
and suspend transferring on that channel. 
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4.20.2.2.2 Block Transfer Mode 
In the Block Transfer mode, the OMA will begin transfers in 
response to either a DREQ or a software reset. If DREQ 
starts the transfer, it needs to be held active until DACK 
becomes active. The transfers will continue until the word 
count decrements from OOOOh to FFFFh, at which time the 
TC pin is pulsed and the terminal count bit in the Status Reg­
ister is set. Once more, an auto-initialization will occur at the 
end of the last service if the channel has been programmed 
to do so. 

4.20.2.2.3 Demand Transfer Mode 
In the Demand Transfer mode, the OMA will begin transfers 
in response to the assertion of DREQ and will continue until 
either the terminal count is reached or DREQ becomes 
active. The Demand Transfer mode is normally used for 
peripherals which have limited buffering capacity. The periph­
eral can initiate a transfer and continue until its buffer capac­
ity is exhausted. The peripheral may then re-establish service 
by again asserting DREQ. During idle states between trans­
fers, the CPU is released to operate and can monitor the 
operation by reading intermediate values from the Address 
and Word Count Registers. Once DREQ is negated, higher 
priority channels are allowed to intervene. Reaching the ter­
minal count will result in the generation of a pulse on the TC 
pin, the setting of the terminal count bit in the Status Register, 
and auto-initialization if programmed to do so. 

4.20.2.2.4 Cascade Mode 
The Cascade mode is used to interconnect more than one 
OMA controller to extend the number of OMA channels while 
preserving the priority chain. While in this mode, the master 
OMA controller does not generate address or control signals. 
The DREQ and DACK signals of the master are used to inter­
face the HOLD and HLDA signals of the slave OMA devices. 
Once the master has received an HLDA from the CPU in 
response to a DREQ caused by the HOLD from a slave OMA 
controller, the master OMA controller will ignore all inputs 
except HLDA from the CPU and DREQ on the active chan­
nel. This prevents conflicts between the OMA devices. 

Figure 4-5 shows the cascade interconnection for two levels 
of OMA devices. Note that Channel 0 of OMA 16 is internally 
connected for the Cascade mode to DMA8. Additional 
devices can be cascaded to the available channels in either 
DMA8 or OMA 16 since the Cascade mode is not limited to 
two levels of OMA controllers. 

When programming cascaded controllers, begin with the 
device which is actually generating HRQ to the system (first 
level device) and then proceed to the second level devices. 
RESET causes the DACK outputs to become active low and 
are placed in the inactive state. To allow the internal cascade 
between DMAB and DMA16 to operate correctly, the active 
low state of DACK should not be modified. The first level 
device's OMA request mask bits will prevent the second level 
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cascaded devices from generating unwanted hold requests 
during the initialization process. 

4.20.2.3 Transfer Types 
There are three types of transfers: 

• Read Transfers 
• Write Transfers 
• Verify Transfers 

The Single, Block, and Demand Transfer modes can perform 
any of the three transfer types. 

Read Transfers move data from memory to an 1/0 peripheral 
by generating the memory address and asserting MEMR# 
and IOW# during the same transfer cycle. 

Write Transfers move data from an 1/0 peripheral to memory 
by generating the memory address and asserting MEMW# 
and IOR# during the same transfer cycle. 

Verify Transfers are pseudo transfers. In this type of transfer, 
the OMA will operate as in Read or Write Transfers by gener­
ating HOLD, DACK, memory addresses and respond to the 
terminal count, but it does not activate the memory or 110 

Figure 4-5 Cascade Mode Interconnect 

command signals. Since no transfer actually takes place, 
IOCHRDY is also ignored during Verify Transfers. 

In addition to the three transfer types mentioned above, there 
is also a memory-to-memory transfer which can only be used 
on OMA Channels 0 and 1. The memory-to-memory transfer 
is used to move a block of memory from one location in mem­
ory to another. OMA Channels O and 1 may be programmed 
to operate as memory-to-memory channels by setting a bit in 
the OMA Command Register. Once programmed, the trans­
fer can be started by generating either a software or an exter­
nal request to Channel 0. During the transfer, Channel 0 
provides the address for the source block during the memory 
write portion of the same transfer. During the read portion of 
the transfer, a byte of data is latched in the internal Tempo­
rary Register of the OMA. The contents of this register are 
then output on the SD[7:0] output pins during the write portion 
of the transfer and subsequently written to the memory loca­
tion. Channel O may be programmed to maintain the same 
source address on every transfer. This allows the CPU to ini­
tialize large blocks of memory with the same value. The OMA 
subsystem will continue performing transfers until Channel 1 
reaches the terminal count. 

r---------------- -, 
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4.20.2.3.1 Auto-initialization 
The Mode Register of each OMA channel contains a bit 
which will cause the channel to reinitialize after reaching the 
terminal count. During auto-initialization, the Base Address 
and Base Word Count Registers (which were originally pro­
grammed by the CPU) are reloaded into the Current Address 
and Current Word Count Registers. The Base Registers 
remain unchanged during OMA active cycles and can only be 
changed by the CPU. If the channel has been programmed to 
auto-initialize, the request mask bit will remain cleared upon 
reaching the terminal count. This allows the OMA to continue 
operation without CPU intervention. In memory-to-memory 
transfers, the Word Count Registers of Channels 0 and 1 
must be programmed with the same starting value for full 
auto-initialization. 

4.20.2.3.2 DREQ Priority 
The IPC supports two types of software programmable prior­
ity schemes: fixed and rotating. Fixed priority assigns priority 
based on channel position. With this method, Channel 0 is 
assigned the highest priority and Channel 3 is the lowest. 
After the recognition of any one channel for service, the other 
channels are prevented from interfering with that service until 
it is completed. 

In the rotating priority scheme, the ordering of priority from 
Channel 0 to Channel 3 is maintained, but the actual assign­
ment of priority changes. The channel most recently serviced 
will be assigned the lowest priority and since the order of pri­
ority assignment remains fixed, the remaining three channels 
rotate accordingly. Table 4-16 shows the rotating priority 
scheme. In cases where multiple requests occur at the same 
time, the IPC will issue HOLD but will not freeze the priority 
logic until HLDA is returned. After HLDA becomes active, the 
priority logic is frozen and DACK is asserted on the highest 
requesting channel. Priority will not be reevaluated until 
HLDA has been deactivated. 

Table 4-16 Rotating Priority Scheme 

Priority First Arbitration 

Highest Channel 0 

Channel 1 - Cycle Grant 

Channel 2 

Lowest Channel 3 

Channel X = Requested Channel 
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4.20.2.3.3 Address Generation 
During active cycles of the OMA, eight intermediate bits of the 
address are multiplexed onto the data lines. This reduces the 
number of pins required by the OMA subsystem. During an 
S1 state, the intermediate addresses are output on data lines 
SD[7:0]. These addresses should be externally latched and 
used to drive the system address bus. Since DMA8 is used 
for 8-bit transfers and OMA 16 is used for 16-bit transfers, a 
one bit skew occurs in the intermediate address fields. DMA8 
will therefore output address on A[15:8] on the data bus at 
this time whereas DMA16 will output A[16:9]. A separate set 
of latch and enable signals are provided for both DMA8 and 
DMA16 to accommodate the address skew. 

During 8-bit DMA transfers in which DMA8 is active, the IPC 
will output the lower eight bits of address on A[7:0]. A[23:16] 
are also generated at this time from a OMA page register in 
the IPC. Note that A 16 is output on the A 16 pin of the device. 

During 16-bit OMA transfers in which DMA16 is active, the 
IPC will output the lower eight bits of address on A[8:1]. 
A[23:17] are also generated at this time from a OMA page 
register in the IPC. Note that AO and A 16 remain tristated 
during 16-bit DMA transfers 

The OMA page registers are a set of 16 8-bit registers in the 
IPC which are used to generate the high order addresses 
during OMA cycles. Only eight of the registers are actually 
used, but all 16 were included to maintain PC/AT compatibil­
ity. Each OMA channel has a page register associated with it 
except Channel 0 of DMA16 which is used for cascading to 
DMA8. Assignment of each of these registers is shown in 
Table 4-17 along with its CPU 110 read/write address. 

Second Arbitration Third Arbitration 

Channel 2 - Cycle Grant Channel 3 ~ Cycle Grant 

Channel 3 Channel 0 

Channel 0 Channel 1 

Channel 1 Channel2 
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During Demand and Block Transfers, the IPC generates mul­
tiple sequential transfers. For most of these transfers, the 
information in the external address latches will remain the 
same, thus eliminating the need to be relatched. Since the 
need to update the latches occurs only when a carry or bor­
row from the lower eight bits of the address counter exists, 
the IPC will only update the latch contents when necessary. 
The IPC execute an S1 state only when necessary and 
improve the overall system throughput. 

Table 4-17 OMA Page Register 1/0 Address Map 

110 Addr Type Register Function 

080h R/W Unused 

081h R/W DMA8 Channel 2 (DACK2) 

082h R/W DMA8 Channel 3 (OACK3) 

083h R/W DMA8 Channel 1 (DACK1) 

084h R/W Unused 

085h R/W Unused 

086h R/W Unused 

087h R/W OMA8 Channel 0 (DACKO) 

088h R/W Unused 

089h R/W OMA 16 Channel 2 (DACK6) 

08Ah R/W OMA 16 Channel 3 (DACK?) 

08Bh R/W DMA 16 Channel 1 (OACKS) 

08Ch R/W Unused 

08Dh R/W Unused 

08Eh R/W Unused 

08Fh R/W DRAM Refresh Cycle 

4.20.2.3.4 Compressed Timing 
The OMA subsystem in the IPC can be programmed to trans­
fer a word in as few as two DMA clock cycles. Normal trans­
fers require four DMA clock cycles since S3 is executed twice 
(due to the one wait state insertion). In systems capable of 
supporting higher throughput, the IPC can be programmed to 
omit one S3 and assert both commands in S2. S2 begins the 
cycle by generating the address and asserting both com­
mands. One S3 cycle is executed and the cycle terminates in 
S4. If compressed timing is selected, TC will be output in S2 
and S1 cycles which will be executed as necessary to update 
the address latch. Note that compressed timing is not allowed 
for memory-to-memory transfers. 
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4.20.3 OMA Register Descriptions 
The following subsections are descriptions of the IPC's inter­
nal peripherals controller DMA registers. The complete bit 
descriptions to these registers can be found in Section 5.0, 
Register Descriptions. 

4.20.3.1 Current Address Register 
Each OMA channel has a 16-bit Current Address Register 
which holds the address used during transfers. Each channel 
can be programmed to increment or decrement this register 
whenever a transfer is completed. This register can be read 
or written by the CPU in consecutive 8-bit bytes. If auto-initial­
ization is selected, this register will be reloaded from the 
Base Address Register upon reaching the terminal count in 
the Current Word Count Register. Channel O can be pre­
vented from incrementing or decrementing by setting the 
address hold bit in the Command Register. 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

4.20.3.2 Current Word Count Register I 
Each channel has a Current Word Count Register which 
determines the number of transfers. The actual number of I 
transfers performed will be one greater than the value pro-
grammed into the register. The register is decremented after I 
each transfer until it goes from O to FFFFh. When this roll-
over occurs, the IPC will generate TC and either suspend the I 
operation on that channel and set the appropriate request 
mask bit, or auto-initialize and continue. I 
4.20.3.3 Base Address Register 
Associated with each Current Address Register is a Base 
Address Register. This is a write-only register which is loaded 
by the CPU when writing to the Current Address Register. 
The purpose of this register is to store the initial value of the 
Current Address Register for auto-initialization. The contents 
of this register are loaded into the Current Address Register 
whenever the terminal count is reached and the auto-initialize 
bit is set. 

4.20.3.4 Base Word Count Register 
This register preserves the initial value of the Current Word 
Count Register. It too is a write-only register which is loaded 
by writing to the Current Word Count Register. The Base 
Word Count Register is loaded into the Current Word Count 
Register during auto-initialization. 

4.20.3.5 Command Register 
The Command Register controls the overall operation of the 
OMA subsystem. This register can be read or written by the 
CPU and is cleared by either a reset or master clear com­
mand. 
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4.20.3.6 Mode Register 
Each OMA channel has a Mode Register associated with it. 
All four Mode Registers reside at the same 1/0 address. Bits 
0 and 1 of the Write Mode Register command determine 
which channel Mode Register gets written. The remaining six 
bits control the mode of the selected channel. Each channel 
Mode Register can be read by sequentially reading the Mode 
Register location. A Clear Mode Register Counter command 
is provided to allow the CPU to restart the mode read process 
at a known point. During mode read operations, bit 0 and 1 
will both equal 1. 

4.20.3.7 Request Register 
This 4-bit register is used to generate software requests 
(OMA service can be requested either externally or under 
software control). Request Register bits can be set or reset 
independently by the CPU. The register mask has no effect 
on software generated requests. All four bits are read in one 
operation and appear in the lower four bits of the byte. Bits 7 
through 4 are read as 1 s. All four request bits are cleared to 0 
by a reset. 

4.20.3.8 Request Mask Register 
The Request Mask Register is a set of four bits which are 
used to inhibit external OMA requests from generating trans­
fer cycles. This register can be programmed in two ways. 
Each channel can be independently masked by writing to the 
Write Single Mask bit location. 

Alternatively, all four mask bits can be programmed in one 
operation by writing to the write all mask bits address. 

All four mask bits are set following a reset or a Master Clear 
command. Individual channel mask bits will be set as a result 
of the terminal count being reached, if auto-initialize is dis­
abled. The entire register can be cleared, enabling all four 
channels by performing a Clear Mask Register operation. 

4.20.3.9 Status Register 
The status of all four channels can be determined by reading 
the Status Register. Information is available to determine if a 
channel has reached the terminal count and whether an 
external service request is pending. 
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4.20.3.10 Temporary Register 
The Temporary Register is used as a temporary holding reg­
ister for data during memory-to-memory transfers. The regis­
ter is loaded during the first cycle of a memory-to-memory 
transfer from SD(?:O]. During the second cycle of the transfer, 
the data in the Temporary Register is output on the SD[7:0] 
pins. Data from the last memory-to-memory; transfer will 
remain in the register. 

4.20.4 Special Commands 
Five special commands are provided to make the task of pro­
gramming the IPC easier. These commands are activated as 
a result of a specific address and assertion of either IOR# or 
IOW#. For these special commands, the data bus is ignored 
by the IPC whenever an IOW# activated command is issued. 
Data returned on IOR# activated commands is undefined. 

• Clear Byte Pointer Flip-Flop: This command is normally 
executed prior to reading or writing to the Address or Word 
Count Registers. This initializes the flip-flop to point to the 
low byte of the register and allows the CPU to read or write 
the register bytes in correct sequence. 

• Set Byte Pointer Flip-Flop: Setting the byte pointer flip-flop 
allows the CPU to adjust the pointer to the high byte of an 
Address or Word Count Register. 

• Master Clear: This command has the same effect as a 
hardware reset. The Command Register, Status Register, 
Request Register, Temporary Register, Mode Register 
counter, and byte pointer flip-flop are cleared and the 
Request Mask Register is set. Immediately following a 
Master Clear or reset, the OMA will be in the Idle mode. 

• Clear Request Mask Register: This command enables all 
four OMA channels to accept requests by clearing the 
mask bits in the register. 

• Clear Mode Register Counter: In order to allow access to 
the four Mode Registers while only using one address, an 
internal counter is used. After clearing the counter, all four 
Mode Registers may be read by successive reads to the 
Mode Register. The order in which the registers are read is 
Channel 0 first and Channel 3 last. 

11rrr1~11 .. , .... , .. ......... 
Page 39 



82C802GP 

4.20.5 Interrupt Controller Subsystem 
The programmable interrupt controllers in the IPC serve as a 
system wide interrupt manager in an X86 system. They 
accept requests from peripherals, resolve priority on pending 
interrupts and interrupts in service, issue an interrupt request 
to the CPU, and provide a vector which is used as an index 
by the CPU to determine which interrupt service routine to 
execute. 

A variety of priority assignment modes are provided which 
can be reconfigured at any time during system operation. 
This allows the complete subsystem to be restructured based 
on the system environment. 

4.20.5.1 Interrupt Controller Subsystem Overview 
There are two interrupt controllers, INTC1 and INTC2, 
included in the IPC. Each of the interrupt controllers is equiv­
alent to an 8259A device operating in X86 mode. The two 
devices are interconnected and must be programmed to 
operate in the Cascade mode for all 16 interrupt channels to 

Figure 4-6 Internal Cascade Interconnect 

INTA 
__. 

INTA# INT ---- - INTR 

IR2 ---INTC1 
(Master) CAS2 

CAS1 

CASO i---

~ INTA# CASO ~ 
CAS1 ... 

~ 

INTC2 
CAS2 .... 

(Slave) ~ 

INT 

Note: INTA will be active when the CPU initiates an inter­
rupt acknowledge cycle. 
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operate properly. Figure 4-6 shows the internal Cascade 
interconnection. 

INTC1 is located at addresses 020h-021h and is configured 
for master operation in the Cascade mode. INTC2 is a slave 
device and is located at OAOh-OA 1 h. The interrupt request 
output signal (INT) from INTC2 is internally connected to the 
interrupt request input Channel 2 (IR2) of INTC1. The 
address decoding and cascade interconnection matches that 
of the PC/AT. 

Two additional interconnections are made to the interrupt 
request inputs of the interrupt controllers. The output of Timer 
O in the counter/timer subsystem is connected to Channel 0 
(IRO) of INTC1. Interrupt request from the real-time clock is 
connected to Channel 0 (IRO) of INTC2. Table 4-18 lists the 
16 interrupt channels and their interrupt request sources. 

Description of the interrupt subsystem will pertain to both 
INCT1 and INCT2 unless otherwise noted. Wherever register 
addresses are used, the address for the INTC1 Register will 
be listed first and the address for the INTC2 Register will fol­
low in parenthesis. Example: 02h (OAOh). 

Table 4-18 Interrupt Request Source 

Interrupt Channel 
Controller Name Interrupt Request Source 

INTC1 IRO Counter/Timer OUTO 

INTC1 IR1 IRQ1 input pin 

INTC1 IR2 INTC2 cascade interrupt 

INTC1 IR3 IRQ3 input pin 

INTC1 IR4 IRQ4 input pin 

INTC1 IR5 IRQ5 input pin 

INTC1 IR6 IRQ6 input pin 

INTC1 IR7 IRQ7 input pin 

INTC2 IRO Real-time clock IRQ 

INTC2 IR1 IRQ9 input pin 

INTC2 IR2 IRQ10 input pin 

INTC2 IR3 IRQ11 input pin 

INTC2 IR4 IRQ12 input pin 

INTC2 IR5 IRQ13 input pin 

INTC2 IR6 IRQ14 input pin 

INTC2 IR7 IRQ15 input pin 
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4.20.5.2 Interrupt Controller Operation 
Figure 4-7 is a block diagram of the major components in the 
interrupt controller subsystem. The Interrupt Request Regis­
ter (IRR) is used to store requests from all of the channels 
which are requesting service. The IRR's bits are labeled 
using the channel name IR[7:0]. The In-Service Register 
(ISR) contains all the channels which are currently being ser­
viced (more than one channel can be in service at a time). 
The ISR's bits are labeled 18[7:0] and correspond to IR[7:0]. 
The Interrupt Mask Register (IMR) allows the CPU to disable 
any or all of the interrupt channels. The Priority Resolver 
evaluates inputs from the IRR, ISR, and IMR, issues an inter­
rupt request, and latches the corresponding bit into the ISR. 
During interrupt acknowledge cycles, a master controller out­
puts a code to the slave device which is compared in the 
Cascade Buffer/Comparator with a 3-bit ID code previously 
written. If a match occurs in the slave controller, it will gener­
ate an interrupt vector. The contents of the Vector Register 
are used to provide the CPU with an interrupt vector during 
interrupt acknowledge (INTA) cycles. 

4.20.5.3 Interrupt Sequence 
The IPC allows the CPU to perform an indirect jump to a ser­
vice routine in response to a request for service in response 
to a request for service from as peripheral device. The indi­
rect jump is based on a vector which is provided by the IPC 
on the second of two CPU generated INTA cycles (the first 
INTA cycle is used for resolving priority and the second is for 
transferring the vector to the CPU (see Figure 4-8). The 

Figure 4-7 Interrupt Controller Block Diagram 
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In-Service 
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events which occur during an interrupt sequence are as fol­
lows: 

1. One or more of the interrupt requests (IR[7:0]) becomes 
active, setting the corresponding IRR bit(s). 

2. The interrupt controller resolves priority based on the 
state of the IRR, IMR, and ISR and asserts the INTR out­
put if needed. 

3. The CPU accepts the interrupt and responds with an 
INTA cycle. 

4. During the first INTA cycle, the highest priority ISR bit is 
set and the corresponding IRR bit is reset. The internal 
cascade address is generated. 

5. The CPU will execute a second INTA cycle, during which 
the IPC will drive an 8-bit vector onto the data pins 
XD[7:0], which is read by the CPU. The format of this 
vector is shown in Table 4-19. Note that V[7:3] in Table 
4-19 are programmable by writing to ICW2 (Initialization 
Command Word 2). 

6. At the end of the second INTA cycle, the ISR bit will be 
cleared if the Automatic End of Interrupt Mode is 
selected (see below). Otherwise, the ISR bit must be 
cleared by an End of Interrupt (EOI) command from the 
CPU at the end of the interrupt service routine to allow 
further interrupts. If no interrupt request is present at the 
beginning of the first INTA cycle (i.e., a spurious inter­
rupt), INCT1 will issue an interrupt level 7 vector during 
the second INTA cycle. 

Figure 4-8 Interrupt Sequence 
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Table 4-19 Interrupt Vector Byte 

Interrupt 07 06 05 

IR7 V7 V6 V5 

IR6 V7 V6 V5 

IR5 V7 V6 V5 

IR4 V7 V6 V5 

IR3 V7 V6 V5 

IR2 V7 V6 V5 

IR1 V7 V6 V5 

IRO V7 V6 V5 

4.20.5.4 End of Interrupt (EOI) 
EOI is defined as the condition which causes an ISR bit to be 
reset. Determination of which ISR bit is to be reset can be 
done by a CPU command (specific EOI) or the Priority 
Resolver can be instructed to clear the highest priority ISR bit 
(nonspecific EOI). The IPC can determine the correct ISR bit 
to reset when operated in modes which do not alter the fully 
nested structure since the current highest priority ISR bit is 
the last level acknowledged and serviced. In conditions 
where the fully nested structure is not preserved, a specific 
EOI must be generated at the end of the interrupt service rou­
tine. An ISR bit that is masked, in the Special Mask Mode by 
an IMR bit, will not be cleared by a nonspecific EIO com­
mand. The interrupt controller can optionally generate an 
Automatic End of Interrupt (AEOI) on the trailing edge of the 
second INTA cycle. 

4.20.5.5 Priority Assignment 
Assignment of priority is based on an interrupt channel's posi­
tion relative to the other channels in the interrupt controller. 
After the initialization sequence, IRO has the highest priority, 
IR7 the lowest, and priority assignment is Fixed. Priority 
assignment can be rotated either manually (Specific Rotation 
Mode) or automatically (Automatic Rotation Mode) by pro­
gramming Operational Command Word 2 (OCW2). 

4.20.5.5.1 Fixed Priority Mode 
This is the default condition which exists unless rotation 
(either manual or automatic) is enabled, or the controller is 
programmed for Polled Mode. In the Fixed Priority Mode, 
interrupts are fully nested with priority assigned as shown: 

Priority Status 

11n-r1n11 
&illl.ll.I 
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Highest 

0 

04 03 02 01 DO 

V4 V3 1 1 1 

V4 V3 1 1 0 

V4 V3 1 0 1 

V4 V3 1 0 0 

V4 V3 0 1 1 

V4 V3 0 1 0 

V4 V3 0 0 1 

V4 V3 0 0 0 

Nesting allows interrupts of a higher priority to generate inter­
rupt requests prior to the completion of the interrupt service. 
When an interrupt is acknowledged, priority is resolved, the 
highest priority request's vector is placed on the bus, and the 
ISR bit for that channel is set. This bit remains set until an 
EIO (automatic or CPU generated) is issued to that channel. 
While the ISWR bit is set, all interrupts of equal or lower prior­
ity are inhibited. Note that a higher priority service routine will 
only be acknowledged if the CPU has internally re-enabled 
interrupts. 

4.20.5.5.2 Specific Rotation Mode 
Specific Rotation allows the system software to reassign pri­
ority levels by issuing a command which redefines the high­
est priority channel. Before rotation: 

Lowest 

Priority Status 7 6 5 4 3 2 

Highest 

0 

(Specific Rotation command issued with Channel 5 speci­

fied.) After rotation: 

Lowest Highest 

Priority Status 5 4 3 2 0 7 6 

4.20.5.5.3 Automatic Rotation Mode 
In applications where a number of equal priority peripherals 
are requesting interrupts, Automatic Rotation may be used to 
equalize the priority assignment. In this mode, after a periph­
eral is serviced it is assigned the lowest priority. All peripher­
als connected to the controller will be serviced at least once 
in eight interrupt requests to the CPU from the controller. 
Automatic Rotation will occur, if enabled, due to the occur­
rence of an EOI (automatic or CPU generated). 
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Before rotation (IR3 is the highest priority request being ser­
viced): 

ISR Status Bit IS7 IS6 IS5 IS4 IS3 IS2 IS1 ISO 

0 0 1 0 0 0 

Lowest Highest 

Priority Status 7 6 5 4 3 2 O 

(Specific Rotation command issued with Channel 4 speci-

tied.) After rotation: 

ISR Status Bit IS7 IS6 IS5 IS4 IS3 IS2 IS1 ISO 

0 0 0 0 0 0 

Lowest Highest 

Priority Status 3 2 0 7 6 5 4 

4.20.5.6 Programming the Interrupt Controller 
Two types of commands are used to control the IPC's inter­
rupt controllers: Initialization Command Words (ICWs) and 
Operational Command Words (OCWs). 

4.20.5.6.1 Initialization Command Words (ICWs) 
The initialization process consists of writing a sequence of 
four bytes to each interrupt controller. The initialization 
sequence is started by writing the first Initialization Command 
Word (ICW1) to address 020h (OAOh) with a 1 on bit 4 of the 
data byte. The interrupt controller interprets this as the start 
of an initialization sequence and does the following: 

1) The Initialization Command Word Counter is reset to 0. 

2) ICW1 is latched into the device. 

3) Fixed Priority Mode is selected. 

4) IRO is assigned the highest priority. 

5) The Interrupt Mask Register is cleared. 

6) The Slave Mode Address is set to 7. 

7) Special Mask Mode is disabled. 

8) IRR is selected for status read operations. 

The next three 1/0 writes to address 021h (OA1h) will load 
ICW2 through ICW4. See Figure 4-8 for a flow chart of the ini­
tialization sequence. The initialization sequence can be ter­
minated at any point (all four bytes must be written for the 
controller to be properly initialized) by writing to address 020h 
(OAOh) with a 0 in data bit 4. Note this will cause OCW2 or 
OCW3 to be written. 
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Figure 4-9 
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4.20.5.6.2 Operational Command Words (OCWs) 
Operational Command Words (OCWs) allow the IPC's inter­
rupt controllers to be controlled or reconfigured at any time 
while operating. Each interrupt has three OCWs which can 
be programmed to affect the proper operating configuration 
and a status register to monitor controller operation. 

OCW1 is located at address 021h (OA1h) and may be written 
any time the controller is not in the Initialization Mode. OCW2 
and OCW3 are located at address 020h (OAOh). Writing to 
address 020h (OAOh) with a O in bit 4 will place the controller 
in the operating mode and load OCW2 (if data bit 3 = 0) or 
OCW3 (if data bit 3 = 1 ). 

lln'l'l~ll 1r.=1.11 
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4.20.5.6.3 IRR, ISR, & Poll Vector 
IRR, ISR, and Poll Vector are the same address, 020h 
(OAOh). The selection of the registers depends on the pro­
gramming of ITC. If the latest OCW3 issued the poll com­
mand (PM = 1), the poll vector is selected for the next read. 
Before another poll command is issued, subsequent reads to 
the address will select IRR or ISR depending on the latest 
OCW3, if RR = 1 and RIS = 0, ISR is selected. Note that the 
poll command is cleared after the first read to the ITC. After 
initialization (ICW1 or reset), IRR is selected. 
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4.20.6 Counter/Timer Subsystem 
The IPC contains an 8254 compatible counter/timer. The 
counter/timer can be used to generate accurate time delays 
under software control. It contains three 16-bit counters 
(Counters 2 through 0) which can be programmed to count in 
binary or binary-coded decimal (BCD). Each counter oper­
ates independently of the other and can be programmed for 
operation as a timer or a counter. 

All counters in this subsystem are controlled by a common 
control logic as shown in Figure 4-10. The control logic 
decodes and generates the necessary commands to load, 
read, configure, and control each counter. Counter O and 
Counter 1 can be programmed for all six modes, but Mode 1 
and Mode 5 have limited usefulness because their gate is 
hard-wired to GND internally. Counter 2 can be programmed 
to operate in any of the six modes: 

- Mode 0 - Interrupt on terminal count 
- Mode 1 - Hardware retriggerable one-shot 
- Mode 2 - Rate generator 
- Mode 3 - Square wave generator 
- Mode 4 - Software triggered strobe 
- Mode 5 - Hardware retriggerable strobe 

The internal timer counter use an internal signal TMRCLK 
which is derived from the OSC input of the IPC. For the sake 
of simplicity, all references to the timer counter clock will be 

Figure 4-10 Counter/Timer Block Diagram 
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TMRCLK in the following description. All three counters are 
driven from a common clock input, TMRCLK (TMRCLK = 
OSC/12) Counter O's output (OUTO) is internally connected to 
IRQ of INTC1 and is used as an interrupt to the system for 
time keeping and task switching. Counter 1 may be pro­
grammed to generate pulses or square waves for external 
devices. Counter 2 is a full function counter/timer. It can be 
used as an interval timer, a counter, or as a gated rate/pulse 
generator. In a PC/AT compatible design, Counter o is used 
as a system timer, Counter 1 is used as a DRAM refresh rate 
generator, and Counter 2 is used for speaker sound genera­
tion. 

4.20.6.1 Counter Description 
Each counter in this subsystem contains a control register, a 
status register, a 16-bit counting component, a pair of 8-bit 
counter input latches, and a pair of 8-bit counter output 
latches. Each counter shares the same clock input (TMR­
CLK). GATED, GATE1, and OUTO are not externally accessi­
ble. This is fully compatible with a PC/AT-based design. 
Output of OUTO is dependent on the counter mode. 

The control register stores the mode and command informa­
tion used to control the counter. It may be loaded by writing a 
byte to the write control word at Port 043h. The status regis­
ter allows the software to monitor counter conditions and 
read back the contents of the control register. 
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The 16-bit counting component is a loadable synchronous 
down counter. It is loaded or decremented on the falling edge 
of TMRCLK. The counting component contains a maximum 
count when a O is loaded, which is equivalent to 65536 in 
binary operation or 1000 in BCD. The counting component 
does not stop when it reaches 0. In Modes 2 and 3, the 
counting component will be reloaded and in all other modes it 
will wrap around to OFFFFh in binary operation or 9999 in 
BCD. 

The counting component is indirectly loaded by writing one or 
two bytes (optional) to the counter input latches, which are in 
turn loaded into the counting component. Thus, the counting 
component can be loaded or reloaded in one TMRCLK cycle. 
The counting component is also read indirectly by reading the 
contents of the counter output latches. The counter output 
latches are transparent latches which can be read while 
transparent or latched (see Latch Counter Command). 

4.20.6.1.1 Programming the Counter/Timer 
After a system reset, the contents of the control registers, 
counter registers, counting components, and the output of all 
counters are undefined. Each counter must be programmed 
before it can be used. Each counter is programmed by writing 
its control register with a control word and then giving an ini­
tial count to its counting component. Table 4-20 lists the 110 
address map used by the counter/timer subsystem. 

Table 4-20 Counter/Timer 1/0 Address Map 

Address Function 

040h Counter 0 read/write 

041h Counter 1 read/write 

042h Counter 2 read/write 

043h Control register write only 

4.20.6.1.2 Read/Write Counter Command 
Each counter has a write only control register. This control 
register is written with a control word to the 1/0 address 043h. 

When programming to a counter, the following steps must 
sequentially occur: 

1) Each counter's control register must be written with a 
control word before the initial count is written. 

2) Writing the initial count must follow the format specified 
in the control word (least significant bit only, most signifi­
cant bit only, or least significant bit and then most signifi­
cant bit. 
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A new initial count can be written into the counter at any time 
after programming without rewriting the control word. 

4.20.6.1.3 Counter Latch Command 
When a counter latch command is issued, the counter's out­
put latches latch the current state of the counting component. 
The counter's output latches remain latched until read by the 
CPU or the counter is reprogrammed. After that, the output 
latches then returns to a "transparent" condition. Counter 
latch commands may be issued to more than one counter 
before reading the first counter to which this command was 
issued. Also, multiple counter latch commands issued to the 
same counter without reading the counter will cause all but 
the first command to be ignored. 

4.20.6.1.4 Read-Back Command 
The read-back command allows the user to check the count 
value, mode, and state of the OUT signal and null count flag 
of the selected counter(s). 

Each counter's latches remain latched until either the latch is 
read or the counter is reprogrammed. If both LSTATUS and 
LCOUNT are 0, the status will be returned on the next read 
from the counter. The next one or two reads (depending on 
whether the counter is programmed to transfer one or two 
bytes) from the counter result in the count being returned. 
Multiple read-back commands issued to the same counter 
without reading the counter will cause all but the first com­
mand to be ignored. 

4.20.6.2 Counter Operation 
Since Counter 1 and 0 have limitations in some of their oper­
ation modes, Counter 2 will be used to describe the various 
counter operating modes. However, the description of Modes 
0, 2, 3, and 4 are suitable for all counters. The following terms 
are defined for describing the counter/timer operation. 

• TMRCLK pulse - A rising edge followed by a falling edge of 
the IPC's TMRCLK (OSC/12). 

• Trigger - The rising edge of the GATE2 input. 

• Counter Load - the transfer of the 16-bit value in counter 
input latches to the counting element. 

• Initialized - A control word written and the counter input 
latches loaded. 

• Counter 2 can operate in one of the following modes: 
- Mode 0 - Interrupt on terminal count 
- Mode 1 - Hardware retriggerable one-shot 
- Mode 2 - Rate generator 
- Mode 3 - Square wave generator 
- Mode 4 - Software triggered strobe 
- Mode 5 - Hardware triggered strobe 
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4.20.6.2.1 Mode 0 - Interrupt on Terminal Count 
Mode 0 is usually used for event counting. After a counter is 
written with the control word, OUT2 of that counter goes low 
and remains low until the counting element reaches 0, at 
which time it goes back high and remains high until a new 
count or control word is written. Counting is enabled when 
GATE2"' 1 and disabled when GATE2 "'0. GATE2 has no 
effect on OUT2. 

The counting component is loaded at the first TMRCLK pulse 
after the control word and initial count are loaded. When both 
initial count bytes are required, the counting component is 
loaded after the high byte is written. This TMRCLK pulse 
does not decrement the count, so for an initial count of N, 
OUT2 does not go high until (N + 1) TMRCLK pulses after ini­
tialization. Writing a new initial count to the counter reloads 
the counting element on the next TMRCLK pulse and count­
ing continues from the new count. If an initial count is written 
with GATE2 = 0, it will still be loaded on the next TMRCLK 
pulse. But counting does not progress until GATE2 = 1. 
When GATE2 goes high, OUT2 will go high after N TMRCLK 
pulses later. 

4.20.6.2.2 Mode 1 - Hardware Retriggerable One-
Shot 

Writing the control word causes OUT2 to go high initially. 
Once initialized, the counter is armed and a trigger causes 
OUT2 to go low on the next TMRCLK pulse. OUT2 then 
remains low until the counter reaches 0. An initial count of N 
results in a one-shot pulse N TMRCLK cycles long. Any sub­
sequent triggers while OUT2 is low cause the counting com­
ponent to be reloaded, extending the length of the pulse. 
Writing a new count to the counter input latches will not affect 
the current one-shot pulse unless the counter is retriggered. 
In the latter case, the counting component is loaded with the 
new count and the one-shot pulse continues until the new 
count expires. 

4.20.6.2.3 Mode 2 - Rate Generator 
This mode functions as a divide-by-N counter. After writing 
the control word during initialization, the counter's OUT2 is 
set to high. When the initial count is decremented to 1, OUT2 
goes low on the next TMRCLK pulse. The following TMRCLK 
pulse returns OUT2 high, reloads the CE, and the process is 
repeated. In Mode 2, the counter continues counting (if 
GATE2 = 1) and will generate an OUT2 pulse every N TMR­
CLK cycles. Note that a count of 1 is illegal in Mode 2. 

GATE2 = 0 disables counting and forces OUT2 high immedi­
ately. A trigger reloads the CE on the next TMRCLK pulse. 
Thus, GATE 2 can be used to synchronize the counter to 
external events. 

Writing a new count while counting does not affect current 
operation unless a trigger is received. Otherwise, the new 
count will be loaded at the end of the current counting cycle. 
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4.20.6.2.4 Mode 3 - Square Wave Generator 
Mode 3 is similar to Mode 2 in every respect except for the 
duty cycle of OUT2. OUT2 is set high initially and remains 
high for the first half of the count. When the first half of the ini­
tial count expires, OUT2 goes low for the remainder of the 
count. 

If the counter is loaded with an even count, the duty cycle of 
OUT2 will be 50% (high= low"' N/2). For odd count values, 
OUT2 is high one TMRCLK cycle longer than it is low. There­
fore, high"' (N + 1)/2 and low= (N - 1)/2. 

4.20.6.2.5 Mode 4 - Software Triggered Strobe 
Writing the Control Word causes OUT2 To go high initially. 
Expiration of the initial count causes OUT2 to go low for one 
TMRCLK cycle. GATE2 "' 0 disables counting but has no 
effect on OUT2. Also, a trigger will not reload CE. 

The counting sequence is started by writing the initial count. 
The CE is loaded on the TMRCLK pulse after initialization. 
The CE begins decrementing one TMRCLK pulse later, 
OUT2 will go low for one TMRCLK cycle, (N + 1) cycles after 
the initial count is written. 

If a new initial count is written during a counting sequence, it 
is loaded into the CE on the next TMRCLK pulse and the 
sequence continues from the new count. This allows the 
sequence to be "retriggerable" by software. 

4.20.6.2.6 Mode 5 - Hardware Triggered Strobe 
Writing the Control Word causes OUT2 to go high initially. 
Counting is started by a trigger. The expiration of the initial 
count causes OUT2 to go low for one TMRCLK cycle. GATE2 
"' O disables counting. 

The CE is loaded on the TMRCLK pulse after a trigger. Since 
loading the CE inhibits decrementing, OUT2 will go low for 
one TMRCLK cycle, (N + 1) TMRCLK cycles after the trigger. 

If a new count is loaded during counting, the current counting 
sequence will not be affected unless a trigger occurs. A trig­
ger causes the counter to be reloaded from CIL and CIH 
making the counter "retriggerable". 

4.20.6.2.7 GATE2 
In Modes 0, 2, 3, and 4 GATE2 is level-edge sensitive and is 
sampled on the rising edge of TMRCLK. In Modes 1, 2, 3, 
and 5 the GATE2 input is rising-edge sensitive. This rising 
edge sets an internal flip-flop whose output is sampled on the 
rising edge of TMRCLK. The flip-flop resets immediately after 
being sampled. Note that in Modes 2 and 3, the GATE2 input 
is both edge and level sensitive. Table 4-21 details this oper­
ation. 
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Table 4-21 GATE2 Pin Function 

Mode Low 

0 Disables counting 

2 A) Disables counting 
8) Forces OUT2 pin high 

3 A) Disables counting 
8) Forces OUT2 pin high 

4 Disables counting 

5 

liiilDi 
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GATE2 

Rising 

A) Initiates counting 
8) Reset OUT2 pin 

Initiates counting 

Initiates counting 

Initiates counting 

High 

Enables counting 

Enables counting 

Enables counting 

Enables counting 
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5.0 82C802GP Registers 
There are two sets of Index Registers in the 82C802GP. The 
first main set of Index Registers are for the 82C802GP and 
the second set of Index Registers are for the internal IPC 
(Integrated Peripherals Controller). The following subsections 
will summarize the 82C802GP's registers and explain how to 
access them. 

5.1 Register Accessing 
The 82C802GP's registers can be accessed by indexing 1/0 
Registers 22h and 24h. 1/0 Register 22h contains the index 

Table 5-1 Control Registers Summary 

Index Name 7 6 5 

20h Control Revision of 82C802GP (RO) L2 cache 
Reg. 1 burst wait 

state control 
for both 

reads and 
writes 

21h Control Master Reserved DRAM parity 
Reg. 2 mode byte check 

swap 

22h Shadow ROM Reserved 
RAM Con- (OOOFOOOO-
trol Reg. 1 OOOFFFFF) 

chip select 

82C802GP 

of the register to be accessed and 110 Register 24h contains 
the data to be read from or written to. 

The embedded IPC registers are accessed by indexing 110 
Registers 22h and 23h. 

5.2 Control Register Descriptions 
Table 5-1 is a summary of the 82C802GP's main set of con­
trol registers and the tables that follow explains each regis­
ter's bits functions in detail. 

4 3 2 1 0 

TAG7 bit Single or Wait state Keyboard Fast reset 
sampling multiple ALE control bit emulation 

during bus for standard reset control 
conversion AT bus 

cycle cycles 

External Cache size Cache lead- Cache read 
(L2) cache off wait state leadoff cycle 

control for wait state 
write and control 
burst write 

cycles 

RNV control RNV control Refresh type Fast Gate Slow refresh 
for DOOOOh- for EOOOOh- A20 

DFFFFh EFFFFh 
shadow shadow 

RAM area RAM area 

23h Shadow Shadow RAM at EXOOOh-EXFFFh area Shadow RAM at DXOOOh-DXFFFh area 
RAM Con-
trol Reg. 2 

24h DRAM SMI handler DRAM configuration 
Control upload 
Reg. 1 

25h DRAM MOIR#/ DRAM read cycle wait state DRAM write 
Control LMEM#(pin control cycle wait 
Reg. 2 62 function- state control 

ality) 

26h Shadow ROMCS# Shadow Shadow SMM burst 
RAM Con- generation RAM copy write protect control 
trol Reg. 3 for write enable for at COOOOh-

cycles to COOOOh- CFFFFh 
FOOOOh- EFFFFh 
FFFFFh 

27h Control Global Fast AT Back-to- L2 cache for 
Reg. 3 cache cycle back 1/0 FOOOOh-

enable delay control FFFFFh 
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Reserved DRAM configuration 

Reserved AT clock selection 

Shadow RAM for COOOOh-CFFFFh 

Turbo bit L 1 write- AT clock 
back change 

Reserved 

•1rrr1"11 llr.LllUll 
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Control Registers Summary (Cont.) 

Index Name 7 6 5 4 3 2 1 0 

28h Non- Size of non-cacheable memory block 1 Unused Address bits of A[26:24] of non-cacheable 
Cacheable memory block 1 
Block 1 
Reg. 

29h Non- Address bit A[23:16] of non-cacheable memory block 1 
Cacheable 
Block 1 
Reg.2 

2Ah Non- Size of non-cacheable memory block 2 Unused Address bits of A[26:24] of non-cacheable 
Cacheable memory block 2 
Block2 
Reg. 1 

2Bh Non- Address bit A[23: 16] of non-cacheable memory block 2 
Cacheable 
Block2 
Reg.2 

Note: Index 2Ch is not decoded by the 82C802GP, hence this register should not be accessed. 

2Dh ROM CS# IRQ12 latch- IRQ1 latch- ROMCS# control for areas COOOOh to EFFFFh 
Control ing to sup- ing to sup-
Reg. port PS2 port PS2 

mouse con- keyboard 
!roller controller 

2Eh Cacheable Used to control L 1 cacheability for areas COOOOh-FFFFFh 
Addr 
Range 1 

2Fh Cacheable 
Addr 
Range 1 
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DCOOOh- DBOOOh-
DFFFFh DBFFFh 

cacheable in cacheable in 
L2 L2 
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D4000h- DOOOOh-
D7FFFh D3FFFh 

cacheable in cacheable in 
L2 L2 

ECOOOh- E8000h- E4000h-
EFFFFh EBFFFh E7FFFh 

cacheable in cacheable in cacheable in 
L2 L2 L2 

CCOOOh- C8000h- C4000h-
CFFFFh CBFFFh C7FFFh 

cacheable in cacheable in cacheable in 
L2 L2 L2 

EOOOOh-
E3FFFh 

cacheable in 
L2 

COOOOh-
C3FFFh 

cacheable in 
L2 
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Table 5-2 

Bit(s) Type 

7:6 RO 

5 R/W 

4 R/W 

3 R/W 

2 R/W 

1 R/W 

0 R/W 

Table 5-3 

Bit(s) Type 

7 R/W 

6 R/W 

5 R/W 

4 R/W 

3:2 R/W 

1 R/W 

0 R/W 
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Control Register 1 - Index 20h 

Default Function 

Revision of 82C802GP and is read-only. 

01 = First gate array 10 = First COT 

0 L2 cache burst wait state control for both reads and writes. 

0 = L2 cache cycle is X-1-1-1 1 = L2 cache cycle is X-2-2-2 

Index Register 21 h, bit 0, determines the leadoff cycle wait state for read bursts. 
Index Register 21 h, bit 1 determines the leadoff cycle wait state for write bursts. 

0 TAG7 bit sampling: This bit is used to enable or disable TAG7 sampling when MP2 is sampled 
low during reset. If MP2 is sampled high, this bit is ignored (takes no action). 

0 = TAG7 enabled 1 = T AG7 disabled 

0 The 82C802GP will activate a single ALE instead of multiple ALEs during a bus conversion 
cycle if this bit is set. 

0 =Multiple ALEs 1 = Single ALES 

0 Wait state control bit for standard AT bus cycles: 

0 = No wait state 1 = One wait state 

0 Keyboard emulation reset control: 

0 = A CPU reset is generated only after executing a "halt" instruction following a write to Port 
64h. 

1 =A CPU reset is generated immediately after a write to Port 64h. 

0 Fast reset: The 82C802GP generates a CPU reset whenever a "halt" instruction is executed. 

O =Disable 1 =Enable 

Control Register 2 - Index 21 h 

Default 

0 

0 

0 

0 

00 

0 

0 

Function 

Master mode byte swap: 

0 =Disable 1 =Enable 

Reserved: This bit must be left at the default value = 0 (internally used for debugging pur-
poses). 

DRAM Parity check: 

0 =Enable 1 =Disable 

External (L2) cache: 

0 =Disable 1 =Enable 

Cache size: 

00 = 64KB 10 = 256KB 
01=128KB 11=512KB 

Cache leadoff wait state control for write and burst write cycles. 

0 = 1 wait state write (3-X-X-X) 1 = 0 wait state (2-X-X-X) 

When set to O wait state operation and the location is not dirty, an additional wait state is added 
to the write cycle. 

Cache read leadoff cycle wait state control: 

0 = 3-X-X-X 1 = 2-X-X-X 

1--r•rr.11 
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Table 5-4 

Bit(s) Type 

7 R/W 

6 R/W 

5 R/W 

4 R/W 

3 R/W 

2 R/W 

1 R/W 

0 R/W 

Table 5-5 

Bit(s) Type 

7:4 R/W 

3:0 R/W 

11•rrr.11 
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Shadow RAM Control Register 1 - Index 22h 

Default Function 

1 ROM (OOOFOOOO-OOOFFFFF) chip select: 

0 =Read from write-protected DRAM. Writes are ignored. This area will also be L2 cacheable 
(see Index 27h[4]). 

1 =Read from ROM, write to DRAM. ROMCS# is generated during read access (see Index 
26h[7]). 

1 Reserved: Recommended that this bit be left at the default value = 1. 

1 This bit is reserved in revision 01. 

In Revision 10, this bit is used to select the drive capability of the MA[10:0] and OWE# outputs 
of the 82C802GP. 

0 = 12mA 1=24mA 

If the XDIR# pin of the 82C802GP is sampled low at the falling edge of CPURST immediately 
after power-on, then 24mA drive will be disabled regardless of the value of this bit 5. 

0 Read/write control for DOOOOh-DFFFFh shadow RAM area (write protect): 

0 = Read/write 1 = Read-only 

0 Read/write control for EOOOOh-EFFFFh shadow RAM area (write protect): 

0 = Read/write 1 = Read-only 

1 Refresh type: 

O =Hidden refresh: HOLD will not be asserted to the CPU during refresh. 
1 = Conventional refresh: HOLD will be asserted to the CPU during refresh. 

0 Fast Gate A20: This bit controls the A20 signal to the CPU. 

O = A20M# is controlled by keyboard emulation. 
1 = A20M# pin is always high. No address wraparound will exist above the 1MB boundary. 

0 Slow refresh (four times slower than the normal refresh): 

o =Disable 1 =Enable 

(This feature can be enabled only when the DRAMs support the slow refresh feature.) 

Shadow RAM Control Register 2 - Index 23h 

Default Function 

0000 These bits enables shadow RAM for the EXOOOh-EXFFFh segment with a 16KB granularity. If 
set to 0, the cycles are forwarded to the ISA bus. If set to 1, the corresponding area in the 
shadow RAM will be enabled. 

0 = Disable shadow 1 = Enable shadow 

Bit 7 = ECOOOh-EFFFFh Bit 5 = E4000h-E7FFFh 
Bit 6 = E8000h-EBFFFh Bit 4 = EOOOOh-E3FFFh 

0000 These bits enables shadow RAM for the DXOOOh-DXFFFh segment with a 16KB granularity. If 
set to 0, the cycles are forwarded to the ISA bus. If set to 1, the corresponding area in the 
shadow RAM will be enabled. The corresponding bits at Index 37h must also be enabled. 

0 = Disable shadow 1 = Enable shadow 

Bit 3 = DCOOOh-DFFFFh Bit 1 = D4000h-D7FFFh 
Bit 2 = D8000h-DBFFFh Bit 0 = DOOOOh-D3FFFh 
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Table 5-6 

Bit(s) Type 

7 R/VV 

6:4 R/VV 

3 R/VV 

2:0 R/W 

Table 5-7 

Bit(s) Type 

7 R/W 

6:5 R/W 

4 R/VV 

3 R/W 

2 R/VV 

1:0 R/W 
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DRAM Control Register 1 - Index 24h 

Default Function 

0 Remap to SMM memory: This bit, when set, will remap all SMM overlay area (defined at Index 
30h) accesses to segments AOOOOh and BOOOOh. This bit is used to access SMM memory for 
initialization before SMM is used. 

0 =No remap of memory (normal mode) 
1 = Remap specified segments 

ODO Old DRAM configuration: See Table 4-8 "DRAM Configurations". 

1 Byte 2 parity check: 

0 =Disable 1 =Enable 

ODO Old DRAM configuration: See Table 4-8 "DRAM Configurations". 

DRAM Control Register 2 - Index 25h 

Default 

0 

11 

1 

0 

0 

00 

Function 

MDIR#/LMEM# (pin 62 functionality): If MP3 is sampled low during reset, this bit defines pin 62 
as follows: 

0 =MOIR# 1 = LMEM# (local memory - obsolete function) 

DRAM read cycle wait state control: 

00 = 3-2-2-2 Recommended setting for CPU speeds up to 33MHz. 
10 = 4-3-3-3 Recommended setting for CPU speeds greater than 33MHz. Additionally, 

this combination will also reduce the two clock penalty during DRAM writes in 
a page miss condition. 

11 = 5-4-4-4 Recommended setting for 50MHz CPU. 

DRAM write cycle wait state control: 

0 = 3-X-X-X 1 =4-3-3-3 

If this bit is set to 0, Index 31 h[6] is used to select 3-3-3-3 or 3-2-2-2. 

When support for the high performance cache module is enabled (Index 3Ah, bit 1) a change 
from 0 to 1 on this bit will cause the 82C802GP to assert the OCAWE#/CFLSH# line (pin 167) 
for one CPU clock period. This can be connected to the flush input of the cache module. This bit 
will not be reset automatically by the 82C802GP. 

This bit is used to disable assertion of XDIR# during accesses to Ports 60h, 64h, 70h, and 71 h. 

0 =Enable XDIR# assertion 1 =Disable XDIR# assertion 

ATCLK selection: 

00 = CLKl/6 
01 = CLKl/5 
10 = CLKl/4 
11 = CLKl/3 

Note: 1. 

2. 

This setting is recommended for 50MHz. 
This setting is recommended for 40MHz. 
This setting is recommended for 33MHz. 
This setting is recommended for 25MHz. 

If the "ATCLK = CLKl/6" setting is selected, the ADS# signal will be delayed by one 
CLK depending on Index 31 h, bit 1. 
If the system uses OPTi's 82C832 PCI Controller, it is recommended that the 
82C832's Index 40h-41 h[O] be programmed before programming the 82C802GP's 
Index 25h[1 :O]. 

nrrr11m1 
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Table 5-8 Shadow RAM Control Register 3 - Index 26h 

Bit(s) Type 

7 RMI 

6 RMI 

5 RMI 

4 RMI 

3:0 RMI 

••,.r1n11 
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Default 

0 

0 

0 

1 

0000 

Function 

Enable ROM CS# for write cycles to ROM space. This can be used to support flash ROM capa-
bilities. 

0 = Disable ROMCS# for write cycles 1 = Enable ROM CS# for write cycles 

Shadow RAM copy enable for address area COOOOh-EFFFFh: This bit, when set, will allow 
reads in this range to be executed out of ROM on the ISA bus and will be written to the DRAM. 

0 =Disable - Will not copy contents to shadow RAM. 
1 =Enable - Copy to shadow RAM. 

Read/write control for COOOOh-CFFFFh shadow RAM area (write protect): 

0 = Read/write 1 = Read-only 

Disable burst cycles during SMM by asserting ROY# for memory cycles. 

O = Disable burst cycles 1 = Enable burst cycles 

This disable feature is necessary to support AMO CPUs. 

These bits enables shadow RAM for the CXOOOh-CXFFFh segment with a 16KB granularity. If 
set to 0, the cycles are forwarded to the ISA bus. If set to 1, the corresponding area in the 
shadow RAM will be enabled. The corresponding bits at Index 38h must also be enabled. 

0 = Disable shadow 1 = Enable shadow 

Bit 3 = CCOOOh-CFFFFh Bit 1 = C4000h-C7FFFh 
Bit 2 = C8000h-CBFFFh Bit 0 = COOOOh-C3FFFh 
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Table 5-9 Control Register 3 - Index 27h 

Bit(s) Type Default Function 

7 R/W 1 Global cache enable: This bit determines whether all cycles are cacheable in L 1 and L2 cache. 

0 = Enable L 1 and L2 cache 1 = Disable L 1 and L2 cache 

6 R/W 1 Fast AT cycle: Determines when the AT cycle will begin. ADS# to BALE delay will be shortened 
by one ATCLK# when enabled. 

0 = Disable - Cycle will be normal. 
1 = Enable - Cycle will be shortened by one A TCLK. 

5 R/W 0 Back-to-back 1/0 delay control: 

O =Three ATCLKs inserted on back-to-back 1/0 delay 
1 = No back-to-back 1/0 delay 

4 R/W 1 L2 cache for FOOOOh-FFFFFh area: This bit controls the write protection of L2 cache to FOOOOh-
FFFFFh area. This is effective only when the FOOOOh-FFFFFh region is shadowed. 

0 = Write enable 1 = Write protected 

3 R/W 1 Turbo bit: When in Non-turbo mode, a HOLD will be asserted on every other refresh. 

0 = Non-turbo mode (Slow) 1 = Normal mode (fast) 

2 R/W 1 L 1 cache type: This bit is provided to maintain compatibility with systems designed exclusively 
for write-through CPUs with the HITM# signal to the 82C802GP (pin 47) in an undefined state 
(e.g., floating) during snoop cycles. In such systems, the 82C802GP must be programed for 
write-through CPU mode so that it does not sample HITM#. If L 1 write-back CPU mode is 
selected, then the 82C802GP supports write-back CPU protocol by sampling the HITM# signal 
and allowing burst writes. It will also assert FLUSH# before SMM in the following sequence: 

Assert FLUSH# to CPU - Assert KEN# and SMI# - Expect CPU to return SMIACT#. 

It is recommended that if possible, this bit should always be reset to 0 (write-back mode) 
regardless of the type of CPU used. This will permit the system to support VESA local masters 
(e.g., 82C832) that do burst writes to DRAM. 

0 = CPU in write-back mode 1 = CPU in write-through mode. 

1 R/W 1 AT clock change: The AT bus clock can be set to either the synchronous mode, which is con-
trolled by Index 25h[1 :OJ or the asynchronous mode which is OSC/2. 

0 = Asynchronous mode 1 =Synchronous mode 

When the 82C802GP goes into the power management mode, ATLCK will always be OSC/2. 

0 R/W 1 Reserved: Must be set to 1 (used internally). 
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Table 5-1 O Non-Cacheable Block 1 Register - Index 28h 

Bit(s) Type Default Function 

7,4 RMI 10 These two bits define the type of memory that will occupy the memory hole defined for block 1 

00 =ISA 10 = Disable (No hole) 
01 =ROM 11 = Non-cacheable DRAM 

6:5 RMI 11 This defines the size of the first hole (block 1) in memory space. 

00 = 64KB 10 = 256KB 
01=128KB 11 = 1MB 

3 RMI 0 This selects the memory configuration that to be used. The old memory configuration is that 
defined at Index 24h bits (6:4] and [2:0]. The new configuration is defined at Indices 32h to 36h. 

O=Old 1 =New 

This bit is write only in Revision 01. 

2:0 RMI 000 Address bits of A[26:24] of non-cacheable memory block 1 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 
This register is used in conjunction with Index Register 29h to define a non-cacheable block. The starting address for the non- I 
cacheable block must have the same granularity as the block size. For example, if a 512KB non-cacheable block is selected, its 
starting address is a multiple of 512KB; consequently, only address bits of A[23:19] are significant, A[18:16) are "don't care". I 

Table 5-11 Non-Cacheable Block 1 Register 2 - Index 29h 

Bit{s) Type Default Function 

7:0 RMI Address bits A[23: 16] of non-cacheable memory block 1: 

Valid Starting Address Bits 
Block Size A23 A22 A21 A20 A19 A18 A17 A16 

64KB v v v v v v v v 
128KB v v v v v v v x 
256KB v v v v v v x x 
1MB v v v v x x x x 
X = Don't care 
V =Valid bit 

Table 5-12 Non-Cacheable Block 2 Register 1 - Index 2Ah 

Bit(s) Type Default Function 

7,4 RMI 10 These two bits define the type of memory that will occupy the memory hole defined for block 2. 

00 =ISA 10 =Disable (no hole) 
01 =ROM 11 = Non-cacheable DRAM 

6:5 RMI 11 This defines the size of the second hole (block 2) in memory space. 

00 = 64KB 10 = 256KB 
01=128KB 11 = 1 MB 

3 RMI 0 Delay keyboard emulation A20M# output from the 82C802GP. 

0 = No delay in generation of A20M# 
1 = A20M# output will be delayed by 40µs 

2:0 RMI Address bits of A[26:24] of non-cacheable memory block 2 

This register is used in conjunction with Index Register 2Bh to define a non-cacheable block. The starting address for the non­
cacheable block must have the same granularity as the block size. For example, if a 512KB non-cacheable block is selected, its 
starting address is a multiple of 512KB; consequently, only address bits of A(23:19] are significant, A[18:16] are "don't care". 

11•rr1r11 
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Table 5-13 Non-Cacheable Block 2 Register 2 - Index 2Bh 

Bit(s) Type Default Function 

7:0 R/W Address bits A[23:16] of non-cacheable memory block 2: 

Valid Starting Address Bits 
Block Size A23 A22 A21 A20 A19 A18 A17 A16 

64KB v v v v v v v v 
128KB v v v v v v v x 
256KB v v v v v v x x 
1MB v v v v x x x x 
X = Don't care 
V =Valid bit 

Table 5-14 Power-on Strap Status Register - Index 2Ch 

Bit(s) Type Default Function 

7:4 RO Reserved 

3 RO Pin 54 Status: This bit indicates the state of pin 54 (XDIR#) that was latched at the rising edge 
of PWRGD. If pin 54 has an external pull-down to latch 0, then 24mA capability (MA and DWE# 
lines) is disabled. 

2 RO Pin 57 Status: This bit indicates the state of pin 57 (HLBOE2#) that was latched at the rising 
edge of PWRGD. It must be 1. 

1 RO Pin 56 Status: This bit indicates the state of pin 56 (HLBOE1#) that was latched at the rising 
edge of PWRGD. If pin 56 has an external pull-down to latch 0, then the TAG line outputs are 
disabled. 

0 RO Pin 55 Status: This bit indicates the state of pin 55 (HLBTH#) that was latched at the rising edge 
of PWRGD. If pin 55 has an external pull-down to latch 0, then the keyboard emulation function 
of the 82C802GP is disabled. 

I Table 5-15 ROM Chip Select (ROMCS#) Control Register - Index 2Dh 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

Bit(s) Type 

7 R/W 

6 R/W 

5:0 R/W 

912-3000-029 

Default 

1 

1 

0000 
00 

Function 

IRQ12 latching to support PS2 mouse controller: When enabled, the latch will be cleared on 1/0 
reads to Port 60h. 

0 = IRQ12 latched by 82C802GP 
1 = IRQ12 not latched by 82C802GP 

IRQ1 latching to support PS2 keyboard controller: When enabled, the latch will be cleared on 
1/0 reads to Port 60h. 

0 = IRQ1 latched by 82C802GP 
1 = IRQ1 not latched by 82C802GP 

ROMCS# control for areas COOOOh to EFFFFh with a 32KB granularity. If set to 1, ROMCS# will 
be asserted for the correspond area when reading this area. For write cycles, if Index 26h[7] is 
enabled, then ROMCS# will be asserted for the corresponding area. If set to 0, ROMCS# will 
not be asserted. 

0 =Disable 1 =Enable 

Bit 5 = E8000h-EFFFFh Bit 2 = DOOOOh-D7FFFh 
Bit 4 = EOOOOh-E7FFFh Bit 1 = C8000h-CFFFFh 
Bit 3 = D8000h-DFFFFh Bit 0 = COOOOh-C7FFFh 
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Table 5-16 Cacheable Address Range 1 Register- Index 2Eh 

Bit(s) Type Default Function 

7:4 R/W 0000 These bits are used to control L 1 cacheability for areas COOOOh-FFFFFh. If set to 1, the corre-
sponding area will be cached in the L 1 cache (CPU internal cache). If set to 0, the correspond-
ing area will not be cacheable in the L 1 cache. (Also see Index 38h and 39h.) 

O =Disable 1 =Enable 

Bit 7 = FOOOOh-FFFFFh Bit 5 = DOOOOh-DFFFFh 
Bit 6 = EOOOOh-EFFFFh Bit 4 = COOOOh-CFFFFh 

3:0 R/W 0000 These bits are used to control the L2 cacheability of the EXOOOh-EXFFFh region. This region 
will be cacheable in L2, only if shadow is enabled. This region is write protected if write protec-
tion is enabled for this region in Index 22h[3]. 

O =Disable 1 =Enable 

Bit 3 = ECOOOh-EFFFFh Bit 1 = E4000h-E7FFFh 
Bit 2 = E8000h-EBFFFh Bit 0 = EOOOOh-E3FFFh 

These bits have no effect if a high performance cache module is used. 

Table 5-17 Cacheable Address Range 2 Register - Index 2Fh 

Bit(s) Type 

7:4 R/W 

3:0 R/W 

11rrr1n11 ....... , ... ......... 
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Default 

0000 

0000 

Function 

These bits are used to control the L2 cacheability of the DXOOOh-DXFFFh region. This region 
will be cacheable in L2, only if shadow is enabled. This region is write protected if write protec-
tion is enabled for this region in Index 22h[4]. 

O =Disable 1 =Enable 

Bit 7 = DCOOOh-DFFFFh Bit 5 = D4000h-D7FFFh 
Bit 6 = D8000h-DBFFFh Bit 4 = DOOOOh-D3FFF 

These bits have no effect if a high performance cache module is used. 

These bits are used to control the L2 cacheability of the CXOOOh-CXFFFh region. This region 
will be cacheable in L2, only if shadow is enabled. This region is write protected if write protec-
tion is enabled for this region in Index 26h[5]. 

O =Disable 1 =Enable 

Bit 3 = CCOOOh-CFFFF Bit 1 = C4000h-C7FFFh 
Bit 2 = C8000h-CBFFFh Bit 0 = COOOOh-C3FFFh 

These bits have no effect if a high performance cache module is used. 
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Table 5-18 

Bit(s) Type 

7:4 R/W 

3:0 R/W 

Table 5-19 

Bit(s) Type 

7 RNV 

6 RNV 

5 RNV 

4 R/W 

3 RNV 

2 R/W 

1 RNV 

0 RNV 
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SMM Segment Mapping Register - Index Register 30h 

Default Function 

4 This byte is used to specify the memory remap scheme for SMM memory. Bits [7:4] specifies 
the segment that must be remapped to segment AOOOh during SMM. This nibble can take val-
ues from 0 to 9. All other values are illegal. 

3 Bits [3:0] specify the segment that is to be remapped to segment BOOOh. This nibble can take 
values from 0 to 9. All other values are illegal (e.g., with the default value of 4,CPU access to 
4000:0h during SMM would be remapped to BOOO:Oh). 

Control Register - Index 31 h 

Default 

0 

0 

1 

0 

0 

0 

0 

0 

Function 

If this bit is set to 1, interrupt signals to PMU are sampled with ATCLK to filter out noise that could cause 
spurious waking up. 

If this bit is 0, noise will not be filtered out. 

This bit is used to control the wait states during burst write-back cycles to DRAM from either the L 1 or L2 
cache. If this bit is reset to 0, all burst writes to DRAM will be one wait state "x-3-3-3" cycles. 

If this bit is 1, then the burst write cycles will be "x-2-2-2" cycles. 

This bit is relevant only when the DRAM Control Register 2 for write cycle wait state (Index 25h, bit 4) is 
reset to 0. This bit selects the leadoff wait state ("x"). 

DRAM RAS# precharge control for 60ns DRAM: 

0 = RAS# precharge time is one clock less. This feature is to be used with 60ns DRAMs. 

This bit is used to provide an option for avoiding BOFF# when interfacing with the 82C822 or 82C832. 

If this option is selected, the 82C802GP will restart as an ISA cycle when it sees LDEV# negated without a 
corresponding LRDYI#. The 82C822 could simply assert LDEV# and negate it if the cycle is not a PCI 
cycle. With this style of operation it is not necessary for the 82C822 to use BOFF# to force the CPU restart 
the cycle. 

0 =Use BOFF# 1 = Do not use BOFF# 

If reset to 0, the cache is a two bank implementation for a total size of 256KB. If set to 1, the cache is single 
bank 256KB size (using 64Kx8 SRAM parts). 

If reset to 0, HITM# will be sampled two CLKs after EADS#. If set to 1, HITM# will be sampled three CLKs 
after EADS# assertion. 

If reset to 0, ADS# for the internal logic of the 82C802GP will be delayed by one CPU CLK when ATCLK-
CPU/6. 

If set to 1, ADS# will be not be delayed. 

When reset to 0, the 82C802GP will be configured to handle SMM Intel style. The 82C802GP will expect an 
SMIACT# acknowledgment of SMI# from the CPU. 

When set to 1, the 82C802GP will be configured to handle SMM AMO style. The relevant SMI# pin of the 
82C802GP will function as both input and output as specified by the AMD486DXL data sheets. There will 
be an SMIADS# input to the 82C802GP to interface with the AMD486DXL. 

The different pin definitions for the two modes are: 

Pin No. Intel-Style Function AMO-Style Function 
157 FLUSH# SMI# 
156 SMIACT# SMIADS# 
160 SMl#/PPEN# PPEN# 

This bit is relevant when the 82C802GP is set for SMl_GREEN mode. 
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Table 5-20 DRAM Bank Selection Register - Index 32h 

Bit(s) Type Default Function 

7 RMI 0 Bank 1 type: 

0 =Symmetrical 1 = Asymmetrical 

6:4 RMI 000 Bank 1 memory size: 

000 = Not installed 010 = 2MB 100 = 8MB 
001=1MB 011 =4MB 101 = 16MB 

3 RMI 0 Bank 0 type: 

0 = Symmetrical 1 = Asymmetrical 

2:0 RMI 000 Bank 0 memory size: 

000 = Not installed 010 = 2MB 100 = 8MB 
001 = 1MB 011=4MB 101 = 16MB 

Table 5-21 DRAM Bank Selection Register - Index 33h 

Bit(s) Type Default Function 

7 RMI 0 Bank 3 type: 

O = Symmetrical 1 = Asymmetrical 

6:4 RMI 000 Bank 3 memory size: 

000 = Not installed 010 = 2MB 100 = 8MB 
001=1MB 011=4MB 101=16MB 

3 RMI 0 Bank 2 type: 

0 = Symmetrical 1 = Asymmetrical 

2:0 RMI 000 Bank 2 memory size: 

000 = Not installed 010 = 2MB 100 = 8MB 
001=1MB 011 =4MB 101=16MB 

Table 5-22 DRAM Bank Selection Register - Index 34h 

Bit(s) Type 

7 RMI 

6:4 RMI 

3 RMI 

2:0 RMI 

U•r1n11 
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Default 

0 Bank 5 type: 

0 = Symmetrical 

000 Bank 5 memory size: 

000 = Not installed 
001=1MB 

0 Bank 4 type: 

0 = Symmetrical 

000 Bank 4 memory size: 

000 = Not installed 
001=1MB 

.. 9004196 0000657 817 .. 

Function 

1 = Asymmetrical 

010 = 2MB 100 = 8MB 
011=4MB 101=16MB 

1 = Asymmetrical 

010 = 2MB 100 = 8MB 
011=4MB 101=16MB 

110 = 32MB 
111=64MB 

110 = 32MB 
111 = 64MB 

110 = 32MB 
111=64MB 

110 = 32MB 
111 =64MB 

110 = 32MB 
111=64MB 

110 = 32MB 
111=64MB 
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Table 5-23 DRAM Bank Selection Register - Index 35h 

Bit(s) Type Default Function 

7 RNV 0 Bank 7 type: 

0 = Symmetrical 1 = Asymmetrical 

6:4 RNV 000 Bank 7 memory size: 

000 = Not installed 010 = 2MB 100 = 8MB 
001=1MB 011=4MB 101=16MB 

3 RNV 0 Bank 6 type: 

0 = Symmetrical 1 = Asymmetrical 

2:0 RNV 000 Bank 6 memory size: 

000 = Not installed 010 = 2MB 100 = 8MB 
001=1MB 011=4MB 101=16MB 

Table 5-24 Asymmetrical DRAM Selection Register - Index 36h 

Bit(s) Type Default Function 

7:0 RNV 0000 Bank 7 through Bank O (respectively) asymmetrical type: 
0000 0 = 11x9 1 = 12x8 

I Table 5-25 Shadow RAM Control Register - Index 37h 

I 

I 

I 

I 

I 

Bit(s) 

7:0 

Type Default 

RNV 1111 
1111 

Function 

Shadow RAM (8KB blocks) for the DXOOOh-DXFFFh segment: 

O =Disable 1 =Enable 

Bit 7 = DEOOOh-DFFFFh Bit 3 = 06000h-07FFFh 
Bit 6 = DCOOOh-DDFFFh Bit 2 = 04000h-05FFFh 
Bit 5 = DAOOOh-DBFFFh Bit 1 = 02000h-03FFFh 
Bit 4 = 08000h-09FFFh Bit 0 = OOOOOh-01 FFFh 

The corresponding bits at Index 23h must also be enabled. 

I Table 5-26 Shadow RAM/Cache Control Register - Index 38h 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

Bit(s) Type Default Function 

7:4 RNV 1111 Shadow RAM (8KB blocks) for the CXOOOh-CXFFFh segment: 

O =Disable 1 =Enable 

Bit 7 = CEOOOh-CFFFFh Bit 5 = CAOOOh-CBFFFh 
Bit 6 = CCOOOh-CDFFFh Bit 4 = C8000h-C9FFFh 

The corresponding bits at Index 26h must also be enabled. 

3:0 RNV 0000 L 1 caching for the EXOOOh-EXFFFh segment: 

O =Disable 1 =Enable 

Bit 3 = ECOOOh-EFFFFh Bit 1 = E4000h-E7FFFh 
Bit 2 = E8000h-EBFFFh Bit 0 = EOOOOh-E3FFFh 

If Index 2Eh[6] = 1, these bits are irrelevant. 
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110=32MB 
111=64MB 

110 = 32MB 
111 =64MB 
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Table 5-27 Cache Control Register - Index 39h 

Bit(s} Type Default Function 

7:4 R/W 0000 L 1 caching for the DXOOOh-DXFFFh segment: 

O =Disable 1 =Enable 

Bit 7 = DCOOOh-DFFFFh Bit 5 = D4000h-D7FFFh 
Bit 6 = DBOOOh-DBFFFh Bit 4 = DOOOOh-D3FFFh 

If Index 2Eh[5] = 1, these bits are irrelevant. 

3:0 R/W 0000 L 1 caching for the CXOOOh-CXFFFh segment: 

0 =Disable 1 =Enable 

Bit 3 = CCOOOh-CFFFFh Bit 1 = C4000h-C7FFFh 
Bit 2 = CBOOOh-CBFFFh Bit 0 = COOOOh-C3FFFh 

If Index 2Eh[4] = 1, these bits are irrelevant. 

Table 5-28 Device 10/Memory Address Register - Index 3Ah 

Bit(s) Type 

7 R/W 

6 R/W 

5 R/W 

4 R/W 

3 R/W 

2 R/W 

1 R/W 

0 R/W 

12rr1nR 
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Default 

0 

0 

0 

0 

0 

0 

0 

0 

Function 

Disable assertion of ROMCS#/KBDCS# signal (pin 49) for access to keyboard controller 
address. 

O = KBDCS# will be asserted 1 = KBDCS# will not be asserted 

Disable keyboard reset emulation: 

O = Reset will be generated by 82C802GP when FEh is written to Port 64h. 
1 = No reset will be generated when FEh is written to Port 64h. 

MCS16# (pin 25) assertion for OMA and ISA master cycles. This feature must be enabled only 
if the 82C822 or 82C832 PCI Bridge is used. 

0 =Enable 1 =Disable 

Fast switching of A2 and A3 lines to cache. When this is enabled, A2 and A3 lines will be con-
trolled by the falling edge of CPU clock. This feature must be used when 2-1-1-1 cache cycles 
at 33MHz CPU bus frequency are needed with single bank of cache RAMs. 

O =Disable 1 =Enable 

This feature must be disabled if the system speed is to be reduced below 33MHz (e.g., 25, 16, 
BM Hz). For example, during SMM ifthe system speed is to be reduced to BMHz, then flush and 
disable the L2 cache, reset Index 3Ah[4] to 0, and only then slow down the system clock to 
BM Hz. 

Enable assertion of ROMCS# for X7F80000h-x7FFFFFFh or XFFBOOOOh-XFFFFFFFh space 
also (regardless of this bit, access to X7FFOOOOh-X7FFFFFFh or XFFFOOOOh-XFFFFFFFh 
always causes ROMCS# assertion). DRAMS# must be high for ROMCS# to be asserted in 
these spaces. 

0 =Disable 1 =Enable 

Selects 10- or 16-bit 1/0 address decode: 

0 = 10-bit 1 = 16-bit 

Support for high performance cache module: 

O =Disable 
1 = Enable (Functionality of pins that are required for cache module support will change 

accordingly.) 

At 50MHz, if ATCLK = CLK/6 (Index 25h[1 :OJ), then Index 31 h[1] must be 1 when a high perter-
mance cache module is enabled. 

Micro Channel® support: 

O =Disable 1 =Enable 

912-3000-029 

.. 9004196 0000659 69T .. 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 



I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

82C802GP 

Table 5-29 Control Register - Index 3Bh 

Bit{s) Type Default Function 

7 RMI 0 Write protect for registers at Index 2Xh and 3Xh. When this is enabled all registers from Index 
20h to 3Fh become read-only. Once this is set only power cycling or reset can clear it. 

0 =Registers (RMI) from Index 20h to 3Fh can be modified 
1 =Registers from Index 20h to 3Fh cannot be changed (read-only) 

6:4 RMI 100 Guaranteed bus ownership time reserved for CPU. This is to make sure that the CPU gets own-
ership of the bus for the period defined by these bits. The timer that grants bus ownership to the 
CPU is reset during REFRESH# and begins counting after REFRESH#. Other devices are per-
mitted bus ownership only after the counter expires. 

000 = 1 µs guaranteed period 011 = 4µs guaranteed period 
001 = 2µs guaranteed period 100 =Disabled (no guarantee) 
01 O = 3µs guaranteed period 

3:0 RMI 0000 Flash ROM write protect for XOOOOh-XFFFFh area. No ROM CS# will be generated for write 
cycles to this area. Once set this bit can be reset only by power cycling. 

0 = No write protect 1 = Write protect enabled 

Bit 3 = FOOOOh-FFFFF Bit 1 = COOOOh-CFFFFh 
Bit 2 = EOOOOh-EFFFFh Bit 0 = DOOOOh-DFFFFh 

Table 5-30 Control Register - Index 3Ch 

Bit{s) Type Default Function 

7 RO Pin 153 (TAG5/CMPRSN#) state: This bit indicates the state of the TAG5/CMPRSN# line (pin 
153). If this line is low during power-on reset, then the high performance cache module is 
assumed to be present. 

6:4 RO Pins 152:150 (ID[2:1]) state: These bits indicate the state of the 10[2: 1] lines (pins 152, 151, and 
150). The size and type of cache module used can be detected from the state of these lines. 
These pins are used as TAG[4:2] when the cache module is not used. Below is the relation 
between the state of these lines and the cache configuration: 

Bits 6 5 4 
ID2 ID1 IDO Description 

0 0 0 1MB, Write-back 
0 0 1 512KB, Write-back 
0 1 0 256KB, Write-back 
0 1 1 128KB, Write-back 
1 0 0 1MB, Write-through 
1 0 1 512KB, Write-through 
1 1 0 256KB, Write-through 
1 1 1 128KB, Write-through 

3 RO Pin 66 (MP3) state: This bit indicates the pull-up or pull-down state of MP3 line (pin 66). The 
state of this pin at reset decides the function of pin 62 of the 82C802GP. 

2 RO Pin 65 (MP2) state: This bit indicates the pull-up or pull-down state of MP2 line (pin 65). The 
state of this pin at reset decides the function of pins 108 and 4 7 of the 82C802GP. 

1 RO Pin 64 (MP1) state: This bit indicates the pull-up or pull-down state of MP1 line (pin 64). The 
state of this pin at reset decides the function of pins 192 and 193 of the 82C802GP. 

0 RO Pin 63 (MPO) state: This bit indicates the pull-up or pull-down state of MPO line (pin 63). The 
state of this pin at reset decides the function of pin 50 of the 82C802GP. 
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Table 5-31 Control Register - Index 3Dh 

Bit(s) Type Default Function 

7:6 R/\N 0 These bits are used to select edge or level trigger mode for individual interrupt lines. 

O = Edge trigger 1 = Level trigger 

Bit 7 = Interrupt 0 Bit 6 = Interrupt 1 

5 R/\N 0 Selects the mode used to control edge/level sensitivity of interrupts. 

0 =Edge or level sensitivity is selected with a common bit in the IPC (82C206) section. 
1 = Edge or level sensitivity is selected for individual interrupts by programming new registers. 

4:0 R/\N 00000 These bits are used to select edge or level trigger mode for individual interrupt lines. 

O = Edge trigger 1 = Level trigger 

Bit 4 = Interrupt 3 Bit 1 = Interrupt 6 
Bit 3 = Interrupt 4 Bit 0 = Interrupt 7 
Bit 2 = Interrupt 5 

Table 5-32 Control Register - Index 3Eh 

Bit(s) Type Default Function 

7:0 R/\N 0000 These bits are used to select edge or level trigger mode for individual interrupt lines. 
0000 O = Edge trigger 1 = Level trigger 

Bit 7 = Interrupt 8 Bit 3 =Interrupt 12 
Bit 6 = Interrupt 9 Bit 2 = Interrupt 13 
Bit 5 = Interrupt 1 O Bit 1 =Interrupt 14 
Bit 4 = Interrupt 11 Bit 0 = Interrupt 15 

Table 5-33 Auto Clock Detection Register - Index 3Fh 

Bit(s) Type 

7 RO 

6:0 RO 

ll~ITl~ll lr.&•l.111 
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Default 

0 

Function 

Valid Bit: This bit validates 7-bit operating frequency. This bit in conjunction with 7-bit frequency 
data provides predefined operation frequency. This bit is read only. 

O =Invalid 1 =Valid 

These bits together with bit 7 provide valid operating frequency to the system. The software 
should check the valid bit before reading the operating frequency. These bits are read only. 

0000000 = OMHz or Invalid 0010001 = 17MHz 1000001 = 65MHz 
0000001 = 1MHz 0010010 = 18MHz ........................... ........................... 
0000010 = 2MHz ............................ . ........................... 

···························· ............................ 
0000011 = 3MHz ............................ 1001001 = 73MHz ............................ 
............................ 0100000 = 32MHz 1001010 = 74MHz ............................ 
............................ ............................ 1001011 = 75MHz ............................ . ........................... 
0010000 = 16MHz 1000000 = 64MHz 1001100 = 76MHz 

For further explanation, refer to Section 4.19. 

912-3000-029 

.. 900419b 0000bb1 248 .. 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 



I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

82C802GP 

5.3 110 Port 60h 
The 82C802GP emulates the Port 60h and 64h registers of the keyboard controller, allowing the generation of a faster Gate 
A20 signal. The sequence here is BIOS transparent, and there is no need for the modification of the current BIOS. The 
sequence involves writing data 01 h to Port 64h, then writing data 02h to Port 60h. 

Table 5-34 1/0 Port 61 h (Port B) 

Bit(s) Type Function 

7 R System parity check: This bit indicates that an on-board RAM parity error has occurred. It can only be set 
if bit 2 (parity check enable) = 0. This bit should be cleared by writing a 1 to bit 2. 

6 R 110 channel check: This bit indicates that a peripheral device is reporting an error. It can only be set if bit 3 
(1/0 channel check enable)= 0. This bit should be cleared by writing a 1 to bit 3. 

5 R Timer OUT2 detect: This bit indicates the current state of the OUT2 signal from the on-board timer. 

4 R Refresh detect: This bit is tied to a toggle flip-flop which is clocked by REFRESH. It toggles the opposite 
state every time a refresh cycle occurs. 

3 R/W 1/0 channel check enable: When this bit is set low, it allows an NMI to be generated ifthe IOCHCK# input 
is pulled low. Otherwise, the IOCHCK# input is ignored and can not generate an NMI. 

2 R/W Parity check enable: When this bit is set low, it allows parity errors from on-board RAM memory to cause 
an NMI. When high, on-board RAM parity errors will not cause an NMI. 

1 R/W Speaker output enable: This bit is gated with the output of Counter 2 from the on-board timer. When this bit 
is high, it allows the OUT2 frequency to be passed out on the SPKR pin. When low, the SPKR output is 
forced low. 

0 R/W Timer 2 gate: This bit goes to the GATE2 input of the on-board timer to enable Counter 2 to produce a 
speaker frequency. 

5.4 1/0 Port 64h 
82C802GP 1/0 Port 64h emulates the register inside the keyboard controller by generating a fast reset pulse. Writing data FEh 
to Port 64h asserts the reset pulse. The pulse is generated immediately after an 1/0 write, if Index 20h[1] is set. If AAh is written 
to Port 64h, the 82C802GP will set the A20M# pin to 1. 

5.5 Port 70h 
The NMI generation is controlled through Port 70h[7]. This is a write only port. If bit 7 is set to 1, NMI will be disabled and if reset 
to 0, NMI will be enabled. 

5.6 Port 92h 
Port 92h is the System Controller Port A, PS/2 compatibility port. If bit 1 is set to 1, fast Gate A20 will be generated. If bit 0 is set 
to 1, fast Reset will be generated. 
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5.7 Power Management Registers Descriptions 
is a summary of the 82C802GP's power management registers and the tables that follow explains each register's bits functions 
in detail. 

Table 5-35 Power Management Registers Summary 

Index 7 6 5 4 3 2 1 0 

EOh GREEN mode PPEN# gener- SMI# genera- IRQ15 genera- Activity bit for Timer status/ EPMI# status/ Software 
ation tion ti on Resume enable enable GREEN 

status/enable 

E1h Global inter- EPMI reload EPMI# EPMI# polarity Software SMI GET timer bit 2 GET timer bit 1 GET timer bit 0 
rupt enable Timer debounce control 

E2h IRQ[7:0] events 

E3h IRQ[15:8] events 

E4h OMA Request [7:0] events 

E5h Program- Video access Video 110 Hard Disk Floppy Keyboard LDEV# LREQ# 
mable 110 detection detection detection detection detection detection detection 

address detec-
tion 

E6h Programmable 110 port address A[7:0] 

E7h SMM Remap Programmable 110 mask bits SMI status Reserved Programmable 110 port 
Condition address A[9:8] 

E8h Programmable Interrupt Vector Mask A[9:2] Register 1 

E9h Programmable Interrupt Vector Mask A[9:2] Register 2 

EAh Reserved GPP[2:0]# 

EBh Reserved NPP[2:0]# 

ECh Scratch Register 1 

EDh Scratch Register 2 

EEh Write: Enable Write: Enable Reserved SMI Reserved SMI 
local master OMA generation in generation for 

wake-up wake-up GREEN mode wake-up event 

Read: Wake- Read: 
up status GREEN status 

EFh System Reserved 601/602 Mode Register Reserved 
activity 

lmil 
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I Table 5-36 PMU Timer and Power Management Port Enable Register - Index EOh 
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Bit(s) Type Default Function 

7 RMI 0 Support for power management mode: 

1 = SMl_GREEN mode (SLe CPU system) 
0 = AUTO_GREEN mode (Non-SLe CPU system) 

6 RMI 0 PPEN# generativn for GREEN mode: 

0 =Disable 1 =Enable 

5 RMI 0 SMI# generation for GREEN mode: 

0 =Disable 1 =Enable 

4 RMI 0 IRQ15 generation for GREEN mode: 

O =Disable 1 =Enable 

3 RO 1 Power management status: 

0 = System in GREEN mode 1 = System in NORMAL mode 

This bit will be changed dynamically by the power management logic. When going from the 
GREEN to NORMAL mode there is a 20ms delay after the wake-up event before this bit 
changes to 1. 

2 RMI 0 Timer enable/status bit: 

When written to (timer enable): 
O =Disable Timer time-out - Will not trigger system into GREEN mode; will also clear this status 

bit. 
1 = Enable Timer time-out to trigger system into GREEN mode. 

When read from (status bit for timer): 
0 =Timer did not cause system to go to GREEN mode. 
1 =Timer caused system to go to GREEN mode. 

1 RMI 0 EPMI# enable/status bit: 

When written to (enable EPMI#): 
0 =Disable EPMI# time-out - Will not trigger system into GREEN mode; will also clear this sta-

tus bit. 
1 =Enable EPMI# time-out to trigger system into GREEN mode. 

When read from (status bit for EPMI#): 
0 = EPMI# did not cause system to go to GREEN mode. 
1 = EPMI# caused system to go to GREEN mode. 

0 RMI 0 Forced SMI enable/status bit: 

When written to (enable bit for software GREEN): 

O =Disable software GREEN mode - Disable Index E1h[3) function; will also clear this status 
bit. 

1 =Enable software GREEN mode - Will enable the function of Index E1 h[3]. 

When read from (status bit for software GREEN): 
0 =GREEN mode was not invoked by automatic SMI bit. 
1 =GREEN mode invoked by automatic SMI bit (Index E1 h[3]). 

One GET will be available to the user. The GET time-out values will first be set by Index E1 h. This register will have three bits of 
control to support up to eight incremental time delays for both time intervals. The Timers will have 15 seconds, 2, 5, 15, 30, 45, 
60, and 240 minute resolution. 
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Table 5-37 PMU Mode Event Timer - Index E1 h 

Bit(s) Type Default Function 

7 RMI 0 Global interrupt enable for INT vector to reload GET: 

1 = Any interrupt vector will reload GET 
O = Any interrupt vector will not reload GET 

6 RMI 0 Reload GET when EPMI# transitions: If set any EPMI# will both reload the GET and be used as 
an activity to return to NORMAL mode. When cleared, any EPMI# will not reload the GET or 
return the system to NORMAL mode (while in GREEN mode). 

1 = Enable, an EPMI# reloads the GET (during NORMAL mode) and returns system to NOR-
MAL mode (during GREEN mode) 

O = Disable, an EPMI# will not reload GET or send system into NORMAL mode. 

5 RMI 0 EPMI# debounce select: Will debounce the input signal to the EPMI# on the 82C802GP. 

1 = Debounce (EPMI# pulse width needs to be at least 5ms to be recognized) 
0 = Do not debounce (EPMI# pulse width needs to be at least 1 OOns to be recognized) 

4 RMI 0 EPMI# polarity enable: Will allow EPMI to be an active high or active low input. 

1 = Active high 0 = Active low 

3 RMI 0 Automatic SMI: Setting this bit will allow software routines to trigger the system into GREEN 
mode, if Index EOh[O] is enabled. This will generate a SMl/PPEN# strobe from the 82C802GP. 

1 = Will trigger system into GREEN mode 
O =No action 

2:0 RMI 000 Timer Bits: These bits select the duration of the GET timer. 

000 = 15 seconds 100 = 30 minutes 
001 = 2 minutes 101 = 45 minutes 
010 = 5 minutes 110 = 60 minutes 
011 = 15 minutes 111 = 240 minutes 

Table 5-38 GREEN Mode Event Timer - Index E2h 

Bit(s) Type 

7:3, 1 RMI 

2,0 RMI 
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Default 

000000 

00 

Function 

In the GREEN mode, if any of these bits are enabled and the corresponding IRQ is detected, a 
wake-up event will be generated. A wake-up event always reloads the GET and asserts 
PPEN#. 

In the NORMAL mode, if any of these bits are enabled and the corresponding IRQ is detected, 
the GET will be reloaded. 

0 =Disable 1 =Enable 

Bit 7 = IRQ7 Bit4 = IRQ4 
Bit6 = IRQ6 Bit 3 = IRQ3 
Bit 5 = IRQ5 Bit 1 = IRQ1 

Reserved: Must always = 0 (internally not used). 
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le 5-39 GREEN Mode Event Timer - Index E3h 

Bit(s) Type Default Function 

7, 6, R/W 00 In the GREEN mode, if any of these bits are enabled and the corresponding IRQ is detected, a 
4:0 00000 wake-up even will be generated. A wake-up event always reloads the GET and asserts PPEN#. 

In the NORMAL mode, if any of these bits are enabled and the corresponding IRQ is detected, 
the GET will be reloaded. 

0 =Disable 1 =Enable 

Bit 7 = IRQ15 Bit 2:;: IRQ10 
Bit 6:;: IRQ14 Bit 1 = IRQ9 
Bit 4 = IRQ12 Bit 0 = IRQ8 
Bit 3 = IRQ11 

5 R/W 0 Reserved: Recommended that this bit remains O (not used internally). 

Table 5-40 DRQ Detection Register - Index E4h 

Bit(s) Type Default 

7:5, R/W 000 
3:0 0000 

l 
4 R/W 0 

912-3000-029 

Function 

In the GREEN mode, if these bits are enabled, the corresponding DRQ will reload the GET. If 
EEh[6) is also enabled, PPEN# will be generated. 

In the NORMAL mode, if any of these bits are enabled, the corresponding DRQ will reload the 
GET. 

0:;: Disable 1 =Enable 

Bit 7:;: DRQ7 Bit 3 = DRQ3 
Bit 6 = DRQ6 Bit 2 = DRQ2 
Bit 5 = DRQ5 Bit 1 = DRQ1 

Bit 0 = DRQO 

Reserved: Recommended that this bit remains 0 (not used internally). 
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Table 5-41 Video/Hard & Floppy Disk Monitor - Index E5h 

Bit(s) Type Default Function 

7 R/\N 0 Programmable 110 range 0: In the GREEN mode, if this bit is enabled and the 110 port address 
range specified by Index E6h and the lowest bits of Index E7h is detected, a wake-up event is 
generated which reloads the GET and PPEN# is generated. 

In the NORMAL mode, the 1/0 port address range specified by Index E6h and the lowest bits of 
Index E7h is detected, only the GET is reloaded. 

0 =Disable 1 =Enable 

6:2 R/\N 00000 In the GREEN mode, if any of these bits are enabled and an access is detected in the corre-
sponding area, a wake-up event is generated which reloads the GET and PPEN# is generated. 

In the NORMAL mode, if any of these bits are enabled and an access is detected in the corre-
sponding area, only the GET is reloaded. 

0 =Disable 1 =Enable 

Bit 6 = AOOOO-BFFFF Bit 3 = 1/0 Port 3F5h 
Bit 5 = 1/0 Port 3BOh-3DFh Bit 2 = 1/0 Port 60h and 64h 
Bit 4 = 1/0 Port 1 FOh-1 F7h and 3F6h 

1 R/\N 0 In the GREEN mode, if this bit is enabled and LDEV# is detected, a wake-up event is generated 
which reloads the GET and PPEN# is generated. 

In the NORMAL mode, if this bit is enabled and LDEV# is detected, only the GET is reloaded. 

0 =Disable 1 =Enable 

0 R/\N 0 In the GREEN mode, if this bit and EEh[7] is enabled and LREQ# is detected, a wake-up event 
is generated which reloads the GET and PPEN# is generated. 

In the NORMAL mode, if this bit is enabled and LREQ# is detected, only the GET is reloaded. 

O =Disable 1 =Enable 

Table 5-42 Programmable 1/0 Address Detection - Index E6h 

Bit(s) Type 

7:0 R/\N 

111rrrn• ......... 1 ......... 
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Default Function 

0000 Programmable 1/0 Port Address: Bits A[7:0]. The range will be specified on a byte boundary. 
0000 (See Index E7h for masking range.) 
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I 82C802GP 
I 
I Table 5-43 Programmable 1/0 Range Detection- Index E7h 

Bit(s) Type Default Function 
I 7 R/W 0 This bit is used to select the conditions for SMM memory remap to occur. 

I 0 = SMM memory remap will occur if SMIACT# is asserted. 

I 
1 = SMM memory remap will occur only if SMIACT# is asserted subsequent to the assertion of 

SMI# by the 82C802GP. 

I 
6:4 R/W 000 Mask Bits: 

000 = Mask No Bits 100 = Mask Lowest 4 Bits 

I 001 = Mask Lowest Bit 101 = Mask Lowest 5 Bits 
010 = Mask Lowest 2 Bits 111 = Mask Lowest 6 Bits 

I 
011 = Mask Lowest 3 Bits 

3 RO 0 0 =No SMI has occurred since the last read 

I 1 = SMI has occurred 

I 
This bit will reset after any read or write to Index E7h. 

2 0 Reserved: Recommended that this bit remains O (not used internally). 

I 1:0 R/W 00 Programmable 1/0 Port Address: Bits A[9:8]. The range will be specified on a byte boundary. 

I Table 5-44 Interrupt Trap Mask Register 1 - Index E8h 

I Bit(s) Type Default Function 

7:0 R/W 0000 Programmable interrupt vector mask area. Corresponds to bits A[9:2]. Masking may be for Oh 

I 1000 to FFh vector areas. When set to OOh, INTO corresponds to the first four address bytes, 3:0. 
(Corre- When set to 01h, INT1 corresponds to the second four bytes, 7:4, etc. 

I sponds 
to 

I INT8) 

I Table 5-45 Interrupt Trap Mask Register 2- Index E9h 

I 
Bit(s) Type Default Function 

7:0 R/W 0000 Programmable interrupt vector mask area: Corresponds to bits A[9:2]. Masking may be for Oh 

I 1000 to FFh vector areas. 
(Corre-

I spends 
to 

I INT8) 

I Table 5-46 GREEN State Configuration Port - Index EAh 

I 
Bit(s) Type Default Function 

7:3 R/W 0000 0 Reserved 

I 2 R/W 0 GPP2# (HSYNC control) 

I 
1 R/W 0 GPP1# (VSYNC control) 

0 R/W 0 GPPO# (CLKCNT) 

This port provides the GREEN state values for the 82C802GP/82C602 GPM Port. This register will transfer its information to 
Index FAh when PPEN# is strobed to go to the GREEN mode. When Index F9h[6], is cleared, the 82C602 will not load the GPM 

I when PPEN# is strobed. 

I 

I 

I 
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Table 5-47 Return from GREEN Mode Configuration Port - Index EBh 

Bit(s) Type Default Function 

7:3 R/W 1111 1 Reserved 

2 R/W 1 NPP2# (HSYNC control) 

1 R/W 1 NPP1# (VSYNC control) 

0 R/W 1 NPPO# (CLKCND 

I 

I 

I 

I 

I 

I 

I 

This port provides the return from GREEN state values for the 82C802GP/82C602 GPM Port. This register will transfer its infor- I 
mation to Index FAh when PPEN# is strobed to return to the NORMAL mode. When Index F9h[6], is cleared, the 82C602 will 
not load the GPM when PPEN# is strobed. I 

Table 5-48 Scratch Register 1 - Index ECh I 
Bit(s) Type Default Function 

7:0 R/W 0000 Scratch register: Used to store configuration information. 
0000 

Table 5-49 Scratch Register 2 - Index EDh 

Bit(s) Type 

7:0 R/W 

ll•M~ll 1r.:.="=: 
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Default Function 

0000 Scratch register: Used to store configuration information. 
0000 
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Table 5-50 

Bit(s) Type 

7 RM/ 

6 RM/ 

5 RM/ 

4 RM/ 

3:1 RM/ 

0 RM/ 

Table 5-51 

Bit(s) Type 

7 RO 

6 RM/ 

5:4 RM/ 

3:2 RM/ 

1:0 RMI 

912-3000-029 
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Register - Index EEh 

Default Function 

0 During a write operation: 
1 = Enable local bus master request to wake-up system. 
0 = Disable local bus master request to wake-up system. 

During a read operation: 
This bit is a flag which, when set, identifies that an event woke the system up. This bit is cleared 
after any read or write to this register. 

0 This bit allows a OMA request to wake-up the system once in the GREEN mode. 

If written: 
1 =Enable DMA request to wake-up system. 
0 =Disable OMA request to wake-up system. 

If read (status): 
0 =Normal state. 
1 =GREEN state. The function is similar to EOh[3), but there is no delay when going back to the 

NORMAL state. 

0 Reserved 

0 Allows NESTED_GREEN operation by allowing an SMI# to be generated once in GREEN 
mode. This allows the system to go into a second level of power saving. 

000 Reserved: Should always be cleared to 0 (used internally). 

0 Determines whether an SMI# will be generated for a wake-up event: 

1 =Wake-up event will generate an SMI# strobe. 
0 =Wake-up event will not generate an SMI# strobe. 

Note: Nested_ GREEN should set this bit to 1 if the implementation of the power-down mode 
requires an SMI# signal to return to the NORMAL state. 

Mode Register - Index EFh 

Default 

0 

0 

00 

00 

00 

Function 

Activity bit: This bit will automatically be set to 1 whenever there is any system activity. Reading 
or writing to this register will reset this bit to 0. 

Reserved: Must always be set to 1 (used internally). 

Reserved: Must always clear to 0 (used internally). 

82C601 or 82C602 mode: 

11 = 82C601 mode - The 82C802GP will always generate PPEN# and never generate an 
SMI# strobe directly. The strobe will generate an SMI# through the external power port. 

00 = 82C601 P/82C602 mode - The 82C802GP will generate an SMI# when the system goes 
from the NORMAL to GREEN mode. Must be in this mode to generate an SMI# as a 
wake-up event. 

01 = Reserved 

10 = Reserved 

Reserved: Must be programmed to 01 (used internally). 

n~rr1n11 
111.UIUll 

Page 73 

.. 9004196 0000670 250 .. 



82C802GP 

5.8 82C802GP Internal Peripherals Controller Register Descriptions 
The internal IPC (Integrated Peripherals Controller) registers are accessed by indexing 1/0 Registers 22h and 23h. Index Regis­
ter 01 h should be set to the default value of COh. 

Following Table 5-52 are tables that explain the subsystem registers of the internal IPC of the 82C802GP. 

Table 5-52 Configuration Register (Index Port 22h, Data Port 23h) - Index: 01h 

Bit(s) Type Default Function 

7:6 R/1/1/ 11 These bits control the number of wait states inserted when the CPU accesses the registers of 
the IPC. Wait states are counted as SYSCLK cycles and are not affected by the OMA clock 
selection. 

00 = One R/W wait state 
01 = Two R/W wait states 
1 O =Three R/W wait states 
11 = Four R/W wait states (Default) 

5:4 R/1/1/ 00 These bits control the number of wait states inserted in 16-bit OMA cycles. Further control of 
the OMA cycle length is available through the use of the 82C802GP's IOCHRDY pin. During 
OMA cycles, this pin is used as an input to the wait state generation logic to extend the cycle if 
necessary. 

00 =One 16-bit OMA wait state (Default) 
01 =Two 16-bit OMA wait states 
10 =Three 16-bit OMA wait states 
11 = Four 16-bit OMA wait states 

3:2 R/W 00 These bits control the number of wait states inserted in 8-bit OMA cycles. Further control of the 
OMA cycle length is available through the use of the 82C802GP's IOCHRDY pin. During OMA 
cycles, this pin is used as an input to the wait state generation logic to extend the cycle if neces-
sary. 

00 = One 8-bit OMA wait state (Default) 
01 =Two 8-bit OMA wait states 
10 = Three 8-bit OMA wait states 
11 = Four 8-bit OMA wait states 

1 R/W 0 This bit enables the early internal DMAMEMR# function. In a PC/AT-based system, OMA-
MEMR# is delayed one clock cycle later than SMEMR#. If set to 1, it will start DMAMEMR# at 
the time as SMEMR#. If set to 0, it will start DMAMEMR#. 

0 R/1/1/ 0 If this bit is set to 0, the SYSCLK input is divided by two and is used to drive both 8- and 16-bit 
OMA subsystems. If this bit is set to 1, SYSCLK will directly drive the OMA subsystems. When-
ever the state of this bit is changed, an internal synchronizer controls the actual switching of the 
clock to prevent a short clock pulse from causing a OMA malfunction. 
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82C802GP 

5.8.1 OMA Subsystem Registers 

Table 5-53 Command Register 

Bit(s) Type Function 

7 RfW The setting of this bit determines if the DACK output pin will be active low or active high. 

0 =Active low 1 = Active high 

6 RfW The setting of this bit determines if the DREQ input pin will be active low or active high. 

O = Active low 1 = Active high 

5 RfW Extended write: The extended write feature is controlled by this bit. When enabled, it causes the write 
command to be asserted one DMA cycle earlier during a transfer. Thus, read and write commands both 
begin in the S2 state. 

o =Disabled 1 =Enabled 

4 RfW Rotating priority: This bit selects wether the priority scheme is fixed or rotating. 

0 = Fixed (Default) 1 =Rotating 

3 RfW Compressed timing: This bit enables the compressed timing feature. 

O = Compressed timing 1 = Normal timing (Default) 

2 RfW Controller disable: Setting this bit to 1 disables the DMA subsystem (DMA8 or DMA 16). This function is 
normally used whenever the CPU needs to reprogram one of the channels to prevent DMA cycles from 
occurring. 

0 =Enable 1 =Disable 

1 RfW Address hold: Setting this bit to 1 enables the address hold feature in Channel 0 when performing mem-
ory-to-memory transfers. 

O =Disable 1 =Enable 

0 RfW Memory-to-Memory: This bit enables Channel 0 and 1 to be used for memory-to-memory transfers. 

0 =Disable 1 =Enable 

Table 5-54 Mode Register 

Bit(s) Type 

7:6 RfW 

5 RfW 

4 RfW 

3:2 RfW 

1:0 RfW 

912-3000-029 

Function 

Mode select bits 1 and 0: These bits are used to select the mode for each channel. 

00 = Demand mode 10 = Block mode 
01 = Single cycle mode 11 = Cascade mode 

Decrement: Writing a 1 to this bit decrements the address after each transfer. 

Auto-initialization: Writing a 1 to this bit enables the auto-initialization function. 

Transfer type bits 1 and 0: These bits control the type of transfer to performed. 

00 =Verify 1 O = Read transfer 
01 = Write transfer 11 =Illegal 

Channel selection bits 1 and 0: These bits determine which channel's Mode Register will be written. Read 
back of a Mode Register will cause these bits to both be 1. 

00 = Select Channel 0 10 = Select Channel 2 
01 = Select Channel 1 11 = Select Channel 3 
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Table 5-55 Request Register Write Format 

Bit(s) Type Function 

7:3 w Don't care 

2 w Request bit: Writing a 1 to this bit sets the request bit. 

1:0 w Request select bits 1 and O: These bits determine which channel's request bit will be set. 

00 = Select Channel 0 10 = Select Channel 2 
01 = Select Channel 1 11 = Select Channel 3 

Table 5-56 Request Register Read Format 

Bit(s) Type Function 

7:4 R Reserved: Always reads 1. 

3:0 R Request channel bits 3 through 0: These bits contain the state of the request bit associated with each 
request channel. The bit position corresponds to the channel number. 

Table 5-57 Request Mask Register Set/Reset Format 

Bit(s) Type Function 

7:3 Don't Care 

2 Mask bit: Writing a 1 to this bit sets the request mask bit and inhibits external requests. 

1:0 Mask select bits 1 and 0: These bits determine which channel's request bit will be set. 

00 = Select Channel 0 1 O = Select Channel 2 
01 = Select Channel 1 11 = Select Channel 3 

Table 5-58 Request Mask Register Read/Write Format 

Bit(s) Type Function 

7:4 R/W Reserved: Always reads 1. 

3:0 R/W Mask Bits 3 through O: These bits contain the state of the request mask bit associated with each request 
channel. The bit position corresponds to the channel number. 

Table 5-59 Status Register 

Bit(s) Type Function 

7:4 R Data Request bits 3 through O: These bits show the status of each channel request and are not affected by 
the state of the Mask Register bits. Reading a 1 means "request" occurs and bits 7 through 4 represent 
Channels 3 through 0, respectively. These bits can be cleared by a reset, Master Clear, of the pending 
request being deasserted. 

3:0 R Terminal Count bits 3 through 0: These bits indicate which channel has reached the terminal count reading 
1. These bits can be cleared by a reset, Master Clear, or each time a status read takes place. The channel 
number corresponds to the bit position. 
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5.8.2 Interrupt Controller Subsystem 

Table 5-60 ICW1 Register - Address: 020h (OAOh) 

Bit(s) Type Function 

7:5 w Don't Care 

4 w Must be set to 1 for ICW1 since ICW1, OCW2, and OCW3 share the same address, 020h (OAOh). 

3 w Level trigger mode: This bit selects either the level triggered mode or edge triggered mode input to the IR. 
If a 1 is written to L TM, a high level on the IR input will generate an interrupt request and the IR must be 
removed prior to EOI to prevent another interrupt. In the edge triggered mode, a low-to-high will generate 
an interrupt request. In either mode, IR must be held high until the first INTA cycle is started in order to 
generate the proper vector. IR7 vector will be generated if the IR input is negated early. 

2 w Don't Care 

1 w Single Mode: This bit selects between the Single and Cascade modes. The Single mode is used whenever 
only one interrupt controller (INTC1) is used and is not recommended for this device. The Cascade mode 
allows the two interrupt controllers to be connected through IR2 of INTC1. INTC1 will allow INTC2 to gen-
erate its own interrupt vectors if the Cascade mode is selected and the highest priority IR pending is from 
an INTC2 input. INTC1 and INTC2 must be programmed for the Cascade mode. 

0 w Don't Care 

Table 5-61 ICW2 Register -Address: 021h (OA1h) 

Bit(s) Type Function 

7:3 w Vector bits 5 through 0: These bits are the upper five bits of the interrupt vector and are programmable by 
the CPU. INTC1 and INTC2 need not be programmed with the same value in ICW2. Usually INTC1 is pro-
grammed with 08h and INTC2 with ?Oh. 

2:0 w Vector bits 2 through 0: The lower three bits of the vector are g enerated b the Priorit y y Resolver during 
INTA 

Table 5-62 ICW3 Register - Format for INTC1 - Address: 021 h 

Bit(s) Type Function 

7:0 w Slave mode bits 7 through 0: These bits select which IR inputs have Slave mode controller connected. 
ICW3 in INTC1 must be written with 04h (IRQ2) for INTC2 to function correctly. 

Table 5-63 ICW3 Register - Format for INCT1 -Address: OA1h 

Bit(s) Type 

7:3 w 
2:0 w 

912-3000-029 

Function 

Don't Care 

Identify bits 2 through 0: Determines the Slave mode address the controller will respond to during the cas-
cade INTA sequence. ICW3 in INTC2 should be written with a 02h (IRQ2 of INTC1) for operation in the 
Cascade mode. 

n~rran11 
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Table 5-64 ICW4 Register - Address 021 h (OA 1 h) 

Bit(s) Type Function 

7:5 w Don't Care 

4 w Enable multiple interrupts: This bit will enable multiple interrupts from the same channel in the Fixed Prior-
ity mode. This allows INTC2 to fully nest interrupts when the Cascade and Fixed Priority mode are both 
selected, without being blocked by INTC1. Correct handling in this type of mode requires the CPU to issue 
a non-specific EOI command to zero when exiting an interrupt service routine. If zero, a non-specific EOI 
command should be sent to INTC1. If non-zero, no command is issued. 

3:2 w Don't Care 

1 w Auto end of interrupt: An AEOI is enabled when this bit is 1. The interrupt controller will perform a non-spe-
cific EOI on the trailing edge of the second INTA cycle. Note this function should not be used in a device 
with fully nested interrupts unless the device is a cascade master type. 

0 w Don't Care 

Table 5-65 OCW1 Register - Address: 021 h (OA 1 h) 

Bit(s) Type Function 

7:0 R/W Mask bits 7 through 0: These bits control the state of the Interrupt Mask Register. Each Interrupt Register 
can be masked by writing a 1 in the appropriate bit position (MO controls IRO, etc.). Setting an IMR bit has 
no affect on lower priority requests. All IMR bits are cleared by writing ICW1. 

Table 5-66 OCW2 Register - Address: 020h (OAOh) 

Bit(s) Type Function 

7:5 w These bits are used to select various operating functions. Writing a 1 in bit 7 causes one of the rotate tune-
tions to be selected. 

Writing a 1 in bit 6 causes a specific or immediate function to occur. All specific commands require L[2:0] 
to be valid except no operation. 

Writing a 1 in bit 5 causes a function related to EOI to occur. 

7 6 5 Function 
0 0 0 Clear Rotate in Auto-EOI mode 
0 0 1 Non-specific EOI Command 
0 1 1 No Operation 
0 1 1 Specific EOI Command* 
1 0 0 Set Rotate in Auto-EOI Mode 
1 0 1 Rotate on Non-specific EOI Command 
1 1 0 Set Priority Command* 
1 1 1 Rotate on specific EOI Command 

*L[2:0] are used by these commands. 

4:3 w These bits must be set to Oto indicate that OCW2 is selected, because ICW1, OCW2, and OCW3 share 
the same address. 020h (OAOh). 

2:0 w These three bits are internally decoded to select which interrupt channel is to be affected by the Specific 
command. L[2:0) must be valid during three of the four specific cycles. 

11~m~11 .. ,,,_, ... ......... 
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Table 5-67 OCWJ Register - Address 020h (OAOh) 

Bit(s) Type Function 

7 w Reserved: This bits must be set to 0. 

6:5 w Enable Special Mask mode: Writing a 1 in bit 5 enables the seUreset Special Mask mode function. ESMM 
allows the other functions in OCW3 to be accessed and manipulated without affecting the Special Mask 
mode (SMM) state. 

During SMM, writing a 1 to any bit position of OCW1 inhibits interrupts and a 0 enables interrupts on the 
associated channel by causing the Priority Resolver to ignore the condition of the ISR. 

6 5 Function 
0 x No operation 
1 0 Reset Special Mask mode to Normal Mask mode 
1 1 Set Special Mask mode 

4:3 w These bits must be set to 0 to indicate that OCW3 is selected because ICW1, OCW2, and OCW3 share 
the same address, 020h (OAOh). 

2 w Polled mode: Writing a 1 to this bit of OCW3 enables the Polled mode. Writing OCW3 with the Polled 
mode acts like the first INTA cycle, freezing all interrupt request lines and resolving priority. The next read 
operation to the controller acts like a second INTA cycle and polled vector is output to the data bus. The 
format of polled vector is described later. 

1:0 w Read Register: A 1 to this bit enables the contents of IRR or ISR (determined by RIS) to be placed on 
XD[7:0] when reading the Status Port at address 020h (OAOh). Asserting PM forces RR to reset. 

1 0 Function 
0 x No Operation 
1 0 Read IRR on the next read 
1 1 Read ISR on the next read 

Table 5-68 llR Register - Address: 020h (OAOh) 

Bit(s) Type Function 

7:0 Interrupt request bits 7 through 0: These bits correspond to the interrupt request bits of the Interrupt 
Request Register. A 1 on these bits indicate that an interrupt request is pending on the corresponding line. 

Table 5-69 ISR Register - Address 020h (OAOh) 

Bit(s) Type Function 

7:0 Interrupt service bits 7 through 0: These bits correspond to the interrupt service bits of the Interrupt Service 
Register. A 1 on these bits indicate that an interrupt is being serviced on the corresponding IS bits of the 
ISR. 

I Table 5-70 Poll Vector - Address 200h (OAOh) 

I 

I 

I 

I 

I 

I 

I 

Bit(s) Type 

7 

6:3 

2:0 

912-3000-029 

Function 

Interrupt: A 1 on this bit indicates that a pending interrupt is polled. If there is no pending interrupt request 
or the request is removed before the poll command, this bit is 0. 

Don't Care 

Vector bits 2 through O: These bits are the binary encoding of the highest priority level pending interrupt 
request being polled. If no pending interrupt has been polled, all three bits are equal to 1. 

11LTr1n11 
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5.8.3 CounterfTimer Subsystem 

Table 5-71 Control Word Format (Write Only) 

Bit(s) Type Function 

7:6 w Select counter bits 1 and 0: These bits select which counter this control word is written to. 

00 = Select Counter 0 1 O = Select Counter 2 
01 = Select Counter 1 11 = Reserved for read-back command 

5:4 w Read/write bits 1 and 0: These bits determine the counter read/write word size. 

00 = Reserved for counter latch command 10 =Read/write MSB only 
01 = Read/write LSB only 11 =Read/write LSB first, then MSB 

3:1 w Mode select bits 2 through 0: These bits select the counter operating mode. 

000 = Select Mode 0 X11 =Select Mode 3 
001 = Select Mode 1 100 = Select Mode 4 
X 1 O = Select Mode 2 101 = Select Mode 5 

0 w Binary coded decimal: During read/write counter commands control word writing, a 1 selects binary coded 
decimal count format. A 0 selects binary counting format. During read-back command word writing, this bit 
must be 0. 

Table 5-72 Counter Latch Command Format (Write Only) 

Bit(s) Type Function 

7:6 w Select counter bits 1 and 0: These bits select which counter is being latched. 

00 = Select Counter 0 10 = Select Counter 2 
01 =Select Counter 1 11 = Reserved for read-back command 

5:4 w These bits must be 0 for the counter latch command. 

3:0 w Don't care 

Table 5-73 Read-Back Command Format (Write Only) 

Bit(s) Type 

7:6 w 
5 w 
4 w 
3:1 w 

0 w 

11rrrr.m1 :r.ur.:1: 
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Function 

These bits must be 1 for the read-back command 

Latch count: A 0 in this bit will latch the count of the counting component of the selected counter(s); 

Latch status: A 0 in this bit will latch the status information of the selected counter(s). 

Counter select bits 2 through 0: These bits select which counter(s) the read-back command is applied to. 

OXX = Select Counter 2 
XOX = Select Counter 1 
XXO = Select Counter 0 

Reserved: Write as 0. 
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Table 5-74 Status Format 

Bit(s) Type Function 

7 R Out: This bit contains the state of the OUT signal of the counter. 

6 R Null Count: This bit contains the condition of the null count flag. This flag is used to indicate that the con-
tents of the counting element are valid. It will be set to 1 during a write to the control register or the counter. 
It is cleared to a O whenever the counter is loaded from the counter input register. 

5:4 R Read/Write Word bits 1 and 0: These bits indicate the counter read/write word size. This information is 
useful in determining where the high byte, the low byte, or both must be must be transferred during 
counter read/write operations. 

3:1 R Mode bits 2 through 0: These bits reflect the operating mode of the counter and are interpreted in the 
same manner as in the write control word format. 

0 R Binary Coded Decimal: This bit indicates the counting element is operating in binary format or BCD format. 

'i[iEl~il 11 ....... 
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6.0 Maximum Ratings 
Stresses above those listed in the following tables may cause 
permanent damage to the device. These are stress ratings 
only and functional operation of the device at these or any 

6.1 Absolute Maximum Ratings 

Symbol Parameter 

vcc Supply Voltage 

VI Input Voltage 

VO Output Voltage 

TOP Operating Temperature 

TSTG Storage Temperature 

6.2 DC Characteristics 
TA= 0°C to +70°C, VCC = 5.0V ±5% 

Symbol 

VIL 

VIH 

VOL 

VOH 

Ill 

IOZ 

CIN 

GOUT 

ICC 

11rrr1n11 
&illUll 
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Parameter 

Input Low Voltage 

Input High Voltage 

Output Low Voltage 

Output High Voltage 

Input Leakage Current 

Tristate Leakage Current 

Input Capacitance 

Output Capacitance 

Power Supply Current 

.. 9004196 0000679 488 .. 

other conditions above those indicated in the operational sec­
tions of this specification are not implied. 

Min Max Unit 

+6.5 v 
-0.5 VCC+0.5 v 
-0.5 VCC+0.5 v 

0 +70 oc 
-40 +125 oc 

Min Max Unit Condition 

-0.5 0.8 v 
2.0 VCC+0.5 v 

0.4 v 
2.4 v 

10 µA 

10 µA 

10 pF 

10 pF 

100 mA 
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6.3 AC Timing Characteristics (Preliminary) 
Up to 50MHz - TA= 0°C to +70°C, VCC = 5V ±5% 

6.3.1 Cache Timing 

Symbol Parameter 

t1 CPU bus definition valid to BEOE#/BOOE# active 
delay (for 2-X-X-X leadoff cycles only) 

t2 CLKlt to BEOE#/BOOE# active delay 

t3 CLKlt to BEOE#/BOOE# inactive delay 

t4 CLKlt to BROY# active delay 

t5 CLKlt to BROY# inactive delay 

t6 CPU bus definition valid to ECAWE#/OCAWE# active 
delay (for 2-X-X-X leadoff cycles only) 

t7 CLKl..1.- to ECAWE#/OCAWE# active delay 

t8 CLKl..1.- to ECAWE#/OCAWE# active delay (0 wait state 
write) 

t9 CLKl..1.- to ECAWE#/OCAWE# inactive delay (0 wait 
state write) 

t10 CLKl..1.- to TAGW# active delay (for updating DIRTY bit) 

t11 CLKl..1.- to TAGW# inactive delay (for updating DIRTY 
bit) 

t12 CLKlt to BROY# active delay (for cache write cycles) 

t13 CLKlt to BROY# inactive delay (for cache write cycles) 

t14 CLKlt to TAGW# active delay (for updating TAG) 

t15 CLKlt to TAGW# inactive delay (for updating TAG) 

t16 CPU bus definition valid to BEA3/BEA20A3 active 
delay 

t17 CLKlt to BEA3/BEA20A3 inactive delay 

6.3.2 DRAM Timing 

Symbol Parameter 

t18 CLKlt to CAS# active delay 

t19 CLKlt to CAS# inactive delay 

t20 CLKl..1.- to CAS# active delay (for 3-2-2-2 cache burst 
cycles only) 

t21 CLKlt to GAS# inactive delay (for 3-2-2-2 cache burst 
cycles only) 

t22 CLKlt to RAS# active delay 

t23 CLKlt to RAS# inactive delay 

t24 CLKlt to column address valid delay 

t25 CLKlt to row address hold time 

912-3000-029 
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Min Max 

10 20 

5 11 

22 

5 15 

5 15 

10 20 

15 

15 20 

12 

15 

5 15 

5 20 

5 10 

5 15 

5 15 

20 

10 

Min Max 

5 15 

5 20 

5 15 

15 

5 20 

5 15 

5 30 

8 30 

Unit 

ns 

ns 

ns 

ns 

ns 

ns 

ns 

ns 

ns 

ns 

ns 

ns 

ns 

ns 

ns 

ns 

ns 

Unit 

ns 

ns 

ns 

ns 

ns 

ns 

ns 

ns 
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Condition 

Condition 

liuEilii Ii-····· Page 83 



82C802GP 

AC Timing Characteristics (Preliminary) (Cont.) 

Symbol Parameter 

t26 CLKlt to OWE# active delay 

t27 CLKlt to OWE# inactive delay 

t28 CLKlt to new row address delay 

t29 RAS# precharge time 

t30 CAS# precharge time 

t31 CAS# active to RAS#[1 :OJ active delay (refresh) 

t32 CAS# inactive to RAS#[1 :OJ inactive delay (refresh) 

t33 RAS[xJ# active to RAS[xJ# active delay (during refresh) 

t34 RAS[xJ# active to RAS[x]# inactive delay (during 
refresh) 

6.3.3 Cache with DRAM Timing 

Symbol Parameter 

t35 MRO#/MWE# active to BEOE/BOOE# active delay 

t36 MRO#/MWE# inactive to BEOE/BOOE# inactive delay 

t37 MRO#/MWE# active to RAS# active delay 

t38 MRO#/MWE# inactive to RAS# inactive delay 

t39 MRO#/MWE# active to CAS# active delay 

t40 MRO#/MWE# inactive to CAS# inactive delay 

t41 MRO#/MWE# active to column address valid delay 

t42 MRO#/MWE# active to row address valid delay 

t43 MWE# active to ECAWE#/OCAWE# active delay 

t44 MWE# active to OWE# active delay 

t45 MWE# inactive to OWE# inactive delay 

6.3.4 AT Bus Timing 

Symbol Parameter 

t46 ATCLKt to ALE active delay 

t47 ATCLKt to ALE inactive delay 

t48 ATCLKt to CMD active delay (1 CMD delay) 

t49 ATCLKt to CMD active delay (0 CMD delay) 

t50 ATCLK1' to CMD inactive delay 

t51 MCS16# to ATCLKt setup time 

t52 MCS16# to ATCLKt Hold Time 

t53 IOCS16# to ATCLKt Setup Time 

t54 IOCS16# to ATCLKt Hold Time 

lla:rranR 
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Min Max 

5 30 

5 30 

20 60 

80 

20 

25 

25 

Min Max 

280 

100 

20 

18 

70 100 

18 

40 80 

20 

18 

Min Max 

5 30 

5 30 

5 30 

5 30 

5 30 

8 

8 

10 

10 

Unit 

ns 

ns 

ns 

ns 

ns 

ns 

ns 

ns 

ns 

Unit 

ns 

ns 

ns 

ns 

ns 

ns 

ns 

ns 

ns 

ns 

ns 

Unit 

ns 

ns 

ns 

ns 

ns 

ns 

ns 

ns 

ns 

Condition 

Condition 

Condition 
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AC Timing Characteristics (Preliminary) (Cont.) 

Symbol Parameter 

t55 IOCHRDY to ATCLKt setup time 

t56 IOCHRDY to ATCLKt hold time 

t57 ATCLK.,J, to HOLD active delay 

t58 ATCLKt to HOLD inactive delay 

t59 ATCLKt to RFSH# active delay 

t60 ATCLKt to RFSH# inactive delay 

t70 ATCLKt to MEMRD# active delay 

t71 ATCLK1' to MEMRD# inactive delay 

I 6.3.5 Reset Timing 

I 

I 

I 

Symbol 

t72 

t73 

t74 

Parameter 

PWRGD inactive to CPURST active delay 

CPURST active delay from CLKlt 

CPURST inactive delay from CLKlt 

I 6.3.6 VL Timing 

I 

I 

I 

I 

I 

Symbol 

t75 

t76 

t77 

t78 

t79 

t80 

Parameter 

LDEV# setup time to CLKlt 

LDEV# hold time to CLKlt 

KEN# active delay from CLKlt 

KEN# inactive delay from address 

LRDYI# setup time to CLKlt 

LRDYI# hold time to CLKlt 

I 6.3.7 Address and Data Bus Timing 

I 

I 

I 

I 

I 

Symbol 

t81 

t82 

t83 

t84 

t85 

t86 

Parameter 

0[31 :O] valid to SD[15:0J valid delay 

0[31 :O] invalid to SD[15:0] invalid delay 

0[31 :OJ valid to MP[3:0] valid delay 

0[31 :OJ invalid to MP[3:0J invalid delay 

A[9:0] valid to KBDCS# active delay 

A[9:0] invalid to KBDCS# inactive delay 

I 6.3.8 L 1 Write-back Timing 

I 

I 

I 

I 

Symbol 

t87 

912-3000-029 

Parameter 

CLKlt to EADS# active delay 

I .. 9004196 0000682 T72 .. 
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Min Max Unit Condition 

12 ns 

12 ns 

5 16 ns 

5 16 ns 

8 30 ns 

8 30 ns 

5 25 ns 

5 25 ns 

Min Max Unit Condition 

CLKI 

4 20 ns 

4 20 ns 

Min Max Unit Condition 

5 ns 

5 ns 

15 ns 

20 ns 

5 ns 

5 ns 

Min Max Unit Condition 

30 ns 

25 ns 

20 ns 

25 ns 

30 ns 

30 ns 

Min Max Unit Condition 

8 20 ns 
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AC Timing Characteristics (Preliminary) (Cont.) 

Symbol Parameter 

t88 CLKlt to EADS# inactive delay 

t89 HITM# to CLKlt setup time 

t90 CLKlt to AHOLD active delay 

Notes: 1. 1' means rising edge 
2. .J... means falling edge 
3. The capacitance loading is 50pf. 

6.4 AC Timing Waveforms 

Figure 6-1 Cache Read Hit 

CLKI 

ADS# 

MIO#, DC#, 
WR#, A[31 :2] 

BEOE# 

BOOE# 

BEA3 

BEA20A3 

BROY# 

ECAWE#/OCAWE# 

TAGWE# 

DRTYW# 

DRTY 

ROY# 

Note: Double Bank, 2-1-1-1 Cache Cycle 
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4..j 

Min Max 

8 20 

8 

8 20 

Unit 

ns 

ns 

ns 

I 

Condition 
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----- -------------

Figure 6-2 Cache Read Hit 

I 
CLKI 

ADS# 

MIO#, DC#, 
WR#, A[31 :2) 

BEOE# 
t1 

BOOE# 

t 6 

BEA3 

BEA20A3 

BROY# 

ECAWE#/OCAWE# 

TAGWE# 

DRTYW# 

DRTY 

ROY# 

Note: Single Bank, 2-1-1-1 Cache Cycle 
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Figure 6-3 Cache Read Hit 

I 
CLKI 

ADS# 

BEOE# 

BROY# 1--....;.._---+--: 

ECAWE#/OCAWE# 1-------+-----'--+---------'-------_._--
TAGWE# 1--...._ _ __._ _ ___. __ ...;...... _ _._ _ ___... __ ....;.._ _ _._ __ 

DRTYW# 1--------+------_,__....;.._ _ ___,;. __ ...__ _ _._ __ 

DRTY 1---i------------_,_ _ _._ _ __._ __ .;....-_--+--­

RDY# 1--+---+--------+----4-----'-------l----
Note: Double Bank, 3-2-2-2 Cache Cycle 
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Figure 6-4 Cache Read Hit 

I I 
CLKI 

ADS# 

BEOE# 

BOOE# i-+------+--+-r---+---+------1----+--~ 

BEA3 
t17 i 

116 

14 15 4...j 15 
BROY# '------\ __ ~/ L_J,....____,____,\___j_J \_ 

ECAWE#/OCAWE# 

TAGWE# 

DRTYW# 

DRTY 

RDY# I------+---..._---------+---------~ 

Note: Single Bank, 3-2-2-2 Cache Cycle 
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Figure 6-5 Cache Read Miss (Dirty) 
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TAG[?:O] 

Note: Double Bank, 3-2-2-2 DRAM Read, Zero Wait State DRAM Write Cycle 
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I Figure 6-6 Cache Write Hit (OWS/Not Dirty) 
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Figure 6-8 Cache Write Hit (1WS/Dirty) 
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Figure 6-9 DRAM Read (Page Hit) 
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Figure 6-10 DRAM Read Page Hit) 
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Figure 6-11 DRAM Read Page Miss) 
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Figure 6-12 DRAM Read (Page Miss) 
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Figure 6-13 DRAM Write (OWS/Page Hit) 

I I I . 
CLKl1 

T1 
\.._ _ ____.( T1 \...._ _ ____.( 

T2 

\ 
T2 

\ 

ADS# --- I ''---+-----I \ 

MIO#, DC#, ---yv--t-----+-----+-----...L' 
WR#, A[31:2] ---"----t-----+-----+-----...Ll:l 

RASO# -----+-----+-------+-------....L 
RAS1# -----t-----+------1------...L 

CAS[3:0]# Jr--__ .,__ ___ ---1h---!...:·1~s-j--.! t-t19-I 
~ ''--------'------~J" ___ ____._ 

MA[10:0] -,_.x..-----+----yv---+------1--------Lh 

OWE# ~-___.r-t_:2=6___.•I t-"t27-I 
\..___f-----~-__JJ·-------i-

RDY# ------r------+-------+-------....L 

BROY# I 

Figure 6-14 DRAM Write (OWS/Page Miss) 

Ii., .. ,, ... . ··-··· Ii•-··· Page 96 

CLKl1 

ADS# 

MIO#, DC#, illllv--t--+---+---+-----i----l---1----!.-... ..---l 
WR#, A[31 :2] ~--+--+--+--+---~1--+---l-..J._...J 

123 

RASO# 

RAS1# :~-+--;---+---+-----i------l--"----1--..J 

CAS[3:0]# --r---+---+---+---'-----+--i-....:.'118 

MA[10:0] r--v---;---+-----.+o::=.:28~-oj~-----l--.,.....i..---1---L 

OWE# ----~126 

ROY# :~--r---+---+---+----+-~----1------!.---+ 

BROY# 

.. 9004196 0000693 858 .. 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 
I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 
I 

I 
912-3000-029 

I 



I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 
I 

I 

I 

Figure 6-15 DRAM Write (1WS/Page Hit) 
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Figure 6-16 Refresh Cycle 
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Figure 6-17 ISA Cycle 
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Figure 6-18 OMA Read Cycle 
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Figure 6-19 OMA Write Cycle 
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Figure 6-20 ISA Master Read Cycle 
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Figure 6-21 ISA Master Write Cycle 
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Figure 6-22 ROM Access Cycle 
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7.0 82C802GP Testability 
The 82C802GP can be forced into a test mode for board level 
testing working automatic test equipment (ATE). There are 
four kinds of tests available when the 82C802GP is in the test 
mode. They are tristate, NANO tree, drive high, and drive low. 

The following input combination would enable the 82C802GP 
to go into the test mode: 

Pins 146 and 103 = 1 (high) 
Pins 29, 50, 100, 108, 145, 94 = 0 (low) 

With the above input condition and a transition of Pin 99 from 
O-to-1 will enable the test mode operation of the 82C802GP. 
The 82C802GP will latch the test mode input condition when­
ever Pin 99 makes a transition from O-to-1. If the input condi­
tion is not correct, it will not go into the test mode. In addition 
to the above conditions, Pin 65 must be sampled high (1) at 
the rising edge of PWRGO (Pin 59). 

Table 7-1 NANO Tree Test Mode Pins 

Pin No. Remarks Pin No. Remarks 

206 NANO tree input start 39 NANO tree input 

207 NANO tree input 40 NANO tree input 

208 NANO tree input 41 NANO tree input 

1 NANO tree input 42 NANO tree input 

2 NANO tree input 47 NANO tree input 

3 NANO tree input 50 NANO tree input 

4 NANO tree input 51 NANO tree input 

5 NANO tree input 52 NANO tree input 

6 NANO tree input 54 NANO tree input 

7 NANO tree input 55 NANO tree input 

11 NANO tree input 56 NANO tree input 

12 NANO tree input 57 NANO tree input 

13 NANO tree input 58 NANO tree input 

14 NANO tree input 59 NANO tree input 

16 NANO tree input 62 NANO tree input 

17 NANO tree input 63 NANO tree input 

18 NANO tree input 64 NANO tree input 

19 NANO tree input 65 NANO tree input 

20 NANO tree input 66 NANO tree input 

21 NANO tree input 67 NANO tree input 

22 NANO tree input 68 NANO tree input 

23 NANO tree input 69 NANO tree input 

24 NANO tree input 70 NANO tree input 

26 NANO tree input 71 NANO tree input 

28 NANO tree input 72 NANO tree input 

29 NANO tree input 73 NANO tree input 

30 NANO tree input 74 NANO tree input 

31 NANO tree input 75 NANO tree input 

32 NANO tree input 76 NANO tree input 

33 NANO tree input 77 NANO tree input 

34 NANO tree input 80 NANO tree input 

35 NANO tree input 81 NANO tree input 

36 NANO tree input 82 NANO tree input 

912-3000-029 

.. 900419b 0000701 754 .. 

82C802GP 

7.1 Tristate Test 
If Pin 99 is held high after entering the test mode, then almost 
all bidirectional and output pins of the 82C802GP are 
tristated. The following exceptions will not be tristated: 

VCC and GNO pins 
Pins 161, 163, 167, 180, 181, 183, and 184 

7.2 NANO Tree Test 
The NANO tree testing can be done if Pin 99 is held high after 
entering the test mode. The NANO tree mode is used to test 
input and bidirectional pins which will be part of the NANO 
tree chain. The NANO tree chain starts at Pin 206 and the 
output of the chain is Pin 25. The following table gives the 
pins on the NANO tree chain. 

Pin No. Remarks 

83 NANO tree input 

84 NANO tree input 

85 NANO tree input 

86 NANO tree input 

87 NANO tree input 

88 NANO tree input 

89 NANO tree input 

90 NANO tree input 

91 NANO tree input 

92 NANO tree input 

93 NANO tree input 

94 NANO tree input 

100 NANO tree input 

101 NANO tree input 

103 NANO tree input 

105 NANO tree input 

108 NANO tree input 

109 NANO tree input 

110 NANO tree input 

111 NANO tree input 

112 NANO tree input 

113 NANO tree input 

116 NANO tree input 

117 NANO tree input 

118 NANO tree input 

121 NANO tree input 

122 NANO tree input 

123 NANO tree input 

124 NANO tree input 

125 NANO tree input 

126 NANO tree input 

127 NANO tree input 

128 NANO tree input 

129 NANO tree input 

Pin No. 

131 

132 

133 

134 

135 

136 

137 

138 

139 

140 

143 

144 

145 

146 

148 

149 

150 

151 

152 

153 

154 

155 

156 

157 

168 

169 

170 

171 

192 

197 

198 

199 

202 

25 

Remarks 

NANO tree input 

NANO tree input 

NANO tree input 

NANO tree input 

NANO tree input 

NANO tree input 

NANO tree input 

NANO tree input 

NANO tree input 

NANO tree input 

NANO tree input 

NANO tree input 

NANO tree input 

NANO tree input 

NANO tree input 

NANO tree input 

NANO tree input 

NANO tree input 

NANO tree input 

NANO tree input 

NANO tree input 

NANO tree input 

NANO tree input 

NANO tree input 

NANO tree input 

NANO tree input 

NANO tree input 

NANO tree input 

NANO tree input 

NANO tree input 

NANO tree input 

NANO tree input 

NANO tree input 

NANO tree output 
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Figure 7-1 NANO Tree Block Diagram 
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7.3 Drive High/Drive Low Test 
The drive high/drive low test can be done on the output pins 
of the 82C802GP if Pin 99 is low after entering the test mode. 
Additionally, Pin 146 will determine the drive high or dive low 
modes. 

Pin 99 Pin 146 Function 
0 O Drive high mode: All odd numbered out­

put and bidirectional pins will be driven 
low. All even numbered output and bidi­
rectional pins will be driven high. 

Table 7-2 

Even Pin No. 

8 
12 
14 
16 
18 
20 
22 
24 
30 
32 
34 
36 
40 
42 
44 
46 
48 
52 
54 
56. 
62 
64 
66 
68 

11rrran11 
lr.&llUU 
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Drive High/Drive Low Test Mode Pin 

Odd Pin No. Even Pin No. 

11 70 
13 72 

17 74 
19 76 
21 80 
23 82 
31 84 
33 86 
35 88 
39 90 
41 92 
45 98 
49 102 
53 104 
55 106 
57 108 
63 110 
65 116 
67 118 
69 122 
71 124 
73 126 
75 128 
77 132 

.. 9004196 0000702 690 .. 

Pin 202 

0 Drive low mode: All even numbered out­
put and bidirectional pins will be driven 
low. All odd numbered output and bidi­
rectional pins will be driven high. 

The following output pins will be driven in the drive high/drive 
low tests. 

Odd Pin No. Even Pin No. Odd Pin No. 

81 134 155 
83 136 157 
85 138 169 
87 140 171 
89 148 173 
91 150 175 
95 152 177 
107 154 179 
109 160 181 
111 168 183 
117 170 185 
121 172 187 
123 174 189 
125 176 191 
127 178 193 
129 180 195 
131 184 203 
133 186 205 
135 188 
137 190 
139 192 
149 194 
151 196 
153 204 
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1 8.0 Mechanical Package Outline 
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Figure 8-1 
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Symbol Min 

A1 0.05 

A2 3.17 

b 0.10 

c 0.10 

D 27.90 

E 27.90 

e 

Hd 30.35 

He 30.35 

L 0.35 

L1 

u 
8 0 

82C802GP 

A2 A1 

Millimeter 

Nom 

0.25 

3.32 

0.20 

0.15 

28.00 

28.00 

0.50 

30.60 

30.60 

0.50 

1.30 

Flcl vi 

Max 

0.50 

3.47 

0.30 

0.20 

28.10 

28.10 

30.85 

30.85 

0.65 

0.08 

10 

Inch 

Min Nom Max 

0.002 0.010 0.020 

0.125 0.131 0.137 

0.004 0.008 0.012 

0.004 0.006 0.008 

1.098 1.102 1.106 

1.098 1.102 1.106 

0.020 

1.195 1.205 1.215 
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Appendix A. Accessing the BBS 
The OPTi BBS offers a wide range of useful files and utilities 
to our customers, from Evaluation PCB Schematics to HPGU 
Postscript format Databooks that you can copy directly to 
your laser printer. The only requirements for accessing and 
using the BBS is a modem and an honest response to our 
questionnaire. 

A.1 Paging the SYSOP 
Currently, Paging the SYSOP is not a valid choice for the 
OPTi BBS. Once a full-time SYSOP is created, then there will 
be hours available for paging the SYSOP and getting imme­
diate help. 

For now, you must send [ C] Comments to the SYSOP with 
any questions or problems you are experiencing. They will be 
answered promptly. 

NOTE Each conference has its own Co-SYSOP (the 
application engineer responsible for that product 
line), so specific conference questions can be 
addressed that way, but general, BBS-wide, 
questions should be sent to the SYSOP from the [OJ 
- Private E-Mail conference. 

A.2 System Requirements 
The OPTi BBS will support any PC modem up to 14,400 
baud, with 8 bits, no parity, and 1 stop bit protocol. The baud 
rate, handshaking, and system type will automatically be 
detected by the OPTi BBS. 

A.3 Calling In/Hours of Operation 
The OPTi BBS phone number is (408) 980-9774. The BBS is 
on-line 24 hours a day, seven days a week. Currently there is 
only one line, but as traffic requires additional lines will be 
installed. 

A.4 Logging On for the First Time 
To log on to the BBS for the first time, 

1. Call (408) 980-9774 with your modem. 

2. Enter your first name. 

3. Enter your last name. 

4. Verify that you have typed your name correctly. 

5. Select a password (write it down). 

6. Reenter the password to verify spelling. 

7. You must then answer the questionnaire that follows. 

After you have answered the questionnaire, you are given 
Customer rights. To change your profile (security level, pass-
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word, etc.), you must send a [C]omment to the SYSOP 
explaining why. 

After you have logged on for the first time, each subsequent 
log on will bypass the questionnaire and put you directly at 
the bulletin request prompt. As bulletins will be added on a 
regular basis in the future, it is recommended that you read 
the new bulletins on a regular basis. 

A.5 Log On Rules and Regulations 
As a FULLUSER you can download from any confer­
ence. 
You will be limited to 45 minutes per day of access time 
(note that once a download has started, it will finish, 
even if the daily time limit is exceeded). If you have not 
entered any keystrokes after 5 minutes, you will auto­
matically be logged off. 

You can upload to the Customer Upload Conference 1 

only. This area is used for our customers/contacts to 
send data to OPTi. You will not be able to download any 
files from this area. 

A.6 Using the BBS 
This section will describe how to use the BBS on a daily 
basis. 

The BBS is divided into Conferences that are specific to a 
product (for example, the Viper Desktop Chipset), or an appli­
cation group (for example, the Field Application Conference 
is used by OPTi Field Application Engineers to send data to 
their contacts in the field). As a general rule, the files in the 
application specific areas will be for specific application and 
may contain a password. If a file is password protected, and 
you know you need that file, you must contact your OPTi 
sales representative for the password. 

The files in the Product Conferences are released data that 
can be used for evaluating the OPTi product line. 

To access a feature of the BBS, you should type the letter in 
brackets that precedes each menu item. This document 
places the appropriate letter in brackets whenever you are 
told to access a feature. 

A.6.1 Reading Bulletins 
The OPTi BBS will present you with a set of bulletins each 
time you log on that are global bulletins applying to OPTi in 
general. In addition to these, each Product Conference will 
have its own set of bulletins that apply to that product. These 
bulletins will announce new product information, documenta­
tion updates, and bug fixes and product alerts. 

1. See Section A.6.5 for more information on 
uploading. 
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It is recommended that you read any new bulletins on a regu­
lar basis to keep up to date on the OPTi product line. 

A.6.2 Sending/Receiving Messages 
The Message Menu can be used to send and receive mes­
sages from OPTi employees, or other BBS users. The Mes­
sage menu can also be used to attach files for the receiver to 
download after they read the message. This method will be 
used often to send customer specific files to OPTi customers. 

Messages to the SYSOP depend upon the conference you 
are in. Each Product Conference sends Comments and Mes­
sages to the SYSOP to the Application Engineer responsible 
for that conference. 

A.6.3 Finding Information 
To find information on the OPTi BBS, you must use the [ J] 
Join a Conference option and then list all of the conferences 
available. They are arranged by product number and name. 

Once you are in the correct conference, you should read all 
applicable bulletins and messages. Then you can [ L) List all 
the files that are available from the File Menu. 

A.6.4 Downloading Files From OPTi 
The easiest way to download files from OPTi is to [ L) List the 
files from the File Menu, the [ M] Mark and files you want from 
the list. After you have marked all the files you need, you can 
[ D ] Download all the marked files and then logoff automati­
cally. 

A.6.5 Uploading Files To OPTi 
There are two ways to upload a file to OPTi. The first is simi­
lar to the download option. You should [ J] Join the Customer 
Upload Conference (this is the only conference that allows 
uploads from users) and [ U ] Upload the file to this confer­
ence. 

Figure A-1 The Main Menu 

MAIN MENU: 
J Join a conference 
M ] Message menu 
C Comments to the sysop 
Y Your settings 

If you are sending the file to a specific person, you should use 
the Message Menu to [ E ) Enter a new message to that per­
son and then [A] Attach the file to the message. This way, 
the person receiving the message can download the file to 
his or her system without leaving behind a file that will not be 
used by anyone else on the BBS. 

A.6.6 Logging Off 
Once you have completed your visit to the OPTi BBS, you 
must say [ G ] Goodbye. 

A.6.7 Logging Back on Again 
To log back on to the BBS, 

1. Call (408) 980-9774 with your modem. 

2. Enter your first name. 

3. Enter your last name. 

4. Verify that you have typed your name correctly. 

5. Enter your password. 

You will not have to answer the questionnaire after the initial 
log-on. You will also be in the conference you were in when 
you last logged-on. 

A.7 The Menus 
There are four major menus that OPTi customers will use, the 
Main Menu, the File Menu, the Bulletin Menu and the Mes­
sage Menu. 

NOTE The following menus are for the Customer Profile 
(FULLUSER) only, if your user profile has been 
changed, you may see slightly different menus. 

F File menu 
B Bulletin menu 
U Userlog list 

[ G Goodbye & logof f 

Conf: "[0] - Private E-Mail", time on 0, with 45 remaining. 
MAIN MENU: [J F M B C P U Y G] ? 
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Figure A-2 The Bulletin Menu 

+---------------------------------------------------------------------+ 
I 
I 

! 
! 

Bulletin Menu 

[l] - Sample Bulletin 1 Title 

1 [2] - Sample Bulletin 2 Title 
! 

I 
I 

I 
I 

I 
I 

+---------------------------------------------------------------------+ 
Bulletins updated: NONE 
Enter bulletin# [l. .3], [R]elist menu, [N]ew, [ENTER] to quit? [ ] 

I Figure A-3 The File Menu 
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FILE MENU: 
[ Q ] Quit to main menu 

L ] List available files 
D ] Download a file(s} 

[ E Edit marked list 
M ] Message menu 

J Join a conference 
U Upload a file(s) 
S Scan for Files 
G Goodbye & logof f 

Conf: "[O] - Private E-Mail", time on 1, with 44 remaining. 
FILE MENU: [Q J L U D S E G M] ? 

Figure A-4 The Message Menu 

MESSAGE MENU: 
Q Quit to the main menu 
R Read messages 
E Enter a new message 
C Check for personal mail 
G Goodbye & logof f 

J Join a conference 
S Scan messages 
K Kill a message 
F File menu 

Conf: "[OJ - Private E-Mail", time on 2, with 44 remaining. 
MESSAGE MENU: [Q J R S E K C F G] ? 

A.7.1 Menu Selections 
[ B] Bulletin Menu Menu(s): main 
Access the Bulletin Menu. 

[ C] Check for personal mail Menu(s): message 
See if you have any mail. 

[ C ] Comments to the sysop Menu(s): main 
Leave a private comment for the SYSOP. 

[ D] Download a file(s) Menu(s): file 
Download a file from the BBS to your computer. If you 

have marked files it will display these files. If you have 
not marked any files, it will ask you for a file name. The 
file must be present in the current conference for you to 
be able to enter its name. 

[ E ] Edit Marked List Menu(s): file 
Change the entries that you have selected as Marked for 
downloading. 

[ E ] Enter a new message Menu(s): message 
Send a new message to someone on the BBS. 
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[ F] File Menu Menu(s): main, message 
Access the File Menu. 

[ G ] Goodbye and logoff Menu(s): main, message, file 
Logoff the system. 

[ J ] Join a Conference Menu(s): main, message, file 
Change conferences (product areas). 

[ K] Kill a message Menu(s): message 
Delete a message. 

[ L] List available files Menu(s): file 
List the files in the current conference. Note that most 
conferences have sub-categories of files (Schematics, 
JOB, etc.) that you will be asked for (or you can press 
enter the list all of the categories). 

[ M ] Message Menu Menu(s): main, file 
Access the Message Menu. 

[ Q ] Quit to Main Menu Menu(s): message, file 
Leave current menu and return to the Main Menu. 

li••rr1r11 
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[ R ] Read Messages Menu(s): message 
Read messages in the current conference or all confer­
ences. 

[ S] Scan for Files Menu(s): file 
Scan for particular files (by name, or extension, etc.). 

[ S ] Scan messages Menu(s): message 
Search for message by specific qualifier (date, sender 
etc.). 

[ U] Upload a file(s) Menu(s): file 
Send a file from your computer to OPTi. This can only be 
done in the Customer Upload Conference. 

[ U] Userlog List Menu(s): main 
Lists the user database, in order of logon. This is useful if 
you are sending a message and are looking for the spell­
ing of a persons name. 

[ Y] Your settings Menu(s): main 
Show you settings and allow you to make changes. 
These include password, name, address, etc. 
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