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Dr. C. J. Davisson 

By M. J. KELLY 

NO·4 

DR. DAVISSON, affectionately known to his large circle of friends as 
"Davy," joined the research section of the Engineering Department 

of the vVestern Electric Company in March, 1917 to participate in its 
\Vorld War I programs. He came on leave of absence from Carnegie Insti­
tute of Technology with the intention of returning to his academic post at 
the close of the war, but remained with its engineering organization, later 
to become Bell Telephone Laboratories, until 1946, when he retired at the 
age of sixty-five. He then accepted a research professorship in the Depart­
ment of Physics at the University of Virginia. 

\Vhen I joined vVestern's Engineering Department at the beginning of 
1918, I had the good fortune to be assigned an office with Davisson. This 
was the beginning of a lifelong intimate friendship and an uninterrupted 
and close professional association terminated by his retirement. 

Beginning in 1912 the \Vestern Electric Company under the able leader­
ship of Dr. H. D. Arnold pioneered in the development of the thermionic 
high-vacuum tube for communications applications. Although such devices 
already had important application as voice-frequency amplifiers in long­
distance circuits at the time of our entrance into World \Var I, tubes were 
really not yet out of the laboratory, and the relatively few that were re­
quired for extending and maintaining service were made in the laboratories 
of the Engineering Department. Research and development programs di­
rected to military applications of these new devices brought about a large 
expansion in the work of the laboratories. Davisson and I were assigned to 
the development of tubes for military use. 

Important applications resulted from this work, and thermionic high­
vacuum tubes had to be produced in what was for that time astronomical 
quantities. The science, technology, and art essential to such quantity pro­
duction did not exist, and had to be created concurrently with a most rapid 
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build-up in production. All of the tubes employed an oxide-coated cathode, 
which was later to become the universal standard the world over for low­
power thermionic vacuum tubes. 

Davisson early took a position of leadership in problems of fundamental 
physics relating to the emitter and high-vacuum techniques. vVe were forced 
to move so rapidly that much of the work was necessarily empirical. Even 
in this atmosphere of empiricism Davisson's work was unusually funda­
mental and analytical. Increasingly all of us went to him to discuss funda­
mental problems that were in urgent need of an answer. He was always 
available and displayed a friendly interest; we rarely left him without bene­
fit from the discussion. Frequently he would continue his study of the 
problem and come later to give the benefit of his more mature consider­
ation. 

During this period of intensive work performed in an atmosphere of 
urgency, Davisson displayed the characteristics that were important in 
determining the pattern of his work through the years and the nature of 
his contributions to our laboratories and to science. His inner driving force 
was always seeking complete and exact knowledge of the physical phe­
nomena under study. Thoroughness was an outstanding characteristic. The 
rapid tempo of the work with the necessity of accepting partial answers 
and following one's nose in an empirical fashion were foreign to his way of 
doing things. As a war necessity he yielded to it, and performed as a good 
soldier. His interests were almost wholly scientific, but the needs of the 
situation forced upon him somewhat of an engineering role for which he 
had little appetite. As an adviser and consultant, he was unusually effec­
tive. In this he has few equals among scientists of my acquaintance. I be­
lieve that his success here is due to the high level of his interest in solving 
problems, to his broad area of curiosity about physical phenomena, and to 
his warm, friendly, and unselfish interest in the scientific aspects of the 
work of his associates. 

Industry's scientific and technologic support of the war effort led to a 
rapid expansion of industrial laboratories in the postwar period. Our lab­
oratories had expanded during the war period, and this was continued at a 
rapid rate throughout the following decade. The scientists who had come 
to the Laboratories during the war and the years immediately preceding it, 
with few exceptions moved out of the laboratory and assumed places of 
management and leadership in the research and development sections of 
the Laboratories' organization. At that early period in the life of industrial 
laboratories, the major emphasis was on applied research and development: 
there was very little research of a pure scientific nature. 

Davisson was one of the few who did not gravitate to positions of man-
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agement and leadership. His compelling interest in scientific research led 
Dr. Arnold to make a place in it for him, very rare in industrial laboratories 
of the time. A pattern of work of his own choosing gradually evolved, and 
he worked within it throughout his career. One or two young physicists 
and a few laboratory technicians made up the team that worked on his 
research problems. The young physicists and technicians did most of the 
work in the laboratory, although Davisson would frequently be found in 
the laboratory making observations in association with his co-workers. He 
took a leading part in planning the experiments and in designing the appa­
ratus. His thoroughness and absorbing interest in detail were especially 
rewarding in this area for his experiments were always well conceived and 
their instrumentation was beautiful. 

The maximum of reliability, long life (measured in years) and the highest 
electron-emitting efficiency from the cathode were early recognized as im­
portant to the full utilization of the thermionic high-vacuum tube in tele­
communications. For several years after the close of the war, Davisson's 
researches were directed at a complete understanding of the emission phe­
nomena of oxide-coated cathodes. This emitter is an unusually complex 
system. Chemical, metallurgical, and physical problems of great complexity 
are interleaved. Over the years, our laboratories have made great progress 
in reliability, long life, and high electron-emitting efficiency of thermionic 
vacuum tubes for telecommunication uses. The benefits of this work to the 
telephone user have been large, and annual savings to the Bell System of 
many millions of dollars have resulted. Davisson's researches during the 
five years following the close of the war. and his continuing advice to others 
through a longer period were significant in the advances that our labora­
tories have made. 

As multigrid structures came into use and the tubes came to be used in 
circuits of ever increasing complexity, unwanted secondary electron emis­
sion from the grid structures became a major problem. The presence of this 
emission and its variation in amount from tube to tube brought about mal­
functioning and unreliability. If it were to be controlled, its complete under­
standing was essential. A basic study of secondary emission was Davisson's 
next area of research. In these studies he came upon patterns of emission 
from the surface of single crystals of nickel that aroused his curiosity. His 
examination of these patterns led to his discovery of electron diffraction 
and the wave properties of electrons. In recognition of this masterful re­
search with its important and highly significant results, he was awarded 
the Nobel Prize in 1937. 

After the discovery of electron diffraction, Dr. L. H. Germer, who had 
worked with Davisson on the secondary emission researches, took the prob-
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lem of applying electron diffraction to the study of the structure of thin 
surface films. He was the pioneer in utilizing electron diffraction in studies 
of surface structure, and made a large contribution to the science and tech­
nology of this new and important analysis technique. While Germer, grad­
uating from his place as an aide to Davisson, worked independently on this 
problem, he benefited from frequent discussions with Davisson. After Germer 
had perfected an electron diffraction spectrometer, he operated it for a num­
ber of years as an analytical aid to many of the research and development 
projects of the Laboratories. The interpretation of the patterns and the 
determination of the crystalline structure of surface films were complex 
problems. During the period that Germer was developing techniques and 
getting order into the analysis of the patterns, Davisson often joined him 
in puzzling out the crystal structure revealed in photographs of the diffrac­
tion patterns of many different kinds 6f surfaces. 

As a logical consequence of Davisson's interest in electron diffraction, he 
next concerned himself with a variety of problems in electron optics. He 
was one of the first to develop analytical procedures in the design of struc­
tures for sharply focusing electron beams. For many years, beginning in the 
early 1930's, Davisson gave much attention to the analytical side of electron 
optics and designed and constructed many structures for electron focusing. 
Prior to his work much of the vacuum-tube development work in our lab­
oratories, as elsewhere where electron focusing was required, was largely 
empirical. Unfortunately he did not publish much of the fine work that he 
did, although he reported on portions of it to scientific and technical groups. 
However, the effect of his work and his ever increasing knowledge of elec­
tron optics on the programs and men of our laboratories concerned with 
electron dynamics was large. Dr. J. B. Fisk, Dr. J. R. Pierce, Dr. L. A. 
MacColl, Dr. Frank Gray and others of our laboratory obtained guidance 
and inspiration from Davisson, the consultant and adviser. 

His work in electron optics came at a fortuna te time in relation to our 
laboratories' studies of the transmission of television signals over coaxial 
conductor systems. Although it was possible to measure the amount and 
characteristics of the electrical distortion of signal currents, there were not 
available cathode ray tubes precise enough in their design for evaluating 
the degradation in the picture's quality resulting from the passage of the 
signal through the coaxial system. He undertook the development of a 
cathode-ray tube for this test purpose employing the principles of electron 
optics that he had worked out. In doing this he made one of his few excur­
sions into technology. There resulted from his work a cathode-ray tube of 
great precision. By virtue of the fundamental design of the beam and de­
flecting system, the tube provided an extremely small rectangular spot on 
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the flourescent screen that remained in sharp focus over the entire screen 
area and had a much improved response characteristic. He took unusual 
pride in this project, and played a leading part in the design of every ele­
ment of the complicated structure. The tube proved to be a useful tool in 
the evaluation of picture impairment resulting from different types of signal 
distortion. 

Our laboratories steadily increased their participation in research and 
development activities for the military beginning in 1938. This effort ex­
panded with terrific speed at the beginning of World War II, and soon 
became our major activity, continuing until the close of hostilities. Davis~ 
son was most anxious to contribute in any way that he could in our mili­
tary work. While continuing his researches, he gave attention to the new 
and important multicavity magnetron that was receiving increasing atten­
tion. His background in electron optics made him invaluable as a consultant 
to Fisk, who led our magnetron work. As in World War I, speed was again 
the driving force in our programs, and substantially all of our research people 
turned to development. By keeping aloof from the rapidly moving develop­
ment stream, he was able to give unhurried consideration to many of the 
basic electron dynamics problems of the magnetron. 

When Dr. J. C. Slater joined us in 1943 to participate with Fisk in the 
basic magnetron problems, Davisson turned his attention to problems of 
crystal physics in relation to our programs on quartz crystal plates as cir­
cuit elements. Our laboratories were the focal point of a large national effort 
for the development, design, and production of quartz crystal plates for a 
multitude of electronic circuit applications. Drs. W. P. Mason, W. L. Bond, 
G. "V. Willard, and Armstrong-Wood were the basic science team working 
on a multitude of problems that arose with the tremendous expansion of 
quartz plate production and use. 

Davisson spent the major portion of his time from 1943 until his retire­
ment in 1946 on a variety of crystal physics problems. He brought a fresh 
viewpoint into the crystal physics area. Through consultation, analyses, 
and experiments, he was of material as~istance to our crystal physics group 
in the large contribution they made to the application of quartz plates to 
electronic systems for the military. 

Davisson exerted a constructive influence on programs and men in the 
research and development areas of our laboratories throughout the thirty 
years of his active service. His door was open to all, and through his con­
structive interest in the problems presented, he developed large and con­
tinuing consulting contacts. This was not an assigned task but rather one 
that was personal to him, and its amount and continuance through the 
years were expressions of a facet of his personality. His contribution to the 



784 THE BELL SYSTEM TECHNICAL JOURNAL, OCTOBER 1951 

adjustment of the young men to their change in environment from the 
university to industry as they came to our laboratories was considerable. 
It became a habit of the research directors to place with him for a year or 
so junior scientists on their entrance into our laboratories. Dr. J. A. Becker 
and Dr. William Shockley are typical of the men who were introduced into 
the Laboratories through a period of association with him. 

We have always welcomed young scientists from the graduate schools of 
our universities for summer work. This gives them a view of the operation 
of an industrial laboratory, and is an aid to us in the selection of young 
research men from the schools. Several of them were assigned to work with 
Davisson. Some have since had distinguished careers in science. Drs. Lee A. 
DuBridge, Merle Tuve, and Philip Morse are among the graduate students 
who worked with Davisson during their summer employment with us. 

It was fortunate that Davisson, who had come to stay for the duration 
of the war, elected to stay with the laboratories to work as a scientist in 
areas of physics important to our programs rather than return to university 
life. He established a pattern of fundamental research that has continued 
and enlarged in scope as our laboratories have evolved and reached matur­
ity. Across the forefronts of the physics, mathematics, and chemistry, which 
are basic to telecommunication technology, we now have many scientists 
whose programs are directed, as was Davisson's, only at expanding funda­
mental knowledge, and who do not divert their energies even to the funda­
mental development phases of our technology. It is a tribute to Davisson's 
overpowering interest in science, and to his steadfastness in the pursuit of 
knowledge through the scientific method of experiment and analysis that 
during the pioneering and rapid expansion years of our laboratories, when 
development demanded the attention of most of our scientists, he gave 
almost undivided attention to the scientific aspects of our work. Through­
out his career he has remained a scientist and has maintained a working 
knowledge at the forefront of a wide area of physics. 

Throughout his thirty years at the Laboratories, Davisson's circle of 
friends among scientists steadily grew, not only within his own country but 
extending to Europe and the Orient. His capacity for friendships is large, 
and each of us at the Laboratories in daily contact with him has enjoyed a 
close friendship of exceptional warmth. The integrity and quality of his 
work are universally appreciated. He is held in high regard, not only for it 
but also because of his fine personal qualities. He is shy and modest. Be­
cause of this, it requires an association of some duration to know Davisson 
the man. He has a keen sense of humor, which flashes upon you in most un­
expected ways. Unusually slight in stature with a fragile physical frame, 
his weight never exceeded 115 pounds, and for many years it hovered 
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around 100. While his health has been good, his store of energy has been 
limited, and it has been necessary for him to husband it carefully. 

Davisson's modesty causes him to undervalue the importance and scope 
of his contributions. This characteristic, the low level of his energy, and 
the high standard he has always set for his work have combined to limit 
the amount of his publication. His influence on science and technology gen­
erally has, therefore, not been at so high a level as it has attained within 
the Laboratories, where his personal contact with individuals and their 
work has been more effective than publication. 

In recognition of his constructive influence on the evolution of the basic 
science programs of our laboratories and his contribution of important new 
knowledge in the areas of thermionic emission, secondary electron emission, 
electron diffraction, and electron optics, the editors and the editorial board 
of The Bell System Technical Journal have invited members of our staff 
whose work and careers have benefited through association with Davisson 
to contribute papers to this issue of the Journal in celebration of his seven­
tieth birthday. 



The Scientific Work of C. J. Davisson 

By KARL K. DARROW 

T HE very first piece of work which is published by a physicist who is 
destined to be great is not often outstanding; but sometimes it has 

curious affinities, accidental rather than causal, with aspects of the work 
that was to come thereafter. In the first paper published by C. J. Davisson, 
we find him working with electrons, concentrating them into a beam by 
the agency of a magnetic field, directing them against a metal target, and 
looking to see w hether rays proceed from the target. True, the electrons 
came from a radioactive substance, and therefore were much faster than 
those of his later experiments. True also, he did not actually focus the 
electron-beam. True also, the rays for which he was looking were X-rays, 
and in these he took no further interest. Yet in nearly all of his subsequent 
researches he was to use some of the principles of electron-focussing or elec­
tron-microscopy; in many, he was to look for things that were emitted by 
the target on which his electrons fell. This maiden papel was presented be­
fore the American Physical Society at its meeting in Washington in April 
1909; the printed version may be fo~nd in the Physical Review, page 469 
of volume 28 of the year 1909. It was signed from Princeton University, 
whither Davisson had gone as a graduate student. 

Another characteristic of Davisson's work in his later years was his fre­
quent study and use of thermionics. Already in 1911 we find him working 
in this field-but it was thermionics with a difference. The word "thermi­
onics" now signifies, nearly always, the emission of electrons from hot 
metals; but at first it included also the emission of positive ions from hot 
metals and hot salts. Though neither useless nor uninteresting, the emission 
of positive ions is now rated far below the effect to which we now confine 
the name of thermionics: emission of electrons from hot metals is one of 
the fundamental phenomena of Nature, and its uses are illimitable. It may 
be plausibly conjectured that in 1911 the difference in the importance of 
the two phenomena-emission of positive ions and emission of electrons­
was far less evident than it is now. Davisson, working under the British 
physicist O. W. Richardson who was then professor at Princeton, estab­
lished that the positive ions emitted from heated salts of the alkali metals 
are once-ionized atoms of these metals-that is to say, atoms lacking a 
single electron. He also showed that if gas is present in the tube, it may 
enhance the number of the ions but does not change their character. This 
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work was presented before the April meeting of the American Physical 
Society in 1911. Abstracts of the papers which he there gave orally may be 
found in Physical Review, but the publications in full appeared (in 1912) in 
Philosophical M agazille. Davisson's choice of a British journal was advised 
by his transplanted,teacher, but it must be realized that in 1912 the Physical 
Re'view had by no means ascended to the rank that it holds today. With 
this work came to their end the contributions of his student years, and next 
we find him publishing as an independent investigator. 

From Davisson's years (1912-17) at the Carnegie Institute of Tech­
nology there is a paper embodying an attempt to calculate the optical dis­
persion of molecular hydrogen and of helium from Bohr's earliest atom­
model. It shows him possessed of no mean mathematical technique, but is 
based-as the date by itself would make evident-on too primitive a form 
of quantum-theory. 

In June 1917, in the midst of \Vorld War I, Davisson came for what he 
thought would be a temporary job at the institution th,en known as the 
Research Laboratories of the American Telephone and Telegraph Company 
and the Western Electric Company, thereafter-from 1925-as Bell Tele­
phone Laboratories. Not for a year and a half was he able to devote him­
self to work un trammeled by the exigencies of war. So far as publication is 
concerned, his second period began in 1920, when he presented two papers 
before the American Physical Society: one at the New York meeting in 
February, one at the Washington meeting in April. In the former of these 
his name is linked with that of L. H. Germer, a name associated with his 
in the great discovery of electron waves; in the latter it is linked with that 
of the late H. A. Pidgeon. 

These two papers are represented only by brief abstracts; and this is the 
more regrettable, as they form the only contributions published under 
Davisson's name to the dawning science of the oxide-coated cathode. In 
the former, he established that the remarkably high electron-emission of 
oxide-coated metals-as contrasted with bare metals-is not due, as had 
been elsew.pere suggested, to the impacts of positive ions from the gas of 
the tube against the coatings: it is true. thermionic emission. In the latter, 
he studied the rise and eventual fall of the thermionic emission as more 
and more oxide is laid down upon. the metal surface, and concluded that 
the emission occurs when a definite number of oxide molecules is assembled 
into a patch of definite size on the surface: the number of patches of just 
the right size first rises, then declines as the deposition continues. According 
to colleagues of his, these two papers fall short by far of indicating the ex­
tent of his contributions to this field; and one of them has said that Davis­
son was excessively scrupulous about putting his work into print, being 
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unwilling to publish his observations until he felt sure that he understood 
all that was taking place. It is in an article by another-the late H. D. 
Arnold,. first to hold the post of Director of Research in Bell Telephone 
Laboratories and its antecedent organization-that we find a description of 
Davisson's "power-emission chart," now standard in the art. In Arnold's 
words: "Dr. Davisson has devised a form of coordinate-paper in which the 
coordinates are power supplied to the filament (abscissae) and thermionic 
emission (ordinates). The coordinate lines are so disposed and numbered 
that if the emission from a filament satisfies Richardson's relation, and the 
thermal radiation satisfies the Stefan-Boltzmann relation, then points on 
the chart coordinating power and emission for such a filament will fall on a 
straight line." 

In a paper presented at a meeting toward the end of 1920 (it was a joint 
paper of himself and J. R. Weeks) Davisson gives the theory of the emis­
sion of light from metals, deduces a deviation from Lambert's law and 
verifies this by experiment. A connection between this and the study of 
thermionics may be inferred from the words which I quoted earlier from 
Arnold's description of Davisson's power-emission chart. This work was 
published in full, some three years later, in the J oltrnal of the Optical Society 
of America. 

We turn now to Davisson's investigations of thermionic emission from 
metals. 

Those whose memories go back far enough will recall that two laws have 
been proposed for the dependence of thermionic emission on temperature. 
Both were propounded by O. W. Richardson, and each, somewhat confus­
ingly, has at times been called "Richardson's law." The earlier prescribed 
that the thermionic current i should vary as Ttexp( -biT), T standing for 
the absolute temperature; the later prescribes that i should vary as 
T2exp(-bIT). The former is derived from the assumption that the velocities 
and energies of the electrons inside the metal are distributed according to 
the classical Maxwell-Boltzmann law. The latter follows from the assump­
tion that these velocities and energies are distributed according to the 
quantum-theory or Fermi-Dirac law: it was, however, derived from thermo­
dynamic arguments some thirteen years before the Fermi-Dirac theory was 
developed, and the experiments about to be related were performed during 
this thirteen-year period. 

In the interpretation of either law, b is correlated with the work of egress 
which an electron must do (at the expense of its kinetic energy) in order to 
go from the inside to the outside of the metal. I will leave to a later page the 
phrasing of this correlation, and say for the moment that b multiplied by 
Boltzmann's constant k represents what used to be called and is still some-
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times called the "thermionic work-function" of the metal. If a given set of 
data is fitted first by the T! law and then by the T2 law, different values of 
b and therefore different values of the thermionic work-function are ob­
tained. Which is right? 

This question can be answered if the thermionic work-function can be 
measured with adequate accuracy by some other method. Such a method 
exists: it is called the "calorimetric" method. Suppose an incandescent wire 
surrounded by a cylindrical electrode. If the latter is negative with respect 
to the former, the emitted electrons will return to the wire, and there will 
be no net thermal effect due to the emission. If, however, the cylinder is 
positive with respect to the wire, the electrons will be drawn to it, and the 
wire will fall in temperature: this is the "cooling-effect" due to the emis­
sion. The resistance of the wire will decrease, and if the current into the 
wire is held constant, the voltage between its terminals will be lessened. 

The experiment may sound easy, and so it might be if all of the current 
flowed within the wire from end to end; but the bleeding of electrons through 
the entire surface makes the current vary from point to point along the wire, 
and complicates the test enormously. Others elsewhere had tackled this 
difficult problem of experimentation; but Davisson and Germer found a 
better way to handle it, and their results for tungsten were presented at a 
meeting at the end of 1921 and published fully the following year. From 
their data they calculated the thermionic work-function of the metal, which 
when thus determined we may denote by e¢. It agreed with the value of 
kb obtained from the newer form of "Richardson's law," disagreed with the 
other. Thus Davisson was in the position of having confirmed the Fermi­
Dirac distribution-law before it had been stated! 

It remains to be said that, years later, Davisson and Germer repeated 
this experiment upon an oxide-coated platinum wire. Here they came upon 
a complication from which clean metal surfaces are fortunately exempt. 
The character of the oxide-coated wire changed with the temperature; and, 
since the measurement of the "constant" b requires a variation of the tem­
perature, its value did not provide a reliable measure of the work at any 
single temperature, whereas the "calorimetric" measurement did. 

Now at last we are ready to attend to the early stages of the studies 
which were destined to lead to the discovery of electron-waves. These were 
studies of what I shall call the "polycrystalline scattering patterns" of 
metals: the name is descriptive rather than short. A beam of electrons is 
projected against a metal target which is in the condition, normal for a 
metal, of being a complex of tiny crystals oriented in all directions. Some 
of these electrons swing around and come back out of the metal with un­
diminished energy: these are the electrons that are "elastically scattered," 
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(Davisson records that elastic scattering had previously been observed only 
with electrons having initially an energy of 12 electron-volts or less). A 
collector is posted at a place where it collects such electrons as are scattered 
in a direction making some chosen angle (J with the direction exactly oppo­
site to that of the original or "primary" beam. There may be inelasticalIy­
scattered or secondary electrons which travel toward the collector: its 
potential is so adjusted as to prevent the access of these. 

The collector is moved from place to place so as to occupy successively 
positions corresponding to many values of the angle (J. It is always in the 
same plane passing through the primary beam, and so the curve of number­
of-scattered-electrons (per unit solid angle) plotted against (J is a cross­
section of a three-dimensional scattering pattern; but, for obvious reasons 
of symmetry, the three-dimensional pattern is just the two-dimensional 
pattern rotated around the axis which is provided by the primary beam. 
This two-dimensional pattern is what I have called the polycrystalline 
scattering-pattern. It is a curve plotted, in polar coordinates or in Cartesian, 
against (J over a range of this angle which extends from -90° to +90°; 
but the part of the curve which runs from (J = -90° to (J = 0° is the 
mirror-image of the other part, and either by itself suffices. The curve can­
not be plotted in the immediate vicinity of () = 0°, because the source of 
the electrons gets in the way. 

The first published report of such an experiment is to be found, under 
the names of Davisson and c. H. Kunsman, in Science of November 1921; 
in that same November Davisson presented the work before the American 
Physical Society. The metal was nickel, and the pattern had two most 
remarkable features. These were sharp and prominent peaks; one inferred 
from the trend of the curve in the neighborhood of e = 0° and presumably 
pointing in exactly that direction, consisting therefore of electrons which 
had been turned clear around through 180 degrees; the other pointing in a 
direction which depended on the speed of the electrons, and for 200-volt 
electrons was at 70°. 

Any physicist who hears of experiments on scattering is likely to think 
of the scattering-experiments performed by Rutherford now more than 
forty years ago, which established the nuclear atom-model. These were 
measurements of the scattering-pattern of alpha-particles, and this does not 
look in the least like the curve observed by Davisson and Kunsman: it 
shows no peaks at all. Alpha-particles, however, are seven thousand times 
as massive as electrons: they are deflected in the nuclear fields, and so great 
is the momentum of an alpha-particle that it does not suffer any perceptible 
deflection unless and until it gets so close to a nucleus that there are no 
electrons at all between the nucleus and itself. But with so light a particle 
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as an electron, and especially with an electron moving as slowly as Davis­
son's, the deflection commences when the flying electron is still in the outer 
regions of the atom which it is penetrating. The deflection of the individual 
electron and the scattering-pattern of the totality of the atoms are, there­
fore, conditioned not only by the nuclear field but by the fields of all the 
electrons surrounding the nucleus. How shall one calculate the effect of all 
these? 

This is a very considerable mathematical problem, and Davisson simpli­
fied it to the utmost by converting the atomic electrons into spherical shells 
of continuous negative charge centered at the nucleus. The simplest con­
ceivable case-not to be identified with that of nickel-is that of a nucleus 
surrounded by a single spherical shell having a total negative charge equal 
in magnitude to the positive charge of the nucleus itself. Within the shell 
the field is the pure nuclear field, the same as though the shell were not 
there at all; outside of the shell there is no field at all. This is what Davis­
son called a "limited field." Calculation showed that the scattering-pattern 
of such a system would have a peak in the direction (J = 0°, so long as the 
speed of the electrons did not exceed a certain ceiling-value! And there was 
more: "the main features of the scattering-patterns (Davisson said "distri­
bution-curves") for nickel, including the lateral maximum of variable posi­
tion, are to be expected if the nickel atom has its electrons arranged in two 
shells." 

Nickel in fact is too complicated an atom to be represented, even in the 
most daring allowable approximation, as a nucleus surrounded by a single 
shell; two shells indeed seem insufficient, but the fact that a two-shell theory 
leads in the right direction is a significant one. Magnesium might reason­
bly be approximated by a single-shell model; Davisson experimented on this 
metal, and published (in 1923) scattering-patterns which lent themselves 
well to his interpretation. He measured scattering-patterns of platinum also, 
and these as to be expected are much more wrinkled with peaks and valleys; 
the task of making calculations for the platinum atom with its 78 electrons 
was too great. 

Nickel continued to be Davisson's favorite metal, and four years later 
(1925) his study of its polycrystalline scattering-pattern was still in prog­
ress. In April of that year occurred an accident, of which I quote his own 
description from Physical Review of December 1927. "During the course of 
his work a liquid-air bottle exploded at a time when the target was at a 
high temperature; the experimental tube was broken, and the target heavily 
oxidized by the in-rushing air. The oxide was eventually reduced and a 
layer of the target removed by vaporization, but only after prolonged heat­
ing at various high temperatures in hydrogen and in vacuum. When the 



792 THE BELL SYSTEM TECHNICAL JOURNAL, OCTOBER 1951 

experiments were continued it was found that the distribution-in-angle of 
the scattered electrons had been completely changed .... This marked 
alteration in the scattering-pattern was traced to a re-crystallization of the 
target that occurred during the prolonged heating. Before the accident and· 
in previous experiments we had been bombarding many small crystals, but 
in the tests subsequent to the accident we were bombarding only a few 
large ones. The actual number was of the order of ten." 

I do not know whether Davisson ever cried out 0 felix culpa! in the lan­
guage of the liturgy; but well he might have. The exploding liquid-air 
bottle blew open the gate to the discovery of electron-waves. Fatal conse­
quences were not wanting: the accident killed the flourishing study of 
polycrystalline scattering-patterns, and countless interesting curves for 
many metals are still awaiting their discoverers. This may illustrate a differ­
ence between the industrial and the academic career. Had Davisson been a 
professor with a horde of graduate students besieging him for thesis sub­
jects, the files of Physical Review might exhibit dozens of papers on the 
scattering-patterns of as many different metals, obtained by the students 
while the master was forging ahead in new fields. 

Now that we are on the verge of the achievement which invested Davis­
son with universal fame and its correlate the Nobel Prize, I can tell its 
history in words which I wrote down while at my request he related the 
story. This happened on the twenty-fifth of January, 1937: I have the sheet 
of paper which he signed after reading it over, as also did our colleague 
L. A. MacColl who was present to hear the tale. This is authentic history 
such as all too often we lack for other discoveries of comparable moment. 
Listen now to Davisson himself relating, even though in the third person, 
the story of the achievement. 

"The attention of C. J. Davisson was drawn to W. Elsasser's note of 
1925, which he did not think much of because he did not believe that 
Elsasser's theory of his (Davisson's) prior results was valid. This note had 
no influence on the course of the experiments. What really started the dis­
covery was the well-known accident with the polycrystalline mass, which 
suggested that single crystals would exhibit interesting effects. When the 
decision was made to experiment with the single crystal, it was anticipated 
that 'transparent directions' of the lattice would be discovered. In 1926 
Davisson had the good fortune to visit England and attend the meeting of 
the British Association for the Advancement of Science at Oxford. He took 
with him some curves relating to the single crystal, and they were surpris­
ingly feeble (surprising how rarely beams had been detected!). He showed 
them to Born, to Hartree and probably to Blackett; Born called in another 
Continental physicist (possibly Franck) to view them, and there was much 
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discussion of them. On the whole of the westward transatlantic voyage 
Davisson spent his time trying to understand Schroedinger's papers, as he 
then had an inkling (probably derived from the Oxford discussions) that 
the explanation might reside in them. In the autumn of 1926, Davisson 
calculated where some of the beams ought to be, looked for them and did 
not find them. He then laid out a program of thorough search, and on 6 
January 1927 got strong beams due to the line-gratings of the surface atoms, 
as he showed by calculation in the same month." 

N ow I will supplement this succinct history by explanations. The first 
name to be mentioned in the explanations must be one which does not 
appear in the quotation: that of Louis de Broglie. 

Louis de Broglie of Paris had suggested that electrons of definite momen­
tum-let me denote it by p-are associated with waves of wavelength A 
equal to h,J p, It standing for Planck's constant. This suggestion he made in 
an attempt to interpret the atom-model of Bohr, a topic which is irrelevant 
to this article. Irrelevant also is the fact that Louis de Broglie's suggestion 
led Schroedinger to the discovery of "wave-mechanics," but I mention it 
here because Schroedinger's name appears in the quotation. Highly relevant 
is the inference that the "de Broglie waves," as they soon came to be called, 
might be diffracted by the lattices of crystals, and that the electrons of an 
electron-beam directed against a crystal might follow the waves into char­
acteristic diffraction-beams such as X-rays exhibit. 

This inference was drawn by a young German physicist Walther Elsasser 
by name, then a student at Goettingen. It was one of the great ideas of 
modern physics; and, in recording that its expression in Elsasser's letter 
was not what guided Davisson to its verification, I have no wish to weaken 
or decry the credit that justly belongs to Elsasser for having been the first 
to conceive it. Dr. Elsasser has authorized me to publish that he submitted 
his idea to Einstein, and that Einstein said "Young man, you are sitting on 
a gold-mine." The letter which I have mentioned appeared in 1925 in the 
German periodical Die N aturwissenschaften. As evidence for his idea Elsasser 
there adduced the polycrystalline scattering-patterns, in particular those 
for platinum, that had been published by Davisson and Kunsman. But 
Davisson as we have seen did not accept this explanation of the patterns; 
and never since, so far as Elsasser or I are aware, has anyone derived or 
even tried to derive the polycrystalline scattering-patterns from the wave­
theory of electrons. This must be listed as a forgotten, I hone onlv a tem­
porarily forgotten, problem of theoretical physics. 

Essential to the application of Elsasser's idea is the fact that the wave­
lengths of the. waves associated with electrons of convenient speeds are of 
the right order of magnitude to experience observable diffraction from a 
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crystal lattice. It is easy to remember that 150-volt electrons have a wave­
length of one Angstrom unit, while the spacings between atoms in a solid 
are of the order of several Angstroms. This fact of course did not escape 
Elsasser, and it figures in his letter. 

From the quotation it is clear that the earliest patterns obtained from the 
complex of large crystals were obscure, and the definitive proof of Elsasser's 
theory was obtained only when Davisson instituted his "program of thor­
ough search" and simultaneously in England G. P. Thomson instituted 
his own. Two other items in the quotation require to be explained. The 
hypothesis of "transparent directions" I will consider to be explained by 
its name. Were it correct, the directions of the beams would be independent 
of the speed of the electrons; since they are not, the hypothesis falls. The 
reference to the "line-gratings of the surface atoms" induces me to proceed 
at once to one of the principal contrasts between diffraction of electrons 
and diffraction of X-rays. 

An optical grating is a sequence of parallel equidistant grooves or rulings 
on a surface of metal or glass. The atoms on a crystalline surface are arranged 
in parallel equidistant lines, and one might expect X-rays or electrons to be 
diffracted from them as visible light is diffracted from an optical grating. 
This expectation is frustrated in the case of X-rays, because their power of 
penetration is so great that a single layer of atoms, be it the surface-layer 
or any other, diffracts but an inappreciable part of the incident X-ray 
beam; only the cumulative effect of many layers is detectable. Electrons 
as slow as those that Davisson used are not nearly so penetrating. \\lith 
these indeed it is possible, as he was the first to show, to get diffraction­
beams produced by the surface-layer only. Such beams, however, are detect­
able only when the incident (or the emerging) beam of electrons almost 
grazes the surface; and nearly always, when a beam is observed, it is due 
to the cumulative effect of many atom-layers as is the rule with X-rays. 
But the cumulative effect requires more specific conditions than does diffrac­
tion by the surface-layer: if the incident beam falls at a given angle upon 
the surface, the momentum of the electrons and the wavelength of their 
w'aves must be adjusted until it is just right, and, reversely, if the momen 
tum of the electrons has a given value the angle of incidence must be ad­
justed until it is just right. This also Davisson verified. 

As soon as Davisson made known his demonstration of electron-waves, 
he was bombarded by entreaties for speeches on his work and for descrip­
tions to be published in periodicals less advanced and specialized than 
Physical Review. To a number of these he yielded, and I recommend espe­
cially the talk which in the autumn of 1929 he gave before, the Michelson 
Meeting of the Optical Society of America; one finds it in print in volume 
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18 of the Journal of that Society. It is written with such clarity, grace and 
humor as to make one regret that Davisson was not oftener tempted to 
employ his talents for the benefit not of laymen precisely, but of scientists 
who were laymen in respect to the field of his researches. I quote the first 
two sentences: "When I discovered on looking over the announcement of 
this meeting that Arthur Compton is to speak on 'X-rays as a Branch of 
Optics' I realized that I had not made the most of my opportunities. I 
should have made a similar appeal to the attention of the Society by choos­
ing as my subject 'Electrons as a Branch of Optics.' " 

Though in this period his duties as expositor took a good deal of his time, 
Davisson found opportunity to prosecute his work and to begin on certain 
applications. One obvious development may be dismissed rather curtly, as 
being less important than it might reasonably seem. One might have ex­
pected Davisson to strive to verify de Broglie's law A. = hlp to five or six 
significant figures. This would have been difficult if not impossib~e, since 
the diffraction-beams of electrons are much less sharp than those of X-rays; 
this is a consequence of the fact that the diffraction is performed by only a 
few layers of atoms, the primary beam being absorbed before it can pene­
trate deeply into the crystal structure. But even if it had been easy the 
enterprise would probably have been considered futile, for de Broglie's law 
quickly achieved the status of being regarded as self-evidently true. Such a 
belief is sometimes dangerous, but in this case it is almost certainly sound: 
the law is involved in the theories of so many phenomena, that, if it were 
in error by only a small fraction of a per cent, the discrepancy would have 
been noted by now in more ways than one. Davisson established the law 
within one per cent, and there are few who would not regard this as amply 
sa tisfactory. 

The greatest of the uses of electron-diffraction lies in the study of the 
arrangement of atoms in crystals and in non-crystalline bodies. Here it 
supplements the similar use of X-ray diffraction, for it serves where X-ray 
diffraction does not, and vice ~Iersa. Once more I quote from a lecture of 
Da vis son's : "Electrons are no more suitable for examining sheets of metal 
by transmission than metal sheets are suitable for replacing glass in windows. 
To be suitable for examination by electrons by transmission, a specimen 
must be no more than a few hundred angstroms in thickness. It must be 
just the sort of specimen which cannot be examined by X-rays. Massive 
specimens can be examined by electrons by reflection. The beam is directed 
onto the surface at near-grazing incidence, and the half-pattern which is 
produced reveals the crystalline state of a surface-layer of excessive thin­
ness .... Invisible films of material, different chemically from the bulk of 
the specimen, are frequently di,scovered by this method." Many experi-
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ments of this type were done at Bell Telephone Laboratories by L. H. 
Germer; they do not fall within the scope of this article, but we may be 
sure that Davisson was interested in them. 

Davisson also studied the refraction of electrons at the surface of nickel, 
and this is work which in my opinion has never received the attention that 
it merits. Let us consider its importance. 

I have already spoken of the work which an electron must do in order to 
quit a metal, and have mentioned two ways employed by Davisson (and 
by others) to ascertain its value-the measurement of the constant b which 
figures in Richardson's equation, and the measurement of the quantity ¢ 
by the calorimetric method. It is customary to ascribe this work of egress 
to the presence of a "surface potential-barrier," usually imagined as an 
infinitely sudden potential-drop occurring at the surface of the metal: the 
potential immediately outside the metal is supposed to be less than the 
potential immediately inside by a non-zero amount, which I will denote by 
X. One is tempted to identify X with ¢ and with kb/e; but this is an over­
simplification. By the classical theory there is a difference which is small 
but not quite negligible. By the new theory there is a difference which is 
neither small nor by any means negligible. By the new theory, in fact, X 
is greater than ¢ by an amount which is equal to the so-called "Fermi 
energy"-the kinetic energy of the electrons which, if the metal were at the 
absolute zero of temperature, would be the fastest-moving electrons in the 
metal. Now, this last amount is of the order of half-a-dozen electron-volts 
for the metals of major interest in thermionic experiments, and so also is 
the value of ¢. Thus, if there were a method for determining the height of 
the surface potential-barrier, this would be expected to yield a value of the 
order of six volts if the old theory were right and a value of the order of 
twelve volts if the new theory were correct. 

Well, there is such a method, and it consists precisely in observing and 
measuring the refraction of the electron-waves as they pass through the sur­
face of the metal. This refraction has a deceptive effect; it alters the orient­
ations of the diffraction-beams as though the crystal were contracted in the 
direction normal to its surface. Once this is comprehended, the refractive 
index may be calculated from the observations, and from the refractive 
index the value of X the surface potential drop. This was done by Davisson 
and Germer for nickel, and published in the Proceedings of the National 
Academy of Sciences for 1928. The value which they found for the surface 
potential-drop was 18 volts-three times as great as the value prescribed 
by the old theory, half again as great as the value afforded by the new. 
Thus the experiments speak for the new theory over the old, yet not with 
unambiguous support of the new. This has been described to me, by a dis-
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tinguished physicist, as one of the situations in which the concept of a 
single sharp potential-drop becomes most palpably inadequate; \Vork of 
this kind continued to be done, especially in Germany, until the later thir­
ties, and then regrettably flickered out. 

In 1937 the Nobel prize was conferred on Davisson, and he had the 
opportunity of enjoying the ceremonies and festivities ,which are lavished 
upon those who go to Stockholm and receive it. He shared the prize with 
G. P. Thomson, who must not be entirely neglected even in an article 
dedicated explicitly to Davisson. There was little in common between their 
techniques, for Thomson consistently used much faster electrons which 
transpierced very thin polycrystalline films of metal and produced glorious 
diffraction-rings. He too founded a school of crystal analysts. 

Finally I mention three notes-two abstracts of papers given before the 
American Physical Society in 1931 and 1934, and one Letter to the Editor 
of Physical Review-bearing on what has been described to me, by an ex­
pert in the field, as the first publication of the principle of the "electrostatic 
lens" useful in electron-microscopy. These are joint papers of Davisson and 
C. J. Calbick. They report, in very condensed form, the outcome of an 
analysis which showed that a slit in a metal cylinder treats electrons as a 
cylindrical lens treats light, and a circular hole in a metal plate treats elec­
trons as a spherical lens treats light: in both cases the field-strengths on the 
two sides of the metal surface (cylinder or plate) must be different. Experi­
ments were performed to test the theory, and succeeded; and in the latest 
of the notes we read that Calbick and Davisson used a two-lens system to 
form a magnified image of a ribbon-filament upon a fluorescent screen. Cal­
bick recalls that the magnification was of the order of twentyfold. 

During the time of his researches on electron-waves, Davisson's office 
was on the seventh floor of the \iVest Street building, on the north side about 
seventy-five paces back from the west facade: his laboratories were at times 
beside it, at times across the corridor. This illustrates a disadvantage of our 
modern architecture. If Davisson had done his work in a mediaeval cathe­
dral, we could mount a plaque upon a wall which had overlooked his appa­
ratus, and plaque and wall would stand for centuries. But the inner walls 
of Davisson's rooms are all gone, and the outer wall consisted entirely of 
windows; and nothing remains the same except the north light steaming 
through the windows, which we may take as a symbol Of the light which 
Davisson cast upon the transactions between electrons and crystals. 



Inorganic Replication in Electron Microscopy 
By C. J. CALBICK 

Contrast and resolution in electron micrographs from thin replica films are 
determined by the geometrical relationships between the directions of incidence 
of the condensing atom beam and the local surface normal, during film formation 
by evaporation in vacuo, and the direction of incidence of the electron beam, 
during subsequent exposure in the microscope. Replica films may be formed of 
any material suitable for vacuum evaporation. Metal atom1' in general tend to 
stick where they strike, moving only short distances, 100 A or less, to nucle­
ating centers where they form small crystallites. Oxides such as silica and 
silicon monoxide, and also the semi-metal germanium, form amorphous films. A 
portion of the)ncident material, about 50% in the case of silica, migrates large dis­
tances, 5000 A or more, before finally condensing; the remainder sticks where it 
first strikes the surface. 

The existence of a minimum perceptible mass thickness difference, about 0.7 
Mg/cm2 for 50 kv electrons, results in an optimum replica mass thickness of about 
10 Mg/cm2• The resolution of the replica film is proportional to its linear thickness 
and hence is inversely proportional to its density. Micrographs of silica, chro­
niium, gold-manganin, aluminum, aluminum-platinum-chromium and germanium 
replicas are shown. The importance of stereoscopic methods in interpretation of 
micrographs is discussed. 

T HE basic purpose of micrography of surfaces is to exhibit structural 
topography. Present day electron microscopes are transmission-type 

instruments. Practical limitations of experimental technique establish a 
voltage of the order of 50 kv as the most useful accelerating potential for 
the electrons used for illumination. In bright field transmission microscopy, 
the image consists of a field with local variations of intensity produced 
because the object has partially absorbed, or scattered, the incident radia­
tion. In electron imaging scattering is the predominant factor, limiting 
direct examination to objects whose mass thickness does not exceed about 
50 Ilg/cm2.* Thicker specimens can be examined only in profile. 

Optical microscopy of surfaces is concerned with their appearance as 
seen by reflected light, the counterpart of which is not practicablel with 
electrons. The electron microscopist has therefore devised means of trans­
ferring surface structural details to thin films called replicas.2 These films 
must present to the electron beam locally varying thickness corresponding 
to the surface details. A simple type is the plastic replica3 consisting of an 
appropriately thin plastic film stripped from the surface. A second type 

* Some microscopes provide a range of accelerating potentials, up to 100 kv or more, 
permitting dIrect examination of thicker objects. 

1 Zworykin et al. "Electron Optics and the Electron Microscope," pp. 98-106. 
2 f. Roy. Micro. Soc., 70, 1950, "The Practise of Electron Microscopy," ed. by D. G. 

Drummond, see Chapters II and V. 
3 V. J. Schaefer and D. Harker, fl. App. Plzys., 13, 427 (1942). 
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is the oxide film,2 produced by controlled oxidation of the surface when it 
is aluminum or another suitable metal. For other materials, a pressure mold 
of the surface in pure aluminum may be utilized as an intermediate replica 
in a two-step process.4 A third type is the silica replica, 5 6 produced by 
the condensation of silica vaporized by a hot source in vaclto, either on the 
3urface in a one-step, or on a plastic mold of the surface in a two-step, 
process. A fourth type is the shadow-cast plastic replica,7, 8 produced by 
similar deposition of a suitable metal at near-glancing incidence upon a 
plastic replica. 

The purpose of this paper is to discuss the process of evaporated film 
formation as it is related to properties important in microscopy. The resolu­
tion and range of contrast available in the finished micrograph determine 
the faithfulness with which the original surface is depicted, and depend 
on the relative orientation of the surface, vapor source, and electron beam, 
on the density and average thickness of the replica, and on the mechanism of 
condensation. In principle, it is pointed out that any material of suitable 
physical and chemical properties may be used for evaporated replica films, 
and a number of examples are shown in micrographs. Inorganic replica 
films retain the third or vertical dimension, a fundamental advantage which 
permits stereoscopic study. The material presented perhaps provides a uni­
fied view of replication techniques and a method for the evaluation of 
micrographs relative to the faithfulness of portrayal of the original surface. 

1. LOCAL THICKNESS OF CONDENSED MATERIAL 

Figure 1 illustrates how the thickness te in the direction of the electron 
beam is dependent on the local surface normal n. The thickness ta in the 
direction of the atom source is constant, depending only on the amount of 
material reaching the surface. The thicknesses due to two or more sources 
obviously may be vectorially added, and hence an arbitrary assembly of 
sources may be replaced by a single source properly located, since each yields 
the same thickness distribution on the surface S. A simple analogy is the 
shading produced when ordinary objects are illuminated by direct light. 
It is clear that atom source and electron beam must differ in direction for 
shading to occur. The atoms or molecules of some materials, notably silica 
and silicon monoxide, do not all stick where they strike, but some wander 
over the surface9 as a "two-dimensional gas" before condensing. This 

t J. Hunger and R. Seeliger, Metallforsc1lltng, 2, 65 (1947). 
5 R. D. Heidenreich and V. G. Peck, Jl. App. Pltys., 13,427 (1943). 
6 C. H. Gerould, Jl. App. Pltys., 17, 23 (1947). 
7 H. Mahl, Korrosion tt. Metallsc1mtz, 20, 225 (1945). 
8 R. C. Williams and R. W. G. Wyckoff, Jl. App. Pltys., 17, 23 (1946). 
9 R. D. Heidenreich, Jl. App. Phys., 14, 312 (1943). 
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results in a somewhat different shading distribution. The distributions are 
mathematically formulated in Appendix 1. 

1.1 Shadows 

In certain regions the local surface is not exposed to the source, resulting 
in "shadows" within which te is zero. These shadows are bounded by two 
lines, the shadow-casting profile and the shadow edge. The shape of the 
shadow edge depends both on the shadow profile and on the topography in 
the vicinity of the edge and in consequence interpretation of shadowing is 

DIRECTION OF ELECTRON 
SOURCE WHEN FILM IS LATER 

MOUNTED IN MICROSCOPE 

Fig. I-Diagrammatic representation of thin film replicas produced when every atom 
sticks where it strikes. 

difficult unless one of the surfaces is smooth.10 With multiple or extended 
sources, partial shadows and shading due to partial shadowing occur. 

1.12 J.Vegative shadows 

There may be other regions of the surface which are exposed to the atom 
source, but not to the subsequently incident electron beam. When the 
replica film is mounted in the microscope, these regions appear reentrant 
to the electron beam, which must pass through three rather than one layer 
of replica. These regions appear as very lightly exposed areas in micro­
graphs, and since they are essentially "negative shadows" are subject to 
the same considerations of shape and interpretation as ordinary shadows. 

10 "Physical Methods in Chemical Analysis," Vol. 1, 1950. On pp. 571-3, R. D. Heiden­
reich reports some unpublished work of S. G. Ellis and W. G. Gross, showing great differ­
e:lces in appearance of shadow-cast replicas as the azimuth of the atom source is varied. 
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2. INTRINSIC RESOLUTION OF REPLICA FILMS 

In the vicinity of a sharp change in surface gradient, the local thickness 
te does not change abruptly, but the change occurs over a short distance d 
as illustrated in Fig. 2. A mathematical formulation for this intrinsic resolu­
tion d is given in Appendix II, with some detailed discussion. Intrinsic 
resolution varies locally over the surface, dependent on the geometrical 
relationship between atom source, electron beam, and local surface to­
pography. Observable resolution includes also instrumental resolution and 
contrast factors. Except at shadow boundaries it is probably never less 
than !te, where te is the average value of te, and perhaps may be as poor as 

ELECTRON 
BEAM 

Fig. 2-Diagram showing resolution of replica film at a sharp corner. (a) Every atom 
sticks where it strikes. (b) All atoms diffuse, finally condensing into film of uniform local 
thickness. 

severed times !tc. Shadow profiles and edges often show short lengths of 
extreme sharpness. The resolution across these portions of shadows may 
often beassumed to cethe instrumental resolution. The reasons for this are 
developed in the Appendix. 

2.1 Effect of Film Thickness 

The average linear thickness te is a factor in the expressions for resolution. 
To reduce d and thereby improve the resolution, the most effective method 
is to reduce le. With a given material, as the replica film is made thinner, 
the contrast is reduced also, so that, just as in photography a feature that 
is visible in a properly exposed negative may be lost in a thin negative, 
some features may not be replicated with sufficient contrast to be detectable. 
For 50 kv electrons, the optimum average thickness of a replica lies between 
5 and 10 ,ug/cm2

• This is 7-15 times the minimum perceptible thickness 
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difference, a rule applicable for electrons of any energy. The local thickness 
of the replica varies from a fraction of to several times its average thickness, 
and a replica of near optimum thickness provides a range of 20-40 detectably 
different shades of contrast. Although for special purposes a replica film 
may be made thinner or thicker, usually the average thickness should be 
selected in the optimum range. The resolution is then determined by its 
density, or more precisely, by its electron scattering power. Because the 
denser materials are composed of elements of higher atomic number which 
are more efficient scatters, scattering powed tends to increase rather faster 
than density, but the difference is not sufficiently great to invalidate for 

TABLE I 
RESOLUTIONS OF REPLICA FILMS 

10 t,tg/cm2 

Plastic 
Silicon 

Film Material 

Silica (Silicon Monoxide) 
Aluminum 
Aluminum oxide 
Germanium 
Chromium 
Gold 50%**, Manganin 50% 
Gold 67%**, Manganin 33% 
Uranium 
Gold 
Platinum 

* Included for comparison only. 
** By volume. 
*** On exposure to air, U oxidizes. 

Density 

1 
2.4 
2.5 
2.7 
3.7 
5.4 
6.9 

14 
16 
18.7 
19.3 
21.5 

Ie 

1000 A 
416 
400 
370 
270 
185 
144 

72 
62 
50 
50 
44 

Resolution 
!te 

500 A* 
208 
200 
165 
135 
92 
72 
36 
31 
25*** 
25 
22 

the present purposes the assumption that the two are proportional. The 
existence of an optimum average mass thickness then implies that intrinsic 
resolution of replica films is inversely proportional to the density of the material 
of which they are composed. 

Table I presents a comparison of the resolutions associated with various 
materials, based on the assumption that the resolution is !le. As discussed 
above, this is about the best observable resolution, for favorable topo­
graphic features. The resolution of plastic films is not susceptible to calcula­
tion, and is probably greater than indicated. The resolutions of evaporated 
films decrease from about 200 A for silicon and silica to about 25 A for the 
very heavy metals. However, it is difficult to process the exceedingly thin 
films of these metals particularly if they recrystallize as does gold. Although 

t Ref. 1, Chap. 19 and p. 158. See also C. E. Hall, JZ. App. Phys. 22, 658, 1951. 
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gold-manganin films are only slightly thicker, they are not particularly 
difficult to process, especially if SOO-mesh supporting screen is used. 

2.2 Granularity 

Resolution is also affected by the short-range migration which culminates 
in recrystallization of many metallic fiImsY' 12, 13, 14 If the crystallite size is 
smaller than the resolution, i.e. less than !le, this effect is not too important, 
even though the granularity may be objectionable at high magnification 
from an esthetic viewpoint. A fairly extreme example of recrystallization is 
shown by the aluminum replica in Fig. 9. 

A second source of granularity is due to properties of plastics when 
plastic molds are used as intermediate replicas. Because plastic molecules 
are large, and because they associate into domains,15 the plastic surface is 
actually granular on a scale of the order of 100 A. Plastic granularity is not 
observed in silica replicas because of insufficient resolution, but it becomes 
very evident in shadow-cast replicas on account of the near-glancing inci­
dence of the shadowing materiaU6 , 17 The occurrence of granularity due to 
this cause in replica films of denser materials is an indication of their good 
resolution. Since this granularity is real on the plastic surface, it shows 
clearly the azimuth of the incident atom beam, whereas granularity due to 
recrystallization shows no directional effect. 

3. EXPERIMENTAL OBSERVATIONS 

The foregoing material presents a rather idealized picture of the process 
of replica film formation by condensation of inorganic substances evaporated 
under good vacuum, i.e. at pressures preferably less than 10-5 mm, and 
certainly not greater than 10-4 mm of mercury. Subsequent to film forma­
tion in the vacuum, it must be subjected to gross physical and chemical 
processing to prepare it for electron microscopic examination. It must be 
exposed to air, which may cause oxidation. Uranium films, for example, 
appear to oxidize completely, and it is believed that SiO films oxidize to 
Si02• Most metal films yield good electron diffraction patterns characteristic 
of the metal, although this does not preclude the possibility of surface 
oxidation, since the oxides are usually amorphous and diffuse rings due to 
thin oxide layers would be difficult to detect. Then the films must be sepa-

11 R. G. Picard and O. S. Duffendack, Jl. App. Pltys., 14, 291 (1943). 
12 H. A. Stahl, Jl. App. Plzys., 20, 1, (1949). 
13 H. Levinstein, Jl. App. Plzys., 20,306 (1949). 
14 R. S. Sennett and G. D. Scott, Jl. Opt. Sac. Am., 40, 203 (1950). 
15 C. C. Hsiao and ]. A. Sauer, Jl. App. Plzys., 21, 1070 (1950). 
16 R. C. Williams and R. C. Backus, Jl. App. Plzys., 20, 98 (1949). 
17 Metallurgical Applications of the Electron Microscope, p. 11, Symp. af Inst. af :Met., 

November 1949. 
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rated from the surface replicated, usually by dissolution of the latter. This 
process subjects the film to considerable strain. Finally it must be removed 
from the solvent, usually on a piece of 200-mesh screen, rinsed at least 
once, and finally allowed to dry. It is not surprising that films sometimes 

Fig. 3-Silica replica of particles and associated shadows. ()a = 60°. Diffusing component 
replicates particles within shadows. Oval hole shows presence of film in shadow. Black 
lines = 1 fJ,. 

exhibit cracks and holes. Stereoscopic examination of good replicas show 
that despite all the processing violence, a faithful picture of surface to­
pography is obtained, at least for features up to a few microns in size. 

The nature of silica condensation is indicated by the micrographs of Fig. 
3, of a silica replica of particles of an alkaline earth carbonate. These were 
dispersed on a plastic-coated microscope slide, and silica evaporated at 
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Oa = 60°. The plastic film was then "floated off" on water and picked up 
on 200-mesh screen; the plastic and particles were successively dissolved, 
leaving the silica replica.t The micrographs clearly show (a) shadow-edges 
and (b) a film in the shadows. The enlargement shows a shadow within 
which there exists a hole in the film and replication of completely shadowed 
particles by the diffusing component. It follows from (a) that a part of the 
incident material must stick where it strikes, and from (b) that a part 
must diffuse into the shadows, somewhat in the manner diagrammatically 
illustrated in Fig. 4. Densitometer traces through shadow edges show that 
the film thins down a little as the edge is approached from the unshadowed 
region, drops more or less abruptly at the edge, and continues to thin down 
within the shadow as illustrated. Now the diffusing part must finally con-

DIFFUSING SILICA 

SHADOW EDGE ORIGINAL SURFACE 

Fig. 4-Diagram illustrating diffusion of silica into shadowed regions. 

dense, and it is natural to assume that at each collision with the surface 
the probability of sticking is ex, and of diffusing is (1 - ex), and that the 
average molecule travels between collisions a small distance. Analysis of 
densitometer curves on these assumptions leads to a value of ex of about !, 
and a range of about! Il, with a rather wide spread of values.18 However, 
these assumptions would require the film to be vanishingly thin at distances 
more than 3 Il from the shadow-edge. In fact, an extremely thin film is 
found at even greater distances. The probability of sticking upon collision, 
and the distance a molecule moves as a two-dimensional gas molecule 
between collisions with the surface, thus must be assumed to depend on 
such factors as angle of impingement, energy of molecule, and perhaps 
the nature of the surface. This latter initially is a plastic, probably covered 

t In particle study, a second evaporation of silica 1800 in azimuth from the first pro­
duces a "thin-shell" replica more suitable for stereoscopic study of the particles. 

18 C. J. Calbick, Jl. App. Plzys., 19, 119 (1948). 
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with adsorbed gas, and later during the deposition is freshly condensed 
silica. Films are also found in shadows of replicas made of other materials 
such as silicon monoxide, germanium, gold-manganin, and even chromium. 
Whether the interpretation should always be the same as for silica, or 
whether in some cases the diffusing component is different from the sticking 
component, is uncertain. 

A high degree of contrast is commonly attributed to silica replicas, which 
are supposedly deposited at near-normal incidence. In the writer's experi­
ence, distortion of the conical-tungsten-basket silica evaporator often re­
sults in values of Oa greater than 10°. If normal incidence, characterized by 
absence of shadows, is actually attained, the resulting replica exhibits 

Fig. S-Silica replica of natural surface of thermistor flake heated to 142SoC. Note 
difference in contrast between the two pictures of the stereogram. 

poor contrast unless steep slopes are present. An example is shown in Fig. 
5, in which difference in contrast due to the fact that Oa differs for the two 
pictures of the pair by approximately 8°, the stereoscopic angle, is evident. 
Note that the shadow in the surface feature in the center of the grain at 
the right is more pronounced in the left-hand picture which shows the 
greater contrast. The replica is from the surface of a thermistor flake, 
sintered briefly at 1425°C. 

Figure 6 is from a silica replica about 400 A thick, of a portion of the 
surface of a thermistor disk sintered 6 hrs. at 1175°C. The white line is 
0.1 fJ. long. The striations show a minimum separation of about 250 A, and 
the character of the shading indicates that this is near the limit of resolu­
tion of the micrograph, about 200 A (Table I). Higher resolutions claimed5 • 9 

are probably due either to shadow effects, to special situations on the sides 
of steep slopes, or perhaps to the use of extremely thin replicas. 
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The natural surfaces of sintered thermistor flakes, prepared by heating 
in air thin (10 J.L) sheets of a mixture of NiO and Mn20a powders, exhibit 
well defined planes of sizes suitable for electron micrographic study.19 Flakes 
sintered briefly at 1175°C were selected as suitable objects for experimental 
study of replication. They were molded into the surface of lucite blocks at 
150-160°C and 2500 Ib/in2• They were then dissolved in HCI,§ and replica 

FIG. 6-A striated region on the surface of a thermistor disk. White line =;, 0.1 p,. 
Striations are near the limit of resolution of the silica replica, \vhich is about 400A thick. 

films deposited on the plastic molds at pressures not greater than 10-4 mm 
(usually about 2 X 10-5 mm). The replica surface was then scored into 
small (about 1.5 mm) squares and immersed in ethyl bromide. ~ In a few 
minutes the replica films drift free and are then "fished" from the solvent 

19 H. Christensen and C. J. Calbick, Phys.Rev., 74, 1219 (1948). 
§ A one-step process was precluded because some of the replicating materials are soluble 

inHCl. 
~ Ethyl bromide is not a good solvent for lucite, while chloroform is. Extended tests 

have produced better results when a poor solvent, which perhaps frees the replica by 
creeping between it and the plastic mold without appreciable dissolution, is used. 
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on pieces of 200- or 500-mesh screen. After drying, the screen is immersed 
in chloroform to remove the last traces of plastic, and is then ready for 
electron microscope use. 

The electron micrographs of Figs. 7-11 are presented as stereoscopic 
pairs and enlargements of selected areas, the scale being given by dark lines 
of 1 J.l. length. Figure 7 is a micrograph from a chromium replica20 for which 

Fig. 7-Chromiulll replica (ie = 
Resolution about 50A. Granularity is due 

ea = 30°) of surface of a thermistor flake. 
plastic mold. 

Ie = 100 A, Oa = 30°. The shadows show that the azimuth of incidence was 
to the right at about 30° above the horizontal. The granularity evident in 
the enlargement shows evidence of this direction, and may be ascribed to 

plastic granularity, except for a few of the larger hills or pits which are 

20 J. Ames, T. L. Cottrell and A. M. D. Sampson, Trans. Far. Soc. 46, 938 (1950). 
This paper, which appeared while the present paper was in preparation, exhibits micro­

graphs of chromium and other metallic replicas of surfaces of crystals grown from solu­
tion. The characteristic surface structures reported are in some ways similar to those 
of the sintered thermistor flakes here shown. 
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probably due to features of the original surface. Resolution ranges upward 
from about 50 A. 

The detection of films in shadows is difficult when these films are so thin 
as to approach the minimum perceptible thickness difference. The film may 
be flawless and present, or ruptured during processing and completely 
eliminated, and the difference between these two conditions is difficult to 

Fig. 8-Chromium replica ete = 150A, (Ja = 30°) produced by two evaporations differ­
ing in azimuth by 90°. Region within the circle shows partial shadows. 

discern. Only when structure or edges due to partial rupture appear is it 
easily detectable. Some shadows in the replica from which Fig. 7 was made 
showed such a film, which was estimated to be less than 10 A in thickness, 
but in most of the shadows no evidence of a film could be seen. 

A chromium replica produced by two evaporations, from azimuths 90° 
apart, was the subject of the micrograph of Fig. 8. This replica was not 
washed in chloroform, which accounts for the presence of the residual 
plastic rings. This particular micrograph was selected to show the partial 
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shadowing effect shown clearly in the enlargement, but is not suitable for 
determination of resolution or exhibition of plastic granularity on account 
of the slightly imperfect focus, noticeable in the enlargement. Because the 
replica was about 150 A thick, this granularity was scarcely evident even in 
a perfectly focused micrograph, from which the resolution was estimated as 
ranging upward from about 100 A. It should be observed that the direction 

Fig. 9-Aluminum replica (te = 180A, ()a = 30°) showing granularity due to recrystal­
lization. Local curling ?f replica has oresulted in "negative shadows" in upper left region 
of stereogram. ResolutlOn about 100A. 

of maximum contrast in shading is as if a single source were toward the 
lower right, about midway between the two actual sources whose azimuths 
can be determined in the stereogram. 

The appearance of a micrograph of a replica which has' undergone re­
crystallization on a scale comparable to le is shown in Fig. 9. The replica was 
of aluminum; le was about 180 A, the lower limit of the optimum range; 
(Ja was 30°. The non-directional character of the granularity is evident. The 
micrograph selected shows an area near a torn edge which has curled up-
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ward, thus tilting the replica to various angles. In the extreme upper left, 
this tilt produces negative shadows, regions where the electrons pass through 
three thicknesses of replica. In none of the more usual positive shadows 
observed in other parts of the replica was any film observed, or in a replica 
twice as thick also studied. The conclusion is that aluminum does not 
diffuse. It is tempting to speculate that the short-range forces responsible 

Fig. 10-Gold-manganin replica (te = lsoA, (Ja = 20°). Resolution about lOok Rep­
lica is much thicker than optimum. A film in the shadow, clearly evident in the original 
micrograph, does not show except for two whitish areas where it has torn and curled. 

for recrystallization do not permit diffusion and, that when diffusion does 
occur with materials such as chromium, it is due to some other component 
such as an oxide. Resolution, although complicated by the granular structure, 
appears to be about 100 A.. 

The micrograph of Fig. 10 is from a gold-manganin replica, produced by 
simultaneous evaporation of two volumes of gold and one of manganin 
(alloy, 84% eu, 12% Mn, 4% Ni) at Oa = 20°. The total thickness was 
about 150 A., so mass thickness, about 24 ,ug/cm2

, was much greater than the 
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optimum. Crystallite size is probably less than 50 A. As in Fig. 10, the granu­
larity is probably due to plastic. A thin, torn film appears in the shadow. 
From the extreme sharpness of a portion of one edge of the shadow, al­
though slightly complicated by granularity, one concludes that instrumental 
resolution is better than 50 A. Replica resolution is about 100 A. Despite 
the smaller value of Oa, the thick replica provides a greater range of tone 

Fig. ll-Composite replicaoof AI, Pt, Cr. Oa 
J-tg/cm2 • Resolution about lOOA. 

30°. Mass thickness probably 10-12 

values, as compared with Fig. 7, although this may not be evident in the 
reproductions. 

Figure 11 shows a micrograph from a composite replica of aluminum, 
platinum, and chromium. Aluminum and platinum were simultaneously 
evaporated from a tungsten wire which burned out before the evaporation 
was complete. If all the aluminum evaporated before the platinum, its 
thickness was about 50 A. The amount of Pt is problematical, but the 
chromium, evaporated after the tungsten wire was replaced, had a thickness 
of about 100 A. The same angle, Oa = 30°, was used in the two evaporations. 
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The granularity barely discernible in the enlargement, which again shows 
a slight imperfection in focusing, is attributable to plastic. Resolution is 
perhaps 100 A. 

Metallic film replicas could easily be used to replicate surfaces in sealed­
off tubes. For example, chromium can be plated on a tungsten wire which is 
suitably mounted in the tube, and thoroughly outgassed during pumping, 
the surface to be replicated being shielded from the Cr source during the 
process. Later it is evaporated to form the replica. As an illustration, Fig. 
12 is from a Cr replica of the activated surface of an oxide-coated cathode. 
It was actually prepared by evaporation at a pressure of 2 X 10-6 mm and 
not in a sealed-off tube, but the suggested technique is certainly practicable. 
No films were observed in shadows in this replica, which was less than 

Fig. 12-Chromium replica (ie = 100A, ()a = 30°) of surface of an oxide-coated cathode. 
One-step replica. Whitish areas are due to impurity in the oxide (probably silica) re­
deposited on the replica. 

100 A thick with ea = 30°. However, the film was very flimsy and exhibited 
a large number of cracks, usually originating in shadows (e.g., the elongated 
black area). The film was freed from the surface by dissolving the oxide in 
dilute acid; since no plastic mold was involved, the fine scale features are 
characteristic of the oxide surface. The whitish areas (near bottom) are 
due to some impurity in the oxide redeposited on the replica, probably silica 
from the ball-milling process to which the original barium carbonate powder 
had been subjected. Replica resolution is perhaps 100 A, although suitable 
features to test higher resolving power are not present. Shadow edges indi­
cate instrumental resolution less than 50 A. 

In Figs. 13 and 14 the use of germanium as a replicating material is il­
lustrated. Germanium is easily evaporated from a conical carbon crucible 
supported and heated by a conical helix of tungsten. As in the case of silica 
and silicon monoxide, the thickness of the resulting film is only roughly 
known. For the replica of Fig. 13, 2 mg of Ge at 8 em distance, ea = 30°, 
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was used, and ie is estimated to lie between 200 and 300 A. For that of Fig. 
14, 1 mg at 8 cm with Oa = 35° was used and ie, between 100 and 150 A, is 
in the optimum thickness range. The micrograph has the appearance of a 
correctly exposed photographic negative, whereas Fig. 13 resembles an 
over-exposed negative. Since germanium films are amorphous unless heated 
to temperatures higher than 300°C, the fine structure is perhaps due to 

Fig. 13-Ger~anium replica (ie ~ 300A, Oa = 30°) of thermistor flake surface. Reso­
lution about 150A. Over-exposed appearance shows replica is thicker than optimum. 

plastic granularity, although some features are probably real in the ther­
mistor flake surface. Resolutions are perhaps 150 A (Fig. 13) and 75 A 
(Fig. 14). A film clearly appears in the shadow in Fig. 14. Germanium shadow 
films are relatively thinner than silica, indicating that ex is greater than 0.5 
(perhaps 0.7 to 0.8), but thicker than chromium or gold-manganin shadow 
films. 

Germanium has many advantages as a replicating material. It is easily 
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evaporated; the films are substantially amorphous; they are fully as rugged 
as silica films in processing and, in contrast to silica films, are easily seen 
during the "fishing" part of this procedure. Because they are conducting 
and do not tend to charge up in the microscope, germanium films are more 
stable than silica. Finally, and most important, because germanium is 

Fig. 14-G~rmanium replica (it ~ 150A, Oa = 35°) of near optimum thickness. Resolu­
tion about 75A. Ruptured film evident in shadow. 

twice as dense as silica, the intrinsic resolution (Table I) is better by a factor 
of two. Many of these remarks apply also to chromium and gold-manganin 
replicas; however, they are not amorphous and are less rugged in processing, 
even though they are perhaps even more stable in the microscope. Stereo­
scopic pairs from germanium replicas are not shown only because it is 
desired to present the more extensive enlargements of Figs. 13 and 14. 
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Figure 15 shows electron diffraction patterns obtained from the several 
replica films, indicating that crystallite size ranges from greater than 100 A 
for aluminum down to almost amorphous for germanium and amorphous 
for silica. 

ALUMINUM 

GOLD -MA.NGANIN 

CHROMIUM 

GE~ AFTER HEATING 

GE, AS EVAPORA TED 

SILICA 

Fig. 15-Electron diffraction patterns of evaporated materials, in order 2f decreasing 
crystallite size. The aluminum pattern is due to crystallites of about 100A. The gold­
manganin pattern shows at least two sharp rings not due to gold and diffuse bands due 
to very small crystallites with the structure of gold. The chromium rattern is due to 
very small crystallites of Cr. The pattern of a germanium replica film after heating in 
air to 390 0 shows partial recrystallization, with rings due to quite small crystallites wper­
pc>sed on the amorphous pattern of the Ge as evaporated. 

4. INTERPRETATION OF MICROGRAPHS OF REPLICAS 

:The electron image pattern due to the replica is reproduced by the ex­
posure of a photographic plate. The complex problems associated with 
photographic reproduction21 cannot be discussed here. For a number of 
reasons, blackening of the plate is not linearly related to replica film thick­
ness. The number of electrons scattered out of the beam * is proportional 
to thickness only as a first approximation, the blackening vs. exposure 
curve of the plate is not linear, and there is also a roughly uniform back­
ground due to inelastically scattered electrons. At the lower electronic 
magnifications, field distortion is also a factor affecting local intensity in 
the electron image. Furthermore, the geometrical relation between the 
electron beam incident upon the thin mesh-supported film and the atom­
beam is usually not known accurately, and indeed may vary locally over 
the replica in the manner of which Fig. 9 is an extreme example. In con-

21 W. T. Wintringham, Proc. I. R. E., 38, 1284 (1950). 
* Ref. 1, ch. 19 or ref. 7, p. 541. 
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sequence of these factors, the precise interpretation of density variations in 
micrographs is not practicable. Also many replicas contain artifacts, i.e., 
features in the micrograph not due to the original surface, but introduced 
somewhere in the processing. Recrystallization, plastic granularity, specks 
of dirt or other foreign material, tears in the replica films, and defects in 
the photographic emulsion are examples of artifacts. Few micrographs are 
completely free of these effects. 

The interpretation of micrographs therefore has as its object not so much 
a detailed topographical map of the surface, but rather its characteristic 
features, repeated in many micrographs. For example, the micrographs 
presented show that sintered NiO-Mnz03 flakes develop graim with exten­
sive crystallographic planar surfaces but that thick disks develop a striated 
or hill-and-valley surface structure on individual crystallites. In both cases 
the structure is very compact, pores between grains being almost non­
existent. (Incidentally, these materials can be subjected to a heating cycle 
in which pores are a predominant feature.) Naturally, the greater the range 
of contrast and the better the resolution, the more surely can characteristic 
features on an exceedingly fine scale be detected. In general, the method 
of replication which portrays best the characteristic features under study 
should be selected. Even in the study of a single material, more than one 
method may be desirable. For example, a porous structure is probably most 
easily reproduced by a silica replica using the two-step process, on account 
of the fact that the diffusing component forms films over reentrant regions 
not exposed directly to the source; but fine surface detail might best be 
revealed. by a germanium or chromium replica using the one-step process. 

5. STEREOSCOPY 

Electron microscopy has a fundamental advantage in that, because of 
great depth of focus, stereoscopic study of surfaces at high magnification 
is possible. This advantage is sometimes indispensable; for example, porous 
structures result in complex micrograms which can be understood only by 
stereograms. More generally, stereographic portrayal, by fully delineating 
sU1jace topography, achieves the chief purpose of microscopy and makes un­
necessary the precise interpretation of density variations. However, resolution 
and contrast are important factors in stereograms.22 It is obvious that the 
replica must retain the third dimension; inorganic replicas in gen~ral do, but 
thin film plastic replicas, unless heavily shadow-cast to make them effec­
tively inorganic, change under the electron bo~bardment and draw down 
to a planar film of variable thickness.23 

22 A. W. Judge, "Stereoscopic Photography," p. 28. 
23 C. J. Calbick, Jl. App. Pltys., 19, 1186 (1948). 
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Many artifacts are also detectable by stereoscopy. Since two pictures of 
the same field are available, photographic emulsion flaws are readily de­
tected. The three-dimensional view also helps to identify many other arti­
facts, such as foreign material present on the replica or local wrinkling of 
the replica film. 

Unfortunately, half-tone reproductions are not suitable for stereograms, 
because half-tone detail is objectionably enlarged by the viewing stereo­
scope. Despite this, some idea of the value of stereograms may be obtained 
from the figures. 

CONCLUSIONS 

A unified picture of replication by evaporated films has been presented. 
Thin-film replicas may be made by any material which can be evaporated 
in vacuo and whose physical and chemical properties are suitable. For good 
contrast, a considerable angle should separate the directions of incidence 
of atom- and electron-beams. The intrinsic resolution of the replica is about 
half the film thickness and is therefore inversely proportional to the density 
of the replicating material. Multiple point sources and sources of extended 
area are equivalent from a shading standpoint to a single point source 
properly placed. The oxides SiO and Si02, and presumably many others, 
form amorphous films, whereas the metals tend to recrystallize although 
the crystallite size may be less than 50 A for some metals. Germanium, a 
semi-metal, forms an amorphous film. Although not dense compared to the 
heavy metals, it is more than twice as dense as Si02, and should be valuable 
as a replicating material because it combines electrical conductivity and 
high resolving power in an amorphous film and is chemically rather inert. 
Among the metals, chromium appears to be the most generally useful repli­
cating material. Gold-manganin has sufficiently small crystallite size for 
many purposes, and is very easy to evaporate. The platinum group suffers 
from the disadvantage of being very difficult to evaporate. 

Finally, all inorganic replica films studied retain the third dimension. 
Electron stereo-micrograms may be used to reveal three-dimensional topog­
raphy, largely eliminating the need for correlation of photographic density 
variations with the surface structure. 

APPENDIX I 

CONTRAST IN REPLICA FILMS 

(a) Local Thickness When Every Atom Sticks Where It Strikes. 

Referring to Fig. 1, it is evident that: 

a'n 
t( = ta -:- - = ta cos Oa (1 + tan Oa cos CPa tan 0 cos cp). (1) 

.". !1 
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When the principal azimuth is defined by the plane containing Q and i, 
cos CPa = ± 1, and, as illustrated, cos CPa = -1. With more than one source, 
in directions Ql, ~2 ••• Qm : 

tt = (tal Ql + ta2 Q2.+ ..• tam c.!:.m) ·11 (2) 
~. ?J:. 

and the mass thickness is given by 

t (~ Pi taiCli .?J:.) 
Pa e = LJ . 

i=l ~. n 
(3) 

where pj is the density of the material deposited by the source taj (h, and 
m 

Pa is determined by the equation PataCl = L: Pi tai aj, which defines the 
. j=l -

equivalent single source. The distribution of mass thickness of any evapo­
rated film, when atoms stick where they strike, is therefore given by eq. 1, 
with values (}a, CPa determined by the distribution of sources. The replica 
may be called an incidence-shaded replica. 

(b) Calculated Thickness When a Fraction of the Incident Atoms Diffuses 
Over the Surface 

Figure 3 has shown that, in the case of silica, a fraction a of the impinging 
molecules stick where they first strike, the remainder diffusing. If the latter 
condense into a film of uniform thickness normal to the local surface, the 
shading equation becomes 

t. = ta cos 8. [ a(l + tan 8a cos 'P. tan 8cos 'P) + (1 - a) ~o. co~ 8] (4) 

where A is the total surface area and Aoit~projection on the jk plane (Fig. 
1). Many other materials, and in particular silicon monoxide and ger­
manium, condense likewise with values of a less than unity. 

The assumption of uniform local thickness for the diffusing component 
is not quite correct. More strictly, Ao/ A in eq. 4 should be evaluated over 
areas of the order of the square of the range (!,u). Since the range is large 
compared to the resolution, and since Ao/ A can only be estimated in any 
event, this refinement is of little value. It has been suggested9 that diffusing 
silica has a higher probability of condensing in regions of change of gradient. 
This suggestion is difficult to sustain theoretically; further, observations 
upon thin shell replicas such as those of Fig. 3 have tended to indicate almost­
uniform condensation. 

(c) Replica Contrast as Determined by Relative Thickness vs. Colatitude 
Angle Curves 

In any photographic presentation, two densities are detectably different 
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only if they differ by some small fraction on the density scale. Correspond­
ingly, a finite difference in te is required. For 50 kv electrons, the minimum 
perceptible contrast difference is produced by a mass thickness difference of 
about 0.7 pg/cm2

• By plotting eq. (4) for particular choices of (}a, CPa and 
assumed values of a and Ao/ A, the geometrical conditions required to pro-
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Fig. 16-Contrast-determining curves. (1) (Ja =30°, every atom sticks where it strikes. 
(2) (Ja = 0°, half the atoms diffuse. (3) (Ja = 30°, half the atoms diffuse. (4) Oa = 0°, all 
atoms diffuse over surface. 

duce detectable differences in shading can be displayed. To make the curves 
more general, relative thickness rather than te is plotted in Fig. 16 for azi­
muth CPa = O. The four curves are, respectively, for 

(1) (}a = 30°, 

(3) (}a = 30°, 

a = 1, 

",-!. 
u. - 2, 

Ao/ A has been chosen as 0.833. 

(2) (}a = 0°, 

(4) (}a = 0°, 

",-!. .... - 2, 

a = O. 

Let us assume that pte when () = 0 is 7 pg/cm2
• Then a thickness difference 

of 0.1 on the ordinate scale is barely perceptible. For incidence shading, 
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curve (1) shows that two adjacent planes differing in colatitude angle by 
not less than 7° in the azimuth of incidence are detectable. For pure diffu­
sion shading, * curve (4) shows that considerably larger differences in angle 
are required near 0 = 0; moreover, planes differing by large angles but 
symmetrical with respect to the electron beam yield the same te and hence, 
if adjacent, cannot be detected. This difference between diffusion and inci­
dence shading is even more pronounced, because curve (4) is independent 
of azimuth, whereas for curve (1), (1 - te!te,o=o) is proportional to 
cos cpo Although this introduces very low contrast in azimuths near cp = 90°, 
and also the possibility that two adjacent planes differing considerably in 
azimuth may yield the same density, incidence shading remains in general 
more favorable for portrayal of surface topography. 

The intermediate curves (2) and (3) for a = t correspond to the case of 
condensation of silica at Oa = 0° and 30° respectively. It is evident that, at 
normal incidence, appreciable contrast occurs only on the steeper slopes 
(0 > 45°), and that incidence at an angle is much to be preferred for general 
surface portrayal. 

APPENDIX II 

RESOLUTION OF REPLICA FILMS 

a) Incidence Shading 

Figure 2 (a) shows, for the case of pure incidence shading, the replica 
film formed at the intersection of two surfacial planes with normals !!l and 
~2. The distance d over which the thickness changes from tel to tc2 is 

d = ta sin Oa. (5) 

The figure is drawn for the case CP2 = 0, CPI = 7r. More generally, if {3 is the 
azimuth of the line of intersection of the planes, it may be shown that 

d = ta sin Oa I sin (3 I (6) 

The angle {3 is easily measured on a micrograph. 
In vector notation, 

Or, in polar coordinates, 

d - t ; 0 I tan 01 cos CP1 - tan O2, cos CP2 I 
- a s.n a 1 

(tan201 + tan2 O2 - 2 tan 01 tan 02 cos (CP2 - CPI» 2 

* Aluminum or other oxide replica films formed by surface oxidation presumably 
correspond closely to the case a = 0, which does not occur in evaporated films. 
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Using eq. (1) 

d = \ tel - te2 \ (7) 
(tan201 + tan202 - 2 tan 01 tan O2 cos (~2 - ~1))! 

For a given replica film the intrinsic resolution d varies simply as the sine 
of the azimuth of the line of intersection. For example, if Oa = 30°, d varies 
from !fa down to zero. But observable resolution is closely connected with 
contrast, as is indicated by eq. (7). One could not hope to observe good 
resolution if present, unless the thickness difference were at least two or 
three times the minimum perceptible thickness difference. In micrographs, 
because of the greater contrast characteristic of the azimuth {3 ~ 90°, the 
resolution always appears best in the vicinity of the plane of incidence of 
the atom beam. The average thickness in the direction of the electron beam 
is te = ta cos Oa and hence: 

d = ttl tan Oa \ sin {3\ (8) 

For Oa = 30°, sin (3 = 1, d = 0.577t". If an attempt is made to improve 
resolution by decreasing Oa, contrast is again reduced. It may be concluded 
that the observable intrinsic resolution of an incidence-shaded replica film is 
not less than half the average thickness Ie . 

b) Diffusion and Combined Shading 

With pure diffusion shading, 

d = tn [sin2 01 + sin2 O2 - 2 sin 01 sin O2 cos (~2 - ~1)]! (9) 

Figure 2(b) illustrates this case for ~1 = ~2 + 7r. From eq. (4), for a = 

I 1 1 I Ao 0, \ tel - te2 \ = tn --0 - --0 ,since tn = ta cos Oa -A . Study of these 
cos 1 cos 2 

two equations, for resolution and contrast respectively, shows that resolu­
tion is highly dependent on the relation of the local directions ~1 and '!!:2 to 
the incident electron beam: Values of d observable from a contrast stand­
point frequently exceed t", and are less than !te only when the two inter­
secting planes are fairly steep (01 and O2 > 60°) and are not too far apart 
in azimuth (CP2 ~ ~1). Hence the above conclusion also applies to pure diffu­
sion shading, and consequently to combined shading such as that of a silica 
replica, except possibly for special situations on steep slopes. 

c) Shadow-edges 

Shadow-edges are always due to the atoms that stick where they first 
strike, even though, as in the case of silica, part of the condensing material 
diffuses over the surface. Figure 17 illustrates the formation of a shadow-
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edge by an obstacle of height h, whose profile is normal to the plane of the 
paper. From a point source, Fig. 17 (a), the resolution is d = ta sin Oa = 
te tan Oa. More generally, if the profile makes an angle (3 with the plane of 
the paper, one obtains d = tc tan Oa ! sin (3 I , identical with eq. (8). But 
now, because the contrast is large, the factor I sin (3 I)s. effective in im-

(0) ATOM BEAM FROM 
A POINT SOURCE 

CONDENSED 
MATERIAL- ........ 

(b) ATOM BEAM FROM 
A LARGE SOURCE 

SUBSTRATE 

ATOM _ ::== 
BEAM ;::: -= 

h 

h 

%-
Fig. 17-Forms of shado'vv-edges when every atom sticks where it strikes. 

proving the resolution. For example, one side of the shadow in the en­
larged micrograph of Fig. 3 is very sharp. 

Actual sources are of finite size, and in the cases illustrated in Fig. 17 (b) 
and (c) the penumbra extends over a horizontal distance p = h sec2 Oa tan 0, 
where 0 is the angle sub tended by the source. If the source were of proper 
geometry and uniform intensity, one could set p = d to obtain a vertical 
shadow-edge, whose intrinsic resolution would be zero. Actual sources are 
neither of proper geometry nor of uniform intensity, resulting in shadow­
edges such as that of Fig. t7(c). If one takes into account a profile angle 
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(1, and if h is so large that p > d, then somewhere along the side of the 
profile there should be a very sharp length of shadow-edge. In Fig. 3 the 
sharpest length of shadow-edge is neither at top nor at bottom of the side, 
but in an intermediate position. 

In replicas other than those of particles which are dispersed on flat sub­
strate surfaces, the topography of the surface in the shadow region is usu­
ally not planar. In general the form of the shadow-edge is a complicated 
function of 1l:, of the finite source, and of the profile casting the shadow. Its 
intrinsic resolution may vary from large values down to nearly zero. This 
last fact is important since it implies that the intrinsic resolution of the 
sharpest portions of shadow-edges may often be assumed to be so small that the 
observed resolution is that of the microscope itself. These remarks also apply 
to shadow profiles, for which the special conditions required for extreme 
sharpness probably occur more frequently than for shadow-edges. 

d) Total Resolution 

The intrinsic resolution of the film is only part of the total resolution, 
which includes also the resolution of the electron microscope. This is de­
termined theoretically by the wave-length of the electrons (about o.oSA) 
and the numerical aperture of the microscope (about 0.003) as modified by 
lens aberrations. The theoretical value of 10 A is seldom attained in practice 
because of lens imperfections associated with use of the microsc~pe. Prac­
tically, microscope resolution usually lies in the range 30-50 A, for the RCA 
type EMU microscope with which the micrographs were taken. In the 
X30,000 enlargements shown, 33 A becomes 10-2 cm, just the limit of 
resolution of the eye. In general the resolution of the micrographs is not 
this good, in part because the intrinsic resolution is larger but also because 
it is necessary to find suitable fine-scale features to test the resolution. 



A Gun for Starting Electrons Straight in a Magnetic Field 

By J. R. PIERCE 

In a simple electron gun consisting of a cathode and two apertured planes 
held at different potentials the apertures act as electron lenses. When the gun 
is immersed in a uniform axial magnetic field the aperture spacings and poten­
tials can be chosen so that the emerging electrons have no radial velocities. 

I N 1931 Davisson and Calbick showedl that a circular aperture in a con­
ducting plate which separates regions with different electric gradients 

normal to the surfaces acts as an electron lens of focal length F given by 

4V 
F=V' V' !! - 1 

(1) 

Here V is the potential of the plate with respect to the cathode which 
supplies the electrons and V 2' and VI' are the electric gradients on the far 
and near sides of the aperture respectively. 

When an electron beam is produced by means of a plane cathode and an 
opposed plane positive apertured anode, the fields about the anode aper~ 
ture form a diverging lens and cause the emerging beam to spread. Sometimes 
this is very undesirable. A strong uniform magnetic field parallel to the 
direction of electron flow may be used to reduce such spreading of the beam, 
as well as the spreading caused by space charge and by thermal velocities. 

The magnetic field does not completely overcome the widening of the 
beam caused by the lens action of the anode aperture, for the radial veloc­
ities which the electrons have on emerging from the aperture cause them to 
spiral in the magnetic field, and the beam produced is alternately narrow 
and broad along its length. 

This paper describes an electron gun consisting of a cathode and two 
apertured plates together with a uniform axial magnetic field. The gun is 
designed so that the net lens action is zero and the electrons emerge traveling 
parallel' to the magnetic fi~ld. 

The electrode system is shown in Fig. 1. The electrons travel from the 
plane cathode to the aperture in plane electrode Al in parallel lines. At Al 
they receive a radial velocity approximately Vrl, given by 

(2) 

1 C. ]. Davisson and C. J. Calbick, "Electron Lenses," Phys. Rev., vol. 38, p. 585, Aug. 
1931; vol. 42, p. 580; Nov. 1932. 
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Here r is the radial position of the electron, Fl is the focal length of the lens 
at Ai, and Vi is the longitudinal velocity at Ai. 

F
------v2-----l 

-V1-1 

I If I 

I I'I-~ It: 
:AI J\2 

L-Ll-1----L2---J 
Fig. 1-The gun consists of a planar cathode and two apertured plane electrodes A I 

and A 2 , with the spacings and the voltages with respect to cathode which are shown 
above. 
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Fig. 2-Between electrodes Al and A2 of Fig. 1, an electron path as seen looking paral­
llel to the axis is a sector of a circle of angular extent CP. 

The magnetic field strength is so adjusted as to return the electrons to 
the radius r at A 2. Figure 2 shows the motion of an outer electron between 
Ai and A 2, seen looking along the axis. Since there is no radial electric field 
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between Al and A 2, the electron will move in a circular arc of some radius 
r m , and at A 2 the radial velocity will be equal and opposite to that at rl; 
that is, it will be - Vrl. 

The change in radial velocity of the electron in passing through the 
aperture in A 2, Vr2, is 

r 
Vr2 = - - V2 

F2 
(3) 

where F2 is the focal length of the lens at A2 and V2 is the longitudinal 
electron velocity at A 2• F2 is made such that 

Vr2 = Vrl (4) 

Hence, the radial velocity - Vrl of the approaching electrons is overcome 
in passing through the aperture in A 2 and the electrons move parallel to the 
axis to the right of A 2. 

For temperature-limited emission and small space charge, we may assume 
a uniform gradient between the cathode and AI, and between Al and A 2• 

Further, we may use the relation 

(5) 

From (1)-(5) we easily find that the required relation between L I , the spac­
ing from cathode to AI, L 2, the spacing between Al and A 2 , and VI and V 2, 

the potentials of Al and A 2 with respect to the cathode, is 

(6) 

In case of space-charge-limited emission, the space charge will cause the 
gradient to the left of Al to be i times as great as in the absence of space 
charge. If space charge is taken into account in this region only, L2/ LI as 
obtained from (6) should be multiplied by i. 

We have still to determine the magnetic field required to return the elec­
trons leaving Al at a radius r to the radius r at A 2. 

From Fig. 2 we see that the electrons turn through an angle <1>. Since the 
angular velocity of electrons in a magnetic field is (e/m)B, 

<I> = (e/m)B T (7) 

where T is the transit time between Al and A 2• 

As the electron moves between Al and A2 with a constant acceleration 

T=--

VI + V2 

2L2 
T = --~~==~~~--~~~ 

V2(e/m) V2 (1 + VV1/V2) 
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Now, from Fig. 2 we see also that 

Now 

so 

1m sin(O/2) = 1 sin('lli2 - 8/2) = 1 cos(O/2) 
tan (8/2) = 1/rm 

8 = 271" - <I> 

tan (71" - (<I>/2» = 1/rm 

tan (<I>/2) = - r/rm 

(9) 

For circular motion with an angular velocity (e/m)B and a circum­
ferential speed v = Vrl = Vr2, the radius of motion rm is 

3.6 

-i 
~U) 

~~ 3.4 
l!)­
Zo 
~~ 

1-((3.2 
lLZ 
0:-
o 

3.0 

'" ........... ----r---r---_ 

o 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 
VOLTAGE RATIO, Vt/V2 

(10) 

Fig. 3-The ratio LdLl of the electrode sradngs shown in Fig. 1 should satisfy ec(t'a­
tion (6). When this is so, the angle <I>, measured in radians, is a function of the voltage 
ratio Vt/V2 , and this function is shown above. 

From (1), (3), (9) and (10) we obtain 

tan <I> 2 = -( / ) 
[ 

( e / m) B L2 ] 4 

. 12; V2 (1 + VV1/V2) (1 - VVl/VJ 

From (7) and (8) we see that this may be writte~ 

4 
tan (<I>/2) = - (<I>/2) (1 - vVI/V

2
) 

VI/V2 = (1 + 4(<I>/2)/tan(<I>/2»2 (11) 

We note that <I> must lie in the third or fourth quadrant. In Fig. 3, cP is 
plotted vs. V1/V2• 
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We now have both L2/ LI and cI> expressed in terms V1/V 2, by (6) and (11). 
From cI> and L2 we can obtain the proper value of B from (7) and (8) 

B = cI>/(e/m)r 

B = (cI>y'V;/L2v2e/m)(1 + vVI/V2) (12) 

We see from Fig. 3 that there will be little error in assuming that cI> = '/r. 

If we assume complete space charge between the cathode and Al and 
neglect space charge between Al and A 2, nothing is altered save the ratio 
L2/ L1 ; as was explained previously, this becomes -i times the value given 
by (6). 

In the case of slits L 2/L1 is the same function of V 2/V1 as for apertures; 
the correction for space charge is the same, and (12) will give the correct 
magnetic field with cI> = '/r. 



Electron Streams in a Diode* 

By FRANK GRAY 

A general solution of the electron stream equations is developed for a parallel 
plane diode, under the assumption that the electron velocity is single valued. This 
solution contains all particular solutions. It serves to unify the wave theory and 
the particle theory of electron flow, and it is an approximation for multi-velocity 
streams over a wide range of conditions. 

INTRODUCTION 

T HE theory of an electron stream flowing in a diode has received much 
attention;1-13 because the tetrodes, pentodes and other modern tubes 

are cascade arrangements of individual diodes. The theory of the diode is 
the foundation for considering the circuit characteristics and the noise 
characteristics of these tubes. In earlier days when communication channels 
were confined to relatively low frequencies, an electron could traverse 
a diode in a short period of time compared to an oscillation of any electrical 
signal, and the theory could be developed rather simply from the known 
d-c equations. But in these days of high and ultra-high frequencies, the 
situation is quite different. A signal voltage may oscillate several times 
while an electron is traversing a diode, and the electron stream flows in 
bunches or waves. The present article is primarily concerned with this more 
complicated type of flow. It is confined to the case of parallel plane electrodes, 
and developed under the usual assumption that the electron velocity is a 
single valued function of space and time. It is shown to be an approximate 
solution for physical electron streams over a wide range of conditions. 

Particular solutions for an electron stream under small signal conditions 
are given in various published articles. These theories approach the subject 
in two different manners. In one approach attention is confined to the 
motions of electrons as individual particles,t-3 and the other approach may 
best be described as a wave theory of electron streams. But the two lines 
of approach have not hitherto given identical results, and the disagreement 
can probably be attributed to neglected factors in the wave theory. 

The present article considers electron streams without regard to any other 
than a mathematical approach to the subject. The differential equations 
are linear in the derivatives, and they should therefore have a general 
solution that contains all particular solutions. The theory seeks and obtains 

* The paper was presented at a meeting of the American Physical Society in Columbus, 
Ohio in 1945. 
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this general solution. t It involves a wave equation, and the results are in 
exact agreement with the small-signal calculations for the motions of 
electrons as individual particles. It is therefore believed that the general 
solution reconciles the two lines of approach to the theory of electron 
streams . 

. With this solution available, the situation is comparable to that encount­
ered iIi two-dimensional potential theory; assignment of definite functions 
to two arbitrary functions gives a solution for a particular problem in 
electron streams, but it is then difficult to determine just what problem 
has been solved. In the case of small signals the general solution does not 
greatly shorten the calculations, and it probably should not be regarded as 
a labor saving tool in comparison to any particular solution when the latter 
is already known. It is more probable that the broader solution will serve 
as a guide for general reasonings about electron streams, and as a guide to 
approximations that can be used in particular problems. 

1 .. THE PARALLEL PLANE DIODE 

The diode of this article is shown in Fig. 1. It is two parallel planes indi­
cated as (a) and (b), and separated by a distance t. The first plane (a) may 
be a thermionic cathode that emits electrons, or it may be a grid through 
which a stream of electrons is injected into the diode. The second plane (b) 
may be a metallic plate that receives the electrons after they have traversed 
the diode space, or it may be a grid that permits the electron stream to pass 
ou t of the diode. The dimensions of the diode are assumed small compared 
to the electromagnetic wave-length at any frequency involved, that is, 
small compared to the velocity of light divided by the frequency; a~d the 
separation of the planes is assumed small compared to their lateral dimen­
sions. Under these conditions the electric intensity is parallel to the x-axis, 
and the electrons move in that direction only. 
~. The electron stream injected through the first plane may vary with time, 
both in charge density and electron velocity; and the voltages at the two 
planes may also vary with time. The total current flowing in the diode space 
is then the sum of two components: a conduction current resulting from the 
motion of electrons, and a displacement current arising from the time rate 
of change of electric intensity. The displacement current can flow even when 
there are no electrons in the diode space; it is then the familiar a-c. current, 
flowing between two plates of a condenser. But, when electrons are present, 
the two currents interact with each other and they both flow in a compli­
ca ted manner. 

t H. W. Konig also demonstrated the existence of a general solution; and he developed 
the solution for the particular case of a sinusoidal current.5 
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The determining conditions that can be measured in any physical circuit 
associated with the diode are: the total current, the conduction current at 
the first plane, and the electron velocity at that plane. Then, for conveniently 
considering the diode as a circuit element, it has been shown by others8 that 
we should be able to calculate the conduction current at the second plane, 
the electron velocity at that plane, and the resultant voltage across the 
diode. From the viewpoint of circuit theory, these last three quantities may 
be considered as dependent variables whose solutions should be sought in 
terms of the initial conditions. But an electron stream flows according to 
its own nature, with little regard for circuit theory, its fundamental equa-

PLANE I a-. 

CURRENT FLOW 
~ 

ELECTRON MOTION 
~ 

~----'X.------'Jo 

I 

I I 
k--------l--------~ 

Fig. I-Parallel plane diode with a first plane (a) and a second plane (b). 

tions involve electric intensity and electron velocity as the dependent 
variables, and the general theory must therefore be developed in terms of 
these naturally occurring quantities. But it should be noted that the desired 
circuit relations can always be calculated from these fundamental variables. 

1.1 UNITS AND SYMBOLS 

The equations are written in practical electrical units, centimeters, grams 
and seconds. In this system of units, the permittivity E of a vacuum is 
10-11 

3671"' and the acceleration constant 71 of 'an electron is approximately 

1.77 .1015• To conform with circuit convention, the total current and the 
conduction current are measured in the negative x-direction, that is, opposite 
to the motion of the electrons; all other directed quantities are measured in 
the positive x-direction. 
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The symbols are introduced and defined as needed. The following partial 
list is included to give the reader a general idea of the symbolism: 

a,b 
x 

T 

T 
w 

j 
(3 

p 

r 
E 

V 
E 
U 
Q 
I 
ID 
IA 

S 

S 

General Symbols 

Subscripts referring to the diode planes 
Distance from the first plane 
Length of diode space 
Time 
D-c. transit time to x 
D-c. transit-time across the diode 
211" Frequency 
V-l 
jeuT 
Space-charge density 
D-c. space-cha.rge factor 

10-11 

Permittivity of va.cuum, 3611' 

Acceleration constant of an electron 1.77.1015• ,. 

Symbols in Section 2-The General Solution 

Voltage 
Eh!ctric intensity 
Idealized electron velocity 
Conduction curren.t density 
Total current density 
D-c. component of I 
Oscillating component of I 

EE + J I dt 

EE + J IAdt 

F 1(S), F 2(S) Arbitrary functions of S 
A (S), B(S) Finite arbitrary functions of S. 

Symbols in Section 3-S11tall Signal Theory 

In this section the capital letters V, E, U, Q and I change their meaning 
and indicate only the d-c. components of their quantities; and the small 
letters ~', e, u, q and i then indicate the amplitudes of the corresponding 
a-c. components. This section also uses the following special symbols: 
A, B Arbitrary constants 
A * B* . .. . 1* Coefficients for the circuit theory of a diode. 
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Symbols in Section 4-~hysical Electron Streams 

This section returns to the symbolism of the general theory; and the 
capital letters E, U, Q and I indicate total quantities. It also uses the 
following special symbols: 
v Actual electron ~elocity 
U Average of v 
N Mass density of electrons 
n Partial density in a range d'll 
P Momentum density of electrons 
K Kinetic energy density of electrons. 

2. THE GENERAL SOLUTION FOR AN ELECTRON STREAM 

The present theory of electron streams is a solution of two partial dif­
ferential equations, in which electron velocity U and electric intensity E 
appear as the dependent variables. 

The equation for electron velocity U is based on an idealism that is com­
monly used in vacu~m tube theory. It assumes that the electron velocity 
is a single-valued function of space and time or, stated in other words, it 
assumes that all electrons in any plane normal to the x-axis have the same 
velocity. The variable U may then be regarded as a continuous function of 
x and t, which is everywhere equal to the velocities of the individual elec­
trons. The differential equation for U follows at oncefrom the fundamental 
mechanics of electron motion, which states that for any individual electron 

dU 
-= -'Y}E 
dt 

(1) 

where'Y} is the acceleration constant of an electron, and the small relativity 
terms are neglected. Then, since U is regarded as a continuous function of 
x, its total derivatives may be written in terms of partial derivatives, and 

(2) 

which is here regarded as the fundamental equation for electron velocity. 
It is of course based on an idealizing assumption that imposes limitations 
on the general theory, and these limitations are discussed in a concluding 
section of the article, where it is shown that the idealized velocity is an ap­
proximation for the average velocity in physical electron streams. 

The differential equation fo.! the electric intensity E is given by the 
theory of electromagnetism. It follows from this fundamental theory that 
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the total current density I flowing in the diode is a function of time alone; 
it has the same value at all planes along the x-axis, and is given by 

aE 
I = -pU - Eat (3) 

The first term is the conduction current density, the second term is the 
displacement current density, and I is measured according to circuit con­
ventions in the direction opposite to the motion of the electrons. The charge 
density p is 

and its substitution in (3) gives 

aE 
p = E ax 

I 
E 

which is the differential equation for electric intensity. 

(4) 

(5) 

Before passing, it should be noted that the conduction current density Q, 
measured according to circuit conventions, is 

aE 
Q=-pU=-eU­ax (6) 

The two differential equations for U and E are now repeated as a group 

U au + au = -7]E 
ax at (2) 

U aE + aE = _ ~ 
ax at e 

(5) 

and in this group the total current density I may be regarded as any known 
or arbitrarily assigned function of time. These are the basic equations whose 
solution is sought in the present theory of electron streams. They are a de­
scription of the whole diode space, and they tell how U and E occur and 
vary with time throughout that whole space. They are first order equations, 
linear in their derivatives, and it is known from the theory of differential 
equations that their general solution is the complete solution, and that it 
will contain two arbitrary functions. So if we find a solution containing two 
arbitrary functions, we may be quite sure that it is the complete solution. 
The equations can be solved by the Lagrange method, as outlined in Ap­
pendix 1. But that is a rather abstract operation, and the solution is here 
obtained by another method that has more physical meaning and is really 
equivalent to the Lagrange method. 
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For any" individual electron, (2) and "(5) may be written in the form of 
total differential" equations (7) and (8) 

dU 
-TJE di-

dE 
-I e-

dt 

where for that individual electron 

U=~ 
dt 

(7) 

(8) 

(9) 

and x is the coordinate of the electron. This group of total differential equa­
tions describes U and E only in the immediate vicinity of the one moving 
electron, and it is therefore· a restricted picture in comparison to the one 
given by the original partial differential equations. It should, however, be 
clearly understood that we are not seeking the solution of this group of total 
differential equations; we are merely using them as aids for solving the 
original equations. 

Equation (8) may be written in the form 

~t [.E + J I at] = 0 (10) 

the bracketed term is regarded as a new variable S, that is, 

S = eE + J I dt (11) 

and (10) says that S is an invariant for any individual electron, it remains 
constant as the electron moves along. The solution of (10) is 

(12) 

where C1 is any arbitrary constant. 
Turning now to (7) it may be written in the form 

(13) 

and its solution for any particular electron-remembering that S is an in­
variant for that electron-is 

(14) 
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where C2 is an arbitrary constant. [In repeated integrations with respect to 
time, the increment dt is written only once, it being understood that dt 
is repeated in each integration.] Now any arbitrary function Fl of S is a 
constant for the particular electron under consideration, so we may replace 
C2 by F1(S) and write . 

U = FM) - ;- [St - JJ I dt] (15) 

For the same electron, (9) may now be written in the form 

~: = F,(S) - ; [St - JJ I dt] (16) 

and its solution is 

(17) 

where C3 is an arbitrary constant that may again be replaced by an arbi­
trary function F2 of S, and 

x = F,(S)+ F, (S)t - ~ [S;' - ffI Idt] (18) 

By considering o't1e individual electron we have thus arrived at two gen­
eral relations (15) and (18) which, taken together, describe U and E as 
functions of x and t. Now the reader will probably be much surprised, as 
was the writer, to learn that these two equations when standing alone are 
not solutions of the group of total differential equations (7), (8) and (9). 
The solution of that group is (12), (15) and (18). In other words, the two 
general relations are solutions of the total differential equations only in the 
very special case of S equal to a constant. But this constant may have any 
value, and the general relations therefore apply to all electrons in the diode 
space. 

We are therefore practically forced to the conclusion that (15) and (18) 
are the solution of the broader group of partial differential equations (2) 
and (5), and this turns out to be true. This solution, which is here rewritten, 

U = F,(S) - ; [ SI - ff Idt] 

x = F2(S) + F,(S)t - ; [S;' - Iff I dt] 

S = eE + J I dt 

(15) 

(18) 
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moreover contains two arbitrary functions, and it is therefore the general. 
and complete solution for an idealized stream flowing in a diode. 

As the solution stands, I is an arbitrary function of time, and FI(S) and 
F2(S) are perfectly arbitrary. They correspond to all possible determining 
conditions: to all the d-c., a-c. and transient conditions that are possible 
in the idealized diode, and to all the purely mathematical conditions that 
cannot be realized in any physical sense. 

With this complete solution available, the situation is analogous in many 
respects to that encountered in the solution of potential problems in two­
dimensional space. We can fmd a particular solution by merely assigning 
definite functions to the three arbitrary functions I(t), FI(S) and F2(S); 
but we then encounter the difficult task of finding out just what problem 
has been solved. 

As a simple example of the general method, the reader may be interested 
in arbitrarily setting I, FI(S) and F 2(S) equal to zero. He will then find that 
the resulting expressions, (15) and (18), are actual solutions of the partial 
differential equations, and that they represent a transient electron stream 
that can flow for a short period of time in a diode space. 

2.1 THE GENERAL SOLUTION IN THE PRESENCE OF A DIRECT CURRENT 

In the majority of circuits that are of practical interest, there is a continu­
ous direct current flowing in a diode, and the arbitrary functions then as­
sume a more restricted form. In such cases the total current density I may 
be considered as the sum of a d-c. component, which for the time being is 
indicated as I D, and a transient or alternating component I A. 

Then we have the condition that 

ID> 0 (19) 

and also the condition that U and x must be finite in any physical tube" 
Now consider (15) for U and note that 

I I dt = I Dt + I I A dt 

II I dt = I ~t2 + II I A dt 

(20) 

The bracketed factor in (15) thus contains power terms in t, which becomes 
infinite as t approaches infinity. The function FI(S) must therefore be of 
such form that it cancels these terms and causes U to remain finite. Inspec­
tion shows that FI (S) must consequently be of the form 

(21) 



ELECTRON STREAMS IN A DIODE 839 

where A (S) is an arbitrary finite function of S, g is an arbitrary constant, 
and the coefficients gl and g2 have such values that the power terms in t 
cancel out in (15). The finite function may, for example, be a sinusoidal 
function of S, or a series of such sinusoidal terms. The values of the coeffi­
cients are easily calculated, and when the resultant expression for F1(S) is 
substituted in (15), it may be written: 

U = g + A(S)+ ;[ED + ff fA dt] 

where S is S with the ID term omitted, that is, 

S = EE + J IA dt 

(22) 

(23) 

(n a similar manner it may be shown that, for x to be finite, (18) assumes the 
form 

x = k + B(S) - g+ A (S) s - ~ I ,&3 - rrr I A dt] (24) 
ID E L6ID2 JJJ 

where k is an arbitrary constant, and B(S) is any arbitrary finite function of 
S. Then (22) and (24) constitute the general solution when a continuous 
direct current is flowing in the diode. They are mathematical means for 
shortening the calculations in the presence of the direct current. 

It is believed that the general solution presented in this section will serve 
as a guide for reasoning about electron streams, and as a guide that can be 
used in particular problems. It should also be an aid for considering the 
large signal theory of electron streams. But it is here advisable to confine 
attention to a less ambitious program, and apply the method to the case 
of small signals. The results will not be entirely new, but they will bring 
out certain important features of the general solution. 

3. THE SMALL SIGNAL THEORY OF ELECTRON· STREAMS 

The small signal theory is developed as follows: The value of each depend­
ent variable, in any plane normal to the x-axis, is regarded as the sum of 
two components: a value that does not vary with time and is therefore 
called the d-c. component, and a value that does vary with time and is 
called the a-Co component. All of these components may vary with x, that 
is, with the exception of the total current density which is a function of 
time alone. Corresponding to small signal circuit theory, it is also assumed 
that the a-c. quantities are small compared to the d-c. quantities, and that 
the squares and products of the a-c. quantities are negligible in comparison 
to their first order values. For such signals the circuit equivalent of a diode 
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is completely determined by its performance at single frequencies, and this 
permits the solution to be developed in terms of simple sinusoidal functions 
of time. 

New symbols are needed for the small signal theory, and to avoid an undue 
number of subscripts they are introduced in the following manner: In the 
preceding general equations the dependent variables were indicated by 
capital letters; in the following small signal theory, the same capital letters 
are used to indicate the d-c. components, and the corresponding small 
letters then indicate the complex amplitudes of the a-c. components. This 
gives the following list of symbols: 

Total current density ........................... . 
Conduction current density ...................... . 
Volta~e ............................... " ........ . 
Electric mtenslty ............................... . 
Electron velocity ............................... . 

DC Component 

I 
Q 
V 
E 
U 

Amplitude of AC 
Component 

q 
'V 

e 
1£ 

This symbolism has the disadvantage of using e to indicate both electric 
intensity and the base of the natural logarithms, but the duplication causes 
no serious confusion, for the meaning of the symbol is always evident from 
the text. As examples of the new nomenclature, the conduction current 
density is now Q + qeiwt

, and the electron velocity is U + 'lte iwt
• It should 

be noted that the a-c. amplitude in each of these expressions is a complex 
space-varying amplitude, which is sometimes called the space part of the a-c. 
component. 

Before passing it is well to write the following useful relations, which 
follow immediately from the fundamental equations (5) and (6): 

q = i + jwee 

j(i - q) 
e= 

(25) 

fW 

their substitution in (11) and (23) give 

S eE + It - i2 eiwt 

w 
(26) 

S 

With this introduction to the change in symbolism, we now express the 
general solution (22) and (24) in terms of the new symbols, and neglect all 



ELECTRON STREAM:S IN A DIODE 841 

second order terms in the oscillating components. Each part of the general 
solution then separates into two equations, one for the d-c. quantities, and 
another for the a-c. quantities. The resulting equations for the d-c. com­
ponents are 

U = + 'TJEE2 
. g 21 

2 3 
X = k _ geE _ 'TJE E 

I 6/2 

and the equations for the a-c. components are 

jwt _ A (S) - 'TJ [ieE + iJ jwt lle - - - q - e 
e wI w2 

o = B(S) - eE A(S) + j[~ q + ~ iJ ejwt 

I wI ew3 

where in the last equation g has been replaced by its value from (27). 

3.1 THE D-c. COMPONENTS OF THE ELECTRON STREAM 

(2i) 

(28) 

(29) 

(30) 

We first consider the d-c. components in (27) and (28). It is easily shown 
that they obey the primitive differential equations 

aE 
U - = -lie ax 

(31) 

which are the static equations for a diode, when it is idling in the absence 
of an a-c. signal. Their solutions are given in various published articles, and 
they are available without further calculations.7 , 8 The~e d-c. components 
are involved in the subsequent development of the a-c. theory, and the 
latter requires certain d-c. relations. These relations are briefly presented 
without derivations as follows: 

The current density I and the d-c. voltages at the two diode planes are 
assumed to be known quantities. Then the d-c. velocities at those planes 
are also known quantities, because their values are given by the simple 
relations 

Ub = V 2'TJ Vb (32) 

where it is assumed that the original source of electrons is at zero voltage. 
The d-c. transit time plays an important role in the small signal theory. 
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The transit time T from the first plane to any coordinate x is 

T = IX dx 
o U 

and 

aT 
ax 

1 
fJ 

(33) 

(34) 

The total transit time T across the diode space also plays an important 
role; it is usually expressed in terms of a so-called space charge factor !;, 
whose value is given by8 

(35) 

Here I is the actual d-c. current; and 1m is the maximum current that could 
be projected across the diode when its planes are at the voltages Va and Vb, 
that is, 1m is the space charge limited current 

I = 2e • /~ (YV: + VV;:)3 
m 9 'V 'Y] 12 

(36) 

Then the total transit time T is given by 

21 
T = ----~--------~ 

(1 - ~)( U. + Ub) (37) 

It also follows that I can be expressed in the form 

(38) 

Certain equations for the d-c. electric intensity are also required. They are 

E = Ea _ IT 
e 

1 . IT 
Ea = 'Y] T (U a - U b) + 2E" 

Eb = ~ (Ua - Ub) _ IT 
'Y]T 2e 

(39) 

They complete the list of d-c. relations required in the following small 
signal theory. 
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3.2 THE A-c. COMPONENTS OF THE ELECTRON STREAM 

We now return to the a-c. equations for the electron stream, (29) and 
(30). In (29), the arbitrary function A (S) must obviously involve an ex­
ponential function of jwt, and it must therefore be of the form 

A(S) = Ae
jwS 

I 

where A is an arbitrary constant. Then the substitution of (26) gives 

(40) 

(41) 

The term in qlI is a second-order term that may be neglected, and E: can 

be replaced by its value from (39) that is, 

(42) 

where T is the d-c. transit time to any coordinate x. The resultant exponential 

factor in E~a can then be included in the arbitrary constant A, and this 

gives 
A (S) = AejW(t-T) (43) 

The substitution of this function in (29) now gives the following relation 
for the amplitudes of the a-c. components 

A 
-jWT j1]E 1]. 

U= e --q--~ 
wI EW2 

(44) 

The arbitrary function B(S) may be treated in a similar manner, and (30) 
then gives the complex amplitude of the conduction current density 

_ jwI (B A EE) -jWT 1]1. q-- --e ---~ 
U I EW2U 

(45) 

where B is another arbitrary constant. 
The substitution of this value of q in (25) and (44) also gives the ampli­

tudes of electron velocity and electric intensity. 

U = [B 1]E + A (1 - 1]EE2)] e- jwT - ~ [1 - j1]E ] i (46) 
U IU EW2 wU 

e = ~ [B - A EE] e- jwT + i [1 + ~] i (47) 
EU 1 EW EW2U 
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The amplitude of the a-c. voltage in the diode space is also required, 
and it is derived from its expression 

v = Va - 1x 

e dx (48) 

where e has its value (47), and the integration can be performed by remem­

bering that aT is l/U. This gives ax 

> = 1'. + L [0EAE - A f - jBI) Vi"' - 1) 

- jAlT - j (x + :~;) iJ 
(49) 

We are now in a position to examine the character of the electron stream, 
and for this purpose we write the conduction current density in its complete 
f ' jwt h . orm qe ,t atlS, 

jwt jwI (B A €E) jW(t-T) 'Y]I. jwt 
qe = U - T e - €w'2 U 'Ie (50) 

The phase angle of the first term involves the d-c.transit time T, which is 
a function of x, so this term is a wave traveling in the x-direction. Its ampli­
tude involves the d-c. quantities U and E, and its amplitude varies with x. 
The velocity of the wave is given by 

(
a )-1 

Wave velocity = a: (51) 

and from (34) 

Wave Velocity = U (52) 

That is the velocity of the conduction current wave is equal to the d-c. com-
ponent of electron velocity. . 

The second term in (50) is an oscillation that has the same phase through­
out the diode space, and its amplitude also varies with x. The a-c. conduction 
current is thus a wave of electric charge traveling at a finite velocity plus an 
oscillating charge that is in phase over the entire diode space. 

An inspection of equations (46), (47) and (49) shows that the other a-c. 
components are of the same general form; each of them is a wave traveling 
in the x-direction plus an oscillation that is in phase over the entire diode. 
This clear-cut disclosure of the dual nature of an electron stream is an im­
portant contribution of the general theory. 
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The formal solution for small signals is really completed with the deriva­
tion of the preceding general equations for the a-c. amplitudes. But there 
still remains the rather tedious process of deriving the relations for circuit 
calculations as outlined in the following section, and they give a direct 
comparison with previous theories of electron streams. 

3.3 SMALL SIGNAL EQUATIONS FOR CIRCUIT CALCULATIONS 

Llewellyn3 has shown that the treatment of a diode as a circuit element 
requires certain variables at the second plane to be expressed in terms of their 
values at the first plane; that is, the circuit theory requires three equations 
of the form 

~lb - ~la = A *i + B*qa + C*ua 
qb = D*i + E*qa + F*ua 
Ub = G*i + H*qa + I*ua 

(53) 

where the starred coefficients are known functions of the d-c. components. 
The derivation of these relations from the preceding general equations is 

outlined as follows: the first step is the evaluation of the arbitrary constants 
A and B. This is done by substituting the values at the first plane in (44) 
and (45), and then solving for A and B, which gives 

A + j11Ea 11 • 
= Ua -I qa + 2 ~ 

W EW 
(54) 

B - EEa A jVa J11 . -- --q--~ 
I wI a EW3 

(55) 

These expressions, and the values at the second plane, are then substituted 
in the equations for the a-c. amplitudes (45), (46) and (49); and they im­
mediately give the desired relations. They do, however, involve the incon­
venient electric intensities Ea and E b, and these quantities are replaced by 
their values from (39). 

These simple but rather tedious substitutions are illustrated by the fol­
lowing derivation of qb-, which is brief enough to be included for that 
purpose. The first step is the substitution of the values at the second plane 
in (45); this gives 

_ jwI (B EE':J A) -{3 11I. qb-- -- e ---~ 
Ub I EW2Ub 

(56) 

where {3 is jwT. It is now advantageous to replace B by its value from (55), 
and 

_. (Ea - Eb) A -{3 + Va -{3 + 111 (-{3 1) . qb - JWE U e -U e qa ~U e - ~ 
b b EW b 

(57) 
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The inconvenient electric intensities are now easily eliminated by substitu­
tions from the d-c. equations (39), which give 

I{3e-
fJ

A + Ua -fJ + _'fJI (-fJ _ 1)· 
qb = U U e qa 2U e t 

b b ew b 
(58) 

The value of A is now introduced from (54), with Ea again eliminated by (39), 
and a grouping of terms then gives the final equation 

= ~ (R -fJ + -f3 _ 1)· + (1 _ 'fJ
1T2

) -fJ + I{3e-
f3 

(59) qb 2U tJe e t 2 U e qa U U a 
ew b ebb 

This equation gives the following values of starred coefficients: 

D* = ~ ({3e-fJ + e-fJ - 1) 
ew2Ub 

E* = (1 - 'fJ
1T2

) e-fJ 
2eUb 

F* = I{3 e-fJ 

Ub 

(60) 

These coefficients may now be rewritten in any desired form; and, to con­
form with previous articles on electron streams, we replace w by its equiva-

lent expression -~{3; and we also express I in terms of the space charge 

factor t from (38), that is, 

These substitutions then give the coefficients in the form 

D* = 2t (Ua + Ub) 1 - e-
fJ 

- {3e-
fJ 

Ub {32 

E* = ~b [Ub - t(Ua + Ub)]e-fJ 

F* = 2et (Ua + Ub) {3e-fJ 
'fJT2 Ub 

(61) 

(62) 

This is obviously a longer mode of expression, but it has two advantages: 
it is convenient for circuit calculations, and it permits a direct comparison 
with previous articles on electron streams. 

The equations for Ub and (Vb - Va) are obtained by similar substitutions 
in (46) and (49); and the three equations are then written in the symbolic 
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form (53), with the values of the starred coefficients abbreviated and as­
sembled as follows: 

al = 1 - e-{3 - fJe-{3 
a2 = 1 - e-{3 
aa = 2 - 2e-{3 - fJ - fJe- fJ 

A' ~ ~ (U a + U,) [1 -H 1 - 1~~3) ] 
r 

B* = 3 [Cal - fJa2)Ua - alUb + ad-CUa + Ub)] 
efJ 

C* = - 2a lr CU + U) 'YJfJ2 a b 

D* = 2a lr (Ua + Ub) 
fJ2 Ub 

E* = ~b [Ub - rCUa + Ub)]e-
fJ 

F* = 2er (Ua + Ub) fJe-fJ 
'YJT2 Ub 

T2 
G* - 'YJ au [Cal - a2fJ)Ub - alUa + alrCUa + Ub)] 

efJ b 

H* _ 'YJ
T2 

(Ua + Ub) (1 _ r) e-
fJ 

2e Ub fJ 

1* = ~b [Ua - r(Ua + Ub)]e-
fJ 

(63) 

(64) 

With the exception of a difference in symbols, these coefficients are iden­
tically the same as those obtained by Llewellyn and Peterson3 • 8 from cal­
cula tions on the motions of electrons as individual particles, and this cor­
respondence apparently reconciles the wave theory and the particle theory 
of electron streams. The correspondence is largely the result of a new 
feature in the wave theory, that is, the expression of the electron stream 
as the sum of two components, a wave travelling with a finite velocity and 
an oscillation that is in phase over the entire diode space. 

Llewellyn and Peterson have derived the circuit equivalents of electronic 
tubes from the values of the starred coefficients, and these equivalents are 
well known in the electronic art.8 The present section confirms these rela­
tions, as derived for an idealized electron stream_ The validity of this 
idealization is considered in the following section. 
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4. PHYSICAL ELECTRON STREAMS 

[This section returns to the symbolism of the general theory; and the 
capital letters, V, E, U, Q and I now indicate total values.] 

The preceding general wlution for an electron stream is based on ideal­
ism, namely, the assumption that the electron velocity is a single-valued 
function of space and time. The stream then obeys the differential equations 
(2) and (5), and the theory is a general solution of these fundamental 
equations. But it is well known that the velocity in a physical electron stream 
is not single valued :10-13 Electrons are emitted from their original source 
wi th slightly different velocities; and some electrons acquire energy from 
the high-frequency electric field and overtake their slower neighbors. These 
factors cause the velocity to be a multi:..valued function of space, and the 
electrons have various velocities in any plane normal to the axis of the 
diode. The present section derives the differential equations for a multi­
velocity stream, and compares them with the idealized equations (2) and 
(5). 

For this purpose, the actual velocity of an electron is indicated as v. It is 
also convenient to develop the equations in terms of mass, so we let N equal 
the mass density of electrons at any coordinate x. The fractional mass 
density of electrons with velocities lying in any range from v to v + dv may 
likewise be expressed as ndv, where 11- is a function of v, x and t; and it fol­
lows that 

N = l:rn ndv. 

The momentum density P of the electrons is then given by 

l
+rn 

p = -00 nvdv 

and their kinetic energy density K is 

[

+00 2 nv 
K = -dv 

--00 2 

It also follows that the average electron velocity U is given by 

- p 
U=­

N 

(65) 

(66) 

(67) 

(68) 

This is the new mechanical variable in the theory of physical electron 
streams. 

The differential equation for the electric intensity is now easily derived 
from the fundamental electromagnetic equation 
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foE _ Q 
Of 

The con=-~uction current density Q is 

-1 

Q = _ eP = _ U eN = - fj f Oji 
m m ox 

and its sub::titution in (69) gives 

I 

which is the analogue of (5). 

849 

(69) 

(70) 

(71) 

The mechanical equafon for the physical stream is obtained from the 
Liouville theorem. In the diode regions with which we shall be concernpd, 
the individual electrons are so far apart that their microscopic forces are 
negligible, the electrons flow freely under the action of the macroscopic 
forces, and they therefore obey the Liouville theorem for particle motion. 
This theorem states that 

dn 
dt 

o (72) 

that is, n remains constant as we travel along' with any particular electron. 
This equation may also be written in terms of partial derivatives of n 

on dx + ~ ~ + ~ = 0 
ox dt ov dt Ot 

and the substitution of the values of the total derivatives then gives 

v on - TJE ~ + ~ = 0 ox ov Of 

(73) 

(74) 

The mechanical relations are obtained by integrating this equation with 
respect to v. It is first multiplied by dv and then integrated as follows: 

1+00 on vdv - rJE 1+
00 

~ OV + 1+
00 

~ dv = 0 (75) 
-00 ox -00 cv -00 ot 

The second integral reduces to the difference in the values of n at v = + 00 ~ 

and v = - 00. It vanishes because there are no electrons with infinite 
velocities. The differential operators may also be moved outside the other 
integrals, to give 

o 1+00 

0 1+QO - nvdv" + - ndv 
oX -QO .. ot-oo 

o (76) 
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then from (65) and (66) 

aN 
at 

ap 
ax 

Equation (74) is next multiplied by vdv, and a similar integration gives 

ap 
at 

oK -'f]NE-2-ax 

(77) 

(78) 

With these ~elations we are now in a position to derive the differential 
equation for u. 

This mechanical equation is obtained by first writing the obvious equality 

Then partial differentiation of the last term gives 

It 

- au au .- aU 1 ap p aN 
u ax + Tt = U Tx + ]V Yt - ]V2 Yt 

and, when the resultant time derivatives are replaced by (77) and (78) 

(79) 

(80) 

U au + au = u aU _ 'f]E _ ~ oK + !..- ap (81) 
ax at ax ]V ax N2 ax 

the substitution of NU for P then gives the final differential equation for 
U, which may be written in the form 

U aU + au = - 'f]E - ~ ~ [K - NfJ2] 
ox at N ox 2 

(82) 

It is the analogue of equation (2). 
The two sets of equations are now assembled and written in a form suit­

able for comparison. The equations for the idealized stream are 

U aE + aE = _ ~ 
ax at E 

(5) 

! au
2 + au = _ 'f]E 

2 ax at (2) 

and the analogous equations for the physical stream are 

(71) 

(82) 
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When U is set equal to lJ, the first equations in the two sets are identical; 
and in this respect the theory of the idealized stream corresponds to that 
of the physical stream. But the second equation for the physical stream then 
differs from its analogue by the inclusion of an additional term 

2 0 [K _ N[P] 
N ox 2 

(83) 

The bracketed quantity in this term is the difference between the actual 
kinetic energy density and the kinetic energy density calculated as if the 
electrons were all moving with their average velocity U. It is often a small 
term that can be neglected, and the physical stream is then approximately 
described by the idealized equations (2) and (5). 

It is, however, rather obvious that there are cases in which this approxi­
mation cannot be made. It is invalid in the region between a thermionic 
cathode and its voltage minimum, where the electrons are traveling in both 

NU2 

directions along the x-axis, and cause K and -2- to have appreciably dif-

ferent values. So, when the first plane of the diode is a space-change-limited 
cathode, the idealized theory can apply only in the region beyond the 
voltage minimum. This difficulty is usually overcome by considering the 
virtual cathode as the first plane of the diode. In all other regions the 
electrons are normally traveling in one direction only, and the idealized 
equations are then an approximation for the physical stream over a wide 
range of conditions. 

The nature of this approximation is seen more clearly by considering the 
electrons to be uniformly distributed over a velocity range s,' where s is a 
function of x and t. Then the mechanical equation (82) is 

~ olP + ~ OS2 + oU = _ 7]E (84) 
2 ox 8 ox ot 

82 

Under the usual conditions encountered III electronic tubes, 8 is small 

U2 
compared to 2"' and its gradient may be neglected in comparison to that 

of fJ2 
-2-· 

The approximation can also be considered in a more rigorous manner as 
follows: The velocity spread s may be expressed in electron volts by the 
relation 

(85) 
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where cp is the spread measured in electron volts, and V is the voltage in 
the stream. Then (84) may be written in the form 

U oU + oU = 1] oV _ 7J.. ct ocp + ~ (~)2 aV (86) 
ax at ax 8 V ax 16 V ax 

The last term is small compared to 1] aV and may be neglected, and it fol­ax 
lows that the idealized theory is an approximation for physical electron 
streams when 

(87) 

it being understood that the inequality holds for the gradients of the d-c. 
components, and also for the gradients of the a-c. components of cp and V. 
This requirement is satisfied over a wide range of conditions, and the ideal­
ized equations are applicable in a cor~esponding manner. * 

It is thought that these considerations explain why the single-velocity 
theory of electron streams is so successful in explaining the characteristics 
of electronic tubes.s, 9 

CONCLUSION 

It is believed that the preceding pages serve to unify our theories of elec­
tron streams in some such manner as follows: 

(1) They develop the general solution for a single velocity stream, and 
this solution contains all particular solutions. 

(2) The small signal theory is considered in detail as a special case of the 
general solution, and the a-c. stream is shown to be the sum of two com­
ponents: a wave traveling with a finite velocity plus an oscillation that is in 
phase over the entire diode space. 

(3) The wave expression gives identically the same results as previous 
calculations based on the motions of electrons as individual particles. 

(4) The idealized stream is shown to be an approximation for multi­
velocity streams over a wide range of conditions, and this correspondence 
explains why the single velocity theory is so successful in describing the 
characteristics of electronic tubes. 
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APPENDIX I-THE LAGRANGE SOLUTION 

Lagrange has shown that any partial differential equation of the first 
order, linear in its derivatives, is equivalent to a group of total differential 
equations. The Lagrange equations corresponding to (2) and (5) are 

or, taken together, 

dx dt dU 
tf - 1 -"tJE 

dx 
U 

dt EdE 
1 - -1 

dx dt dU EdE 
U - "1 - -7]E - -1 

(88) 

(89) 

(90) 

Now we can find three independent solutions of this group. One solution is 

EE + J Idt = CI (91) 

The first member of this solution is indicated as S; then the other solutions 
are 

1]St 1] rr 
U + -E- - ; }} 1 dt = C2 (92) 

Since each of these quantities is a constant, we may set anyone of them 
equal to an arbitrary function of another, and the resulting equation is also 
a solution of (90). We can, however, obtain only two independent solutions 
in this manner, and we naturally choose the two simplest combinations, that 
is, 

U + 7]: t - ; Illdt = FI(S) (94) 

x - Ut - ~: t' + ;[1 ff [dt - ffl [dt] ~ F,(S) (95) 

where FI(S) and F 2(S) are arbitrary functions of S. These equations contain 
two arbitrary functions; they are solutions of the Lagrange equations (88) 
and (89), and they therefore constitute the general and complete solution of 
the partial differential equations (2) and (5). With the exception of a slight 
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difference in form, this solution is identically the same as the one given in 
Section 2. 
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The Davisson Cathode Ray Television Tube Using 
Deflection Modulation 

By A. G. JENSEN 

The paper describes a cathode ray television receiving tube incorporating sev­
eral unique features. The tube was designed and constructed by Dr. C. ]. Davis­
son and was used in some of the early demonstrations of television transmission 
over the coaxial cable. 

T HE present day coaxial cable broad-band transmission system was 
developed during the early 1930's, and was originally conceived as a 

means for multi-channel telephone transmission. During the same period 
the rapidly developing television art was producing video signals requiring 
wider and wider frequency bands. It was very soon realized, therefore, 
that this coaxial system would also lend itself admirably to the transmission 
of such wide band television signals. The early development culminated 
in the installation of a coaxial cable route from New York to Philadelphia. 
This system was designed to provide 240 telephone channels or a single 
800 kc television channel, and both types of transmission were successfully 
accomplished during a series of demonstrations in 1937.1 

The scanning equipment used for producing the television signals for 
these demonstrations was develop~,d under the direction of Dr. H. E. Ives 
at the Bell Telephone Laboratories. It was designed to scan standard 
35 mm motion picture film and consisted of a six-foot steel disk rotating at 
1440 rpm and having 240 lenses mounted around the periphery. It thus 
produced a television signal of 240 lines and 24 frames per second, occupy­
ing a bandwidth of about 800 kilocycles. 

From this same period came the well known work of Dr. Davisson in the 
field of electron diffractionY This work had resulted also in important 
advances in electron optics and in the development of the sharply focussed, 
well defined electron beam. It was natural, therefore, that Dr. Ives should 
discuss with Dr. Davisson the possibility of designing a cathode ray tube 
capable of adequately displaying a picture from the television signals speci­
fied above. The outcome of these discussions was that Dr. Davisson, with 
the close and able collaboration of C. J. Calbick, undertook to design and 
construct the tube described in the following pages. In this connection it 
should also be mentioned that the- first experimental samples of the tube 
were built by G. E. Reitter, while the later engineering for limited produc­
tion was carried out by H: W. Weinhart. 

855 
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The disk scanner was a linear transmitter, since the amplitude of the 
signal was directly proportional to the film brightness. The fundamental 
requirement for a receiving tube was therefore as stated by Dr. Davisson 
in an early memorandum: 

"If screen brightness is proportional to beam current, as for most screens 
it is, then beam current in the receiving tube should be proportional to sig­
nal voltage; the modulations of beam current by signal voltage should be 
linear. Failure to meet this requirement results in falsification of tone values 
in reproduction, and when departures from linearity are marked [it leads] 
to unsatisfactory pictures." 

s' \\1 

j--_+-++--i 

(a) (b) (c) 

Fig. I-Principle of deflection modulation. 

It was this fundamental concept of a beam current directly proportional 
to input voltage, which led to the development of a tube employing deflec­
tion modulation. This is a type of modulation in which the modulating 
voltage causes the electron beam to be deflected across a defining aperture 
in such a manner that increasing modulating voltage will cause a larger 
area of the beam to pass through the aperture and thus increase the bright­
ness of the screen proportionally to the modulating voltage. The principle 
of this.type of modulation is illustrated in Fig. 1. 

Figure lea) shows a narrow beam of electrons passing through the slit S 
(perpendicular to the plane of the paper) and arranged to form a sharp 
image of the slit in the plane of the square aperture Sf. The relation of the 
slit image to the square aperture is shown in Fig. l(b). A bias voltage is 
applied across the modulator plates Ml and M; so that the slit image falls 
just off the square aperture for no signal voltage. As signal voltage is ap­
plied 'across the modulator plates the slit image will move across the aper­
ture in such a manner that the cross-sectional area of the beam beyond the 
aperture is proportional to signal voltage (for small angles of deflection, 
such as used here). . 
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Beyond the aperture S' the electron beam enters a projection lens sys­
tem designed to project an enlarged electron image of S' onto the fluores­
cent screen of the tube. In order to avoid further modulation of the beam 
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Fig. 2-Schematic diagram of electron optical system. 

in the projection lens system it is essential that the beam be maintained 
parallel with the tube axis and not be deflected by modulation as in Fig. 
l(b). To accomplish this a second pair of modulating plates M2 and M~ 
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is added and cross connected to Ml and M~ as indicated in Fig. l(c). Now 
when signal voltage is applied, the electron beam is displaced, rather than 
deflected, across the aperture S', and the portion of the beam entering the 
projection lens system is maintained in proper alignment with the tube 
axis. 

The complete electron-optical system of the tube is indicated schemati­
cally in Fig. 2. A dimensional cross section of the tube is shown in Fig. 3, 

Fig. 4-Photograph of tube details. 
(a). Photograph of collimating unit. 
(b). Photograph of modulating unit. 

while Figs. 4 and 5 show mechanical details of the assembly. Figure 6 shows 
the finished tube, held by Mr. Calbick. 

Referring to Fig. 2*, the plates P2 , P~ , P; ,P~" and· Pr' are metallically 
connected together with separating metallic cylinders to form the struc­
tural "frame" of the entire electrode assembly. They are connected to the 
internal Aquadag coating and held at ground potential. 

The backing plate P~ , filament F, and circular aperture plates PI and P2 

constitute the electron source and condensing lens system whose function 

* This diagram actually shows the electrode voltages used in a later model for 44I line 
pictures. In the 240 line tube the anode voltage was 5000 volts. 
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Fig. 5-Photograph of assembly. 
(a). Photograph of over-all mechanical assembly. 
(b). Photograph of assembly details. 
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is to produce an intense "focal spot" of electrons in the plane of the slit 
aperture S (Fig. 1). 

The filament F is made of tungsten foil in the shape of a cross (Fig. 3) 
and is fed by direct current with opposite ends of the cross connected to­
gether. This construction insures a nearly uniform temperature over the 
center area" of the cross and also minimizes magnetic fields set up by the 
filament current, which would otherwise tend to disturb the electron opti­
cal symmetry. The filament resistance is approximately 1 ohm and the cur­
rent 10 amperes. The high emission current density from a tungsten fila­
ment was expected to result in a more intense focal spot than would be 
obtainable with an oxide coated cathode. Also the large metallic structure 
inside the tube might tend to cause deactivation or poisoning of an oxide 
cathode. 

If the mechanical alignment were perfect the "focal spot" of electrons 
would fall directly on the slit aperture S. Because of unavoidable small mis­
alignments and particularly due to the fact that the filament cross is not 
perfectly flat, such perfect symmetry cannot be insured without some cor­
rections. These corrections are supplied by a so-called collimating unit 
CPI ; CCI . The unit consists of an electromagnet with insulated pole­
pieces (Fig. 4), and by applying small correcting voltages and currents to 
the unit the "focal spot" is shifted until its most intense part falls on the 
center portion of the slit aperture S. A second identical collimating unit 
CP2 ; CC2 is mounted after the slit, in order to center the slit image on the 
square aperture S'. 

The three circular aperture plates p~ ,p~ ,and P 3 constitute the so-called 
modulator lens system and serve to form an electron image of the slit S 
on the square aperture S', with a magnification of 1: 1. Accurate focussing 
is accomplished by adjusting the potential of the plate P 3 • 

The function of the modulator plates M IM~ and M2M~ has already been 
described. The photograph in Fig. 4 shows the modulator plate assembly. 

The set of three circular aperture plates P~", P 4 and P~v comprise the 
projection lens system, which forms an electron image of the square aper­
ture S' upon the fluorescent screen with a magnification of 5: 1. Proper 
focussing is accomplished by adjusting the potential of plate P4. 

Two sets of coils, mounted in the lateral corners" of the tube housing, 
were used to neutralize the earth's field. Each coil produces a field directed 
at an angle of 45° from the vertical and, by properly adjusting the coil 
current, it is possible to produce a practically uniform magnetic field, which 
was used to center the beam on the screen. 

Because of the complicated mechanical assembly inside the tube there 
was originally some difficulty in properly de-gassing the tubes and main­
taining vacuum. The earlier models were therefore continuously pumped, 
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Fig. 6-Photograph of finished tube. 
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and a tantalum filament manometer was used for checking pressure. The 
tubes used during demonstrations were sealed off, but the manometer was 
retained as shown in the photograph in Fig. 6. In this case the hot tantalum 
filament acted as a getter which successfully kept the pressure down to 
about 10-6 mm Hg. 

The aperture Sf was .006" square. With a 5: 1 magnification this resulted 
in a scanning line height on the screen corresponding to a 240 line picture 
of about 7 x 8 inches. 

A stationary spot viewed on the screen showed a sharply defined rectan­
gular cross-section of approximately uniform brightness. Adjusted for no 

BEAM 
CURRENT 

t 
0---""" 

MODULATING VOLTAGE -.. 

Fig. 7-Schematic diagram of modulation curve. 

overlap this resulted in a flat field with only a faint indication of line struc­
ture. If the image of the slit S falling on the square aperture Sf is perfectly 
focussed, with edges parallel to the sides of the aperture; if no stray elec­
trons are present due to secondary emission or other causes, and if the 
electrons in the beam all have the same thermal emission energy, then the 
curve of beam current versus modulator voltage would be as shown in 
Fig. 7. The current is zero until the leading edge of the slit enters the aper­
ture. The current then increases linearly until it reaches a maximum when 
the slit fills the aperture. If the slit is wider than the aperture the curve 
will have a fiat top and will then decrease linearly as the trailing edge of 
the slit travels across the aperture. 

The actual modulation curve did not show sharp corners, but was 
rounded both at top and bottom as indicated by the dotted lines in Fig. 7. 
The dispersion of thermal velocity of the electrons causes "chromatic" 
aberration of the condensing lens system (P l ; P2) which therefore forms a 
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"focal spot" of non-uniform density. This in turn results in rounded corners 
of the modulation curve. Even so, the linear portion of the modulation curve 
corresponded to a beam current ratio of about 10: 1. 

As will be seen from the curve, the tube may be used equally well for 
either positive or negative modulation, but in the demonstrations positive 
modulation was employed. 

An actual modulation curve for the tube later used for 441 line pictures 
is shown in Fig. 8. The dotted line indicates the modulation characteristic 
without any modification, while the solid curve shows the improvement 
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Fig. 8-Measured modulation curve. 

near cut-off obtained by incorporating a non-linear circuit in the output 
stage of the video amplifier. With this circuit, linear modulation was ob­
tained over a brightness range of nearly 100 to 1. 
~-- Due to the variable width of· the scanning spot it is obvious that con­
ventional aperture equalization is not applicable. The width of the rectan­
gular spot changes from maximum at full brightness to zero or nearly zero 
in the deep shadows. In other words, the correct aperture equalization 
would be a function of brightness.· Some theoretical computations indicated 
that the effective horizontal resolution, without any aperture equalization, 
might be well above the vertical resolution determined by 240 lines. That 
this was actually so was indicated by the fact that, by unbalancing the 
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coaxial terminal equipment so as to allow a small amount of 2500 kc carrier 
leak to come through, the resulting vertical stripes were clearly visible, 
in spite of the fact that the highest frequency in the video signal was only 
about 800 kc. 

For the reasons given above no aperture equalization was employed for 
the receiver; in fact, the excessive horizontal resolution was later on traded 
for higher brightness as mentioned below. 

A slightly modified version of the Davisson tube was used later in the 
1941 demonstrations of the transmission of 441 line, 30 frame television 
signals over the 2.7 megacycle coaxial cable from New York to Phila­
delphia. t In this later tube. the anode voltage was raised to 10,000 volts 
instead of 5000 volts as used in the 1937 demonstrations. Furthermore, 
the square aperture Sf was changed to a rectangular aperture with the 
horizontal side twice as long as the vertical. This alone of course doubled 
the highlight brightness obtainable, and in the 1941 demonstrations the 
received pictures had a highlight brightness of about 20 foot-lamberts, 
using an aperture size of .0036" x .0072". 

Before concluding the description of the Davisson tube and its per­
formance, one more item should be mentioned. It was found that the glass 
thickness of the tube's end wall gave rise to some halation due to internal 
reflection from the outer surface, and this in turn resulted in a somewhat 
degraded contrast range. A very much thicker glass wall would increase 
the· diameter of the circle corresponding to total reflection to a point where 
the halation effect would be very much diluted and therefore negligible. 
The effect of such a thick wall was obtained in the following manner.4 A 
plate glass disk was mounted between one and two inches in front of the 
tube fact and cemented to this by means of an airtight gasket. The inter­
vening space was then filled with Nujol, which has approximately the 
same index of refraction as the glass. The resulting increase in contrast 
range was very noticeable. 

It is interesting to note that at the time it was also proposed to add a 
small amount of dark dye to the Nujol in order to further decrease halation 
effects, and also to decrease the effect of ambient light. This is, of course, 
the same principle that is now widely employed in present day "dark glass" 
kinescopes. 

Dr. Davisson designed this tube on the basis of his knowledge of electron 
optics. At no stage did he depart from a design which would allow him 
accurately to predict the performance. This accounts for the "thin" lenses 
used in the different focussing systems, for the small deflection angles em-

t The transmitting equipment for these demonstrations was a film scanner employing 
a Farnsworth image dissector and producing a 4 mc video signal. See reference3• 
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ployed to insure sharp focus all over the screen, and for the extreme care 
with which the deflection plate system was made to avoid either "pin 
cushion" or "barrel" distortion. Apart from the rounded corners of the 
modulation curve, the entire system was indeed "calculable." It resulted 
in a very long tube (about 5 feet) and an unusually complex assembly of 
precision mechanical parts. It also resulted in an actual performance very 
close to the predicted performance and markedly superior to that of other 
television receiving tubes of the same period. 
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Electron Transmission Through Thin Metal Sections with Appli­
cation to Self-Recovery in Cold Worked Aluminum 

By R. D. HEIDENREICH 

Features of the dynamical or wave mechanical theory of electron diffraction 
pertinent to the interpretation of electron images of crystalline materials are 
briefly discussed. It is shown that the type of image obtained depends upon the 
local bending of the crystal, the coherent crystal size and the state of internal 
strain. The absence of extinction contours seen in annealed aluminum is an 
indication of the presence of internal strains. 

New data concerning the effect of temperature on the polygon or domain 
size in cold worked aluminum is presented. These data indicate that self re­
covery occurs rapidly at temperatures as low as -196°C leading to the con­
clusion that the process must have a low activation energy. The mechanism 
by which dislocations leave the slip bands and redistribute and annihilate them­
selves during recovery is obscure. 

INTRODUCTION 

D IRECT experimental evidence for the wave nature of the electron 
first demonstrated by Davisson and Germer was based on a prop­

erty unique to wave phenomena; namely, interference or diffraction. The 
ability of a regular or periodic array of atoms to diffract electrons (just 
as a ruled grating diffracts light) has led to the construction of quite general 
theories of the behavior of matter, the band theory of solids being a notable 
example. The forbidden energy zones in a crystal are simply a result of 
diffraction of the valence electrons by the periodic structure. On the other 
hand, the results of straight forward diffraction experiments are a conse­
quence of the zone or band structure of the crystal thus illustrating an 
interesting closure or completion of the cycle. 

This paper is concerned with the interpretation of electron interference 
phenomena occurring in thin metal sections particularly as it pertains to 
structural changes accompanying plastic deformation. Diffraction effects 
are observed not only in the usual electron diffraction methods but in 
electron microscope images as well. The chief difference is that in the former 
the diffracted rays are of primary interest while in the latter the regions of 
the crystal in which diffraction occurs are imaged with the diffracted beams 
removed by the objective aperture. Electron microscope images of crystalline 
materials thus offer a high resolution method of studying variations in dif­
fracting power. This information can then be interpreted in terms of struc­
tural features. 

The structural changes accompanying plastic deformation of metals are 
of great interest and can be profitably investigated by electron interference 
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techniques. In particular the loss of work hardening in pure metals by the 
process of self-recovery is well suited to study using the electron micro­
scope and thin sections, as will be seen. In a previous paperl the technique 
of preparing thin aluminum sections and the interpretation of the diffraction 
features were discussed in detail. The dynamical theory of electron diffrac­
tion has been applied to this particular problem and also extended to more 
general cases.2 It was shown1 that, immediately after cold working, high 
purity aluminum exhibits a sub-grain or domain structure of the order of 
1-2 microms in size. These domains are slightly misoriented and become 
visible in electron images through small variations in diffracted intensity in 
passing from one domain to the next. The domains have been identified 
with self-recovery following plastic deformation but their properties and 
origin have not been investigated in detail. The experiments to be described 
here include the effect of electron bombardment, and the effect of tempera­
ture on the size of the domains. 

It should be pointed out that the term "recovery domains" has been 
applied by the writer to the sub-grains or units appearing in cold worked 
aluminum. It appears now that the recovery domains are an early stage of 
the process of "polygonization" commonly used in the literature. Poly­
gonization was first applied to the formation of larger blocks or polygons in 
bent crystals that were annealed at an elevated temperature. The polygons 
were made visible in a light microscope by the use of an etchant which 
produced etch pits in the polygon boundaries.3 Either term, polygonization 
or recovery domains, would be suitable although the latter is more specific 
as to the process involved and will be used in this paper. 

DYNAMICAL THEORY ApPLIED TO ELECTRON IMAGES 

The wave mechanical or dynamical theory of electron diffraction is essen­
tial to the interpretation of electron images of crystals. The kinematic 
theory, a simpler approximation, is not adequate. Consequently, it is advis­
able at this point to review briefly the salient features of the dynamical 
theory as applied to electron images. * 

Suppose a polycrystalline film (such as a thin metal section) is mounted 
in the conjugate focal plane of the objective lens of an electron microscope 
as depicte'd in Fig. 1. Let the incident electron beam be taken as mono­
chromatic and plane-parallel. Regions of the specimen film oriented such 
that a set of net planes satisfies the Bragg condition nX = 2d sin 0 will 

1 R. D. Heidenreich, Jl. App. Phys. 20, 993 (1949). 
2 R. D. Heidenreich, Phys. Rev. 77, 271 (1950). 
3 P. Lacombe and L. Beaujard, "Report of a Conference on Strength of Solids," p. 91 

(Physical Society, London, 1948). 
* Detailed treatments are given in references 1 and 2. 
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diffract the incident beam of wave length A through an angle 20. d is the 
interplanar spacing. The numerical aperture of the electron lens is such that 
in general 20> a ob with the result that the diffracted beams are removed 
from the optical system and not focused in the image plane. In Fig. 1, crys­
tals 1 and 3 are suitably oriented to diffract and so will appear dark in the 
final image since electrons have been removed from these regions by Bragg 
reflection. The calculations of the intensities for this case (the Laue case) 
were first made by Bethe.4 A similar treatment1 •2 employing the zone theory 
of crystals can be given which yields the same final results. The procedure 
consists in solving the Schrodinger equation for an electron moving in the 

INCIDENT BEAM 

F~~..":t~~E I!· ! I ! 
-L 

! POLYCRYSTALL!NE 
FILM 

Fig. 1-Diffraction of electrons outside objective aperture by suitably oriented crystals 
in polycrystalline film. Crystals 1 and 3 would appear dark in final image. 

periodic potential inside the crystal and then fitting the solutions so ob­
tained to the plane wave solution found for the vacuum incident and dif­
fracted waves. The first result of the solution inside the crystal is that the 
total energy of the electron, E, is not a continuous function of the wave 

number K ( I K I = ~7r) as it is in field-free space, but exhibits discontinuities 

as illustrated in Fig. 2. These discontinuities occur whenever the Bragg or 
Laue condition is satisfied; i.e., if g is a vector of the reciprocal lattice, 
then discontinuities in the E vs K curve occur when I K I = I K + 27rgl 
which is equivalent to the Bragg formula. The magnitude of the energy 

4 H. A. Bethe, Ann. d. Physik 87, 55 (1928). This treatment was intended to explain 
the results of Davisson and Germer which were published about a year before. Had Bethe 
examined ,the behavior of the total energy in his solution of the Schrodinger equation he 
would have discovered the band theory of crystals. 
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gap5 is I1E = 21 V g I where V g is the Fourier coefficient of potential. The 
discontinuities in energy are the Brillouin zone boundaries and form a 
family of polyhedra in reciprocal or K space. For example, a simple square 
lattice gives rise to a square reciprocal lattice as seen in Fig. 3. One reciprocal 
lattice point is taken as the origin, 0, and the remainder of the lattice is 

generated by the vector g where 1 g I = !, the reciprocal of the cell constant 
a 

of the original, direct lattice. The Brillouin zone boundaries are the per­
pendicular bisectors of the reciprocal lattice vectors6 and define the series 
of zones shown in Fig. 3a. Whenever the incident electron wave vector, K, 

E 

------~------~~~--~~~--~~~K 
o IKI= IK+27Tgl 

Fig. 2-Plot of energy, E, vs. wave number IKI, along K vector showing discontinuity 
when IKI = IK + hgl or when Bragg condition is realized. 

terminates on a Brillouin zone boundary, a diffracted wave is possible. 
However, when the boundary conditions at the surfaces of the crystal are 
applied, it turns out that for a fixed total energy, E, there are two incident 
crystal wave vectors Kg and K~ which must be considered. Consequently 
there are also two diffracted wave vectors K~ and K~ with K~ = Kg + 27rg 
and K~ = K~ + 27rg as shown in Fig. 3b. K~ and K~ are related by a beat 
wave vector 11K or K~ = K~ + 11K. The net result is two waves of slightly 
different wave length traveling nearly parallel which may undergo inter­
ference. This beating of the diffracted waves makes itself known by passing 
the energy back and forth between the incident and diffracted beams. This 
is the motivation for the name "dynamical" theory. 

The intensity of a diffracted beam for the case when the incident wave 
vector terminates near a Brillouin zone boundary but far from an edge or 
corner is found to bel: 

{; This treatment is the case of loose binding which is applicable for fast electrons. It 
turns out that for the valence electrons in a crystal, this approximation is not very good 
and that the value !1E = 2IVgI is not correct. 

6 L. Brillouin, "Wave Pr0pagation in Periodic Structures," McGraw-Hill Book Com­
pany, Inc., New York (1946). 
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Fig. 3-(a). First three Brillouin zones for a simple square lattice. In an actual case, 

Igl is of the order of O.SA-l and I~I about 19A-l. 

(b). Relation among wave vectors in reciprocal space for the kinematic and for the 
dynamical theories. The wave vectors must satisfy the Bragg condition and the boundary 
conditions at the crystal faces. The dynamical theory introduces the beat wave vector 
!l.K. Kv is the vacuum incident wave vector. 

I IVgl2 . 21AK 
g = .(~ )2 st.n 2u Z 

~ + \Vg12 
2 

(1) 

where V g = Fourier coefficient of potential 
L\g = deviation from the Laue condition in volts 
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= 2EI10 sin 200 
E = total energy of incident electrons in volts 
00 = Bragg angle 

110 = angular deviation from Bragg condition 
11K = bea t wave vector 

= 2((~)2 + 1 Vg 12)1 
hE 2 

z = penetration measured normal to surface of 'crystal 
D = thickness of crystal 

It is evident from equation (1) that the intensity of the diffracted beam is 
periodic with penetration in the crystal and with the deviation, I1g. This 
dependence of intensity upon thickness and deviation accounts for most of 
the image detail seen in electron micrographs of thin crystalline sections. 
Inelastic scattering and crystal imperfections are neglected in the deriva­
tion of equation (1). 

Experience with thin sections of pure aluminum has indicated that it is 
nearly impossible to prepare and handle them without introducing some 
bending or rumpling of the thin area. This bending in conjunction with 
thickness variations gives rise to the major features of the electron images 
in the form of intensity maxima and minima called "extinction contours." 
Those arising through bending of the section are of chief interest in the uni­
form area where thickness changes are very gradual. The extinction con­
tours are determined by the maxima of equation (1) or where I1KD = mr 

to give 

n = 1,3,5, ... (2) 

Equation (2) predicts that for a bent crystal offering a continuous range of 
I1g a series of intensity maxima or fringes will be observed. In an electron 
image of a bent crystal the spacing of the fringes is the only quantity which 
can be measured other than relative intensity. The central fringe corre-' 
sponds to I1g = 0 with subsidiary maxima occurring at a distance s f:om the 
central fringe given byl 

s = (R + 1!) I1g 
2 . 2E sin 200 

(3) 

where R is the radius of curvature of the bending. 
If two crystallites in a thin section differ only slightly in orientation 

and the bending is favorable, then a series of fringes will occur in the two 
crystals with a displacement at the boundary as sketched in Fig. 4. 

The displacement 1 is related to the orientation difference l1a and the 
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radius of curvature R by 
l 

Aa =-
R 

(4) 

If the situation is such that R can be determined from equation (3), then 
the misorientatio~ Aa can be calculated from (4). This combination of cir­
cumstances is at present one of chance and does not occur frequently in 
images of thin sections. An example will be shown. 

The image contrast between adjacent regions of a thin metal section com­
posed of small misoriented domains as depicted in Fig. 1 is determined by 
the rocking curve of equation (1). This is simply a plot of the intensity 
given by (1) against Ag or A(}. As an example, a rocking curve for the (200) 

Fig. 4-Displacement (1) at a grain boundary of extinction contours due to bending 
as predicted by equations (3) and (4). 

reflection of aluminum is shown in Fig. 5. The Fourier coefficient V g is 
computed from the relation. * 

Vhkl = 300 ed2~kz 2: (Zi - Ii)iri (hUi + kVi + lWi) volts (5) 
'In!. i 

with e = charge on the electron = 4.80 X 10-10 esu 
n = volume of the unit cell = 70.4 A 3 for aluminum 

dhkl = interplanar spacing 
Zj = atomic number of atom species j 
Ii = atom form factor 

(uj, Vj, Wj) = atomic coordinates of atom species j 
For aluminum, V(200) = 5.13 volts. Using 50KV electrons: E = 5 X 104, 
A = 0.OS5A, sin 2(}o = 0.0272 radian and a reasonable value of D = 250A, 
the intensity can be computed from (1) as a function of Ag as shown in Fig. 5. 

* Reference 1, Appendix I. 
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It will be realized that the detailed shapes and location of the maxima 
are quite sensitive to thickness and more often than not a calculation from 
the fringe spacings cannot be made with certainty. The limiting value of 

the fringe separation is found from (2) to be given by d;z for large values 

of the integer n. The fringe pattern indicated in Fig. 4 is simply a rocking 
curve for the crystallites with 'a displacement due to their difference in 
orien ta tion. 

The absence of extinction contours from the electron image of a crystal 
may indicate that one or more of the following conditions exists: 

(1) No bending or thickness changes. 
(2) The thickness is sufficiently small that the argument of the sin2 in 

t 
>-
!::: 
III 
Z 
W 
I-
?: 

n=1 

, 0 n=2 
DEVIATION IN DEGREES 

Fig. 5-(200) rocking curve calculated for an aluminum crystal 250A thick for 50KV 
electrons. 

(1) can replace the sine function thus suppressing the periodic fea­
tures; this can occur for D less than about 100A. 

(3) The crystal is sufficiently distorted that the assumption of a periodic 
potential function in the Schrodinger equation is not valid. 

Of these causes for the absence of extinction contours, the first is very 
unlikely as mentioned previously. The second is quite obvious since a sec­
tion too thin to produce contours would give a very high transmitted in­
tensity and would be immediately apparent. The third is the most likely 
reason and is thought to be the case in all the thin sections examined to 
date. This is particularly important here since crystals that have been sub­
jected to plastic deformation are of primary interest. The incorporation of 
strains or lattice disortion into the potential function for the Schrodinger 
equation appears to be a formidable task and will not even be attempted. 
A more or less semi-quantitative approach to the effect of latti~e distortion 
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can be had by considering the expression for the diffracted intensity (equa­
tion (1»). If dislocations are introduced into a crystal the effect is that of 
producing a mosaic or block structure7 the units of which will scatter 
incoherently. If there are a sufficient number of dislocations to reduce the 
coherent penetration path z to a value z' such that !J.Kz' is small, then equa­
tion (1) will become 

(6) 

The important part in considering equation (6) is the disappearance of the 
periodic, dynamic term. If the model obtained by introducing dislocations 
into the crystal even roughly approximates the actual situation then it would 
be expected from equation (6) that the extinction contours will vanish. 
Actually, starting with a perfect crystal and adding dislocations, the dynam­
ical effects will not be noticeably effected until the coherent penetration z' 

becomes much smaller than A~ • For 50 KV electrons in aluminum, z' would 

have to be something of the order of 150A or less before the dynamical 
effects would disappear. If the model is carried still further, it can be spec­
ulated that z' is the mean separation of dislocations in the crystal indicating 
that a distance of separation of the order of 150A is required to extinguish 
the extinction contours. This would correspond to a dislocation density of 
about 5 X 1011 lines/cm2• This is admittedly avery crude approximation 
and, although the dislocation density is of the right order of magnitude, 
too much significance should not be attached to it. It does seem fairly safe 
to conclude that the extinction contours will disappear when the dislocation 
density reaches a high enough value. This fact in itself greatly broadens 
the interpretation of the electron micrographs to be presented. 

PREPARATION OF THIN ALUMINUM SECTIONS 

The details of the preparation of the thin sections used for electron mi­
croscopy have been published1 and are not vital to the discussion. Suffice 
it to say that the sections are produced from 0.005" sheet by an electro­
polishing technique using a special holder. The central portion of the metal 
disc is thinned down to several hundred Angstroms or less while maintain­
ing a smooth surface. A rinsing procedure is necessary to prevent the forma­
tion of corrosion layers. 

7 R. D. Heidenreich and W. Shockley, Report of a Conference on Strength of Solids, 
p. 57 (Physical Society, London, 1948). 
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The metal used in all this work was 99.993% French aluminum rolled 
into 0.005" sheet. 

RECOVERY OF COLD WORKED ALUMINUM 

Having briefly discussed the essential phenomena in interpreting electron 
images of crystals, the application of the thin section method to self-recovery 
in deformed aluminum can be demonstrated. This type of investigation is 
based to a considerable extent upon comparison of images of the metal 

Fig. 6-Extinction contours due to rumpling in an annealed high purity (99.993) 
aluminum section. 

under various conditions of anneal and plastic deformation. The standard 
state for comparison is a well annealed specimen in which the crystals are 
reasonably perfect. The bending or rumpling produces the extinction con­
tour patterns quite unique to the annealed condition. The chief charac­
teristics of the contours for an annealed crystal are their general continuity 
and extension over relatively large areas. Figure 6 illustrates a contour 
pattern with an unusually high density of lines obtained from an aluminum 
section annealed 30 min. at 335°C. The dark regions are those of electron 
deficiency. 

At a grain boundary in an annealed section the contours end abruptly 
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as seen in Fig. 7a. Figure 7b illustrates a case in which the contour family 
can be identified on either side of a grain boundary with the displacement 
very much in evidence at the boundary. This situation was anticipated in 
Fig. 4. 

Proof that the dark contour lines seen in Fig. 6 are due to diffraction from 
those regions was given in reference (1) where both the transmitted and 
diffracted beams were imaged in an electron shadow microscope. The usual 
transmission electron diffraction patterns from annealed sections generally 
exhibit an array of spots characteristic of a single crystal. Sometimes 
weak, broad Kikuchi lines are obtained but generally the bending of the 
section and the area of the incident electron beam are such as not to favor 
Kikuchi lines. 

The effect of cold working on the images of the sections was studied by 
lightly pounding the center region of a i" diameter disc (0.005" thick) with 
a small, rounded and polished steeJ. rod against an anvil. The disc was then 
electro-thinned and examined in the electron microscope. Originally it was 
hoped that further information regarding laminar Slip7 might be obtained 
in this manner. However, no details of slip have been observed in the cold 
worked sections, the general appearance being that seen in Fig. 8(a). Figure 
8 was obtained from a section cold worked by pounding at room tempera­
ture and shows the recovery domains or early stage of polygonization.8 

These domains are not made visible by etching a polished surface and are 
observed only by electron transmission. The domains are slightly dis­
oriented one with respect to the other and are made visible by the differences 
in diffracted intensity. Since the extinction contours are absent in Fig. 8a 
it is concluded that there is considerable internal strain in the domains as 
previously mentioned. Figure 8b is a transmission electron diffraction pat­
tern of this section and shows arced rings made up of discrete spots. It 
is concluded that each spot on an arc corresponds to a domain. Insufficient. 
domains are included in the primary beam to produce continuous rings. 
The electron diffraction pattern of Fig. 8b is very similar to microbeam 
x-ray patterns published by Kellar9 et al and the domain size of about 2p, 
from the electron micrographs is in excellent agreement with the results of 
Kellar for pure aluminum. 

That domains sufficiently free of strain to yield extinction contours can be 
obtained is illustrated in Fig. 9. Figure 9a is from a section prepared 36 
hours after a block of the high purity aluminum had been rolled to 0.005" 
sheet with some annealing between passes. The contours are very much in 

8 Recovery domains are not found in aluminum deformed by simple extension. Appar­
ently inhomogeneous strain is necessary. Extinction contours are observed in specimens 
deformed in tension but the slip bands are not in evidence. 

D J. N. Kellar, P. H. Hirsch and J. S. Thorp, Nature 165, 554 (1950). 
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Fig. 7-Grain boundaries in a thin section of high purity, recrystallized aluminum. 
The displacement of a family of contours at the boundary is evident in (b). 
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Fig. 8-Thin section of high purity aluminum cold worked by pounding. The recovery 
domains are evident in (a). (b) is an ordinary electron diffraction pattern (transmission) 
of the section and shows the discrete spots on the arced rings. 



Fig. 9-Recovery domains in rolled, high purity aluminum annealed between passes 
through the rolls. 

(a). 36 hrs. after rolling showing extinction contours in the domains. 
(b). 1 year after rolling. The domain boundaries are evident now only through the dis­

continuities of the extinction contours. 

880 
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evidence indicating that the internal strain is less than in Fig. 8. Another 
section was prepared after the rolled sheet had stood for about one year 
with the result shown in Fig. 9b. The domain boundaries in this section 
are made visible chiefly through the discontinuities in the extinction con­
tours rather than overall contrast between domains. Apparently the do­
mains slowly relieve their internal strains and become less distinct as re­
covery proceeds at room temperature. 

A possible complication in the study of thin sections in the electron 
microscope is the effect of rather intense electron bombardment. There are 
several possible ways in which the sections might be changed by bombard­
ment. One of these is simply annealing due to heating by bombardment. 
However, the metal is a good conductor of heat and is in contact with the 
heavy brass specimen holder so that high local temperatures would not be 
expected as with thermal insulators or isolated particles. Another phenome­
non that is quite common is the deposition of a carbonaceous layer on the 
areas exposed to the electron beam. This is gener?-lly due to the residual 
hydrocarbon atmosphere in the vacuum system and is visible to the naked 
eye as a black deposit. The remaining possibility is that of producing lattice 
defects or vacancies by collision with the incident electrons. The cross­
section for this process is not known but it would be expected that for 50 
KV electrons it would be quite small. 

Many thin sections of aluminum have been examined in the RCA EMU 
instrument at moderate intensities using the biased electron gun with little 
evidence for any changes occurring over the normal times required for ob­
taining pictures. However, if the peak intensity attainable with the biased 
is used, quite sig~ifi.cant changes occur as illustrated in Fig. 10. These im­
ages are taken from a sequence and show the effect of time of bombardment 
on the recovery domains. The loss of contrast and irreversible changes in 
details with time of bombardment are evident. Part of the effect is due to 
heating and part to deposition but' in general the behavior is not under­
stood. 

An outstanding feature of the domains in cold worked, high purity alu­
minum has been the relatively uniform size exhibited over a great many 
samples prepared at room temperature. The deformations have ranged from 
the order of about 30% to several hundred percent with the domain size 
consistently in the neighborhood of 2Jl. At low deformations of the order of 
a few percent the domains are not found. No growth or change in size of 
any consequence has been found after months at room temperature. The 
relief of internal strains seems to be the only significant change with time. 
A short anneal at or above the recrystallization temperature removes the 
domains and gives rise to new crystals which exhibit extinction contours. 
Observations such as this tie the domain structure quite firmly to recovery. 



Fig. lO-Effect of intense electron bombardment (SOKV electrons) on the domain 
structure. 

(a) 4S seconds bombardment 
(b). 125 seconds bombardment 

882 
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As previously pointed out, the formation of recovery domains upon cold 
working represents an early stage of polygonization with a much smaller 
size than that observed at low deformation.1o This suggests a nucleation 
and growth processll for recovery during and following plastic deformation. 
Cahn12 has published a detailed nucleation theory to account for recrystal­
lization grain size. He considers the nuclei to be regions in the crystal with 
large curvature brought about by cold working. It would be expected that 
both the nucleation and growth rates would be effected by changes in tem­
perature and by additions of alloying elements which reduce the rate of 
diffusion of dislocations. The latter was tried first by adding about 4% 
copper to the high purity aluminum and rolling the alloy to 0.005" sheet. 
A section prepared from the rolled sheet with no anneal gave the results 
shown in Figure 11. It will be noted in Fig. lla that the large, well defined 
domains seen in Figs. 8 and 9 are not present in the alloy. The structure is 
much smaller and is strung out in the direction of rolling. The electron dif­
fraction pattern, (Fig. l1(b)) exhibits arced rings with the arcs being contin­
uous rather than showing the discrete spots seen for the pure metal (Fig. 
8b). The number of recovery domains produced in the alloy is thus much 
greater than in the base metal which checks with the much smaller recovery 
exhibited by cold worked aluminum alloys as compared to pure aluminum. 
It is concluded that the addition of copper has produced "knots" in the 
aluminum lattice which impede the rate of growth of domains.u 

The effect of temperature is of much interest since nucleation processes 

generally involve a temperature dependent term of the form e - :T where 

A is an activation energy14 A plot of nucleation rate against temperature 
should yield a curve exhibiting a maximum at some temperature Te. For 
T > T e , only a portion of the embryos are able to exceed the critical size, 
the smaller ones dissociating. For T < T C) the thermal diffusion rates are 
sufficiently low to impede embryo formation. The maximum nucleation rate 
is thus a balance between the diffusion rate and the n~mber of embryos 
able to exceed the critical size and grow. In order to investigate the effect 
of temperature, high purity aluminum specimens were cold worked by 
pounding at -78°C (dry ice) and at -196°C (liquid nitrogen) and then 
allowing the specimen to warm up slowly to room temperature. It was 
thought that if the working was done at a temperature below that at which 

10 A. Guinier and J. Tennevin, C. R. Acad. of Sci., Paris 226, 1530 (1948). 
11 R. D. Heidenreich, "Cold Working of Metals," page 57 (American Society for Metals, 

Cleveland, 1949. 
l2 R. W. Cahn, Proc. Phys. Soc. A 63, 323 (1950). 
13 If this alloy is given a 10 min. anneal at 300°C, recovery domains very similar to Fig. 

8 are obtained. 
14 D. Turnbull, A.I.M.M.E. Gech. Pub. ~ 2365 (1948). 
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Fig. 11-Thin section of rolled aluminum-4% copper showing the very small domains. 
(b) is a transmission electron diffraction pattern. Compare with Fig. 8. 



Fig. 12-Effect of temperature at which recovery proceeds on domain size in high 
purity aluminum. 

(a). Dry ice (-78°C) 
(b). Liquid nitrogen (-196°C) 

885 
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the nucleation rate is a maximum, then as the specimen warmed slowly it 
would pass through the maximum and result in a larger number of nuclei. 
The time for recovery at the low temperature was varied from 15 minutes 
to several hours before bringing the specimen to room temperature but the 
results did not reflect any dependence on the time at low temperature. Even 
so, a primary weakness in the experiment lies in the fact that the structure 
could not be observed at the temperature of working. The results of cold 
working at -78°C and -196°C are shown in Fig. 12. Surprisingly enough, 
the domain size after cold working at -78°C is practically the same as at 
room temperature as seen in Fig. 12a. It was thought that this simply 
meant that the structure had reverted to the room temperature configura­
tion until the results were obtained at -196°. The domain size resulting 
from the -196°C treatment is slightly less than half that obtained from the 
-76°C treatment, indicating that the effect of recovery temperature can be 
seen after bringing the specimen up to room temperature. I5 This is consistent 
with low temperature rolling experimentsI6 on pure copper performed by 
w. C. Ellis and E. Greiner of Bell Telephone Laboratories in which the 
amount of work hardening was considerably increased over that obtained 
by rolling at room temperature. Thus, at present it appears that the re­
covery domains seen in Fig. 12 are a fair approximation to those produced 
at the low temperatures. More work on low temperatures is certainly justi­
fied since it appears that the recovery mechanism involves a process with a 
very low activation energy, at least in the case of pure aluminum. 

GENERAL REMARKS 

The conclusions drawn from the electron images of cold worked alumi­
num are, in review, 

(1) During and immediately following cold working of pure aluminum 
self-recovery takes place by the formation of recovery domains about 
2p, in size. 

(2) The recovery domains produced at room temperature and below at 
first possess sufficient internal strains to prohibit extinction contours. 
These strains are slowly relieved at room temperature. 

(3) The addition of copper to the aluminum inhibits the growth of re­
covery domains resulting in a recovery domain size much smaller 
than for the pure metal. Thus, aluminum-copper work hardens to a 
far greater extent than does pure aluminum. 

(4) Recovery in pure aluminum is reduced only by going to relatively 

15 The microbeam x-ray technique (reference 9) should be invaluable in checking this 
point since the entire experiment could be done at the low temperature. 

16 To be published. 
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low temperatures; i.e., of the order of that of liquid nitrogen (-196 
DC). 

(5) The recovery domains do not show (at least not readily) on etched 
surfaces. The overall rate of etching is much higher than in the an­
nealed state, however. 

(6) Deformation by simple extension does not produce the recovery 
domains such as seen in Fig. 8. Neither domains nor slip bands are 
visible. 

These conclusions and observations suggest explanations for several well 
known phenomena in cold worked metals. One is the fact that slip lines are 
not visible on a surface etched after cold working, which has always been 
rather puzzling. It seems clear now that this is simply due to an immediate 
rearrangement giving rise to recovery so that the slip band exists as such 
only during the actual deformation process. The traces left on polished sur­
faces are actually only traces of the displacements that occurred during 
deformation and do not }ndicate where the energy of cold work resides 
when slipping has stopped but only where the energy was introduced. The 
energy would reside in the slip bands only if no recovery whatever took 
place. 

Another point of interest is that of recrystallization. In one sense the re­
covery domains constitute recrystallization on a smaller scale than is usually 
meant. However, in view of the fact that the domains do not etch preferen­
tially (probably due to internal strains) and that they disappear at the re­
crystallization temperature, it would seem more accurate to view the re­
covery domains as distinct from recrystallization. It would seem logical to 
consider the recovery domains as embryos for recrystallization. When the 
temperature is raised sufficiently those recovery domains which most rapidly 
relieve their internal strains would serve as nuclei for new grains and con­
sume the surrounding embryos or domains. In a sense, then, it is the least 
strained material from which new grains spring. However, the embryo for 
the new grain very probably sprang from a region that was very highly 
strained. Between the actual slip process and final recrystallization grains 
there are actually two nucleation and growth processes .. 

The author is grateful to Mr. W. T. Read and Dr. W. Shockley for 
valuable criticisms and discussions of the subject matter presented in this 
paper. 



On the Reflection of Electrons by Metallic Crystals 

By L. A. MACCOLL 

This paper gives the results of some calculations of the reflection coefficient 
for electrons incident normally on a plane face of a metallic crystal. The physical 
situation is treated as being one-dimensional; and it is assumed that the potential 
energy of an electron is a sinusoidal function of distance inside the crystal, and 
obeys the classical image force law outside the crystal. The reflection coefficient 
is computed as a function of the energy of the incident electrons, over the range 
from 0 to 20 electron volts, for a variety of values of the parameters which define 
the model of the crystal. 

1. FOREWORD 

THE work which is presented in this paper was undertaken as a result 
of conversations had with Dr. C. J. Davisson at various times during 

the years 1938 and 1939, when he was investigating the reflection of elec­
trons impinging on the surface of a metallic crystal. The results for a simple 
special case of the general problem were published in 19391• Thereafter the 
work on the general problem continued intermittently, and it was almost 
completed by the early part of 1942, when it was brought to a halt by the 
onset of wartime activities. Since then nothing has been done on the prob­
lem, and the results already obtained have never been published in extenso. 
However, C. Herring and M. H. Nichols have included an illuminating dis­
cussion of some of the more significant of the results in their recent mono­
graph on thermionic emission2 • 

Although the intervening years, by bringing new problems in physics to 
the fore, have caused this workto lose some of the interest which it possessed 
at the time it was being done, it still seems to be worth while to put the full 
results upon record. The present occasion, when his friends and former col­
leagues are celebrating Dr. Davisson's seventieth birthday, is an especially 
appropriate one for this purpose. 

2. FORMULATION OF THE PROBLEM 

We consider electrons moving with energy E and impinging on a plane 
face of a metallic crystal. (Fig. 1.) According to quantum mechanics there 
is certain probability R, generally neither 0 nor 1, that an electron will be 
reflected by the crystal, and caused to move backwards toward the source; 
and there is the complementary probability 1 - R that the electron will 

1 Physical Review, v. 56, pp. 699-702. This paper will be referred to henceforth as 
[LAM, 1939]. 

2 Reviews of Modern Physics, v. 21, pp. 185-270 (1949). 
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penetrate the crystal, and flow away through the remainder of the circuit. 
We call R the reflection coefficient, and we can define it alternatively as the 
ratio of the intensity of the reflected electron beam to the intensity of the 
incident beam. 

We wish to calculate R as a function of E. In order to be able to do this 
effectively, it is necessary to idealize the actual physical situation quite 
drastically. (However, the idealization which we shall use preserves what 
seem to be the most important features of the physical situation.) On the 
other hand, once the idealization has been set up, the mathematical calcula­
tions themselves will be carried through without approximations3• Hence, 

x X)()(xx'>< 
TRANSMITTED ELECTRONS < 
>~ -x~ ~x-,< 

x x 
X x :XXx x x 

x 
METALLIC CRYSTAL 

INCIDENT ELECTRONS ___ '_4-

REFLECTED ELECTRONS 
-~~~-. 

Fig. l-Reflection of an electron beam by a crystal. (Schematic representation). 

any discrepancies between the theoretical results and the results of experi­
ment are to be attributed to the inadequacy of the model, and not to il­
legitimate steps in the mathematical work. 

Our idealization of the physical situation can be described in the form of 
the three following assumptions: 

Assumption 1. The problem may be treated as one concerning one-dimen­
sional motion of electrons. Thus, we set up a rectangular coordinate system 
in space; and we assume that the c.rystal occupies the half-space x < 0, 
and that all of the point functions with which we are concerned depend 
solely upon the coordinate x. 

Assumption II. There exists a function Vex), such that an electron at the 
point x has potential energy V(x); and the behavior of an electron is gov­
erned by the Schrodinger wave equation 

3 Except, of CClurse, simple arithmetical approximations, such as are involved in almost 
all calculations. 
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d2~ + k2 [E - V(x)]1/! = o. 
dx 

(1) 

(Here k2 = 8rm/h2, where h is Planck's constant, and m is the mass of ail 
electron.) This assumption deals in a summary way with various compli­
cated processes involving electrons in crystals. Discussions of the validity 
of the assumption are to be found in various works on the electron theory 
of metals. 

x-II.. V (x) 
o a: 0 'X.o "X. 

------y-----------.-T--------------
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

----t-------:-vo+v,i 
: : : 
I I I 
I I 
I I 
-------:-vo 

I 
I 

I 
__ I-vo-V, 

Fig. 2-Assumed potential energy as a function of the coordinate x. 

Assumption III. Specifically, the function Vex) is given by the formulae 

Vex) = - Vo + VI sin a(x - xo), 
= - E

2/(4x) , 
Xo = E

2/(4Vo), 

x ::; Xo 

x ~ Xo (2) 

where E is the absolute value of the electronic charge, and Vo, VI and a 
are suitable non-negative constants. (A graph of this function Vex) is 
shown in Fig. 2.) According to this assumption, an electron in the region 
x > Xo is subjected to the classical image force. This is known to be in good 
agreement with the facts, at least if x is not too small. * Also, according to 
the assumption, the potential energy of an electron in the depths of the 
crystal is a periodic point function with a negative mean value. This part 
of the assumption is as correct as any assumption can be which attempts to 
account for the complicated actual processes in terms of a potential energy 
function. However, our particular choice of a periodic function is based 
largely upon mere considerations of mathematical convenience. Finally, we 

* See Herring and Nichols, footnote 2, p. 245 et seq. 
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observe that our Vex) is continuous, as physical considrr:ttions indicate 
that it should be. 

We can now state the mathematical problem before us in the following 
terms: 

Vex) being defined by (2), we are to obtain a solution tf;(x) of (1) satis­
fying the following conditions: 
(a) In the region x > Xo the function tf;(x) exp (-27riEt/h) represents an 

incident beam of electrons moving toward the left, and a reflected beam 
of electrons moving toward the right. 

(b) In the region x < Xo the average electron flow, if it is not zero, is direc-
ted toward the left. 

(c) The function tf;(x) and its derivative tf;'(x) are everywhere continuous. 
Having obtained such a solution tf;(x), we are then to compute the ratio of 
the intensity of the reflected electron beam to the intensity of the incident 
beam. In particular, we are to study the dependence of this ratio upon the 
quantities E, Vo, and VI. 

The paper [LAM, 1939] already referred to dealt with the special case in 
which VI = 0, i.e. the case in which Vex) is assumed to be constant in the 
region x ~ Xo. Consequently, we are now concerned chiefly with the cases 
in which VI > o. 

3. GENERALITIES CONCERNING THE CALCULATION OF R 

In the region x ~ Xo the wave equation (1) takes the form 

d
2
tf; + k2 [E + {Jtf; = o. 

dx2 . 4x 

The general solution of this equation is of the form 

where A and B are arbitrary constants, and tf;1(X) and tf;2(X) are two particu­
lar solutions which we choose so that the functions tf;1(X) exp (-27riEt/h) 
and tf;2(X) exp (-27riEt/h) represent beams of electrons, of unit intensity, 
moving to the left and right, respectively. 

In the region x ~ Xo the wave equation takes the form 

~; + k2[E + Vo - VI sin a(x - xo)]tf; = O. (3) 

We are concerned with a solution of this equation of the form 

tf;(x) = Ctf;3(X) , 

where C is a constant, and tf;3(X) is a particular solution such that the func-



892 THE BELL SYSTEM TECHNICAL JOURNAL, OCTOBER 1951 

tion t/;3(X) exp (- 27riEt/h) represents a state in which the average flow of 
electrons in the crystal either vanishes or is directed toward the left. 

The actual forms of the functions t/;l(X), t/;2(X), t/;3(X) will be discussed 
presently. 

Now the continuity of the functions t/;(x) and t/;'(x) gives us the system 
of equations 

At/;l(XO) + Bt/;2(XO) = Ct/;3(XO) 
At/;/(xo) + Bt/;z'(xo) = Ct/;3' (xo), 

from which we can calculate the ratio B/ A in terms of the t/;i(XO), t/;/(xo). 
Our required reflection coefficient R is I B/ A 12, and so we obtain the for­
mula 

, () t/;~ (Xil) () 2 
1/IIXo -~1/IIXO 

, () t/;~ (Xo) ()' 
1/12 Xo - t/;3(XO) 1/12 Xo 

R= (4) 

It was shown in [LAM, 1939] that the functionst/;l(x) and 1/12 (X) are given 
by the formulae 

1/Il(X) = WA.!(~), t/;2(X) = W -AJ( -~), 

where 

~ = 2ikxEl/2, 

and the symbols WA'!(~)' W -A,!( -~) denote the usual functions occurring 
in the theory of the confluent hypergeometric functions4• The earlier work 
gives us all the information concerning 1/Il(X) and 1/I2(X) that we shall require. 
Hence, in order to calculate R, we have, in effect, only to identify a suitable 
solution t/;3(X) of equation (3), and then to calculate 1/Ia'(XO)/t/;3(XO). 

4. THE SOLUTION OF EQUATION (3) 

In order to facilitate the use of known results, it is convenient to write 

d(X - xo) = 2z - ~, 
4k2 
- VI = -2fh. 
a 2 

Then equation (3) takes the form 

d
2

1/1 2 
dz2 + (00 + 201 cos 2z)1/I = o. (3') 

This is one of the canonical forms of Mathieu's differential equation, for 

4 E. T. Whittaker and G. N. Watson, "Modern Analysis" (Chapter XVI), Cambridge 
Univ. Press, 4th Ed., 1927. 
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which an extensive theory exists. We shall recall a few of the chief facts 
Qrought out in this theory. t 

Unless the constants Bo and Bl satisfy some one of certain special rela­
tions, the general solution of equation (3') is of the form 

if; = K 1eJJ1(z) + K 2e- JJ1( -z), 

where J.L is a constant determined by Bo and BI, j(z) is a function which is 
periodic with the period 7r, and the K's are constants of integration. 

In certain ranges of values of the B's, the constant J.L is real, and in other 
ranges it is pure imaginary. When J.L is real we can obviously take it to be 
positive; and then, in order that if;3(X) may be bounded in the range x < Xo, 
we must choose if;3(X) to be the function eJJZj(z). When J.L is pure imaginary, 
we can take it to be i I J.L I; and then, in order that if;3(X) shall represent a 
state in which the flow of electrons is to the left in the crystal, we must 
choose if;3(X) to be the function e- JJ1( -z). 

When J.L is pure imaginary we have a non-vanishing flow of electrons to the 
left in the crystal. Consequently, the intensity of the reflected beam must 
be less than the intensity of the incident beam. Hence, under this condition 
we must have R < 1. On the other hand, when J.L is real there is no average 
electron flow in the crystal. Consequently, under this condition the inten­
sities of the incident and reflected beams must be equal, so that R = 1. 
These considerations point to the importance of discussing, first of all, the 
conditions under which J.L is real or pure imaginary. . 

Figure 3 shows a well known diagram, modified slightly to suit our present 
purposes5• Here B~ and Bl are taken to be rectangular coordinates of a point 
in a plane, and the plane is divided into regions of two kinds (shaded and 
unshaded) by a system of curves. If the point (8~, 81) is in the interior of 
one of the shaded regions, the above J.L is real; if the point is in the interior 
of one of the unshaded regions, J.L is pure imaginary. (If (B~, 81) lies exactly 
on the boundary of one of the regions, we have a somewhat more compli­
cated situation, which we do not need to consider here.) This diagram en­
ables us easily to determine, for any fixed values of Vo and VI, the ranges of 
values of E in which we have R = 1. We shall call these ranges of values 
of E the diffraction bands. 

Now our problem has been reduced to that of computing R for values of E 
which do not lie in diffraction bands. In treating this phase of the subject 
we shall follow the course of the actual calculations, without anyexamina­
tion of ways in which the work might have been done more efficiently. 

t See, for instance, E. T. Whittaker and G. N. Watson, footnote 4, Chapter XIX. 
5 See, for instance, N. W. McLachlan, "Theory and Application of Mathieu Func­

tions" (p. 40), Oxford University Press, 1947. 
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Of the many methods which have been devised for finding solutions of 
Mathieu's differential equation, the one which is conceptually simplest is 
that due to Bruns. This method can be described as follows: . 

-2 -1 0 2 3 4 5 6 7 8 9 10 11 12 13 

85 
Fig. 3-Stability diagram for Mathieu's differential equation. 

Under the transformation 

1/1 = exp jll cp(z)dz 
eo 

the Mathieu equation (3') goes over into the Riccati equation' 

dcp 2 
dz + cp2 + 80 + 28l cos 2z = 0. (5) 

We seek a solution of this equation in the form of a power series in the 
parameter 8l , say 

cp(z) = cpo(z) + 8lCPl(Z) + 8i CP2(Z) + ... , 
and we easily find that the functions cpo(z), CPl (z), CP2(Z), ... must satisfy the 
differential equations 

cP~ + cP~ + e~ = 0, 
cP~ + 2cpOCPl + 2 cos 2z = 0, 
cP~ + 2CPOCP2 + cpi = 0, 
cP~ + 2CPOCP3 + 2CPlCP2 = 0, 
cP~ + 2CPOCP4 + 2CPlCP3 + cp~ = 0, 

(6) 
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Obviously, in order that we shall get the solution which we require, cp(z) 
must reduce to -iOo when VI = O. Also cp(z) must be periodic with the 
period 7r. These conditions, together with the equations (6), suffice to deter­
mine cpo(z) , CPI(Z), CP2(Z), •.• successively and uniquely. We easily obtain the 
results: 

CPo (z) - iOo, 

4(15 - 1800 + 50~)e4iz 
+ (1 - 00)4(1 + 00) (2 - 00)2(3 - 00)80 

4(15 + 1800 + 50~)e-4iz 
+ (1 + 00)4(1 - 09) (2 + 00)2(3 + 00)00 

(11 + 50o)e-8iZ ] 
(1 + 00)4(2 + 00)2(3 + 00) (4 + 00) . 

2(8 - 350~ + 150~) 
(1 - 03)3(4 - 03)83 

The functions cps(z) and CP6(Z) have been computed also; but, because of 
their complexity, they will not be exhibited here. 

It is easily found that the expression Y;~(XO)/Y;3(XO) appearing in equation 
(4) has the value cp(7r/4) (a/2) in terms of our present notation6• 

In principle we now have all the information we need to calculate the re­
flection coefficient R. Furthermore, our experience showed that it is quite 
easy to compute R by this method, provided that the value of E does not 
lie too near an edge of a diffraction band. However, Brun's method proved 
to be unsuitable for calculating values of R for values of E in the neighbor­
hood of a diffraction band edge, and we were forced to seek another method 
to obtain these values. After some tentative work with other methods, we 

6 We must take account of the fact that the symbols 1/;(x) and 1/;(z), which we are using 
for convenience, do not represent merely the same function with different arguments. 
In fact, after the change of the independent variable from x to z we have the following 
relation between the old and new 1/;'s: [1/;(X)]old = [1/;(xo + 2z/a - 1l'/2a)]old = [1/;(Z)]new' 
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settled upon a method due to Whittaker, and this was used to complete the 
calcula tions. 

Whittaker's method is described briefly in Whittaker and Watson's 
"Modern Analysis," 4th Edition, p. 424. The method is developed more 
fully in papers by Ince7• We shall confine ourselves here to some summary 
indications of the nature of the method. 

The method leads to representations of the solutions of Mathieu's equa­
tion by formulae which differ in structure depending upon the part of the 
(6~, (1) plane in which we are working. We shall give the formulae suitable 
for use in the neighborhood of the point O~ = 1,01 = 0; the formulae for use 
in other parts of the plane are given by Ince. 

Given the values of e~ and 01, we first determine a number u by means of 
the implicit equation 

02 03 

o~ = 1 + 01 cos 2u + i (- 2 + cos 4u) - 6~ cos 2u 

+ oi (~_ 11 cos 4U) + 
512 3 

Then we seek a solution of equation (3') in the form 
co 

1/1 = eJJZ L {a2n+l cos[(2n + l)z - u] + b2n+1 sin [(2n + l)z - u]), 
n=O 

where J..L, the a's, and the b's are constants. We substitute the expression for 
1/1 into the differential equation, and determine values of the constants by 
imposing the condition that the resulting relation shall be an identity in z. 
After some rather intricate algebraic manipulations we finally arrive at the 
following results: 

01 • 30: . 3ei 
J..L = 2: sm 2u - 128 sm 2u --:- 1024 sin 4u + '" 

30i . 2 + 30: . 4 + ot ( 274 . 2 + 9 . 6) + a3 = 64 sm u 512 sm u 84 - 9 sm u sm u 

140:. 440i. 
a6 = (83) (9) sm 2u + (27) (84) sm 4u + 

350i . 
a7 = (108)(84) sm 2u + '" 

7 Monthly Notices, Royal Astronomical Society of London: v. 75, pp. 436-448; v. 76, 
pp. 431-442. 
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119 = O(O~) 

01 of of (14 ) bs = - + - cos 20- + - - - + 5 cos 40-. 8 64 83 3 

0
4 

( 74 ) + ~ - 9 cos 20- + 7 cos 60- + 

0; 40t of (82 155) 
192 + (9) (83) cos 20- + (3) (84) 9" cos 40- - 18 + 

of of 
(18) (83) + (12) (84) cos 20- + 

of 
b9 = (180) (84) + ... 

The calculated terms which are exhibited here enable us to calculate the 
solution l/;(z) to a certain accuracy, and this accuracy proved to be sufficient 
for our purposes. 

Although this method is very complicated analytically, it was found to 
be quite convenient for purposes of numerical calculation. 

s. THE REFLECTION COEFFICIENT FOR LARGE VALUES OF E 

This work is concerned chiefly with the reflection coefficient for small 
values of E (actually up to 20 electron volts). However, it is interesting that 
we can obtain a simple approximate formula for R for indefinitely large 
values of E in the intervals between the diffraction bands. 

For this purpose we go back to Brun's method, and we write the dependent 
variable in equation (5) in the form cp = - iOo + w. We find that the new 
dependent variable w satisfies the equation 

~; - 2iOow + w2 + 201 cos 2z = 0, 

and we seek a solution of this equation in the form 

( ) 
Wl(Z) W2(Z) 

w ,= Wo Z + -- + -2- + 
00 00 

The functions wn(z) are easily computed, and we finally arrive, in an entirely 
straight-forward way, at the result 

• . 01 01 
(/J(7r/4) = -1,00 + ~ + ~ + (7) 
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In [LAM, 1939] we derived an approximate formula for R when E is 
large for the case in which VI = O. The work involved in that derivation, 
together with the equation (7), enables us to obtain the desired formula by 
a simple calculation. The result obtained is the following: 

. V~ [ aiVIJ2 
R =:= 4e4k2FJ 1 - 4V5 (8) 

The range of validity of the approximate formula (8) has not been de­
termined. The nature of the derivation, and also the form of the result, leads 
us to suspect that the approximation is good only so long as the ratio 
Vt!Vo does not exceed some bound depending upon the other quantities 
entering into the expression for R. The approximation certainly breaks 
down when VI/Vo reaches the value 4Vo/(ae2). However, this value is well 
above any of the values with which we deal with in this work. Consequently, 
we suspect that the formula can be used, to extrapolate our calculations of R 
to higher values of E, without serious danger of error in the cases which we 
consider here. 

6. THE CALCULATED RESULTS 

The reflection coefficient depends upon the independent variable E, and 
upon the three parameters Vo, VI, and a. The effects upon R of taking vari­
ous values of Vo and VI seemed to be of greater interest than the effect of 
taking various values of ai and, consequently, we confined ourselves in the 
calculations to a single value of a, namely, a = 7r X 10-8 cm- I • This value 
of a makes the period of Vex) in the crystal equal to 2 X 10-8 cm. 

We took six values of Vo, proceeding in equal'steps from 10 electron volts 
to 20 electron volts inclusive. These values adequately cover the range 
which is of interest in connection with actual metals. 

Including the calculations reported in [LAM, 1939], we have taken, for 
each of the values of V o, five values of VI, proceeding in equal steps from 0 
to 0.4 Vo. Although it is somewhat difficult to say just what value of VI is 
most appropriate to the case of a specific actual metal, it appears that these 
values cover the range of values of interest adequately. 

The results of the calculations are shown in a self-explanatory form by the 
curves given in Figs. 4 to 9 inclusive. For the sake of unity, we have included 
the results which were previously published in [LAM, 1939]. 

7. PHYSICAL DISCUSSION OF THE RESULTS 

The results do not call for much discussion, especially in view of the dis­
cussion which Herring and Nichols have given in the paper already referred 
to. However, there are a few observations which should be made. 
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Fig. 7-Reflection coefficient as a function of energy. Vo = 16 electron volts. 

I 

I 

1 

I 
, 

I 

1 

I 

I 

1 
I 

: 

I 

19 20 

\0 
o 
tv 

~ 
to 
tlj 

b 
rn 
~ 
rn 

""" tlj 

~ 

""" tlj 
(j 

:::rl 
Z 
...... 
(j 

> 
t-t 
~ o 

~ 
> 
~ 
o 
~ 
o 
to 
tlj 
::d 
~ 

\0 c.n 
~ 



0.060 

0.055 

0.050 

0.045 

a: 0.040 
I-~ 

z 
W 
U 0.035 
u:: 
LL 
W 

80.030 

Z 
o 
6 0 •025 
w 
...J 
LL 

~ 0.020 

0.015 

0.010 

0.005 

1\ 
\ 

\ 

"" 

-....... 

o 
o 

\ 
\ 

\ 
\ 

" 
j'-... 

Vo = 18 ELECTRON VOLTS 

\ 

\ 
r\ DIFFRACTION BANDS, 

\ VI/Vo \. EDGES IN ELECTRON VOLTS 

\ \ 0.1 19.410, 19.454 

\. "- 0.2 19.388, 19.561 

f\.. "-
0.3 19.353, 19.738 

Vt/Vo 0.4 19.302, 19.984 

'" ~=O 

" "'- '" "'~ i"-~, 1""-
"'- ....... ~ "", 
,~ " i'.... ......... r--... 

.... 1'--- .......... 
........... .........r---....r-., ~ i"'"-

............... 
~ -I'- r-. r-. ,...1 ----r-.. ---....... -- -r--r-- ----- -- i""'-r-- r--- r- - --r--~ r--t--t-- --- :--- --- r--- -r--:--- ,...... 

r-- I---- r--------r- -- ,-..-. -r--- r-- -r--- ,-..-. r-- ./ 

2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
ENERGY OF INCIDENT ELECTRONS IN ELECTRON VOLTS, E 

Fig. 8-Reflection coefficient as a function of energy. Vo = 18 electron volts. 
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Fig. 9-Reflection coefficient as a function of energy. Vo = 20 electron volts. 
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For fixed values of Vo and VI, the reflection coefficient tends to decrease 
with increasing E over most of the range between any two successive 
diffraction bands. For fixed values of Vo and E, E being in a. range between 
two diffraction bands, R tends to decrease with increasing VI. This is a re­
sult which was not anticipated when the work was begun. As was expected, 
we find a tendency for R to increase with Vo when E and VI/Yo are held 
fixed. 

The most interesting feature of the results is the behavior of R in the neigh­
borhoods of the edges of the diffraction bands. Unfortunately, the range of 
values of E considered is not great enough to reveal this behavior very com­
pletely. (The failure to consider a greater range of values of E was the result 
of our reluctance to embark again on the difficult numerical computations 
relating to the W ±A.i(±~) functions. Since the necessary computations 
had been performed earlier for values of E up to 20 electron volts, we de­
cided, unfortunately as it now appears, to confine ourselves to. this range.) 

The behavior of the curves near the edges of the diffraction bands which 
occur in the neighborhood of E = 19 electron volts (when Vo is 18 or 20 
electron volts) does not require much discussion. The reader will observe a 
small dip in the curves for VI = Vo/l0 just below these diffraction bands. 
The accuracy of the computations is believed to be high enough that we are 
justified in taking this dip to be entirely genuine. 

When Vo is 10, 12, or 14 electron volts the behavior of the curves for 
values of E in the neighborhood of zero is rather complicated. Herring and 
Nichols consider this behavior to be one of the most significant features of 
the results, and they have given a full discussion of it from. the physical 
point of view.* In view of the availability of their discussion, we may con­
fine ourselves here to a few brief remarks. 

In some of the cases which we are referring to now there are diffraction 
bands extending from E = 0 to certain positive values of E. (These dif­
fraction bands are shown in a self-explanatory way in the figures.) When 
such a diffraction band exists the complicated behavior of R for small val­
ues of E is a result of the existence of the diffraction band, and it is com­
parable with the behavior of R in the upper part of the range of values of 
E in the case in which Vo = 20 electron volts. 

In the cases in which we do not have diffraction bands extending upward 
from E = 0 we have to explain the complicated behavior of R in somewhat 
different terms. 

Assuming that we have such a case, let us momentarily ignore the fact 
that the physically significant values of E are non-negative, and consider 
E as a.n unrestricted real parameter. Under this convention concerning E, 

* Herring and Nichol!!, footnote 2, pp. 248-249. 
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we find that there is a diffraction band lying in the range of negative values 
of E, and extending more or less near to the point E = 08• We shall call this 
afictitious diffraction band. Now it is immediately clear that the complicated 
behavior of our curves arises from the fact that the small positive (and hence 
physically significant) values of E concerned are near the upper edge of the 
fictitious diffraction band. 

8 Specifically, what is meant is that there is such a range of values of E in which the 
exponent p. is real. 



The Use of the Field Emission Electron Microscope in Adsorp­
tion Studies of W on W and Ba on W 

By J. A. BECKER 

The chief conclusions from these studies are given in the Introduction. Table 
II summarizes the adsorption properties of W on Wand Ba on W. These 
properties vary with the crystal plane and are given for five planes. The extent 
to which these planes develop depends on T and the applied field, F. The tem­
perature at which W atoms migrate on W at detectable rates depends on the 
plane and on F, and varies from 800 to 1200oK. 

The adsorption properties of Ba on Ware quite different for the first layer 
than they are for subsequent layers. In the first layer for which (J ~ 1, Ba forms 
two phases: a condensed phase in which the Ba forms clusters or islands having 
a median diameter of 100 X 10-8 cm, and a dispersed phase consisting of indi­
vidual atoms. The temperature at which Ba migrates at detectable rates varies 
from 370 to 8000 K from the 110 to the 100 plane. The evaporation rate depends 
on (J. At (J near 1.0 it is detectable at lOS0oK. At 16000 K practically all the Ba 
is evaporated. 

For more than one layer of Ba on W, the Ba forms crystallites which grow 
outward from the W surface even at room T. Their median diameter is about 
400 X 10-8 cm and they disappear between 600 and 800oK. 

INTRODUCTION AND CONCLUSIONS 

E W. MULLER, l in 1936, described a tube in which the field emission 
electrons from a very sharp tungsten point were made to impinge on a 

fluorescent screen and there portra):" a magnified image of the variation in 
emission density from different regions on the point. He showed that magni­
fications approaching a million fold could be obtained. In subsequent papers2 
he showed how such a tube can yield direct and striking information on the 
surface structure and on the effects of adsorbed films. Jenkins,3 in 1943, 
summarized the progress to that date and showed that fields of the order of 
107 volts/em produced pronounced changes in the surface configuration. 
More recently F. Ashworth4 has reviewed the field emission from clean metal­
lic surfaces. 

In Fig. 2, (a) and (b) are two examples of photographs of the screen when 
field emission electrons are drawn from a single crystal of tungsten. The 
bright and dark regions are caused by variations in the intensity of elec­
tron emission from different regions of the tungsten surface. From such 
photographs it is possible to deduce how the electron work function varies 
for different crystallographic planes, how adsorbed atoms change this work 
function, and how the surface deviates from a smooth hemisphere when the 
tungsten is subjected to a range of temperatures and fields. 

It is quite apparent that this new and powerful tool will reveal, on an 

907 
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almost atomic scale, the nature of adsorption phenomena which are basic 
to thermionic, photoelectric and secondary electron emission, to catalysis 
and also to biological processes. Unfortunately, in most of the early work the 
residual gas pressure in the tube was such that the surface was contaminated 
in a few minutes and hence the results were probably affected by this con­
tamination. In the present investigation the vacuum conditions were im­
proved to such an extent that the residual gas produced only barely detec­
table effects after about one week. Under such conditions the following 
observations and conclusions have been made: 

(1) When a sharp point of a single crystal of tungsten is held at 24000K 
until a steady state is reached, most of the surface is approximately hemis­
pherical or more precisely paraboloidal. About 20% of the surface consists 
of three atomic planes which in decreasing order of size are 110, 211, and 100 
planes. This is also the order of increasing intensity of field emission. The 
greatest intensity of emission is from the 611 direction and other directions 
surrounding the 100 direction. The next greatest intensity comes from the 
111 direction and neighboring regions. 

(2) For temperatures> 24000 K the area of the 110, 211, and 100 planes 
decreases; between 2400 and 10500 K the 211 and 100 planes increase steadily 
in size; below 10500 K the rate of change of area is so slow that no changes 
are observed in one hour. These changes are ascribed to migration of W 
atoms on W. 

(3) From 1050 to 1200oK, W atoms Pligrate most easily in the 111 direc­
tion on the 211 plane. In this direction the atoms in the outermost layer 
contact their nearest neighbors but the rows of atoms are separated by 
1.635 atom diameters. The migrated W atoms are deposited on the hemis­
pherical surface adjoining the 211 plane and form a crescent shaped mound 
resulting in an abnormally high field and enhanced emission. In the region 
between the 211 and 110 planes, W atoms are also mobile in the 111 direc­
tion and form a series of step-lIke planes. In other regions the W atoms 
show no large scale migration. Above 1200oK, W atoms are mobile every­
where. 

(4) When fields of the order of 40 million volts/cm are applied to the sur­
face the rate of change of the surface configuration is greatly increased and 
migration of W atoms can be observed in one hour on the 211 planes and 
near-by regions at 800oK. These changes are the same for electron accelerat­
ing and electron retarding fields. The rate of change increases rapidly with 
the strength of the field, perhaps as the square or cube of the. field. At T = 

14000 K and for fields of 40 X 106 volts/cm applied for hours, over half of 
the surface consists of planes: the 211 planes almost meet the 110 planes, 
and 111 and 310 planes develop. Subsequent glowing without an applied 
field undoes the effects produced by the field. 
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(5) When Ba is deposited on clean IF, the average work function cp 

decreases from about 4.4 volts to about 2.1 volts when an optimum amount 
is reached at somewhere near a monomolecular layer. Further deposition 
increases cp to that of bulk Ba for which cp is 2.5 volts. For convenience we 
define the average coverage, (), as the Ba concentration divided by the con­
centration when cp is a minimum. 

(6) For () from 0 to 1.0, the emission comes largely from aggregates or 
clusters of Ba, approximately circular in shape with diameters ranging 
from 40 to 200 A and a median diameter of about 100 A. Between 600 and 
9000 K these clusters are in violent agitation with the centers of a cluster 
appearing to shift about half a diameter. Sometimes one cluster may dis­
appear and another one near by appear. We propose that this means that 
the Ba forms two phases on the tungsten surface: a condensed phase of 
clusters and a gaseous phase of individual Ba atoms. We propose that the 
centers of these clusters are irregularities. on the tungsten surface where 
small atomic planes or facets meet to form a valley. Even a clean tungsten 
surface shows evidence of such irregularities whose distribution in numbers 
and sizes is about the same as for Ba on W but in which the variation in 
emission density is much less pronounced. 

(7) For () > 1.0, the emission comes mostly from larger aggregates which 
range in size from 200 to 600 A or more. They produce spots which are 
intensely bright and are in continuous agitation of flicker even at room tem­
perature. We associate these larger bright spots with crystallites because 
we believe them to be caused by Ba crystals which grow out normal to the 
tungsten surface and thus produce extra large local fields and hence en­
hanced local emission. These crystallites disappear, presumably due to 
migration or evaporation, at temperatures from 400 to 600oK. 

(8) For () < 1.0 and T between 600 and 1000oK, the chief effects are due 
to migration of Ba from one region to another. From 600 to 7000 K this 
migration is restricted to the 211 planes and adjoining regions in the 111 
zones; the regions near 100 do not yet show migration. In any region migra­
tion starts when the Ba clusters show noticeable agitation. At 8000 K cluster 
agitation and migration occur in all regions and Ba atoms migrate from one 
side of the point to the other side for a distance of 3000 A in about 5 min­
utes. At 9000 K the migration rate is more rapid. 

(9) For () < 1.0 and T between 1050 and 16000 K the chief effect is that of 
evaporation. This is deduced from the fact that, as the temperature is in­
creased progressively in about 100° steps and maintained at each T for 
about 5 min., the voltage or field required to obtain an emission of say 10 
microamps becomes progressively higher, presumably because () decreases 
and cp increases. At anyone temperature, the rate of evaporation is at first 
quite rapid but decreases as () decreases. After five minutes the rate is much 
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less than it was in the first minute, and after about 20 minutes the rate of 
evaporation is so small that () has nearly reached a steady state. To reduce 
f) still more it is necessary to increase T. At 16000 K nearly all the Ba has 
evaporated and the emission pattern looks like that of clean W. Subsequent 
glowing at still higher temperatures produces only small increases in 'P 

and small changes in the emission pattern. 
(10) For () = about .18 and T = 8000 K we have observed a marked 

redistribution of Ba when a high field is applied: some Ba leaves the 211 
and 111 regions and accumulates near the 100 regions. If the surface is then 
held at 8000 K with zero field, some Ba leaves the 100 region and returns to 
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(b). Enlarged cross-section of tip of W point and values of constants. 

the 211 and 111 regions. This indicates that the adsorption forces can be 
modified appreciably by high applied fields. 

PART I 

DESCRIPTION OF FIELD EMISSION MICROSCOPE TUBE 

Figure 1(a) is a cross-section of the tube. The loop which was used to heat 
the point consisted of W wire 5.7 cm long and .0165 cm diameter. The W 
point projected about 1 mm beyond the loop. It was formed by repeatedly 
heating the W wire in a gas flame to oxidize it and removing the oxide with 
sodium nitrite. Two tantalum wire loops of 2.0 X 10-2 cm diameter wire 
are not shown. They were used to evaporate a tantalum film over most of 
the glass surface in order to adsorb residual gases and thus decrease the 
pressure. This proved to be very effective and estimated pressures of 10-12 

to 10-14 mm Hg. were obtained. The tube also contained a source of Ba 
which could be deposited on part of the W point and loop. It consisted of a 
coil of .020 tantalum wire heavily coated with BaO + BeO. The coil con-
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sisted of 8 turns, .3 cm diameter. The center of the coil was 2 cm from the 
point, and the axis of the coil formed an angle of about 30° with the axis 
of the tube. Since the composition of the source is essentially that of Batalum 
getters which are known to evaporate Ba, it is assumed that nearly pure 
Ba evaporated from it. There is, however, the possibility that some BaO 
evaporated with the Ba. The tube has been in an operable condition for 
about 12 years. 

The tube was baked at 400°C for one hour. Then all the parts were 
glowed or heated to outgas them. It was rebaked at 410°C for three hrs. 
The W loop, Ta filaments, and Ba coil were heated so hot that further 
heating did not increase the pressure. The tube was sealed off at a pressure 
of 2 X 10-7 mm with both Ta filaments at a high temperature. Soon after 
the tube was sealed off the patterns for clean Wand Ba on W were quite 
unsteady: there were rapid variations in intensity of small bright spots or 
flickering and there were more gradual changes in the pattern over large 
areas. After glowing the W loop, Ta filaments, and Ba coil many times and 
at successively higher temperatures, the flickering disappeared completely 
and the slow large-area changes became less pronounced or required a longer 
time to appear. Characteristic patterns could be reproduced at will for any 
particular treatment. In the early stages the clean W pattern changed notice­
ably in one minute; later, the time required for a definite change to occur 
increased to ten minutes, then one hour, then one day, and finally one week 
or even one month. The effect of the residual gas was to enlarge the 211 
planes and darken the 111 zone. The effect of this residual gas could be re­
moved at T = 8000 K in a minute. We suspect that the residual gas is mostly 
CO. 

During the course of many experiments, the W loop was raised from 2200 
to 28000 K. Gradually the voltage required to obtain a field emission of 10 
microamps from clean W increased from 6000 to 9000 volts. In accordance 
with Mueller's results2 we ascribe this to an increase in the radius of curva­
ture of the point from 2 to 3 X 10-5 cm. 

The lower portion of Fig. la shows an enlarged view of the W point and 
indicates that the tip of the point consists of a single crystal. Hence all 
possible crystal orientations should be represented on the surface. Figure 
Ib shows a still further enlargement of the tip of the point. We assume that 
near the tip of the point the surface is a paraboloid. If the origin is taken at 
the vertex, and y is measured along the axis and x perpendicular thereto, 
the equation for the paraboloid is 

y = x2/2r (1) 

where r is the radius of curvature of the "point." The field near such a sur-
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face can be calculated if the anode is a larger paraboloid whose equation is 
given by 

y = x2/2(2d + T) (2) 

provided the origin is at its vertex, d is the distance between the two ver­
tices, and the axes of the two paraboloids are the same. The field F h for 
points at which y = h, is given by* 

2V 
Fh = Kh V = T(l + 2h/r)lln(1 + 2d/r) 

(3) 

where h is distance along the axis of the small paraboloid. At the tip or ver­
tex of the W point, h = 0 and 

2V 
Fo = r[n(l + 2d/r) == Ko V 

Hence F. = Fo/(l + 2;y 
For an angle of 60° with the axis, hiT = .47 and 

Fh = .72 Fo 

(4) 

(5) 

For clean W, this predicts that the emission density at an angle of 60° 
with the axis should be .008 of the emission density along the axis. For 
angles less than 10° the field and emission densities should differ only slightly 
from that for the axis values. Experiment shows that these predictions are 
qualitatively fulfilled. 

Subsequent photographs will show that for clean W most of the emission 
comes from regions which surround the 100 plane. For the 611 plane cp = 

4.4 volts. 6 The area of these highly emitting regions corresponds to about 
-l of the area of the screen which in turn corresponds to about 7rr2 cm2 on the 
W point. Hence we have taken the highly emitting area to be r'l cm2• The 
highest emitting areas make an angle of about 25° with the axis of the W 
point or with the 110 direction. From Eq. (3) we calculate that the field is 
about .924 that at the tip of the point. 

In order to obtain a value of r, the radius of curvature of our W point, we 
proceeded as follows: We observed the emission current i as a function of the 
applied voltage V and plotted log i - 2 log V vs l/V. Straight lines were 
obtained whose slopes and intercepts for clean W depended on the highest 
temperature and time at which the W loop was glowed. We then plotted a 
similar family of theoretical lines for various assumed values of T. The ex-

* We are indebted to our colleague S. P. Morgan for Eqs. (1) to (4). 
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perimental curves agreed fairly well with the theoretical ones for both slope 
and intercept. The values of r, deduced from the location of the experimental 
lines, ranged from 2 X 10-5 cm for low temperature treatment to 3 X 10-5 

em after repeated glowing at 2800oK. 
The theoretical family of curves was based on the Fowler-Nordheim 

equation modified for the electron image effect:3 

.( j 2) 1.5 X 10-
6 

K2 V2 _(rp3/2/KV)6.8 x 107/(x) 
J amps cm = E (6) 

cp 

. h· h h fi ld K I / d 3.78 X 10-
4
yKV Nord-m w IC tee = X V vo ts cm an x = . 

cp 

heim6 gives a table of lex) vs x. From this we plotted lex) vs KV for cp = 
4.4 volts, and found that for values of the field KV from 15 million to 95 
million volts/ cm, l(x) was given by 

lex) = .968 - 5.54 X 10-9 KV . (7) 

This range of field covers nearly all values which are usually~,~ncountered 
infield emission. By substituting Eq. (7) in Eq. (6) and putting cp = 4.4 
we obtain .', ' 

j = 3.42 X 10-7 K2 V2 €3.47 E -(6.06 x 108/KV) (8) 

For a W point in which the major part of the current comes from an 
area of about r2 cm2 having a work function cp of 4.4 volts, and making an 
angle of about 25° with the axis, the current i in amperes is given by 

2.64 X 108 

log i = -5.00 + .04 + 2 log r + 2 log K + 2 log V - KV (9) 

in which K is a function of r, h, and d given by Eq. (3). For the experimental 
tube the point to anode distance was 4.0 cm. Since the field at the point will 
vary only slightly with the exact shape of the anode we have put d = 4.0 
cm. For r = 3 X 10-5 cm 

.924 Ko = 4900 cm-1 

and 

log i = -7 + .41 + 2 log V - 5.40 X 104jV (10) 

Similar equations can be deduced for other values of r. 
From Eq. (6) it follows that the current density and hence the screen 

brightness depend on the work function cp, and the field KV: the current 
density increases as cp decreases, and increases as K increases. Since the single 
crystal point exposes all possible planes and since it is known that different 
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planes of W have different work functions, it is to be expected that different 
regions of the point will emit various current densities. Quantitative cal­
culations show that the ratio of highest to lowest current densities should be 
at least 300. The current density might also be expected to vary if KV 
varies due to small local elevations or depressions from the paraboloid. 
Such hills and valleys or ridges might result in 10-fold variations in current 
density. Both types of variations are illustrated in photographs which are to 
follow. 

NORMAL CLEAN W Sa ON ENLARGED PLANES 
T= 2400° K V = 0 30 SECONDS T= 1210

0
K V=O 1 MINUTE 

T=3000K L= 40p.A V=9000 T=3000K L= 40p.A V=7500 
V5 SECOND 1;5 SECOND 

Fig. 2-Field emission patterns from normal clean tungsten and from Ba on W with 
enlarged planes. Note elliptical structure around central dark region in (b). The treat­
ment which conditioned the W point is given above the black line; the constants used 
in taking the photograph are given below the lines. 

The various physical constants pertaining to the experimental tube are 
summarized in the left part of Fig. lb. The error in the value of r is probably 
less than 20% and the error in the magnification is probably less than 30%. 

FIELD EMISSION FROM A PARABOLOIDAL SURF ACE OF A W 
SINGLE CRYSTAL 

Reproductions of photographs of the screen are shown in Figs. 2, (a) 
and (b), and 3 (a). Figure 3 (b) shows the indices of the principal regions and 
zones appearing in these and subsequent reproductions. For the experi­
mental tube and for a point with a radius of curvature of 3 X 10- 5 cm, the 
distance between two nearest 211 planes is about 2000 A. Other dimensions 
can be scaled off on the reproductions. In these and other reproductions, 
the treatment given the surface is described in the upper part of the print-
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ing; the lower part describes the conditions under which the photograph 
was taken. For example, for Fig. 2 (a) the JV point was heated to 24000K 
with zero applied voltage for 30 sec. The photograph was taken with the 
point at room temperature, assumed to be 3000K, with +9000 volts applied 
to the anode, while a field emission current of 40 microamps was drawn 
from the point, and for an exposure of t sec. 

From Fig. 2(a) it is easily seen that for "normal clean W" which we define 
as W glowed at 24000K, the 110, 211, and 100 regions emit poorly; the 111 
region emits moderately; the greatest emission density comes from a rather 
broad band surrounding the 100 region. The center of this band makes an 
angle of about 20° with the 100 direction. The 611 plane lies in the central 
part of this band. In Jenkins' Report3 it is shown that the 110, 211, and 100 
dark regions are planes and that the extent of these planes can be increased 
by applying high positive fields while the point is at temperatures near 
12000K. 

Figure 2(b) shows a photograph for a point which has been treated in 
this manner; Ba was then evaporated onto the Wand the W loop was 
heated until the Ba migrated over the surface. Figure 3(a) shows the emis­
sion from migrated Ba on normal clean W. In Figs. 2(b) and 3(a) the amount 
of Ba is rather small, about .10 monolayer. For Ba on tungsten the emission 
comes from small "circular" regions with an average diameter of 100 A. 
We interpret these to be small regions in which the Ba atoms cluster together, 
thus reducing the work function more than in neighboring regions, and hence 
we call such regions clusters. 

A careful inspection of the negatives for clean W show that, in regions 
other than the 110, 211, and 100 planes, the emission shows a granular 
structure with small regions of the order of 100 A diameter surrounded by 
slightly darker regions. We believe this to be due to submicroscopic facets 
on the paraboloidal surfaces; these facets form small hills or plateaus and 
valleys. On the small hills the local field is slightly greater than in the valleys 
and hence the emission from clean W is slightly greater than from the val­
leys. On the other hand we believe that the Ba atoms are held more firmly 
in the valleys or troughs where they can contact more W atoms, thus 
accounting for the Ba clusters discussed in the preceding paragraph. 

Figure 2(b) also shows a series of large elliptical rings with their center 
in the 110 plane and their major axis in the 100 zone. The evidence for these 
is especially pronounced in the 111 zones. The separation between them is 
about 170 A. This suggests that the 110 plane and the region surrounding 
it consistsof a series of plateaus of 110 planes elliptical in shape. 
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EFFECT OF TEMPERATURE IN DETERMINING THE SIZE OF 110, 
211 & 100 PLANES 

917 

Figure 4 shows the effect of glowing the point at temperatures from 2600 
to 1200oK. In each case the temperature was held at a constant value until 
an approximate steady state was reached. When the photographs were 
taken, the applied voltages were adjusted slightly so as to maintain a con­
stant average screen intensity. After the 12000 K glowing, the 24000 K was 
repea ted. All the films came from the same pack and were developed to­
gether. Other tests showed that the result for a given temperature did not 
depend upon temperature treatments that preceded it. 

From this series of tests we conclude: (1) A single crystal of tungsten 
which is approximately a paraboloid with a radius of curvature of 3 X 10- 5 

cm and which has been heated for approximately an hour at 2400oK, as­
sumes a surface configuration in which 110, 211, and 100 planes develop. 
The remainder of the surface consists of small facets or crystal planes of the 
order of 100 A across. (2) The 110 planes are rectangular in shape with 
rounded corners; the 211 planes are slightly elliptical; the 100 planes are 
circular. (3) As the temperature of glowing decreases from 2600 to 12000 K 
the diameter of the 100 plane increases from 260 A to 500 A; the major 
axis of the 211 plane increases from 400 A to 750 A; the 110 plane changes 
only slightly in size. (4) At 12000 K small 310 and 111 planes develop and 
step-like structures develop in the 111 zone between the 110 and 211 planes. 
(5) The rate at which the surface changes from one steady state configura­
tion to another decreases with temperature. Below 10500 K this rate be­
comes too slow for convenient observation. (6) At 10500 K in one hour the 
211 planes enlarge and the W atoms migrate in the 111 direction on this 
plane; the excess W is deposited on the adjoining paraboloidal surface. 

EFFECT OF HIGH FIELDS AND TEMPERATURE IN DETERMINING 

SURFACE CONFIGURATION 

Figure 5 shows a series of photographs in which normally clean W was 
kept at 14000 K while approximately 8000 volts was applied to the anode 
for one minute to 39 minutes. The last photograph was taken after the W 
was heated to 14300 K for three minutes without an applied voltage. All 
photographs were taken with the W at room T. The voltage was adjusted 
until the total field emission was 30 microamps. As the treatment progresses: 
the 211 and 100 planes enlarge, while the 110 planes change their shape; 
the emission density from the 100 and surrounding regions decreases while 
that near the 111 and regions surrounding the 110-211 planes increases; 



918 THE BELL SYSTEM TECHNICAL JOURNAL, OCTOBER 1951 

T = 2600° K V = 0 T = 1600° K V = 0 
10 SECONDS 20 MINUTES 

V= 9230
1 

L-17JLA 
15 SECOND 

V = 9220 1 L = 18 f.LA 
15 SECOND 

T = 2400° K V = 0 
3 MINUTES 

T = 1200 0 K V ='0 
20 MINUTES 

V = 9230 L - 17 f.LA 
115 SECOND 

V - 9170 L - 23.2f.LA 
115 SECOND 

T=20000K v=o 'T=24000K V=O 
20 MINUTES 3 MINUTES 

V = 9220 L - 18f.LA V = 9230 L _ 16.8/LA 
1/5 SECOND 115 SECOND 

Fig. 4--Effect of temperature on size and shape of principal planes for clean W. 
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T = 24000 K V = 0 T = 14000 K L= 50 p.A V = 8000 
1 MINUTE 

V = 8900 L = 30 /.I..A 
2/5 SECOND 

T = 14000 K L = 17.uA V = 8300 
1 MINUTE 

V = 8800 L= 30 /LA 
2-1; SECOND 

21 MINUTES 
v = 7850 L=30.uA 

2/5 SECOND 

T = 1400° K L= 25.uA V = 7900 
39 MINUTES 

V = 8050 L - 30/LA 
2/5 SECOND 

T=1400oK L=30.uA V=8200 T=1430oK V=O 
6 MINUTES 3 MINUTES 

V = 8400 L = 30.uA V = 8500 L = 30.uA 
2/5 SECOND 2/5 SECOND 

Fig. 5-Effect of high fields at 14000 K on size and shape of principal planes for clean W. 
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in the early stages the intensity increases in the 111 zone "steps" and in 
the region beyond the 211 plane going toward the 111 plane. 
b .. We have repeated similar experiments, about 20 times, varying the tem­
perature and field. The rate at which the changes take place increases with 
temperature and with field. The rate increases more rapidly than the first 
power, perhaps as the square or cube of the field. In one experiment the 
direction of the field was reversed; this did not affeet the kind of changes 
nor the rates. In another experiment, the temperature was reduced to SOOoK 
while a field of about 40 million volts/cm was applied; in one hour the 211 
planes enlarged perceptibly, the intensity increased just beyond this plane 
in the 111 direction, and the "steps" in the 111 zone appeared. For fields 
> 40 X 106 volts/em and T = 1500 to 1600oK, most of the surface can be 
developed into planes; the highest emission comes from broad lines where 
the planes intersect; and the voltage necessary to obtain a given current is 
greatly reduced. 

Many of these observations can be explain~d readily if we postulate that 
W atoms can be polarized and that such atoms will tend to move from low 
to high fields. The effects of such polarization forces will of course be super­
imposed on the forces which tend to hold the W atoms in certajn crystalline 
positions. Consider normal clean tungsten after glowing at 2400oK, and 
concentrate attention on the 211 plane. In the previous section we con­
cluded that above 1050oK, W atoms are mobile on the surface and travel 
in the 111 direction until they reach the adjoining paraboloidal surface. A 
model of the 211 plane for W shows that, in the 111 direction, the atoms 
touch each other but the rows of atoms are separated by 1.635 atom diam­
eters; hence we would expect that atoms on this plane could move quite 
readily in the 111 direction. Now consider the effects of a high field. At the 
edge of the 211 plane the field will be larger than average, while at the cen­
ter it will be less than average so that the field must increase toward the 
edge. Hence there should be a net force due to the field tending to take atoms 
off the edge of the plane, and the rate at which the planes develop should be 
greater with a field than without. Furthermore the extent to which the 
plane develops should be greater with a field. Since the polarization and the 
field gradient are probably proportional to the field, and the force is the 
product of the two, one would expect the field effect to increase with the 
square of the field. Because the force on the polarized atom due to the field 
is away from the surface for both positive and negative fields, the field effects 
should be independent of the direction of the field. 

The polarization postulate also explains the observation that after 39 
minutes of applied field most of the emission comes from the 111 region 
and regions surrounding the 211 and 110 planes; and that the emission from 
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the regions surrounding the 100 plane, such as the 611 or 310 reg~ons, is 
greatly reduced. Since the mobility of W atoms on 211 and 110 planes is 
greater than that on 100 planes, we conclude that the forces required to 
move a W atom on a 211 or 110 plane from a position of equilibrium to a 
neighboring position of equilibrium are less than those required to move an 
atom on a 100 plane. A study of models of these planes leads to the same 
conclusion. The field effect reduces the displacement work on all these 
planes, and hence we would expect that the 211 and 110 planes would 
change their shape faster than the 100 plane. The W atoms involved in such 
changes pile up in regions near their respective planes and thus increase the 
local field in such regions. Since the rate of migration increases rapidly 
with the field, these regions will grow at a still faster rate than before. 
Hence we would expect that such regions would pile up W atoms at the ex­
pense of other regions in which the migration rate started out more slowly. 
The experimental results, interpreted in this way, lead to the conclusion 
that high fields can result in movement of W atoms over distances of several 
thousand Angstroms. 

We have made about five observations in which this effect continued even 
at room temperature. If by temperature and field treatment one obtains a 
pattern in which the emission from a few small spots materially exceeds 
that of other regions, and if the temperature is then reduced to 3000K while 
the voltage is kept on for hours, it is found that one or two of these spots 
will grow in size and intensity while other spots and regions get relatively 
less intense. 

In such cases and in all cases of enhanced local field emission, the pattern 
can be brought back toward the normal condition by merely glowing the 
point at temperatures near 1000oK. The more the pattern differed from the 
normal one, the lower the temperature required to observe changes back 
toward the normal. One instance of the tendency to approach a normal pat­
tern is that of the last photo in Fig. 5. A series of photos showing this tend­
ency is given in Fig. 6. 

EFFECT OF TEMPERATURE IN CHANGING AN ABNORMAL TO A 

NORMAL PATTERN 

Figure 6 shows first a pattern of normal clean W for 24000Kj then fol­
lows a pattern produced by treatment at 12000K with 8900 volts applied 
for 90 min. During this time the emission increased from 15 to 31 micro­
amps j the next four patterns show the effect of glowing at successively 
higher temperatures for about an hour. A comparison of photos band c 
shows that at 9000K the changes are slight: only a few of the brighter spots 
near the perimeter of the 110 and 211 planes have decreased in intensity. 
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T = 24000K V = 0 T = 1000 ° K V = 0 
3 MINUTES 90 MINUTES 

V =9250 1 L= 14.5,uA 
/5 SECOND 

v= 8940, l.= 21JLA 
/5 SECOND 

T = 1200~K L = 15 TO 31.uA V = 8900 
90 MINUTES 

T=11000K V=O 
60 MINUTES 

V = 8840 L = 31 pA; 
V5 SECOND 

V = 8970 1 L= 17.5.uA 
/5 SECOND 

T = 900° K V =0 T= 1210° K V = 0 
, 60 MINUTES 60 MINUTES 

V = 8870 1 l. = 28 JLA 
/5 SECOND 

V = 9000 1 L = 15 .uA 
/5 SECOND 

Fig. 6-Effect of temperature in changing an abnormal to a normal pattern. 
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That the surface has changed detectably is shown by the fact that at room 
T the emission decreased from 31 to 28 }.La even though V increased from 8840 
to 8870 volts. Thi's means that the abnormal "bumps" have decreased 
slightly. These effects get progressively more pronounced as the glowing 
T was increased to 1200oK. The 611 region is now the brightest; the. small 
310 and 111 planes are still poor emitters. A continuation of the test showed 
that the 111 plane became normal after one hour at 1300oK. The 310 pla~e 
became normal after one hour at 1500oK. After one hour at 1600oK, the 
pattern looked like normal clean W except that the 100 and 211 planes were 
larger than in photo a of Fig. 6; it was similar to Fig. 4, photo d, after 
glowing at 1600oK. 

PART II: EMISSION AND ADSORPTION PROPERTIES 
OF Ba ON TV 

FIELD EMISSION FROMBa ON TV 

Figure 7 shows a series of photographs in which successive units or "shots" 
of Ba were vaporized onto the W point. The geometry of the tube was such 
that the greatest rate of deposition occurred on the upper right 611 region 
(Fig. 3b) and tapered off to zero on an "arc" which passes slightly to the 
left of the upper left 211, central 110, and lower right 211 planes. (Photo f 
of Fig. 7) In this series a "shot" of Ba was produced by heating the Ba coil 
with 2.4 amps for one minute. Later calculations will show that one "shot" 
deposited about 0.5 to 0.7 of a monolayer in the 611 region so that 7 shots 
deposited 3 to 5 layers in this region and deposited about 1 layer near the 
"arc" region. 

The first photo shows clean tungsten treated so as to enlarge the 100 and 
211 planes and to modify the shape of the 110 plane; the remainder of the 
surface is approximately on a paraboloid. In these latter regions theemis­
sion density is nearly uniform. In the 110 plane on the negative, there is a 
clear but faint ellipse. This ellipse is enhanced by the Ba in photos b, c, and 
d. We believe this ellipse to be due to the edge of a 110 plane which extends 
over only part of the larger underlying 110 plane. At this edge the local field 
is larger than in nearby regions and hence produces slightly greater emis­
sions even on clean W. When Ba is deposited on this plane the edge serves as 
a nucleation center for Ba clusters even at 300oK. Prominent clusters also 
appear on the edges of the 211 planes in photos b, c, and d. Clusters also 
appear on the paraboloidal surfaces.· The existence of these clusters shows 
that Ba atoms can move over a short distance-about 200 A-even at room 
temperature. 
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T=14300K V = 0 Ba COIL 2.4 AMPERES 
3 MINUTES 3 MINUTES 

v = 8500 2 L = 30 pA 
/5 SECOND 

v = 3150 L= 50pA 
2/5 SECOND 

Ba COIL 2.4 AMPERES Ba COIL 2.4 AMPERES 
, MINUTE 5 MINUTES 

v = 5000 L:::: 70/LA 
2/5 SECOND 

V= 3000.., L:::: 50pA 
cIS SECOND 

Ba COIL 2.4 AMPERES Ba COIL 2.4 AMPERES 
2 MINUTES 7 MINUTES 

V = 3370 L = 50 I/.A V - 3100 L - 50 I/. A 
2/5 SECOND 2/5 SECOND 

Fig. 7-Patterns for successively increasing amounts of Ba on W with enlarged planes. 



USE OF FIELD EMISSION ELECTRON MICROSCOPE 925 

FORMATION AND DISAPPEARANCE OF CRYSTALLITES 

As the number of Ba shots increases in Fig. 7, a large dark region develops 
and enlarges from the right 100 region. This is due to the well known fact 
that when the Ba concentration exceeds one monolayer the work function 
increases. If the Ba atoms remained where they were deposited, one would 
expect the patterns to consist of broad bright arcs whose centers were at the 
region of greatest deposition and whose radii would increase with amount 
deposited; for 7 shots of Ba one would expect a narrow bright arc of nearly 
maximum possible radius. Such an arc does indeed appear after 6 and 7 
shots; but the regions with more than a monolayer are not dark as expected; 
instead there appear in these regions intensely bright large area emission 
centers. These just begin to show after 3 shots and become more prominent 
for 4 to 7 shots. These bright emission centers have properties different 
from those of the clusters previously described; they are larger, mayap­
pear on any plane, are in a continuous state of flicker even at 300oK, dis­
appear at much lower glowing temperatures and can be observed at much 
lower applied voltages. In accord with Haefer,1 we believe that they are due 
to Ba crystals which grow normal to the surface; hence the term crystallites 
seems appropriate. At the crystallites the local field should be much greater 
than the average field and hence they should be observable at low applied 
voltages. Different crystallites should have a range of sizes and hence a range 
of spot sizes. Crystallites should occur only for Ba concentrations greater 
than monolayers and hence should be nearly independent of the underlying 
tungsten. Because of the very high current densities through a crystallite, 
one would expect a considerable increase in local temperature, perhaps 
even to the melting point of J?a which would change the size and shape of 
the crystallite and hence the emission; this accounts for the flickering and 
agrees with the observation that the amount of flickering increases with the 
applied voltage and emission current. If the crystallites are solid Ba they 
should evaporate more easily than Ba clusters adsorbed on W. Furthermore 
the existence of similar crystallites for evaporated films has been deduced 
from electron diffraction experiments. Hence the evidence for crystallites is 
quite good. 

Figure 8 shows the evidence for the disappearance of crystallites in the 
temperature range 370 to 615°K. Note that, as T increases from 370 to 
510oK, the voltage required to get 50 microamps decreases from 3150 to 
2500. Note also that up to 615°K no detectable amount of Ba migrates into 
the region beyond the outermost arc. The intensity of this arc decreases, 
presumably because V is decreased. 
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T=3700K V=2500 T = 450 0 K V = 0 
4 MINUTES 5 MINUTES 

v = 2950 L= 50uA 
2/5 SECOND 

V = 2650 L= 50ILA 
2/5 SECOND 

T = 400 0 K V = 2500 
5 MINUTES 

T = 510 0 K V= 2300 
6 MINUTES 

V = 2900 L= 50UA 
2/5 SECOND 

V = 2500 L= 50uA 
2/5 SECOND 

T=4200K V= 2400 T=615° K V=2300 
10 MINUTES 5 MINUTES 

V _ 2900 L=70 uA V = 2570 L= 50ILA 
2/5 SECOND 2~ SECOND 

Fig. 8-The disappearance of crystallites from 370 to 615°K. 
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MIGRATION OF Ba ON JF 

Starting at about SOOoK, Ba migrates over large distances-from one 
side of the paraboloid to the other or abou t 4000 A. Figure 9 shows the steps 
in the migration process and the early stages of evaporation. The migration 
process can be followed continuously by observing the screen for moderate 
V between SOO and 10000K. Migration is essentially complete after five 
minutes at 1045°K. By then the crystallites have disappeared completely 
and with them abnormally high local fields. It is therefore possible to 
compute the field from the applied voltage. Then, as explained above, 
values of cp and 0 averaged for the whole surface can be computed. In this 
way we find that for photos c and d in Fig. 9,cp = 2.00 and 0 is about 1.00. 

EVAPORATION OF Ba ON W 

For T ~ 1200° evaporation can be observed in five minutes. This is evi­
denced by the fact that after such glowing the value of V required for a 
given current increases. The details of the evaporation are continued in 
Fig. 10. From the values of V and i, values of cp and 0 have been calculated 
and are shown in TABLE 1. From this table it appears that nearly an the Ba 
is evaporated in five minutes at 16000K. 

Further information on how the evaporation rate at a given T varies with 
o can be deduced from experiments for which no photos are shown. Suppose, 
in the above series of experiments, the point had been glowed for twenty 
minutes instead of five minutes, the calculated Ba concentration 0 would 
have reached a somewhat lower value than .SO, say .75. Still further glowing 
would have reduced 0 only slightly. From this we conclude that at T = 
1200 and 0 = .75 the rate of evaporation or dol dt is so small that additional 
glowing for twenty minutes reduces 0 by smal1 amounts. If now T is raised 
to 13000K for one minute, 0 is substantially reduced, perhaps to .65. After 
five minutes at 13000K, 0 might be .55. After twenty minutes at 1,300, 0 
might be .51. Long times at 13000K might reduce 0 to .50. Only by raising 
,T above 13000K could 0 be substantially reduced below .50. These observa­
tions suggest that the rate of evaporation of Ba on W depends not only on 
T but also on 0: for a constant T it is substantially 0 for all values of 0 less 
than a critical value Oc. Above Oc, the evaporation rate increases rapidly 
with 0, perhaps exponential1y. Hence the probability of evaporation of a 
particular Ba atom depends on the proximity of neighboring atoms. This 
must mean that the forces between adsorbed Ba atoms are comparable to 
though smaller than the forces between Ba and W. A plot of the 0 values in 
Table I vs T would show that Oc varies linearly with Tbetween 1130 and 
1430 or between 0 = 1.00 and .1S. 
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T = 8000 K V = 2400 
6.S MINUTES 

T=11300K V=VARIED 
5 MINUTES' 

V = 2800 L= SOp.A 
2/5 SECOND 

V = 2850
2 

L= 50p.A 
15 SECOND 

T=940 0 K v=o T=12100K V=O 
S MINUTES 5 MINUTES 

V = 26S0 21' L= SOp.A 
"5 SECOND 

V = 3250
2 

L= 50p.A 
/5 SECOND 

T=1045°K V=O T=127SoK V=O 
5 MINUTES 6 MINUTES 

V = 2800 2 L = 50 p.A V = 4400 2 L = 50 J.LA 
:15 SECOND /5 SECOND 

Fig. 9-Migration of Ba on W from 800 to 1045°K. Evaporation of Ba on W from 1130 
to 1275°K. 
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T=13300K V=O T=1515°K V=O 
5 MINUTES 5 MINUTES 

v - 5000 L- 50j.LA 
2/5 SECOND 

V = 8350 L- 70j.LA 
1/5 SECOND 

T = 1380 ° K V = 0 T =1670 o K V = 0 
5 MINUTES 3 MINUTES 

V= 6000 L= 50j.LA 
2/5 SECOND 

V = 9250 L = 27 P.A 
2/5 SECOND 

T = 1430 0 K V=O T = 22000 K V=O 
5 MINUTES 1 MINUTE 

V = 7130 L = 70 j.LA V - 9000 L - 30 j.LA 
1;5 SECOND 2/5 SECOND 

Fig. lo-Evaporation of Ba on W from 1330 to 1670oK. 
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TEMPERATURE EFFECT ON CLUSTERS 

The photos in Figs. 9 and 10 show that, for all values of () from 1.0 to .10, 
the emission comes largely from clusters. It is interesting to observe, but 
difficult to portray in photographs, what happens if the temperature is 
raised above room T but kept below that at which it had previously been 
heated to reduce e. As a specific instance we choose a case in which the 
treatment Twas 13BOoK for five minutes-photo b in Fig. 10-for which 
e = .2B. With an applied volta,ge at T = 300oK, the whole pattern and the 
clusters in particular are very steady. If T is now raised to about 700oK, 
the cluster~ bordering on the 211 planes and those in the 111 zone appear 
to be agitated: the brightness of anyone cluster fluctuates up and down and 
the center of the cluster moves over about half a cluster diameter. Clusters 
in other regions are perfectly steady. As T is raised the 211 clusters agitate 
more violently and the clusters in nearby regions begin to agitate. At still 
higher T, the clusters in the 111 region begin to agitate but those surround-

TABLE I 
DEPENDENCE OF cp (AVERAGE WORK FUNCTION) AND (J (LAYERS OF Ba) ON 

TEMPERATURE AND TIME 

T in oK ........ 1045 1130 1210 1275 1330 1380 1430 1515 1670 
t inmin .......... 5 5 5 6 5 5 5 5 3 
cp volts ......... 1.98 2.00 2.20 2.47 2:81 3.30 3.70 4.10 4.53 
(J •••••••••••..• ",,1.0 ",,1.0 .80 .62 .46 .28 .18 .08 ,,-,.00 

2200 
1 

4.40 
.00 

ing the 100 plane are still steady. For T near BOOoK all clusters show some 
agitation. At 1045°K, the clusters near the 110, 211, and 111 planes agitate 
so violently that individual clusters can no longer be distinguished but 
merge into one another producing bright bands which presumably reveal 
contours on the tungsten surface. However, the clusters in the regions sur­
rounding the 100 plane agitate so slowly that in a photo of i sec exposure 
they appear to be stationary. Photo a, Fig. 11 shows the result. Photo b 
shows the pattern immediately afterward at T = 300oK. These observations 
can be repeated as often as one pleases. 

EFFECT OF FIELD ON THE REDISTRIBUTION OF Ba ON W 

Photqs c to f of Fig. 11 show that fields of 30 to 40 million volts/ cm can 
redistribute some Ba from the 110, 211 and 111 regions to the regions sur­
rounding 100. Photo c shows the pattern after glowing at 14300 K for five 
minutes with V = O. Photo d shows the pattern at T = BOOoK after 3 min. 
with T = BOO oK and V = 73BO volts. When T was reduced to 300oK, the 
pattern did not change appreciably. However, when T was kept at BOOoK 
for three .minutes with V = 0, the pattern changed drastically as shown in 
photo e. Photo f shows that the redistribution is not the result of glowing 



T = 1380 0 K 
T = 1045°K 

v'= 0 5 MINUTES 
V= 6900 5 MINUTES 

i.= 70jLA V = 7100 
V5 ,:SECOND 

NO 
TREATMENT 

L=:70jLA 
1/5 SECOND 

V =7750 

T = 1430 0 K V = 0 

T=3000 K 
5 MINUTES 

L= 70p.A 
1/5 SECOND 

V=7130 

T = 800° K V = 7380 
3 MINUTES 

T = 8000 K L- 70 JLA V - 8000 
1/5 SECOND 

T= 800 0 K V = 0 
3 MINUTES 

T = 300 ° K L - 70 JLA V - 7370 
1/5 SECOND 

T = 14300 K 
T = 800 0 K 
T = 300 0 K 

V=O 
V=O 

L= 70p.A 
1/5 SECOND 

1 MINUTE 
3 MINUTES 

V=7320 

, Fig. ll-Effect of temperature and field on the agitation of clusters and the redistribu­
tion of Ba. At 800 to 1000oK, Ba clusters are violently agitated near 211 and 111 planes 
but relatively stationary near 100 planes. High fields cause Ba to migrate from 111 and 
211 regions to 100 regions. 
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at SOOoK. To get the redistribution effect it is necessary to have both a 
high T and a high V. 

It is fascinating and instructive to watch this redistribution progress 
slowly. To do this we start with a pattern like that in photo e with T = 
3000 K and V = 7370 volts. The clusters are steady everywhere. T is then 
raised to SOOoK and the pattern observed for three to ten minutes. At first 
the clusters in the 110, 211, and 111 regions are in violent agitation while 

TABLE II 
SUMMARY OF ADSORPTION PROPERTIES FOR FIVE PLAKES ON A SIKGLE CRYSTAL 

Plane ................................... 1 110 211 100 111 611 

Clean W 

Approximate !p in volts ........... >4.9 4.S 4.6 4.40 4.2 
Size in A for T = 2400oK ........ 1700 X 1300 400 260 <20 <20 
Size in A for T = 1200oK ........ 1700 X 1100 750 500 75 <20 
Size for large T and F . .......... Changes shape 1300 SOO 400 <20 
oK for W migration, V = o ...... 1050 1050 1200 
oK for W migration V = 9000 .... SOO 800 

Ba on W; (J <1 
-

Size of clusters in A ............. so to 200; median 100 
oK for cluster formation .......... 300 370 300 300 
oK for cluster disappearance ...... 370 420 
oK for Ba migration ............. 370 420 SOO ",,500 ",,600 
oK for evaporation: depends on (J .. 1050 to 1600 

Ba on W; (J >1 

Size of crystallites in A ......... '1 
OK for crystal formation ........ . 
oK for crystal disappearance ..... . 

200 to 600; median 400 1 

300 I 300 
600 600 

1 

300 1 300 
800 800 

the few clusters in the 100 region are stationary. In ten seconds a few more 
clusters appear in the 100 region. \Vhen a new cluster appears it seems to do 
so suddenly. One gets the impression that one cluster pushed a neighboring 
one closer to the 100 plane or that one cluster grew at the expense of material 
from a neighboring one. Gradually as the concentration of clusters in the 
100 region increases, the brightness of this region increases while the bright­
ness in the 110, 211, and 111 regions decreases. A steady state is reached in 
three to five minutes. 
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Heat Dissipation at the Electrodes of a Short Electric Arc 

By L. H. GERMER 

Platinum contacts are brought together 60 times a second, discharging on each 
closure a condenser of 0.01 mf capacity charged to 40 volts. The heat flowing 
along each electrode is calculated from a temperature dilIerence measured by 
thermocouples, and from this is determined the energy dissipated at each con­
tact. If there is no arc on closure, the energy is the same on the two contacts, 
and is small. If there is an arc between the contacts before they touch, about 
58 per cent of its energy is dissipated upon the anode and about 42 per cent 
upon the cathode. The distribution is the same in an arc between clean "inac­
tive" electrodes and in the entirely different kind of arc occurring between car­
bonized "active" electrodes. This information may be significant in developing. 
an understanding of closure arcs which are the sole cause of the erosion of elec­
trical contacts on closure. 

T HIS paper is an account of direct calorimetric measurements of the 
energy dissipated at positive and negative electrodes when they are 

brought together to discharge a condenser. The experiments are called for 
by the fact that the erosion at the closure of electrical contacts is due to 
arcing,! and understanding how the energy of a closure arc is distributed 
between the electrodes is likely to help in developing a comprehensive 
theory of this arc which in turn may aid in the control of contact erosion. 

The experimental method is an adaptation to the present problem of a 
procedure2 used earlier in which crossed wires are separated and brought 
together 60 times per second by means of a magnetic loudspeaker unit, 
each closure discharging a condenser which is recharged after the wires 
have been separated. For the present experiments the two wires are made of 
platinum and are rather heavy, and the flow of heat in each of them is 
measured by a pair of thermocouples. There is a known length of wire 
between the two thermocouples of each pair which are connected in series 
to oppose each other, so that a galvanometer in either circuit will give a 
deflection proportional to the difference in temperature across the wire.:l 

The flow of heat along each wire is calculated from this temperature dif­
ference and the thermal conductivity and dimensions of the wire. After 
making some corrections this gives the amount of energy dissipated upon 
the electrode at each discharge of the condenser. 

The two platinum test wires have diameters of 0.0635 cm and each is 
about 2.2 cm long from its end to the point where it is clamped in a very 

1 L. H. Germer, 11. App. Phys. 22, 955 (1951). 
2 J. J. Lander and L. H. Germer, 11. App. Pltys. 19, 910 (1948), pp. 918-919. 
3 This is the experimental arrangement used by J. J. Lander in measuring heat flow in 

his determinations of Thomson coefficients. Pltys. Rev. 74, 479 (1948), Fig. 3. 

933 
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heavy copper block. The thermocouples are Chromel-Alumel wires of 0.012 
em diameter and one couple of each pair is welded to its platinum wire 2.0 
em from the point where the wire is clamped in its copper block; the other 
couple of the pair is electrically insulated by a glass coating and is buried 
in a deep hole in the block. The electrical contact is made between points of 
the platinum wires a little beyond the welded thermocouples, and opening 
and closing of the circuit is achieved by striking one of the platinum wires 
beyond the point of electrical contact with the insulated armature of a 
speaker unit vibrating at 60 cycles. Each heavy copper block with its plati­
num wire is mounted on a cantilever bar, the end of which can be moved 
hy a screw to permit fine adjustment of the contacts. Adjustment can be 
made also by varying the voltage supplied to the speaker unit. 

In order to minimize thermal disturbances this equipment is mounted 
on a heavy steel base, and the speaker unit, which dissipates about 0.01 
watt during operation, is thermally insulated from the contacts by three 
concentric heavy aluminum covers each in very good thermal contact 
with the steel base. All of this equipment is covered by a silvered bell jar 
of 21 em inside diameter. An aluminum covered Celotex housing surrounds 
the bell jar and the thermocouple galvanometer, except for a small glass 
window for reading the galvanometer. The galvanometer light is turned 
on for only about one second at the time of each reading. The experiments 
are made in a constant temperature room. . 

All of the significant tests consist in measurements of the heat flow along 
the platinum wires when they are brought together 60 times per second 
discharging at each closure a capacity of 10-8 f charged to a potential of 40 
volts. At this potential an arc occurs between clean platinum electrodes if 
the circuit inductance is less than about 10-6 h, but there is no arc if the 
inductance is much higher than this.! If the electrodes are operated in the 
presence of anyone of various organic vapors they become coated with car­
bonaceous material and arcing then occurs at every closure even when the 
inductance is quite high.? Measurements have been carried out under three 
different experimental conditions: (1) clean electrodes with a circuit induc­
tance of 0.05 X 10-6 h and an arc at every closure, (2) clean electrodes with a 
circuit inductance of lOX 10-6 h and no arcing, and (3) electrodes slightly 
carbonized by d-limonene vapor with a circuit inductance of. 10 X 10-6 

h and an arc at every closure. The condition of arcing on every closure, or of 
complete absence of all arcing, was readily determined for each experiment 
by continuous oscilloscopic observation.4 The potential of 40 volts was 
chosen as the highest at which there is never a second arc (in' the reverse 

4 See reference 1, Fig. 1. 
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direction) which would impossibly complicate interpretation of the data. 
Experiments under conditions 3 were carried out with the limonene vapor 
pressure maintained at about the lowest value at which activation can be 
produced (0.06 mm Hg in most experiments). At this low pressure activa­
tion does not develop until the electrodes have been operating for some time, 
but when it develops the open circuit potential after an arc is -5 volts 

30r---r---.---.---.---,---,---,---.---,---, 

-28~~~--~--~~~--~~~--+_--~~~--~ 

-~o-Wr-
-30~ __ ~ __ ~ __ ~ __ ~ __ ~ __ ~ __ ~1~~ I~~~~. 

o 2 4 6 8 10 12 14 16 18 20 
TIME IN MINUTES 

Fig. i-Readings of the galvanometer in series with the thermocouples in the moving 
electrode, when the ,electrode was positive and when it was negative. Electrodes activated 
by vapor of d-limonene at a pressure of 0.06 mm Hg with 60 closures per second and an 
arc at every closure. Condenser of 0.01 mf charged to 40 volts, discharged on each closure 
through an inductance of 10 X 10-611. Galvanometer deflections in mm are transformed 
into ergs per closure by multiplying by 0.510. The experimental points obtained from this 
figure are marked by small arrows on Fig. 2. 

which is also the value reached after arcing in the inactive condition. The 
observance of this open circuit voltage is proof that each arc is an arc in 
platinum vapor,' and not carbon. 

An example 6f data taken upon active (carbonized) electrodes with a 
circuit inductance of 10 X 10-6 h (conditions 3), and an arc at every closure 
ending in an open circuit potential of -5 volts as verified by continuous 
observation of the oscilloscope recording the potential across the contacts, 
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is given in Fig. 1. The ordinates are readings of the galvanometer when it 
was in series with the thermocouples in the moving contact. The circuit for 
charging the condenser to 40 volts prior to each closure was turned on at 4 
minutes with the potential of the moving contact positive. The potential 
was reversed at intervals of 1! minutes and finally turned off at 15 minutes. 
The deflections of 43.9 and 55.1 mm occasioned by the energy dissipated 
at the contact by the discharge of the condenser respectively when the 
contact was negative and when it was positive are translated into tempera­
ture differences of 6.T = 0.1213 and 6.T = 0.1523°C by multiplying by ar{3 
where a = 3.36 X 10-9 amp/mm of the galvanometer deflection, r = 33.7 
ohms circuit resistance, and {3 = 2.44 X 104°C/volt thermocouple sensitiv­
ity. Neglecting for the moment small corrections due to radiation and con­
vection losses, these temperature differences are converted into heat flow 
along the wire of 22.4 and 28.1 ergs per closure by multiplying them by the 
factor B = 184.5 obtained from the dimensions of the wire, the thermal con­
ductivity of platinum k = 0.699 watt/cmoC, and the factor 60 representing 
the number of closures per second. 

The heat flow in one of the wires differs from the heat dissipated by the 
arcs upon that wire because of radiation and convection losses, and because 
the higher temperature of the positive electrode results in some conduc­
tion of heat to the negative electrode at their point of contact. It has been 
found expedient first to obtain data which are intended to be free from the 
last of these three sources of error and then to correct for radiation and con­
vection losses as obtained by calculation. 

The energy in the electrode wires corresponding to the average excess 
temperature of the wires above their surroundings (0.07°C) represents the 
total energy of about 500 arcs. Thus the large scale temperature distribu­
tion in one wire is inappreciably changed during the time the wires are in 
contact after an arc, and the transfer of heat from one to the other can be 
corrected for by making measurements of 6.T across each wire for different 
fractions x of each cycle during which the wires are in contact and extra­
polating the values so obtained to find 6.To for zero time of contact. Data 
of this sort for experimental conditions listed as (1) above are plotted at the 
lower left side of Fig. 2, and for conditions (3) at the lower right side of the 
figure; the 6.To values from these curves are written down~ on the first line 
of Table 1. On the upper half of the figure is plotted the total heat flowing 
along both wires as calculated by multiplying 6.T by the factor B = 184.5 
(not correcting for radiation and, convection losses). 

All the solid circles on Fig. 2 (and Fig. 3 also) represent measurements 
upon the moving electrode, and the open circles measurements upon the 
stationary electrode. Differences between the solid circles and the open 



TABLE I 
HEAT DISSIPATION DATA 

Inactive Electrodes 

(1) (2) 
L = 0.05 X 10-611 L = 10 X 10-611 

Arc at Every Closure No Arcing 

Anode Cathode Anode Cathode 

1. ATo from Fig. 2 ...................... .1513°C .1217°C - -
2. Correction to ATo from Fig. 3 .......... +.0050 - .0050 - -
3. AT 0 corrected for conduction at closure .. .1563 .1167 .0445 .0453 
4. Ergs/closure from ATo ... ............. 28.83 21.53 8.21 8.36 
5. Radiation correction (ergs/closure) ...... 0.12 0.09 0.03 0.03 
6. Convection correction (ergs/closure) .... 1.63 1.23 0.32 0.33 
7. Ergs/closure, final values ............. 30.58 22.85 8.56 8.72 
8. Total ergs/closure .................... 53.43 Wo = 17.28 

-- -

Active Electrodes 

(3) 
L = 10 X 10-6/J 

Arc at Every Closure 

Anode Ca.thode 

. 1587°C . 1188°C 
+.0010 - .0010 

.1597 .1178 
29.48 21. 73 
0.12 0.09 
1. 71 1.19 

w+ = 31.31 w_ = 23.01 
54.32 
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INACTIVE ELECTRODES. 
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Fig. 2-Heat flow data at different values of x, the fraction of the time the electrodes 
are closed. Left hand curves, inactive electrodes, inductance 0.05 X 10-6/1, closing at 3.3 
em/sec. Right hand curves, active electrodes, inductance 10 X 1O-6/i, closing at 2.5 
em/sec. 
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Fig. 3-Data for different velocities at closure, all for x = 0.5. Left hand curves, in­
active electrodes, inductance 0.05 X 1O-6h. Right hand curves, active electrodes, in­
ductance 10 X 1O-6lt. 
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circles are to be attributed to differences between the electrodes, probably 
in the effective mean diameter. For observations in the active condition 
the solid circles of Fig. 2 are consistently higher than the open circles, but 
the opposite is true for measurements upon inactive surfaces. This reversal 
is not significant; it was brought about by an accident which necessitated 
rewelding the thermocouple to the moving electrode after the measure­
ments upon the active surfaces had been completed and before the measure­
ments upon the inactive surfaces. In earlier preliminary tests there was no 
difference of this sort; one must conclude that the welding operation altered 
the moving electrode. (In the case of the plots at the left of Fig. 3 below, 
some of the data were taken before the rewelding operation and some after.) 

The continuous curves drawn on the lower half of Fig. 2 have the ordi­
nates Wex/ B for the positive electrode and fV(l - ex)/ B for the negative, 
where W is the total energy per closure represented by the horizontal lines 
at the top of the figure and ex is the fraction of the energy flowing down the 
positive electrode. (0.5 < ex < 1). The energy lost by the positive to the 
negative electrode by conduction per closure is clearly (Eo - Ex)W. The 
temperature difference between the wires near the point of contact is (W / B) 
(2ex - 1) and, from analogy with the electrical formula for the spreading 
resistance of a circular contact of diameter l, the heat flow from one elec­
trode 'to the other per second is found by multiplying this temperature 
difference by lkx and the heat flow per closure by further dividing by 60. 
Equating the two expressions for heat flow one obtains ex = (60 Beo + lkx)/ 
(60 B + 2lkx). The curves drawn on Fig. 2 have shapes determined by this 
expression with the two parameters eo and 1 chosen to fit the experimental 
points. The resulting values of eo and 1 are: eo = 0.58, 1 = 11 X 10-4 cm 
for the inactive electrodes and eo = 0.57, 1 = 3.3 X 10-4 cm for the active 
electrodes. 

If the area of contact were truly circular and the contacting electrodes 
were crossed cylinders of perfect cross-section, these values of 1 would be 
simply related by elastic theory to the forces F holding the electrodes 
together when they are in contact. The formula5 is 1 = [6FD(1 - v2)/E]1 
where D is the diameter of the wires, E is Young's modulus for platinum 
and v is Poisson's ratio. If we take6 E = 13 X 108 gm/cm2

, the above values 
of 1 correspond respectively to forces of 5 and 0.1 grams weight. No signifi­
cance can, of course, be attached to these values of force other than to ob­
serve that they are not wildly unreasonable. 

The average lapse of time between the end of each arc and contact of 

5 A. E. H. Love, "The Mathematical Th~ory of Elasticity," Cambridge, fourth edition, 
1927, page 197, equation 56. 

6 R. Holm, "Electric Contacts," Hugo Gebers, Stockholm, 1946; p. 389., 
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the electrodes at or near the place where the arc occurred can be calculated 
from the velocity of the moving electrode at contact and the average sepa­
ration of the electrodes when the arc took place. Measurements of this 
separation have been made earlier.7 Rough calculation of the local tempera­
tures of the electrodes near the point of contact, making use of this average 
elapsed time, have shown that when contact is made these local tempera­
tures are still far above the mean temperatures at the ends of the wires 
(perhaps higher by 100 e). The local temperatures reach the mean tem­
peratures in a time which is very short in comparison with 1/60 second, 
and thus the conduction of heat from the positive to the negative electrode 
due to this local high temperature is not corrected for by the extrapolations 
of the curves of Fig. 2. This correction can be made by obtaining AT meas­
urements for different electrode velocities and extrapolating to zero velocity. 
Such data are plotted in Fig. 3. It is obvious that the curves of the lower 
half of this figure must become horizontal as they approach zero velocity, 
but no other theoretical deduction has been made regarding their shapes. 
The differences between the AT values at the velocities of the data of Fig. 2 
and at zero velocity are the required corrections, and these are written 
down on line 2 of Table 1. The correction seems to be small (O.OOl°e), 
or perhaps zero, for the active electrodes (right-hand side of Fig. 3) but 
amounting to about ± 0.005°e for the inactive electrodes (left-hand side). 
That the former should be smaller than the latter is in line with our knowl­
edge that an arc between electrodes which are approaching each other will 
occur when they are farther apart if the electrodes are active than if they 
are inactive.7 

The values of ATo after applying the corrections of line 2 of Table I are 
written down on line 3. On line 3 are given also (columns 2) measured values 
of AT for inactive electrodes in a circuit containing an inductance of 10 X 
10-6 h which completely prevented any arcing. On line 4 are values of the 
energy dissipated upon the electrodes per closure calculated from the ATo 
values of line 3. One must still consider corrections due to radiation and con­
vection losses from the surfaces of the wires and radiation loss from the arc 
itself. These are taken up one at a time in the following paragraphs. 

If the only correction were due to radiation from the surfaces of the warm 
wires, the heat put into the end of a wire per second w would be related to 
ATo by the equation 

w = kWATo/ L + HAATo/3, (1) 

where k is thermal conductivity, w , L and A are respectively the cross­
sectional area, length and surface area of the wire, and H = 4TgUf, the 

7 L. H. Germer, Jl: A pp. Plzys. September 1951, Table I, line 3. (in press) 
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"outer conduction."8 For To = 3000 K and the emissivity € = 0.05 at 
room temperature,9 the second term of this expression reduced to ergs per 
closure has the values listed as "radiation correction" on line 5 of Table I; 
these corrections are negligible. 

The convection loss from a horizontal cylinder of diameter D has been 
givenlO as 0.27A (~T)5/4/Dl/4 in B.T.U. per hour with ~T in OF, D in feet and 
A in square feet. For our system of units this becomes 4180A (~T)5/4/ Dl/4 
ergs/sec. To make the differential equation for heat flow linear this can be 
written approximately 4180A (~To/2)1/4~T / Dl/4, and the heat put into the 
end of the wire per second taking account of convection loss would then be 
given by equation (1) with H = 4180(~To/2D)1/4. The second term of this 
expression reduced to ergs per closure has the values listed as "convection 
correction" on line 6 of the table. 

That the heat lost from the arc itself is quite negligible is clear from 
estimates of the duration of the arc and of its superficial area. The arc 
time is 7r(LC)1/2 which has the. values 0.07 and 1.0 X 10-6 sec respectively 
for the inactive and for the active surfaces. The average area of the arc 
which is effective in radiating is probably a great deal less than the area 
of the pit formed on one of the electrodes 7rd2/4. In some experiments it 
was found11 that d3 = 3.8 X 10-11 cm3/erg. If this estimate of pit diameter 
is right for the present tests, and we take the arc temperature to be the 
boiling point of platinum12 4803°C and the duration of the arc 1 X 10-6 

sec, the radiation loss comes out to be 0.01 erg. This is a gross upper limit. 

REDUCTION OF THE DATA 

Not all of the energy in the charged condenser is dissipated in an arc on 
closure. During the arc some energy is dissipated by current flowing through 
circuit resistance, including spreading resistance in the electrodes at the site 
of the arc, and after the arc is over all of the remaining energy is so dissi­
pated. We need to sort out the amounts of energy which are spent in these 
different ways in order to make a careful analysis of the data represented 
by the numbers on lines 7 and 8 of Table 1. 

The total energy is eo = CV5/2 where C = 10-8 f and Vo = 40 volts in all 
of the experiments of this paper (eo = 80 ergs). The energy dissipated in an 
arc is ea = C(Vo - V1)v, where VI = -5 volts is the potential across the 

8 H. S. Carslaw and J. C. Jaeger, "Conduction of Heat on Solids," Oxford, 1948, equa­
tion (6), p 119. 

9 This low value seems to be well established. See the paper by A. G. Worthing in a 
book "Temperature," Reinhold Pub. Co., 1941, Fig. 7 on p. 1175. 

10 W. H. McAdams, "Heat Transmission," McGraw-Hill, 1942, equations (13a) and 
(19), pp. 240-241. 

11 L. H. Germer and F. E. Haworth, Jl. App. Phys. 20,1085 (1949), Fig. 5 on page 1088. 
12 Reference 2, Table II on page 914. 
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open electrodes when the arc is over and v = 15 (for platinum)1:; is the arc 
voltage assumed to be strictly constant during the life of each arc which is 
very closely true. The energy left in the circuit after an arc is over is CVi!2. 
The total energy dissipated in the circuit is C[VU2 - (Vo - VI)v - Vi!2] 
during the arc, plus CVU2 afterwards. '\Then closure occurs without an 
arc (conditions 2) the total initial energy CV~/2 is dissipated in the cir­
cuit. Some of the circuit energy appears in the electrode wires and is meas­
ured, as shown by the numbers of lines 7 and 8 of columns 2. It can probably 
be safely as~umed that the fraction of the circuit energy which appears in 
the electrode wires is the same whether or not there is an arc. With this 
assumption, and knowledge of VI and v, we can use the data of columns 2 
and 3 to calculate two parameters, '17, the fraction of the circuit energy 
which appears in the electrode wires, and 0, the fraction of the arc energy 
which is dissipated upon the positive electrode for the active condition. 
The data of columns 1 are not to be used with those of columns 2 and 3 
because of a different electrical circuit and in consequence a different (and 
no doubt larger) value of '17. 

Quantities of interest are defined here: 
total energy eo = CV:/2 
arc energyea = C(Vo - VI)~I 

energy which is measured I arc, ea. + rJ(eo - ea) 
(true value) I no arc, rJeo 

factor by which all energy measurements are in 
error (i.e., experimental error) ~ 

fraction of arc energy at positive electrode e 
values obtained I arc, positive electrode, w+ 

by measurement I arc, negative electrode, w_ 
I no arc, total energy, Wo 

From the way these definitions have been given it is clear that 

Wo = ~rJeo 
w+ + w_ = Hea + rJ(eo - ea)] 

w+ = ~[eae + (eo - eah/2] 

These equations yield 

~ = r (w+ + w_)eo - (eo - e(.)woJ/ eoea 
'17 = woea/[(w+ + w_)eo - (eo - ea)wo] 
e = [2w+ - (eo - ea)~rJJ/2~ea. 

The known numerical values of C, Vo, VI and v give, in ergs, eo = 80, ea = 
67.5, circuit energy dissipated during an arc = 11.25, circuit energy dis-

13 Reference 1, Table II, page 957. 
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sipated after an arc = 1.25. We identify w+ and w_ with the numbers so 
designa ted in Table 1. When the value of Wo is taken from the table we im­
plicitly assume that the electrical spreading resistance at the contact is so 
much larger than the rest of the resistance of the electrode wires that sub­
stantially all of the heat Wo is generated in the spreading resistance and not 
along the wires. With this assumption we obtain, 

~ = 0.765 
1J = 0.282 
() = 0.580. 

The final result of the experiment is represented by the number () = .58 
which means that a metal vapor arc between activated platinum electrodes dis­
sipates 58 per cent of its energy upon the positive electrode and 42 per cent 
upon the negative electrode. This result" differs only slightly from w+/ (w+ + 
w_) = 0.577, the difference being the correction due to resistive heat de­
veloped equally in the two electrodes. For the inactive electrodes we ob­
tain w+/ (w+ + w_) = 0.572 which is in close agreement, and it too must 
differ only slightly from the value which would be obtained if data were 
available for making the correction due to resistive heat. 

RELIABILITY OF RESULTS 

The fact that the experiments account for only 1J = 0.765 of the total 
energy need "not be disturbing. It seems most likely that an inaccurate 
value for the thermal conductivity of the platinum wires and imperfect 
geometry of the wires account for this. The low resistance of the thermo­
couple circuits does not affect the indications of temperature difference 
which they give. 

The large corrections of line 2 in columns 1 are highly uncertain as one 
sees readily by inspection of the corresponding curves of Fig. 3. If these 
corrections were taken to be zero one would obtain () = 0.556. It certainly 
seems unlikely that () for inactive platinum electrodes can be less than this 
value. 

INTERPRETATION 

There are previous observations upon closure arcs between inactive elec­
trodes which must be correlated with the results of these measurements 
There are no corresponding earlier data upon active electrodes. 

A single closure arc between inactive platinum electrodes produces a 
pit on the positive electrode having a volume which is comparable with 
that to be expected if all of the energy of the arc is dissipated upon that 
electrode and is used there in melting and vaporizing metal with all of the 
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molten metal blown out from the arc crater by the pressure of metal vapor.14 
The metal from the' crater is deposited in a rim about it and upon the 
negative electrode. There is considerable roughening of the negative elec­
trode but none of its metal has been found upon the anode. This roughen­
ing indicates, no doubt, that a small fraction of the energy is dissipated 
directly upon the cathode. Estimates of the amount of metal transferred 
from positive to negative, made after many thousands of closure arcs, have 
shown that about 1 per cent of the metal from an anode crater reaches the 
cathode. Microscopic examination of the surfaces after a single arc reveals 
that the transferred metal upon the cathode seems to be much greater in 
amount than the 1 per cent found after many arcs. There is thus a distinct 
disagreement between the results of transfer measurements after many 
arcs and what one sees upon the surface of the cathode after a single arc. 

Measurements of the present paper could be accounted for by assuming 
that most of the energy of a closure arc is dissipated upon the anode in 
melting and boiling metal, and that the energy is then located in this dis­
placed metal with 58 per cent of it finally freezing on the anode and 42 per 
cent on the cathode. This tentative conclusion agrees with microscopic ob­
servations upon the electrodes after a single closure arc but is in sharp 
disagreement with the results of measurements of transfer of metal resulting 
from many arcs. 

At the time this paper is being written it is felt that more penetrating 
experiments are called for, and in particular transfer measurements upon 
both active and inactive surfaces under experimental conditions which are 
better controlled than any which have been made previously. 

14 L. H. Germer and F. E. Haworth, Pltys. Rev. 73, 1121 (1948) and Reference 11, Figs. 
Sand 6. 



Detwinning Ferroelectric Crystals 

By ELIZABETH A. WOOD 

Unstrained single crystals of barium titanate can be detwinned under the 
influence of an electric field at elevated temperature, but strained crystals can­
not. It seems probable that this is also true of crystals in a polycrystalline body 
such as a ceramic. 

EACH of the ferroelectricl crystals so far discovered has a structure 
which closely approaches a more symmetrical structure into which it 

transforms at the Curie temperature. In all of them, the deviation from the 
more symmetrical structure is so slight (Table I) that the application of 
mechanical stress or electric field can produce a shift from one orientation 
of the lower symmetry structure to another. Since, in crystals grown from 
the melt, such as barium titanate, inhomogeneous mechanical stresses re­
sulting from inhomogeneous cooling or differential thermal contraction of 
the surrounding flux material are present in the crystals as they pass through 
the Curie temperature, these crystals commonly comprise regions of two or 
more orientations of the lower-symmetry structure, symmetrically related. 
They are, in other words, twinned. 

In this condition the electrically polar direction differs in orientation from 
one individual of the twin to another2. Since it is frequently desirable to 
have the polar direction oriented uniformly throughout the crystal, it is of 
interest to determine under what conditions this state can be achieved. It 
is not possible in all crystals. 

The discussion in this paper will be confined to barium titanate because 
more experimental data are available for this crystal, but it is probable that 
similar considerations are applicable to the other ferroelectric crystals. 

The process of causing the polar axis in a ferroelectric crystal to have the 
same orientation throughout the crystal has been called "poling." It is the 
process of de twinning the crystal. As C. J. Davisson and others pointed out 
in connection with the problem of de twinning quartz crystals during World 
War II, if the crystal is subjected to a stress which will be lessened if the 
"misoriented" regions change to the desired orientation and if the activa­
tion energy of the change is not too great, the crystal will be detwinned. 

1 Ferroelectric crystals are those crystals which exhibit, with respect to an electric 
field, most of the phenomena exhibited by ferromagnetic crystals with respect to a mag­
netic field, such as spontaneous polarization, domain structure, hysteresis of response to 
an alternating field and a Curie temperature above which these unusual characteristics 
are not present. . 

2 By the ferromagnetic analogy each twin individual is called a ferroelectric "domain." 

945 
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Substance 

Barium titanate 

Potassium 
niobate 

Rochelle Salt 

Potassium dihy­
drogen phos­
phate 

TABLE I 

Stable Structure at lower 
temperature 

Tetragonal 
c = 4.04, a = 4.00 

Orthorhombic 
a = 5.70, b = 5.74, 

c = 3.98 equiva­
len t to special case 
of monoclinic in 
which a = c = 
4.04, b = 3.98, 
(3 = 90°, 20' ± 5' 

Monoclinic 

Orthorhombic 

Closely allied more sym­
metrical structure and 
the Curie Temperature 
above which it is the 

stable structure 

Cubic, ao = 4.00 
To = ca. 120°C 

Cubic, ao = 4.04 
To = ca. 435°C 

Orthorhombic 
To = ca. 24°C 

Tetragonal 
To = ca. -152°C 

Difference 

1 % of the length 0 

the c axis 

1.5% of the length 0 

the c axis + a shea 
angle of about 20' 

~ shear angle of about 
3' 

Small shear 

Fig. i-A. Crystal a as received from the melt. Edges at 45° to polarization direc­
tions of crossed nicols. Dimensions of surface: .2 x .2 mm. 

B. Crystal b as received from the melt. Edges at 45° to polarization directions of 
crossed nicols. Dimensions of surface: .15 x .2 mm. 

With barium titanate as with quartz, the activation energy of this change 
can be reduced to zero by heating the crystal through a polymorphic transi­
tion above which its symmetry is such that the twinning can no longer 
exist. It is then cooled through t:he transition under the influence of the 
applied stress which favors one of the possible twin-orientations. 
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SINGLE-CRYSTAL EXPERIMENTS 

Parts A and B of Fig. 1 are photomicrographs of barium titanate crystals, 
both grown from the same melt by B. T. Matthias. The composition of 
the melt was 26 grams BaC03 , 6.S grams Ti02 , SO grams BaCh, and the 
method followed was that described by Matthias in 19483• Each of the 
crystals shows several domains and some inhomogeneous strain as indicated 
by birefringence evident between crossed nicols when the crystal is at the 
extinction position, Fig. 2, A and B, i.e. when its edges are parallel to 
the polarization directions in the polarizer and analyzer. An unstrained 
crystal in this position appears black between crossed nicols. 

Fig 2-A. Same as Fig. lA, but at extinction position. 
B. Same as Fig. lB, but at extinction position. 

OPTICAL EVIDENCE OF THE EFFECT OF A HIGH FIELD 

However, crystal a can be made to assume essentially a single orientation 
throughout by the application of a high field at elevated temperature as 
shown in Fig. 3A, but the same treatment applied to crystal b results only 
in the formation of a large number of domains, as shown in Fig. 3B. A 
field of 16000 volts per cm. was applied across each crystal at 12SoC. and 
continued until the crystal had· cooled to less than SO°C. Parts A and B of 
Fig. 4 are the extinction-position photographs corresponding to Parts A 
and B of Fig. 3. 

X-RAY EVIDENCE OF INHOMOGENEOUS STRAIN 

The reason for the difference in behavior of the·two crystals is suggested 
by their back-reflection Laue photographs. Parts A and B of Fig. S are Laue 

3 Matthias, B. T., Phys. Rev. 73, 808-9, 1948. 
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photographs taken before the attempt was made to pole the crystals. 
Whereas a Laue photograph of a perfect single crystal would show a pat­
tern of single spots, crystal a shows a pattern of groups of spots joined by 

Fig. 3-A. Crystal a after the application of a high fielu at elevateu temperature. 
Edges at 45° to polarization directions of crossed nicols 

B. Crystal b after application of a high field at elevated temperature. Edges at 45° 
to polarization directions of crossed nicols. 

Fig.4-A. Same as Fig. 3A, but at extinction position. 
B. Same as Fig. 3B, but at extinction position. 

fainter streaks and crystal b shows a pattern of short streaks. In both cases, 
the streaks indicate crystal material of continuously varying orientation, 
but in the case of crystal a it is transitional in orientation between two or 



Fig. 5-Laue photographs of the two crystals before treatment. The sy·mmetrical half 
of each photograph has been removed to facilitate close comparison. A: from crystal a; 
B: from crystal b. 

949 
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more twin-related orientations and is probably twin-boundary material, 
whereas crystal b is a bent crystal. 

The evidence for this interpretation lies in the facts that (1) the streaks 
in Fig. SA converge at the reflections from the various (101) planes which 
are twin planes, whereas those in Fig. 5B do not; (2) the streaks in Fig. 5B 
show only that variation in length which is due to the use of a flat film 
whereas those in Fig. SA show greater variation; and, finally, (3) the 
streaks in Fig. 5B are of nearly uniform intensity throughout, whereas 
those in Fig. SA are faint streaks between strong end points. These three 
points are discussed in the following section. 

DISTINCTION BETWEEN TWIN-BOUNDARY AND OTHER INHOMOGENEOUS 

STRAINS IN CRYSTALS 

The spots on a back-reflection Laue photograph may be considered as 
the intersections of the film with normals to atomic planes in the crystal, 
modified by a non-linear scale factor. The position of any spot is inde­
pendent of the wave-length of the x-rays producing it and dependent only 
on the orientation of the reflecting plane. 

When the x-ray beam falls on a twin boundary two families of twin­
related spots appear on the film. In barium titanate twin-related spots from 
equivalent planes are close to each other. If the two spots of such a pair are 
joined by a line these lines will all converge toward the spot from the (101) 
plane which is the twin plane, the plane across which reflection of the struc­
ture would produce the twin configuration. (See Fig. 6, a back-reflection 
Laue photograph of a barium titanate crystal with only 2 twin-related 
orientations.) That this must be so will be clear from Fig. 7. With the 
exception of the twinning plane the planes in this figure represent zonal 
planes, planes containing two or more atomic-plane normals. The zonal 
planes on the two sides of the twin plane represent the zonal plane orienta­
tions in the two parts of the twin. The only zonal plane directions common 
to both parts of the twin are those normal to the twin plane since these are 
the only directions not changed by reflection across the twinning plane. 
The one direction common to all these unchanged zonal planes is the nor­
mal to the twin plane. Thus the zonal arcs on the plane photograph which 
are common to spots from both parts of the twin intersect in the reflection 
from the twin plane. 

Referring now to Parts A and B of Fig. 5, we see that the streaks in Fig. SA 
lie along the zonal arcs common to both parts of any given twin pair and 
are intermediate between the spots of the twin pair. They are therefore 
reflections from material transitional in orientation between the two twin 
orientations. The streaks in Fig. 5B, however, do not converge toward a 
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(101) plane-normal, but rather, when the non-linear scale factor has been 
taken into account, are all normal to the (100) axis which lies parallel to 
the film in a top-to-bottom direction. They therefore come from crystal 
planes bent around this axis of a twinned barium titanate crystal. 

Fig. 6-Laue photograph of a barium titanate crystal with only two twin-related 
orientations. 

A section through the reciprocal lattice of a twinned barium titanate 
crystal is shown in Fig. SA: that of a bent crystal, in SB. In the reciprocal 
lattice of a tetragonal crystal the direction of each point from the origin is 
the sa~e as the direction of the normal to the set of planes it represents 
and the distance of each point from the origin is proportional to the recip­
rocal of their interplanar spacing. Since the back reflection Laue photograph 
shows only orientations of the atomic planes it may be thought of as a 
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shadowgraph of the reciprocal lattice, illuminated by a point source of 
light at the origin, as indicated by the dashed lines in Figs. SA and SB. 

TWINNING 
PLANE " 

'\ 

~~Jr' 
~ /1 

NORMAL TO 
TWINNING PLANE 

Fig. 7-Diagram of zonal relations between the two parts of a twinned crystal. 

o 

FILM 

(a) (b) 

Fig. 8-A. Section of the reciprocal lattice of a twinned crystal and its Laue photo-
graph. . 

B. Section of the reciprocal lattice of a strained crystal and its Laue photograph. 

From these figures the second point of difference between Laue photo­
graphs SA and 5B becomes clear, namely, that in the case of the bent 
crystal viewed normal to the bending axis the streaks appear rather uni­
form in length, wheroos the streaks from the inter-twin oriented material 
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Fig. 9-Laue photographs of the two crystals after treatment, paired as in Fig. 5. 
A: from crystal a; B: from crystal b. 
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diminish in length as they approach the twin-plane normal. This is perhaps 
more obvious in Fig. 6 where only one pair of twins is shown. 

Finally, the streaks from bent crystals are more uniform in intensity 
than those with intertwin-oriented material, but if the bending were non­
uniform or the intertwin material more abundant this might not be so. 

X-RAY EVIDENCE OF EFFECT OF HIGH FIELD 

The Laue photograph of crystal a, taken after the poling process had 
caused it to become a single untwinned crystal, Figs. 3A and 4A, is 
shown in Fig. 9A. It shows a pattern of single spots. The absence of 
streaks agrees with the paucity of birefringent regions in Fig. 4A in indi­
cating very little inhomogeneous strain in the crystal. 

The Laue photograph of crystal b, taken after the poling attempt had 
produced only a regular multiple-twin pattern in it, Figs. 3B and 4B, is 
shown in Fig. 9B. The inhomogeneous strain has not disappeared, as 
indicated also by the birefringent regions in the photograph of Fig. 4B. 

SUMMARY OF RESULTS OF SINGLE-CRYSTAL EXPERIMENTS 

From the experiments" described above it is concluded that barium­
titanate crystals with only twin-boundary strain can, under the influence 
of a high field at elevated temperatures, be caused to have a single crystal­
lographic orientation whereas barium titanate crystals otherwise strained 
cannot. 

ApPLICATION TO BARIUM TITANATE CERAMICS 

Single crystals of barium titanate large enough for practical applications 
have not yet been grown. Therefore all practical applications using barium 
titanate have so far used it in the ceramic form. 

Ceramics have been made for two different applications: condensers and 
electromechanical transducers. For the first, the maximum electrical po­
larizability for a given applied electric field is desired, since this results in 
a high dielectric constant. For the second application, however, it is desira­
ble to have a ceramic which will deform mechanically in an electric field 
according to its own polarity. With this end in view, ceramics intended for 
electromechanical transducers have been poled by being subjected to a high 
field (roughly 15000 v/cm.) as they were cooled through the Curie tempera­
ture to room temperature. 

In a series of unpublished experiments W. P. Mason and R. F. Wick of 
the Bell Laboratories have found that certain barium titanate ceramics, 
when poled in this way, retain their polarization in spite of high reverse 
fields (l to -i the poling fields), i.e. require a high coercive force to change 



DETWINNING FERROELECTRIC CRYSTALS 955 

the direction of their polarization. Such ceramics can be used in piezo­
electric devices with high alternating fields without "depolarization" and 
can therefore achieve electro-mechanical coupling at higher power levels 
than ceramics that do not retain their polarization under the influence of 
a reverse field~ Only a small proportion of ceramic specimens could be poled 
in this way and the factor common to these has not yet been ascertained. 

In the light of the single-crystal experiments reported in this paper, it 
seems apparent that ceramics composed of inhomogeneously strained crys­
tals (excluding twin-boundary strain) could not be poled. Three ceramic 
specimens whose poling history was known were available. Of these only 
one could be poled. X-ray diffraction photographs of the two unpolable 
ceramics showed streaked reflections from the individual grains, indicating 
strain. The grain-size of the polable specimen was much smaller, so small 
that reflections from individual grains could not be identified. 

It is anticipated that ceramics for different uses should be differently 
fired and perhaps even differently composed as well as subjected to different 
electrical treatment subsequent to their formation. 



Longitudinal Modes of Elastic Waves in Isotropic Cylinders 
and Slabs 

By A. N. HOLDEN 

The general properties of the longitudinal modes in cylinders and slabs are de­
veloped with the aid of the close formal analogy between the dispersion equations 
for the two cases. 

1. INTRODUCTION 

T HE classical. exact treatments of the modes of propagation of elastic 
waves in isotropic media having stress-free surfaces but extending 

indefinitely in at least one dimension are those of Rayleigh l for semi­
infinite media bounded by one plane, of Lamb2 for slabs bounded by two 
parallel planes, and of Pochhammer for solid cylinders. Rayleigh showed 
that a wave could be propagated without attenuation parallel to the sur­
face, in which the displacement amplitude of the medium decreased expo­
nentially with distance from the surface, at a velocity independent of fre­
quency and somewhat lower than that of either the plane longitudinal or 
plane transverse waves in the infinite medium. Such "Rayleigh surface 
waves" have received application in earthquake theory. 

For slabs or cylinders the treatments lead to a transcendental secular 
equation, establishing a relation (the "geometrical dispersion") between the 
frequency and the phase velocity, which for some time received onlyasymp­
totic application in justifying simpler approximate treatments. The past 
decade, however, has seen a revival of interest in the exact results4• 5 stimu­
lated by experimental application of ultrasonic techniques to rods6, 9 and 
slabs,7 by the use of rods and the like as acoustic transmission media, and 
perhaps by curiosity as to what qualitative correspondence may exist be­
tween such waves and the more intensively studied electromagnetic waves 
in wave guides. That this correspondence might not be close could be antici­
pated by observing that an attempt to build up modes by the superposition 
of plane waves in the medium reflected from boundaries would encounter 
an essential difference between the two cases: the elastic medium supports 
plane waves of two types (longitudinal and transverse) with different veloc­
ities, and reflection from a boundary transforms a wave of either type into 
a mixture of both. 

On grounds both formal and physical it may be expected that solutions 
to the equations of small motion of the medium with a stress-free cylindrical 
boundary can be found with any integral number of diametral nodes of the 

956 
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component of displacement along the rod, as well as for the "torsional" 
modes in which there is no displacement along the rod whatever. The clas­
sical results are for no such nodes, the "longitudinal" (or "elongational") 
modes, and for one such node, 'the "flexural" modes. The secular equation 
for modes with any number of such nodes has been exhibited by Hudson.5 

For anyone of these types of mode, it may be expected that the secular 
equation will define a many-branched relation* between frequency and 
phase velocity, and that a different number of interior cylindrical nodal 
surfaces for the displacement components might be associated with each 
branch. Apart from the relatively simple torsional modes, the only branches 
whose properties have been intensively studied are the lowest branch of 
the 10ngitudinal4 and the lowest of the flexural5 modes, because they (and 
the lowest torsional branch) are the only ones extending to zero frequency, 
the others exhibiting "cut-off" frequencies at which their phase velocities 
become infinite and below which they are rapidly attenuated as they prog­
ress through the medium. 

Three qualitative results of these studies are of especial interest. In the 
first place, with increasing frequency the phase velocity in the lowest lon­
gitudinal and flexural branches approaches the velocity of the Rayleigh 
surface wave, and the disturbance becomes increasingly confined to the 
surface of the cylinder. In the second place, the dispersion is not monotonic 
as it is in the electromagnetic case: the phase velocity exhibits a minimum 
in the lowest longitudinal branch4 and a maximum in the lowest flexural 
branch5 with varying frequency. Finally, in the lowest longitudinal branch 
at least, the cylindrical nodes of the displacement components vary not only 
in radius but even in number with the frequency.4 

The last result suggests that it would be difficult in practice to drive a 
cylindrical rod in that pure mode represented by its lowest longitudinal· 
branch over any extended frequency range, since it is difficult to visualize 
a driving mechanism having suitable nodal properties. Longitudinal drivers 
which can be readily constructed may be expected to deliver energy to all 
longitudinal branches, in proportions varying with frequency. How satis­
factory such a transmission device could be would depend importantly on 
how much the phase velocities at anyone frequency differed from branch 
to branch. 

This paper sketches the behavior of the higher longitudinal branches. 
That behavior could, of course, be determined exactly; Hudson5 has shown 
how the calculation of the roots of the secular equations can be facilitated, 

* This is true in particular of the flexural type of mode, and in his otherwise excellent 
treatment of flexure Hudson's statement to the contrary must be disregarded. Recent 
writings in this field have tended to distinguish as "branches" what in allied problems 
are commonly called "modes". 
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and Hueter9 has used graphical methods. The alternative adopted here is 
a semi-quantitative treatment, assisted by extensive reference to the be­
havior of longitudi.nal waves in slabs, * for which the secular equation is 
simpler and closely analogous. The analogy in the case of flexural modes is 
considerably less close and will not be discussed. 

The general consequences of the inquiry are that the higher longitudinal 
branches have phase velocities which are not necessarily monotonic func­
tions of frequency. With increasing frequency, however, those velocities all 
approach that of the plane transverse wave, ** not that of the Rayleigh sur­
face wave (nor that of the plane longitudinal wave, as some investigators 
had guessed), a fact reflected perhaps in the experimental observation that 
driving a rod transversely usually provides purer transmission than driving it 
longitudinally. t Variation of nodal cylinders in location and number with 
frequency persists in the higher branches. 

2. THE SLAB 

The slab extends to infinity in the y, z plane and has a thickness 2a in the 
x-direction. The displacements of its parts in the x, y, z directions are u, v, 
w. Its material has density p and Lame elastic constants A and p., so that 
its longitudinal wave velocity is vi (2p. + A)/ p and its transvers~ wave veloc­
ity is vi p./ p. That J.t should be positive is a stability requirement of ener­
getics; A will also be taken as positive since no material with negative A is 
known. 

The equations of small motion are, in vec~or form, 

a2 

(2p. + A) grad div (u, v, w) - p. curl curl (u, v, w) = p at
2 

(u, v, w). 

Solutions representing longitudinal waves propagated in the z direc~ion can 
be of the form 

u = U ei(wt+'yz) , v = 0, 

where U is an odd function, and W an even function, of x alone, w is the 
frequency in radians per second, and 'Y = w/ c where c is the phase velocity. 
Solutions independent of yare chosen here because they provide the simplest 
analogues to the case of the cylinder. Substitution shows that U = Aeikx, 

.* I am indebted to Dr. W. Shockley for the suggestion that this behavior might dis­
playa close enough analogy to that of the cylinder to provide insight; the work of Morse 
bears out the analogy. 

** The fact is noted by Bancroft. 
t Private communication from H. J. McSkimin. 
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W = BeikX
, is a solution (where A and B are constants measuring 'the am­

plitude), if either 

or 

2 

(i) k~ = P+w --/ and 'Y Al = kIBI , 
2p. X 

2 

(ii) k~ = pW - -/ and k2A2 = -'YB2' 
I-" 

When solutions of both types are so superposed as to make U odd and W 
even 

U = iAl sin k1x + iA2 sin k2x, 

'Y k2 
W = Al k- cos k1x - A2 - cos k2x. 

1 'Y 

The normal and tangential stresses on planes perpendicular to x are 

x x = (21-" + X) au + X (av + aw), 
ax ay az (

av au) 
Xy = I-" ax + ay , 

Xs = p. (au + aw) 
az ax 

(1) 

(2) 

and the requirement that they vanish at x = ±a leads to the boundary 
conditions 

Al (X'Y2 + (21-" + X)ki) cos kia + 2A21-"kIk2 cos k2a = 0, 

2AI 'Y2 sin kl a + A2C'Y2 - k~) sin k2 a = 0, 

the vanishing of whose eliminant with regard to A 1 and A 2 is the secular 
, equation. Although in principle that equation e3tablishes a relation be­

tween'Y and w, it is more conveniently examined when expressed in terms 
of a == k1a and [3 == k2a, which are quadratically related to wand 'Y by (i) 
and (ii). In those terms it becomes 

(X[32 + (2p. + X)cr)2 cos a sin [3 

+ 4CJ..t + X)a[3CJ..t[32 - (2p.+ X)a2) sin a cos [3 = 0. 
(3) 

The physically interesting quantities can be expressed in terms of a ar.d 
[3, with the aid of (i) and (ii). Thus 

2 _ 1-"(21-" + X) ([32 _ 2) and (4) 
pw - a2(1-" + X) a , 

-/ = p.[32 - (21-" + X)a
2 

(5) 
a2(1-" + X) 



960 THE BELL SYSTEM TECHNICAL JOURNAL, OCTOBER 1951 

Hence, denoting 1 :::: {J/ a, the phase velocity c :::: wi'y is given by 

pc2 = J.I.(2J.1. + "A)(l2 - 1) == E (6) 
J.l.12 - (2J.1. + "A) , 

where E is an "effective stiffness", a function of the elastic constants 
and 1. 

Since {J = 0 is a trivial root of equation (3), it can be divided by {J, and 
the expression on the left then becomes even in both 0: and {J and (3) can be 
regarded as an equation in 0:2 and {J2 • . From (4) and (5) it is evident that, 
if wand 'Yare both to be real, a2 and {J2 must be real and must obey the ine­
qualities 

(7) 

and thus the root {J = 0: can be neglected. The general character of the 
desired roots can consequently be exhibited on a plot of {J2 against 0:2• Evi­
dently on that plot lines of slope unity are lines of constant frequency 
(equation 4), and lines radiating from the origin are lines of constant veloc­
ity (equation 6). As will appear later, however, it is more convenient to use 
a linear rather than a quadratic plot, real 0: being measured to the right, 
imaginary a to the left, of the vertical axis, and real {J upward, imaginary 
{J downward, from the horizontal axis. Here radial lines are still lines of 
constant velocity, but lines of constant frequency are no longer simple. 

In Fig. 2 such a plot has been sketched for the first few modes of a mate­
rial obeying the Cauchy condition "A = J.I.; the properties shown are restricted 
to those derived in the following paragraphs, and are lettered in Fig. 1 to 
correspond with those paragraphs. 

(a) By virtue of (7), the significant portions of the roots lie above and 
to the left of the lines {J2 = 0:2, J.I.{J2 = (2J.L + "A)a2• Setting J.L{J2 = (2J.L + "A)a? 
in (3) reveals the cut-offs at sin {J = 0 and at cos 0: = 0: in other words at 

{F ~ nY, a' ~ 21' ~ A nY, and also at {F 21' : A (n +~)' ".', 
d' ~ (n + ~)' "", where n is any integer. 

(b) Setting 0: = 0 in (3), it can be seen that the roots intersect the line 
0:2 = 0 at the points sin {J = o. By calculating the derivative of {J2 with re­
spect to 0:2, those points (at which 0: changes from pure real to pure imaginary) 

can be shown not to be multiple points, and the branches to have ~~ = 0 

and ~~!~ ~ 8J.LCJJ.x; "A), independent of branch number and negative for 
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Fig. i-Lines and intersections, discussed in the correspondingly lettered paragraphs 
of the text, which determine the properties of the first five branches of the longitudinal 
modes for a material obeying the Cauchy condition. Two coincident pairs of points are 
marked (2). 

C=V2J1./P 
477 

377 --------------------------

J 
« 
~27T 
<!l. 

C=Vii/P O~ ___ ~~ ____________________________ ~----~~------------
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Fig. 2-A rough sketch of the branches determined by the properties illustrated in 
Fig. 1. 
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all materials. At those points the phase velocity is that of a plane longi­
tudinal wave. 

(c) Setting sin 13 = 0 reduces (3) to af3{p.f32 - (2J1. + X)a2) sin a = 0, 
and hence in the region of positive 132 and negative a 2 the roots do not inter­
sect the horizontal lines 132 = n21r2 (n ~ 0). As can be seen from (6) this 
confinement implies that the velocity is asymptotic to V J1./ p, that of a 
plane transverse wave, with increasing frequency. Notice that, in the re­
gion of positive 132 and negative a2, 13 takes thOe values cos 13 = 0 only where 
Xf32 + (2J1. + X)a2 = 0 and that the roots have zero slope there. At those 
points the waves have a phase velocity V2 times that of a plane transverse 
wave. 

(d) In the region of positive 132 and positive a2 the roots exhibit a some­
what more complicated behavior, but confining lines can again be found: 
the diagonal lines 13 = (n + !)1r - a. It is the nature of such critical lines 
as these which can be better exhibited on the linear than on the quadratic 
plot. Alternatively those lines can be written cos a cos 13 - sin a sin 13 = 0 
(and thus will be shown to have analogues in the case of the cylinder), and 
substitution of this expression into (3) shows that if the roots intersect 
these lines they must do so for values of a and 13 satisfying the relation 

4(J.L + X)af3{p.f32 - (2J1. + X)a2) = - (Xf32 + (2J1. + X)a2)2 cot2 ao 

But the inequalities (7) make such values impossible. 
(e) This suggests that in that region the roots may oscillate in a some­

what irregular manner about the diagonal lines 13' = n1r - a. Indeed it is 
immediately evident that they pass through the points cos 13 = cos a = 0 
and sin 13 = sin a = o. 

(f) Expressing those lines as sin a cos 13 + cos a sin 13 = 0, and sub­
stituting into (3), shows that additional intersections may be afforded ,by 
any roots of the quartic equation 

(Xf32 + (2J1. + X)a2)2 ~ 40,t + X)af3{p.f32 - (2J1. + X)a2) = 0 

which obey the inequalities (7). Discarding the root a + 13 = 0, and dividing 
by a3, yields the cubic equation 

X2l3 - (2J1. + X)2l2 + (2J1. + X) (2J1. + 3X)l + (2J1. + X)2 = 0, (8) 

whose roots are the negatives of the roots of the cubic equation for the 
Rayleigh surface wave velocity. It is well known that the Rayleigh cubic 
always yields one and only one significant positive root, and hence equation 

, (8) can afford at most two additional significant intersections. of any root 
. of the secular equation with the line about which it oscillateso Although it 
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is not feasible to exhibit the roots of the Rayleigh cubic explicitly for arbi­
trary fJ. and X, it is of some interest to exhibit its discriminant 

and to note that for real positive values of X and fJ. it changes sign only once, 
at approximately X/fJ. = 10/9. Hence for X/fJ. > 10/9 two roots of the Ray­
leigh cubic are complex, while for X/ fJ. < 10/9 two roots are real and nega­
tive. For a material obeying the Cauchy condition X/ fJ. = 1, the roots of 
the Rayleigh cubic are -3, -3 ± 2V3; thus l = 3, 3 + 2V3, both of 
which obey the inequalities (7), are relevant to intersections of each branch 
of the roots of the secular equation with the line about which it oscillates. 

(g) The results of (e) and (f) suggest the value of a similar investigation 
in the region of imaginary a. Here (denoting a == iA and L == (3 / A where 
A is taken positive and real) intersections occur between the branches and 
the lines sinh A cos {3 - cosh A sin {3 = 0 when (XL2 - (2fJ. + X»2 = 
4CJJ. + X)LCJJ.L2 + (2fJ. + X». Clearly this quartic in L has two and only 
two positive real roots, one greater and one less than V (2fJ. + X)/X. In the 
case X = fJ., those roots are approximately 9 and 1/3. This information, 
taken with that of (c), establishes that the branches are confined in the 
region of imaginary a to bands determined by 11,7r < {3 < (11, + !)7r, having 
one tangency to the lines {3 = (n + !)7r; and that at values of A greater 
than correspond to the smaller root of l, the branches lie in the bands n7r < 
{3 < (n + !)7r. 

It is convenient to obtain assurance that in general the branches do not 
intersect at any point by noting that the confining lines of paragraphs (c) 
and (d) define bands within each of which in general one and only one cut­
off point falls. Pivoting a ruler about the origin of Fig. 1, and recalling the 
cut-off conditions, avails. Degenerate cases arise when the elastic constants 
satisfy a condition 2fJ. + X = n2fJ. where n is an integer; in those cases some 
cut-off points coincide in pairs on some confining lines. Calculation of de­
rivatives at those points shows that the cases are not otherwise exceptional: 
the pair of roots forms a continuous curve which is tangent to the cut-off 
line at the double cut-off point. 

From (6) it follows that the phase velocity will have a maximum or a 
. . . h f 'f d({32) (32 Th d' . . mInImUm WIt requency 1 d(a2) = a2 ' at con Itlon reqUIres 
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In the region of positive {32 and 0.2 and of the inequalities (7), this is impos­
sible, but when 0.

2 is negative the condition may be satisfied. If it is satis­
fied in the higher branches, however, it must be satisfied an even number 
of times in any branch, so that the branch exhibit~ as many maxima as 

1.0 c=Vii7P 
o 0.5 

1\ 
1.0 

........ ....... 

1.5 2.0 2.5 3.0 3.5 
T (PROPORTIONAL TO FREQUENCY) 

........ 
' ............. _- ----

----<>- ------
4.0 4.5 5.0 

Fig. 3-The beginnings of the dispersion cur\'es inferred from Figs. "1 and 2. The solid 
shaded lines are the curves about which the branches oscillate, intersecting them at the 
triangles and lying on the shaded side of them elsewhere, and the dashed extensions are 
the branches themselves. For increasing T these branches all become asymptotic to the 
base line. The dashed lines at the top are the true cut-off frequencies; the solid "cut-off" 
lines are the asymptotes of the shaded curves. The beginning of the lowest branch is 
shown at the lower left; it becomes asymptotic to a line below this plot, 

after passing through a shallow minimum. 

minima, for clearly the phase velocity is a decreasing function of frequency 
near the cut-off, and the velocity can also be shown to approach its asymp­
totic value at high frequencies from above in the higher branches. 

In finally displaying the dispersion curves (Fig. 3) it is convenient to use 
as reduced variables T, the number of plane transverse wave lengths in 
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c 
one slab thickness (which is proportional to the frequency), and -, the 

Co 

ratio of the velocity to that of a plane transverse wave. Evidently 

T 2 === (wa)2 = ~ . 2p, + "A ({i _ (i); 
'lrCo 7r

2 p, + "A 

where Co === vi p,/ p. 

(2p, + }..)(l2 - 1) 
p,l2 - (2p, + }..) , 

For completeness, the lowest branch will be briefly sketched: that which 

originates at a = /3 =0. A calculation of ~~!:; at that point yields only one 

non-trivial root, - (2 p, + "A) (2p, + 3"A)/"A2, and thus the phase velocity at 
low frequencies is found to correspond, as would be expected, with that 
given by the stiffness (a semi-Young's modulus, so to speak) of a material 
displacement-free in the x-direction but not in the y-direction, E = 
4p,(p. + }..)/(2 p, + }..). Since lines radiating from the origin of the (f32, a2) 
plot are lines of constant velocity, the dispersion curve for this branch 
starts with zero slope. The root curves over, intersecting the line 

}../32 + (2p, + }..)a2 = 0 at fJ = ~, and intersects the line {32 = 0 again at 

A2 (a = iA) where (2p, + }..) A cosh A = 4(p. + "A) sinh A. For large 
negative a2 and fJ2, equation (3) approaches 

}..2l4 + 4Jl(p. + }..)P + 2}"(2p, + }")l2 - 4(2p, + }..)(p. + }")l + (2Jl + "A)2 = 0, 

which after discarding the trivial root l = 1 leaves the Rayleigh cubic. In 
the case of this one branch, the phase velocity approaches its asymptotic 
value at high frequencies from below, and hence the dispersion curve must 
have an odd number of maxima and minima, and in particular at least one 
minimum, as was discovered by numerical calculation for the corresp·onding 
branch in the case of the cylinder by Bancroft.4 

The complicated'behavior of the displacements in the higher branches is 
sufficiently illustrated by a brief consideration of their nodes: the values of 
x at which the displacement is entirely along or entirely across the slab. 
From (1) and the boundary conditions, the x-dependence U of the displace­
ment component perpendicular to the slab will be given by 

Kl U = (Vi + (2p, + "A)a2
) sin /3 sin ax 

a 

+ 2(p,ri - (2p, + "A)cl)sin a sin fJx 
a 

(1a) 
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or by 

U () . ax 
K2 2 p. + "A a{3 cos {3 sm -

a 
(lb) 

where Kl = ("A{32 + (2p. + "A)a2)K sin {3, K2 = 2(p. + "A)a{3K cos {3, at all 
points (a, (3) satisfying (3). Similarly from (2) and the boundary conditions, 
t.he x-dependence W of the displacement component along the slab will be 
given by 

Ka W = ("A{32 + (2p. + "A)a2) sin {3 cos ~ - 2(p. + "A)a{3 sin a cos {3x (2a) 
a a 

or by 

K4 W = 2(p.{32 - (2p. + "A)a2) cos (3 cos ax 
a 

(2b) 

K . r .. + ") "A{32 + (2p. + "A)a
2 

K . R K 2· r .. + ")K 
3 = ~a'Ya\P' 1\ p.{32 _ (2p. + "A)a2 sm /J, 4 = ta'Ya\P' 1\ cos {3. 

Examine now, for example, a material for which "A = p., in the branch 
whose cut-off is at {3 = 271", a = 271"/0. It can be verified at once that the 
nodes of the two components at some of the values of (a, (3) discussed ear-

lier are described by the following table (in which t "" cos :;) : 

a {3 Values of x/a for nodes of U . Values of x/a for nodes of W 

27r/Vj 27r 0, ± two values given by ±i, ±i 
2/VJ sin 27rx/av1 = 
cos 27r/y'3 sin 27rx/a 

7r 27r 0, ±1, ± one value given by ± two values given by 
14t + 8 = 0 14t2 - 2t - 7 = 0 

7r/2 57r/2 0, ± two values given by 22t2 + ±1, ± one value given by 
11t - 2 ='0 5t2 - 15t - 11 = 0 

0 37r 0, ±!, ±~, ±1 no nodes 
7rri/2Vj 7rr/2 0, ±~, ±~, ±l ±~, ±~, ±~, ±1 

iC'IJ 37r 0, ±!, ±j, ±1 ±~, ±g, ±i 

It is to be noted in general that the nodal variations become less extreme 
at high frequencies, since for all branches except the lowest U and W tend 
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to become proportional to sin I!! and cos {3x respectively, and {3 approaches 
a a 

the value n7r' where n is the branch number in order of increasing cut-off 
frequency, with n = 0 ascribed to the lowest branch. Thus the feeling, de­
rived from more familiar cases of wave motion, that the order in which 
the branches arrange themselves should be correlated with the number of 
nodes they display retains an asymptotic validity here, in respect of each 
displacement component. 

Nodes of absolute displacement will occur only at special frequencies. 

With the notation el == ax, {3' == I!!, the conditions for their occurrence can 
a a 

be written 

(p.{3'2 - (2J.L + X)a'2) sin {3' cos a' + (p. + X)a'{3' cos {3' sin a' = 0, 

sin 2a' _. sin 2{3' 
sin 2a - sin 2{3 , 

taken together with (3). 

{3' :::; {3, 

3. THE CYLINDER 

a' < a - , 

Procedures analogous to those of the preceding section, and presented by 
LoveS, lead to Pochhammer's secular equation, which in the present 
notation* is 

(X{32 + (2J.L + X)a2)2Jo(a)J1({3) 

+ 4(p. + X)a{3(}L{32 - (2J.L + X)a2)J1(a)Jo({3) (9) 

+ 2(}L + X)(2J.L + X)a(a2 - (32)J1(a)J1((3) = 0, 

where (4), (5) and (6) still hold, with a signifying the radius of the rod. The 
analogy between (3) and the first two terms Of (9) is striking. Again the 
roots {3 = 0 and {3 = a can be neglected, and the equation when divided 
by {3 becomes even in a and {3, and a plot of {32 against a 2 becomes appro­
priate, with the restrictions (7) as to regions of significance. The following 
paragraphs are lettered to correspond with their analogues of the preceding 
section; 

(a) Setting J.L{32 = (2 J.L + X)a2 in (9) reveals the cut-offs at J 1({3) = 0 
and at (2J.L + X)aJo(a) = 2I1J1(a). 

(b) Setting a = 0 in (9), it can be seen that the roots intersect the line 

* In comparing this treatment with that of Hudson5, interpret his symbols 
wa 2J1. 

x-fJ,y-a,ro- -,a- --. 
Co 2J1.+;\ 
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a2 == ° at the points J 1(J3) = 0, traversing them with ~~:~ = -4J.t~2 + ~), 
or half that of their analogues. Again it is only at those points that the 
phase velocity has the value y' (2)1. + 'A)/ p. 

(c) Setting J 1(J3) = ° reduces (9) to a{3(p.{32 - (2J.t + 'A)a2)J1(a) = 0, and 

hence the roots are confined between the horizontal lines J 1(J3) = ° in the 
region of positive {32 and negative a 2, and the velocity is asymptotic to 
y' J.t/ p with increasing frequency. They meet the line 'A{32 + (2J.t + 'A)a2 = ° 
at the points (3Jo(J3) - J 1(J3) = 0, or in other words at the maxima and 
minima of J 1(J3), * where again the phase velocity is y'2)1./ p. 

(d) In the case of the cylinder confining lines** are 

[ 
I ( ) 'A ({l - (

2

) )] ') () ) 
J 1 a + a('A{32 + (2)1. + 'A)a2) J 1(a J 1 ({3 - J 1 a J 1({3 = 0, 

since substitution shows that intersection of (9) with these lines would re­
quire 

4()1. + 'A)a{3()1.{32 - (2)1. + 'A)a
2

) J 2( ) 
('A{32 + (2J.t + 'A)a2)2 1 a 

. [, 'A ({32 - ( 2
) ] 2 

= - J 1 (a) + a('A{32 + (2J.t + 'A)a2) Il(a) , 

which cannot be satisfied by permitted values of a2 and {32. 
(e) This suggests that in that region the roots may oscillate about the 

lines 

( ) ') ) [, ) 'A ({32 - (
2

) ( )] 
II a I 1({3 + I 1({3 J 1(a + a('A{32 + (2)1. + 'A)a2) II a = 0. 

In fact, in view of the equivalence I~(x) = Jo(x) - ~ I 1(x), those lines 
x 

can be seen to have points in common with the roots of the secular equation 
at Jl(a) = 0, J 1(J3) = 0, and at 

I ) I ) 'A ({32 - (
2

) ( ) 

I 1({3 = 0, II (a + a('A{32 + (2J.t + 'A)a2) J 1 a = O. 

(f) Substituting the expression for the lines of (e) into (9) shows that 
again additional intersections may be afforded by suitable roots of the 
cubic equation (8). 

* The analogy to the corresponding intersections for the slab at the maxima and 
minima of sin (3 is noted by Lamb, ref. 2, p. 122, footnote. 

** There are infinitely many such families of lines but none carries the analogy with the 
slab to the point of being independent of the elastic constants. The families used in (d) 
and (e) serve the present purpose as simply as any. 



LONGITUDINAL MODES IN CYLINDERS AND SLABS 969 

(g) In the region a = iA, the analogous lines are given by 

iJ,(iA)J~(fl) + J,(fJ) [J:(iA) - A(Afl2A~' (t ~) A)A') iJ,(iA) ] = 0, 

with which intersections occur for the same values of (3/ A as in the slab. 
These results permit visualization of a counterpart to Fig. 1 for the cylin­

drical case. In it the critical lines radiating from the origin are the same. 
The horizontal lines, instead of being evenly spaced by 7r/2, are spaced as 
the zeros, maxima, and minima of II(j3). The vertical lines, again no longer 
evenly spaced, are replaced alternately by straight vertical lines II(a) = 0 

and by the curved "vertical" lines Io(a) = }..{32 ~ (~ ~a}..)a2 II(a) which 

lie between their straight companions and approach Io(a) = 0 as (3 be­
comes large. Finally the confining lines, and the lines about which the 
branches oscillate, become the curves defined in (d) and (e), which can be 
seen to follow a course not dissimilar to the diagonal course of their prede­
cessors, passing through the intersections of the new horizontals and 
verticals. 

Again the branches do not intersect, except for pair-wise coincidence of 
cut-offs on one or another of the lines (d) when the elastic constants obey 
special relations. Thus the dispersion curves to which Hudson5 assigns 
certain of Shear and Focke's data cannot be taken (and indeed Hudson 
does not suggest that they must be taken) as corresponding to higher 
branches of the longitudinal modes, since the former curves intersect one 
another, and the latter cannot unless anisotropy modifies their behavior 
qualitatively. The assignments could represent modes other than longitu­
dinal. The more recent results of Hueter9 show essentially the behavior of 
Fig.3. 

In view of the closeness of the analogy thus revealed, it may be taken as 
probable that qualitative correspondence will obtain quite generally be­
tween the longitudinal modes of the slab and those of the cylinder. 
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Frequency Dependence of Elastic Constants and Losses 
in Nickel 

By R. M. BOZORTH, W. P. MASON and H. J. McSKIMIN 

The elastic constants of nickel crystals, and their variation with magnetic field 
(!:I.E effect), have been measured by a lO-megacycle ultrasonic pulsing method. 
The constants of three crystals agree well with one another when the crystals are 
magnetically saturated, but vary with domain distribution when demagnetized. 
The maximum !:I.E effect observed is much less (3%) than has been observed at 
lower frequencies (20%). By measuring the !:I.E effect and the decrement of poly­
crystalline rods at low frequencies, it is shown that the small effect observed at 
10 megacycles is due to a relaxation in the domain wall motion due to micro­
eddy-current damping. 

From the initial slope of the decrement-frequency curve, and also from the 
frequency of maximum decrement, the size of the average domain is found to be 
about 0.04 mm. Actual domains in single nickel crystals have been observed 
optically by Williams, who finds domain widths of 0.02 to 0.2 mm. 

T HE three elastic constants of nickel have been determined in several 
single crystals by measuring the velocity of pulses of elastic waves of 

frequency 10 mcfs and duration 0.001 sec. The method has been described 
by McSkiminl and the preliminary results on nickel have already been re­
ported briefly.2 

It is well known that Young's modulus, E, increases with magnetization, 
and changes in E (the "b.E effect") by 15 to 30 per cent have been observed 
at room temperature and changes by greater amounts at higher tempera­
tures.3 It was surprising to find then, in our own experiments at 10 mc, that 
the greatest change was only about 3 per cent. It then occurred to us that, 
at such a high frequency, relaxation of the domain wall motion by micro­
eddy-current damping might be expected. This led to the investigation of 
the frequency dependence of I:J.E and of the logarithmic decrement, 0, in 
polycrystalline nickel, and the results obtained support the theory and give 
information about domain size, as described below. Calculations4 based on 
the equations of domain wall motion give results which agree with the ex­
periments. 

A number of experiments3 have already established the existence of micro­
eddy-current losses in magnetic materials subjected to elastic vibrations. 
These losses have their origin in the local stress-induced changes of mag­
netization of the domains of which magnetic materials are composed. The 
change in magnetization of one domain will give rise to eddy-currents around 
it and in it, and the consequent loss in energy depends on the frequency f 
and the resistivity R, and on the size and shape of the region in which the 
change in magnetization occurs. These losses are in addition to the macro-

970 
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eddy-current losses, due to the relatively uniform changes in magnetization 
of a magnetized specimen that occur during a change in stress. 

Calculations of the logarithmic decrement, Oi , attributable to micro­
eddy-currents, have been made by Becker and Doring3 and by one of the 
writers.4 According to these calculations when the material is composed of 
plate-like domains of thickness l, in which magnetization changes by bound­
ary displacement, the decrement for nickel, which has its directions of easy 
magnetization parallel to [111] directions, is given by the relation 

a = J,Lo Es A~n [ SC44 J2 fifo (1) 
S1; Cn - CJ2 + 3C44 1 + Plf5 

7rR 
where fo , the relaxation frequency for domain wall ~otion is fo = 24J,L

o
l2' 

Is is the saturation magnetization, Es is the saturated value of Young's 
modulus, J,Lo is the initial permeability, R the electrical resistivity, Am the 
saturation magnetostriction along the [1111 direction, and Cn, C12 and C44 

the three elastic constants of nickel which are evaluated in this paper. For 
low frequencies the initial slope of the decrement vs frequency curve is 

~ = 24Es J,L~ [2 A~l1 [ SC44 J2 (2) 
f S7r RI; Cn - C12 + 3C44 

As the frequency is increased the decrement rises to a maximum and then 
declines asymptotically to zero. Both the initial slope of the a vs f curve and 
the frequency at which the maximum occurs are measures of the domain size. 
The initial slope has already been used to evaluate the size of the domains 
in 68 Permalloy.5 It is shown in the present work that the maximum occurs 
in polycrystalline nickel at a frequency consistent with the dimensions of 
domains observed by Williams and Walker6 in single crystals of nickel. 

ELASTIC CONSTANTS AND DAMPING IN SINGLE CRYSTALS 

The nickel crystals used here were grown by slow cooling of the melt in a 
molybdenum wound resistance furnace, by a method previously described.7 

They were cut with major surfaces parallel to (110) planes and were placed 
between two fused quartz rods as shown in Fig. 1. Measurements of the 
elastic constants were made as described in detail by McSkimin,1 by meas­
uring the velocity of propagation of 10 me pulses. In order to obtain a num­
ber of reflections in the crystal, films of polystyrene approximately 1 wave­
length thick are placed between the rods and the nickel crystal. This has the 
effect of lowering the impedances next to the nickel to small values and 
hence nearly perfect reflections at the two surfaces are obtained. The fre­
quency is varied until successive reflections occur in phase, and the velocity 
is then calculated from the frequency and the dimensions of the crystal. 
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Fig. i-Experimental arrangement for determining the elastic constants and tiE 
effect in single nickel crystals. 

TABLE I 
ORIENTATION AND ELASTIC CONSTANTS 

- 1-o I 0 

!:l~ !:l~!:l Measured .,3 a ·EoZ·2 Type of Equation for Velocity. Velocity Elastic constants 
~ ~.~, ~ ~~ Vibration (cm/sec) (dynes/cm2) 

.=~ +' .!::~"'" 
~ ~ 
-- -- ---

110 110 Longitu-
dinal 11 = V(Cll + C12 + 2CI4)/2p 6.03 X 105* Cl1 + C12 + 2cu = 6.47 X 1012 

110 fto Shear 1 11 = V(Cll - c12)/2p 2.26 X 105 Cll - C12 = 0.90 X 1012 

110 001 Shear 2 11 = VC44/P 3.65 X 105 CU = 1.185 X 1012 

* A slight correction has been made for this value. 

The velocities for one demagnetized crystaP were found to have the values 
shown by Table I. These values of velocity, and a density of 8.90 for the 
single crystal, give values for the demagnetized elastic constants of 

Cll = 2.50, C12 = 1.60, C44 = 1.185 (3) 

all in 1012 dynes/cm2
• 

To obtain the!J.E effect, the whole unit was placed between the jaws of a 
large electromagnet. Since the crystal was about 2.5 centimeters in diam­
eter but only 0.472 cm thick, saturation could be obtained more easily 
along the long directions of the crystal. Figure 2 shows the changes in 
velocity of propagation along the [110] direction: caused by magnetization 
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along [001], for the shear mode with particle motion along [110]. Fields of 
about 10,000 were attainable but a maximum field of about 6000 was usu­
ally used. The velocity increases by 2.6 per cent at the saturated value. 
On decreasing the field to zero the velocity drops below the original value 

o 
o 

2.8 

2.4 

2.0 

1.6 

x 1.2 

~I~ 

0.8 

0.4 

a .fI, 
t 
I 
I~ -0.4 
o 

~J 

r 
• 

H II [001] 

!.I ell [110] 

V II [110] 

Vo= 2.26 x 105 

1000 2000 3009 4000 5000 6000 
MAGNETIC FIELD STRENGH,H, IN OERSTEDS 

Fig. 2-Change in velocity in percent from demagnetized value as a function of the 
magnetizing field for a shear wave in a (110) section when the particle velocity E is 
along the [1'101 direction and the field H along the [001] direction. 

for the demagnetized state, but it has practically the initial value when ~he 
crystal is again demagnetized. The lower value of velocity for the return 
curve indicates that the free energy is lower for some arrangement of the 
elementary domains other than the demagnetized state. 

Figure 3 shows the attenuation in decibels per trip as a function of mag-
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netization. The loss drops from about 7 db to 1 db as the crystal becomes 
magnetized. The low value is the remanent loss caused by the energy 
lost to the terminations, so that one can say that the losses due to micro­
eddy-current and micro-hysteresis are 6 db per trip or 12.7 db per centimeter 
for this mode of motion. The Q of the crystal can be shown to be equal to 
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the phase shift in radians divided by twice the attenuation in nepers per 
cm, or 

27f"J/v 
Q = 2 (db per cm)/8.68 

(4) 

and our results give Q = 94, corresponding to a decrement of 7f"/Q = 0.033. 
Figure 4 shows a measurement of the same mode when the field is applied 

along the [110] direction. The velocity approaches a slightly different 
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limit on account of the "morphic" effect discussed in another p::tper.8 If 
we average the two values the effective elastic constant for saturation be­
comes 

(5) 

Measurements for the field along the thickness did not produce saturation 
and are not shown. 
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Figures 5 'and 6 show similar measurements for the other shear mode 
(Shear 2 of Table I) for two directions of the m::tgnetic field. Averaging 
the two limiting values, the constant C44 at saturation becomes 

Ct4 = 1.22 X 1012 dynes/ cm2 (6) 

The Q and decrement for this case become approxim::ttely 110 and 0.028. 
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Figures 7 and 8 show measurements for the longitudinal mode. Variations 
of about 0.6 per cent in the velocity are obtained, and the saturated e1astic 
constants, Q and decrement are 

ctl + C:2 + 2C:4 = 6.55 X 1012, Q = 390, 0 = 0.008 (7) 
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Combining the elastic constants, the saturated elastic constants are evalu­
ated: 

Ctl = 2.53, 

all in 1012 dynes/cm2• 

Ct2 = 1.58, (8) 
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It is obvious from the measurements of Figs. 4 to 8 that the changes in 
the elastic constants with magnetization are much smaller at the high £Ie­
quencies (10 mc) than they are at the lower frequencies of 10 to 50 kilo-
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cycles where changes of 15 to 30 per cent have been observed in polycrystal­
line material.3 A rough comparison of the low-frequency values with the 10 
megacycle values can be obtained if we convert the observed changes in the 
c's to the. equivalent change in E. This can be done if we use the method 
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developed by one of the writers9 for obtaining the elastic constants of a 
polycrystalline rod from the cubic elastic constants. In this case the Lame 
elastic constants are given by the formulas 

324 
A + 2p, = '5 Cn + '5 C12 + '5 C44, 

(9) 
3 Cn - C12 

P, = '5 C44 + 5 
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Since in terms of the Lame elastic constants, the value of Young's modulus 
IS 

(10) 

one finds that the difference between the saturated and demagnetized value 
of Young's modulus divided by the demagnetized value is 
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~l!:. = Es - Eo = 2.381 - 2.312 = 0.03 = 3% (11) 
Eo Eo 2.312 

which is much smaller than that given by low frequency measurements. 
To check our results, and be sure that the crystals were free from imper­

fections and strains, two other crystals were prepared and carefully an­
nealed at HOOoe. The values found for the changes in elastic constants were 
considerably less for these crystals. The Q's of the crystal were also higher. 
Table II shows the measured values and the equivalent !::.E/ E values. The 
table shows also the measurements for the demagnetized crystal of two 
Japanese workerslO,ll and the equivalent fl.E/E assuming that the saturated 
elastic constants are the same as those found for the other three crystals. 
Since these vary by only ±0.5 per cent among themselves, this appears to 
be a good approximation. 

TABLE II 
ELASTIC CONSTANTS (IN 1012 DYNES/CM2) AND LlE-EFFECT IN SINGLE CRYSTALS OF NICKEL 

Magnetically Saturated Demagnetized 
Crystal t.EjE 

C11 C12 C44 C11 C12 C44 

--- --- ---
1 2.53 1.58 1.22 2.50 1.60 1.185 0.03 
2 2.524 1.538 1.23 2.52 1.54 1.229 0.0017 
3 2.523 1.566 1.23 2.517 1.574 1.226 0.0046 

Yamamotoll 2.44 1.58 1.02 0.16 
Honda and 2.52 1.51 1.04 0.11 
Shiraka wa 10 

The lower values of fl.E/ E for the second and third crystals are probably 
due to larger domain sizes, caused by the longer anneal. 

DAMPING AND fl.E-EFFECT IN POLY CRYSTALLINE RODS 

To test the theory of micro-eddy-current shielding (see Introduction), 
the velocity and attenuation of elastic vibrations in well-annealed poly­
crystalline nickel rods were measured over the frequency range of 5 kilo­
cycles to 150 kilocycles. In the method of measurement,12 shown by Fig. 
9, two matched piezoelectric crystals of resonance frequency corresponding 
to integral half wavelengths along the rod, are attached to the ends of the 
rod. Phase-amplitude balance was obtained by critical adjustment of fre­
quency and output of the calibrated attenuator. The corresponding level 
was then compared with that obtained when the two crystals were cemented 
directly· together. With little error, the velocity of propagation is given by 

2ilo 
v = n' n = 1,2,3 ... (12) 
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The attenuation A (and hence the Q of the rod) was obtained by solving 
the equation 

. 1 At (r - cosh Alll )n7rM c 
SIn 1 0 = .---=--:-::----

Q,;Ma 
(13) 

in which r is the ratio of output with crystals together to output with 
specimen attached, to is the length of rod, Me the mass of either crystal, 
M a the mass of the rod, and Qc the Q of the crystal as determined by reso­
nance response method. 

For this equation to apply accurately, the terminating impedance pre­
sented to the rod by the crystals at resonance must be small compared to 
the characteristic impedance of the rod, and the Q of the rod should be > 10. 
This method may be used even when the total loss in the rod is so high that 
well defined resonances no longer exist. At the lower frequencies, however, 

INPuT 

CRYSTAL 
RECEIVER 

BUFFER 
AMPLIFIER 

TO 
DETECTOR 

Fig. 9-Experimental arrangement for measuring the t:..E effect and associated loss in 
a poly crystalline rod at low frequencies. 

a useful check may be made by the resonance response method of determin­
ing Q which involves determining the frequency separation .1f for two fre­
quencies 3 db from the maximum response frequency, and using the formula 

Q = fmax 
.11 

(14) 

Correction for the mass and dissipation of the piezoelectric crystals must of 
course be made. Both methods have been found to agree within ab01lt 10% 
-the probable error to be expected. 

The Appendix lists formulae to be used when the resonance frequency of 
the crystal driver differs from the frequency at which phase balance is ob­
tained. This condition of necessity occurred when the rods were subjected 
to a magnetic field, which caused an increase in the velocity of propagation. 

Figure 10 shows a typical measurement of change in frequency and 
change in decrement with magnetizing field excited in a solenoid surround-
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ing the nickel rod. Saturation is not quite obtained so that the AE effect 
measured is slightly lower than the true value, but for relative frequency 
comparisons this is not important. 

The first rod measured was 0.320 cm in diameter and 10.16 cm long and 
was annealed at 1100°C. Five frequencies ranging from 22.5 kilocycles were 
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used and the ratio of the change in Young's modulus to the value of Young's 
modulus for the demagnetized rod is shown plotted in Fig. 11. This figure 
shows also the decrement 0 = 7r/Q. It is obvious that the decrement even­
tually decreases as the frequency rises, and this is contrary to the simple 
theory of the micro-eddy-current effect,3 which indicates that the decrement 
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should increase linearly with the frequency. The indicated maximum for this 
rod is below 120 kilocycles. 

In order to obtain the first part of the decrement vs frequency curve, a 
rod of 46.05 cm length and 0.637 cm diameter was next used. This rod was 
annealed at 1050°C and presumably has a smaller average domain size than 
the first one, so that the important variations occur in a more favorable 
frequency range. 

The changes in elastic constant and the decrement for this rod are shown 
by Fig. 12 for frequencies from 5 kilocycles to 96 kilocycles. At the lower 
frequencies the decrement increases in proportion to the frequency in 
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Fig. 12-Fractional change in Young's modulus, and the decrement, plotted as a 
function of frequency for rod No.2. 

agreement with the simple theory. By extending this curve down to zero 
frequency it is seen that a micro-hysteresis effect (which is independent of 
the frequency) gives an initial decrement of about 0.010. The decrement 
rises to an indicated maximum at somewhat more than 100 kilocycles and 
the change in elastic constant with saturation decreases with frequency. 

The data on these two rods taken together indicate that there is a fre­
quency of maximum decrement and for frequencies above and below this 
the decrement is smaller. The /).E change in the elastic constant decreases 
as the frequency increases and for very high- frequencies the /).E effect be­
comes very small. As shown by the discussion in the next section, the fre-
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quency of the maximum value of 0 and the initial slope of the decrement 
frequency curve are connected with definite domain sizes which can be 
calculated appro:x;imately and compared with magnetic domain powder 
patterns. 

DISCUSSION 

Our determinations of the elastic constants may be discussed in relation to 
the values obtained by others. The results reported by Honda and Shira­
kawa10 and Yamamotoll were unknown to us and unavailable at the time of 
our preliminary communication. The data of the Japanese, converted from 
s-constants to c-constants by the relations: 

Sll + S12 
cn = 2 2 

S11 + SnS12 - 2s12 

-S12 (15) 
C12 = 2 2 

S11 + S11S 12 2S12 

are included with our data in Table II. 
As our experiments show, the 10 mc pulses that we used are so rapid that 

micro-eddy-currents largely prevent the stress-induced changes in mag­
netization from penetrating the domains. Therefore the constants deter­
mined by this method are those for material almost saturated. The values 
at saturation are independent of the initial domain distribution, and of the 
ease with which the magnetization in the separate domains can be changed 
by stress, consequently they are the more fundamental elastic constants of 
the material. The variety of values for unmagnetized nickel is made evident 
from the scatter in the ratios of t:J.Ej E that have been reported.3 The varia­
tion in the values of the c-constants recently published is thus"not surprising. 
The values at saturation of the three crystals examined by us are in sub­
stantial agreement, as shown in Table II. They cannot be compared directly 
with the results of the Japanese workers because the latter reported data 
for unmagnetized crystals only and then E is sensitive to heat treatment 
and domain configuration. 

As mentioned in the introduction, the damping of elastic vibrations by 
micro-eddy-currents is proportional to the frequency at low frequencies 
(Eq. 1) and it rises with frequency to a maximum and then declines toward 
zero. The frequency at which the maximum occurs has been calculated4 

by using the equation of domain wall motion and evaluating the constants 
from the initial permeability and the power loss caused by domain wall 
motion. The maximum value of 0 comes at the same value as that calculated 
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for eddy current losses in sheets having the same thickness as the domain, 
namely 

(16) 

I being the thickness of the sheet, f.l.o the initial permeability, and R the 
resistivity of the material (all in c.g.s. units). 

As noted below, the domain sizes calculated from the initial slope of the 
o vsf curve of Fig. 12, and from the frequency at which the maximum decre­
ment occurs, are respectively 0.035 mm and 0.045 mm (for plates). These 
values agree quite well. The decrement curve is broader than would be cal­
culated from equation (1) for a single domain size. This agrees with the 
optical measurements of domain size by Williams,6 which are shown by 
Fig. 13. This indicates domain sizes from 0.01 to 0.2 mm: 

The maximum value for the decrement calculated from equation (1)., 
using the measured values, is 0.35 compared to the observed value of 0.11. 
Part of this is due to the broadening of the peak caused by a distribution 
of domain sizes, but part may also be due to the deviation of the actua;l 
domain shape from a sheet which has been assumed in making the cal­
culations. 

The calculations of domain size are made in more detail as follows: 
According to D6ring13 the change in Young's modulus for nickel contain­

ing only small internal strains is related to the initial permeability, f.l.o, 

as follows: 

(18) 

provided the averaging over all crystallites is carried out with constant 
strain. (If constant stress is assumed, the fraction in brackets, equal to 
1.76, is omitted.) For nickel Al11 is 25 X 10-6,18 is 484, and the c's arethe 
elastic constants given in Table 1. This equation holds for low frequencies 
at which the shielding in single domains is negligibly small. When the re­
laxation effect of domain wall motion is considered4 equation (18) has to15e 
multiplied by the factor 

1/(1 + j-/f~) , (19) 

The data of Fig. 12 give the values: 
t!.E ' 

Eo = 1.83 X 1012
, Es = 2.22 X 1012 dynes/cm2

, E = 0.21 (20) 

for low frequencies. Using these in the above equation, the calculated value 
of f.l.o is 320. A direct measurement* of f.l.o has been made for this rod and 
found to be 340, in good agreement with that deduced from the t!.E effect. 

* Measurements were made independe~t1y by Miss M. Goertz and Mr. P. P. Cibffi 
in order to check this unusually high value. 
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Since the permeability is much higher than can be accounted for by 
domain rotation it is obvious that domain boundary motion is occurring. 
Hence in determining the domain sizes from the slope of the decrement vs 

Fig. 13-Photograph of domains in a single nickel crystal (after Williams). Field of 
view, 0.5 mm. 

frequency curve, equations (1) and (2) for domain boundary motion are 
appropriate. 

When the data of Fig. 12 are extrapolated to zero frequency it appears 
that there is a microhysteresis loss (which is independent of the frequency) 
giving a decrement of 0.01. The initial slope of the Oi vs f curve is then about 
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2.5 X 10-6, and use of equation (2) with this and other appropriate values 
indicates that the domain size is 

1 = 0.035 mm, (21) 

as reported above. 
A check on this value can be obtained from the frequency, 1m, corre­

sponding to the maximum of the 0 vs 1 curve~ If we use equation (16), 

Pofm/R = 0.13, (22) 

with! = 1.5 X 105 (Fig. 11), we find 1 = 0.045 mm, in reasonable agreement. 
An actual photograph of domains in a single crystal of nickel, taken by H. 
J. \Villiams and reproduced in Fig. 13, shows the presence of domains of 
various sizes ranging from about 0.01 to 0.2 mm. Any such range in domain 
5izes will naturally tend to flatten the maximum of the 0 vs 1 curve and, 
on account of the form of the 0 vs 1 function, will push the maximum to a 
higher frequency than that corresponding to the initial slope, and will give 
a lower maximum value to the decrement frequency curve. 

The average domain size derived from our experiments is somewhat larger 
than that previously obtained in 68 Permal1oy.5 This may be expected, 
for nickel has a very high magnetostriction and the movement of domain 
boundaries by stress will be relatively large, possibly so large that the re­
gions swept over by the domain walls will correspond to whole domains of 
the original domain structure, when the stresses are equal to those used in 
our experiments. The domain size which we have determined is based on 
this interpretation. 

APPENDIX 

METHOD OF MEASUREMENT-FORMULAE 

From transmission line theory (see reference of footnote 12) the ratio 
of outputs, r, defined in the text and applicable to the circuit of Fig. 9 is 
given by 

1 (ZT Zo). r = cosh ()lo + - - + R- smh ()lo 
2 Zo T 

where () = A + jB = propagation constant 
jSpw . . . 

Zo = A + jB = charactenstIc Impedance of rod 

ZT = resistive terminating impedance provided by 
S = area of rod 

(24) 

crystals 

This expression may be expanded into real and imaginary parts and the 
latter term set to zero in accordance with the condition of phase balance. 
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" B 
Assuming that I Zo I» ZTand that Q = 2A> 10,the ratio rwhich is now a 

real number determines the atte.nuation A in accordance with equation (13) 
of the text. 

If the crystal resonance frequency fe is slightly different from the balance 
freq'1ency fx obtained with the rod specimen in place, correction maybe 
made by considering a new terminating resistance Z~ formed by the crystal 
driver and a small section of the rod sufficient to m:tke the combined reso­
nance equal to fx. A slightly different length, l~, of rod is then used to 
comput~ velocities and attenuation. Also a different mass iVI~ and ratio r' 
result. The equation applicable provided fx= fe, is 

. h 'A'I' _ llZ~ (r' - cosh A l~) 
sm 0 - , , ' 

f.r.A1nt> 
(is) 

where" 

(26) 

In the above a sufficiently accurate value of Q is ordinarily obtained by 
assuming Ie = fx .. Further accuracy, if needed, can ,be obtained by recal­
culation, using the corrected value of Q. 

We are glad to acknowledge the cooperation of Mr.]. G. Walker in grow­
ing and processing the single crystals used,1 and in preparing also the poly­
crys talline specimens. 
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13. W. Doring, Z. Physik, 114, 579(1939). 



Hot Electrons in Germanium and Ohm's Law 
By W. SHOCKLEY 

The data of E. J. Ryder on the mobility of electrons in electric fields up to 
40,000 volts per cm are analyzed. The mobility decreases many fold due to the 
influence of scattering by optical modes and due to increases of electron energy. 
It is estimated that electron "temperatures" as high as 40000 K have been pro­
duced in specimens having temperatures of atomic vibration of 3000 K. The 
critical drift velocity above which there are deviations from Ohm's law is about 
2.6 X 106 cm/sec. This is three times higher than the elementary theory 
and an explanation in terms of complex energy surfaces is proposed. 
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1. INTRODUCTION: FUNDAMENTAL DEVIATIONS FROM OHM'S LAW 

T HE starting point of many branches of physics is a linear relation. 
Among the most prominent of these are Hooke's law, which relates 

stress and strain for solid bodies, Newton's second law of motion F = 
rna and Ohm's law. In all of these cases, the linear relation is only an ap­
proximation that may be regarded as the first term in a Taylor's expansion 
of the functional relationship between the two variables. Important physi­
cal principles are brought to attention when the nonlinear range is reached. 

Of the three laws mentioned, Newton's is, of course, the one in which the 
failure of linearity is the most significant representing as it does the en­
trance of relativistic effects into the laws of motion. 

The failure of Hooke's law may be of either a primary or secondary form. 
990 
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If a solid contains voids, then under a certain pressure it will crumble and 
fill the voids. This is a secondary effect. If the sample is homogeneous, 
however, high pressures will produce fundamental deviations from Hooke's 
law, these deviations arising from the nonlinearity of the forces between 
atoms. Studies of these nonlinear effects by Bridgman have, among other 

. things, put on a firmer basis the understanding of the forces between ions 
in ionic crystals and the pressures of electron gases in metals. 

Deviations from Ohm's law for electronic conduction in semiconductors 
are almost the rule rather than the exception, but the most familiar cases 
are secondary rather than primary. The primary linear relation for the 
conduction process is that between the drift velocity of an electron, or hole, 
and the electric field that drives it. This relationship is 

Vd = }.to (T) E, (1.1) 

where the mobility }.to(T) is a function of the temperature T of the specimen. 
By a fundamental deviation from Ohm's law we shall mean a deviation in this 
linear relationship arising from the largeness of E rather than other causes. 

Thermistor action is typical of a secondary deviation from Ohm's law. 
A thermistor is usually a two-terminal circuit element in which the current 
flows through an electronic semiconductor. The semiconductor has the 
property that its resistance decreases rapidly as the temperature increases; 
and the physical basis for this decrease is an increase in the number of con­
ducting electrons (or holes or both) with increasing temperature. The 
passage of current heats the thermistor and its resistance changes; conse­
quently the linear relation between current and voltage fails and in fact 
there may result a decrease of voltage with increasing current so that a 
differential negative resistance is observed. The electric' fields are so low, 
however, that equation (1.1) is valid provided the dependence of }.to on the 
temperature is taken into account. An experimental proof that no funda­
mental deviation of Ohm's law occurs is furnished by applying a small 
a-c. test signal on top of a d-c. bias that produces heating. If the frequency 
is much higher than the thermal relaxation rate, the a-c. resistance is found 
to be simply that expected for the observed temperature. 

The principal nonlinearities of crystal rectifiers, or varistors, and of tran­
sistors are also secondary and are. associated with changing numbers of 
current carriers. 

In this article we shall discuss some experimental evidence of funda­
mental deviations in Ohm's law for electrons in n-type germanium obtained 
by E. J. Ryder of Bell Telephone Laboratories. l We shall describe his ex-

1 E. J. Ryder and W. Shockley, Phys. Rev. 81, 139 (1951). 
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perimental techniques and results briefly in the n'ext section and shall then 
present some aspects of the quantitative theory that explains them, leaving 
the bulk of the mathematical manipulations for the appendices . 
. Before discussing Ryder's results, we may indicate why his procedure 
succeeded whereas previous attempts, of which there have apparently been 
a number, largely unpublished, have failed. Ryder's work takes advantage 
of three factors: (1) the availability of electrical pulses of microsecond dura­
tion, (2) the high resistivity of germanium, and (3) the high mobility.of 
electrons in germanium. Because of (3), it is possible to deliver energy to 
electrons at relatively high rates by electric fields. In effect this "heats" 
the electrons above the temperature of the crystal and lowers their mobility. 
The generalized equation is then 

Vd = p.(T, E)E (1.2) 

~here the fact that p. depends on E represents the fundamental nonlinear­
ity~ We shall show that Ryder's techniques raise the "temperature" of the 
~lectrons by a factor of about thirteen fold to above 4000oK. Since the re­
~istivity is high, say 10 ohm cm, the power delivered to the specimen is 
sufficiently low that the heating in one pulse is negligible. The pulse repeti­
tion rate is then kept so low that accumulated heat is negligible also. 

These 'conditions are enormously more favorable than those met with 
in metals. In a metal the average electron energy is several electron volts; 
in orq,er to double this energy, each electron would acquire an added energy 
roughly equal to the cohesive energy per atom of the crystal. Furthermore, 
in a metal there is about one conduction electron per atom, compared \vith 
10-:-'l per atom in Ryder's samples. Thus the stored energy due to "hot" 
electrons in a metal would be enough to vaporize it, whereas in germanium, 
or a similar. semiconductor, a temperature of 10,OOOoK for the electrons 
would be enough to raise the crystal less than O.Ol°K. From this reasoning 
it appears that it will be extremely difficult, if not impossible, to produce 
·significant fundamental deviations from Ohm's law in metals and certainly 
imp9ssible to produce effects of the magnitude described below. 

It should be pointed out that the behavior of electrons in crystals in 
.fields·sohigh that equation (1) fails have been subject to both experimental 
and theoretical investigation in connection with dielectric breakdown.2 

The work does not apply to cases in which the specimens obey Ohm's law 
at low fields, however, and the experiments do not permit accurate deter-

2 See, for example, H. Frohlich and F. Seitz, PlTys. Rev. 79, 526 (1950) and F. Seitz' 
Phys. Rev. 76, 1376 (1950). Much of the treatment presented in the Appendices is essen­
tially equivalent to that given in Seitz. In our Appendices, however, we give much more 
emphasis to the low field case. The Seitz paper also contains a review of the literature 
to which the reader is referred. 
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minations of Vd as a function of E. From the theoretical side also the empha­
sis has been on fields so high that the linear range is neglected so that the 
transition from linear to nonlinear is not stressed. 

The current theories 'of dielectric breakdown are based on the principle 
of "secondary generation" or "electron multiplication." Thus if an electron 
acquires enough energy from the electric field, it will be capable of pro­
ducing secondaries by collision with bound electrons, and the repetition of 
this process will lead to an avalanche. Our theory indicates that in ger­
manium, even at fields as high as 200,000 volts/em, few electrons will have 
enough energy to produce secondaries. At about those fields, however, 
another phenomenon occurs. 

In 1934 C. Zener3 proposed that dielectric breakdown was due to a pri­
mary effect: the field induced generation of hole-electron pairs. His mathe­
matical theory is similar to that for field emission from cold metal points 
and to that for radioactive decay. It involves the "tunnelling" of electrons 
through regions in which their wave functions are attenuated, rather than 
running, waves. 

Zener's theory does not seem to apply to breakdown; however, it does 
apply to the high electric fields produced in rectifying p-n junctions in ger­
manium when these are biased in the reverse direction. Under these condi­
tions fields of the order of 200,000 volts/em are produced. The mobilities 
of electrons, or holes, in these fields have not been measured. It has been 
shown,4 however, that secondary production is very small. At these fields 
a sort of "breakdown" effect occurs and above a critical value of the volt­
age a very rapid increase in current is observed. This current appears to 
be of the nature predicted by Zener. It is stable at a given voltage, has a 
small temperature coefficient and will probably be useful in semiconductor 
analogues of "voltage regulator tubes" and protective devices. 

As is shown in the treatment given in qualitative terms in Section 3 and 
in more detail in the Appendices, the explanation of the fundamental devia­
tions from Ohm's law is based on the theory of electron waves. The investi­
gations described in this paper may thus be regarded as furnishing evidence 
for the wave nature of conduction electrons in germanium and are thus re­
lated to the researches of C. J. Davisson, to whom this volume is dedicated, 
and his collaborator, L. H. Germer. The Davisson-Germer experiments were 
concerned chiefly with electron waves in free space and with high energy 
electrons in crystals. Both of these cases are simpler than that dealt with in 
this paper. Electrons in the conduction band in germanium appear to behave 
as though they were in a multiply refracting medium in which they may have 

3 C. Zener, Proc. Roy. Soc. 145, 523 (1934). 
4 K. C. McAfee, E. J. Ryder, W. Shockley and M. Sparks, Phys. Rev. 83, 650 (1951). 
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several velocities of propagation for any specified direction of propagation 
and frequency. It is to be hoped that more detailed analyses of the data ob­
tained by Ryder, together with quantitative interpretations of certain ob­
servations of magnetoresistance, may lead to a unique evaluation of the 
"refractive constants" of the medium for the electron waves; this possibility 
is discussed briefly in Section 5. The phenomena in the Zener current range 
afford another new opportunity to study electron waves in crystals. The 
waves involved in this effect are those with energies in the energy gap be­
tween the conduction band and the valence band; waves in this range have 
received little attention from either the experimental or theoretical side. 

2. E. J. RYDER'S RESULTS 

One of germanium's most noted attributes is its ability to give am­
plification of electrical signals when made into a transistor. The basic phe­
nomenon for many types of transistors is that of "carrier injection." As is 

PULSER MEASUREMENT 
CIRCUIT 

Fig. i-The principles of E. J. Ryder's technique for observing conductivity in high 
electric fields. 

well known, germanium may carry current either by the electron mecha­
nism in which case it is called n-type germanium, or by the mechanism of 
hole conduction in which case it is called p-type. If a suitably prepared 
electrode is placed on an n-type specimen and current is caused to flow in 
the sense that removes electrons from the specimen, then the process may 
cause "hole injection." In this case in addition to removing conduction 
electrons from the germanium, electrons are removed from the valence 
bonds so that holes are injected. This leads to nonlinear effects because, 
as the current passes through the specimen, the number of carriers in the 
specimen changes and so does its resistivity. 

In order to avoid the secondary deviations from Ohm's law due to carrier 
injection, Ryder has designed specimens of the form shown in Fig. 1. These 
specimens have large ends to which the metal electrodes are attached. The 
resistance arises chiefly from a thin section of the material connecting the 
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large ends. Since the fields at the large ends are small, carrier injection is 
largely suppressed; furthermore, the electric fields are applied for such a 
short time during the pulse that, even if holes were injected at one of the 
ends, they would not have time to reach the narrow section of the bridge 
and modulate its conductivity during the period of the pulse. 

Further causes of non-linearity can arise from inhomogeneities in the 
germanium material itself. For example grain boundaries in polycrystalline 
germanium are known to have added electrical resistance. Difficulties due 
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Fig. 2-Currents and estimated drift velocities deduced from E. J. Ryder's pulse data 
on a s'1ecimen of n-type germanium of 2.7 ohm-em re3istivity. [The fact that the numeri­
cal values of current density and drift velocity have the same digits is a consequence of 
the accident that (J" = 1/2.7 = 0.37 is almost exactly 10-4 times the mobility.] 

to inhomogeneity have largely been eliminated in these experiments by 
the use of highly homogeneous single-crystal germanium material fur­
nished by G. K. Teal and his collaborators. 

Other experimental precautions are necessary, such as assuring a smooth 
polished surface on the filament; if this is not done, apparently holes are 
injected f::om the surface irregularities of the thin section between the 
large ends. It is also necessary to make corrections for end effects since 
some of the resistance arises within the large blocks themselves. 

Some of the data obtained by Ryder are shown in Fig. 2. The drift ve­
locity, plotted as ordinate, is not measured directly but is inferred from 
the measured currents through the specimen by the following reasoning: 
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In a specimen at room temperature the drift velocity of electrons is given 
by the equation 

Vd = 3600 E cm/ sec (2.1) 

when E is expressed in volts per cm.s At 100 volts per cm, for example, 
(which is below the non-linear range) the velocity of electrons should be 
3.6 X 105• This establishes the drift velocity scale for room temperature. 
From other measurements of the germanium specimen of Fig. 2, it is con­
cluded that the number of electrons available for conduction is substan­
tially independent of temperature down to liquid air temperatures. Conse­
quently, for this temperature range the drift velocity should be directly 
proportional to the current in the specimen. The other two sets of data 
are accordingly simply scaled in proportion to their currents. 

On the figure we also show extrapolated lines at 45 degrees corresp~nding 
to Ohm's law. From these we see that decreases in mO,bility of tenfold or 
more have been produced in these experiments for high field conditions. 

The data for each temperature fall approximately on three lines: The low 
field or Ohm's law region, an intermediate region over which Vd is propor­
tional to El/2 and J.t is proportional to E-l/2, and a saturation region. The 
break at low fields comes at drift velocity of about 3 X 106 cm/sec for all 
three cases. This break, according to theory, should come when the drift 
velocity is several times the speed of sound in germanium, the speed of 
sound being about 504 X 105 cm/sec. The limiting drift velocity at higher 
fields is associated with the energy required to excite a particular type of 
atomic vibration, called an "optical mode." It comes at approximately 
the value of drift velocity predicted by theory. 6 The theoretical curves, 
computed in the appendices, do not break into the sharp line section sug­
gested on Fig. 2. However, they show the distinct influences of separate 
causes and fit the data reasonably well, as we shall show below in connection 
with Fig. 5. 

3. THEORY OF DEVIATIONS FROM OHM'S LAW 

3a. Electrons in n-Type Germanium7 

The specimens we shall consider are of n-type germanium and have 
resistivities of several ohm cm. The conductivity arises from the presence 

5 J. R. Haynes and W. Shockley, Phys. Rev. 81, 835 (1951). 
6 The observation and explanation of these general features was presented in our 

first publications: E. J. Ryder and W. Shockley Phys. Rev. 81, 139 (1951) and 82, 330 
(1951). 

7 The material under this heading is treated in more detail in the author's book, 
"Electrons and Holes in Semiconductors," D. van Nostrand (1950), Chapter I. This 
book will be referred to subsequently as E and H in S. 
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of donors: chemical impurities such as arsenic or' antimony. These donors 
substitute themselves for germanium atoms in the crystal structure, form 
ele'ctron-pair bonds with their four neighbors and release their fifth valence 
electron to the conduction band. The density of donors is about 101s/cm3 

or one per cube 10-s cm = 1000 A on an edge. The donors are fixed positive 
charges and do not move in electric fields. Their charges neutralize those 
of the electrons. The electrostatic energy of interaction between electrons 
and donors leads to a deflection of the electron's motion. For the tempera­
tures of Fig. 2, however, this effect is unimportant compJ.red to the effect 
of thermal vibrations of the atoms. 

The electrons in the conduction band move in accordance with a wave 
equation. They may, however, be thought of as particles. The justification 
is that, under many experimental conditions, the wave functions will actu­
ally be wave packets. These wave p3.ckets, it can be shown, behave much 
as particles and can be dealt \vith as particles, at least provided the phe­
nomena considered do not involve distances smaller than the size of the 
wave packet. 

Unuer cOl1llitions of thermal equilibrium we may think of the 1015 elec­
trons in each cubic centimeter as an electron gas with the electrons (as 
wave packets) moving at random with an average kinetic energy of motion 
?f (3/2)kT. 

If the atoms of the crystal were held rigidly at rest in a perfectly regular 
crystal structure, an electron wave, and a wave packet too, would be trans~ 
mitted through it with no scattering. At 3000 K the vibrations are such that 
the wave packet moves for only 2500 A before being scattered. At low tem­
pe~atU:res, the mean free path is longer and at liquid hydrogen tempera­
tures, it is so long that thermal vibrations are less important than the 
fields of the ionized donors. As stated above, however, we may neglect this 
s~attering by ions over the tempe~a ture range of Fig. 2. 

Before' proceeding with the discussion of the interactions of electrons 
and thermal vibration we shall point out that two problems must be solved 
before the dependence of mobility upon electric field can be explained: 

First, the mechanisms of the individual processes must be analyzed. 
~his is the basic physical problem. In order to solve it we must apply quan­
tum mechanics to the model representing the electron moving in the crystal 
and determine the probabilities of various types of transitions and some 
appropriate averages. 

Second, the statistical consequences must be worked out. On the basis 
of the individual processes, the statistics of the assemblage of electrons 
must be analyzed and a steady state solution found. 

The first problem poses the more physical problems and is given the most 
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attention. The second problem is more difficult mathematically. It is given 
only an approximate treatment which is adequate, however, to indicate 
that the solution to the first problem contains the necessary features to 
explain the experiments. 

3b. The Phonons 

We must next consider how to describe the thermal· vibrations and to 
evaluate their. interactions with the electrons. We shall present only the 
principal results of the mathematical analysis here, leaving the details for 
the appendices. The earliest treatment of thermal vibration in a crystal 
was that of· Einstein, who considered each atom to be a separate harmonic 
oscillator. This model was improved on by Debye who treated the crystal 
as an elastic continuum that could support running waves. Debye's method 
is regarded as essentially correct and we, therefore, resolve the atomic 
motions into a set of running waves, or normal modes. There are three 
times as many independent normal modes as there are atoms in the crystal, 
or one per degree of freedom, and any possible atomic motion of the crystal 

. may be made up as a sort of Fourier series in these normal modes. 
Each normal mode must be treated as a Planck oscillator and has a 

system of energy levels with values 

(n + 1/2)hv (3.1) 

where v is its frequency of vibration. Each quantum of energy is referred 
to as a phonon; if a· normal mode makes a transition with on = + 1, we say 
a phonon has been emitted and if on = -1, we say one has been absorbed. 

The description of the crystal in terms of phononsis in close analogy 
with the description of electromagnetic waves in a cavity in terms of pho­
tons. For the case of light, the electromagnetic state of the cavity is deter­
mined by finding the normal modes, which are treated as quantized oscil­
lators, and transitions with on = ±1 correspond to photon emission and 
absorption. 

The normal modes for the crystal are unlike those for light. For low 
frequencies the waves are essentially the microscopic transverse and longi­
tudinal waves of a solid. As the wave length becomes shorter, however, 
the sound velocity varies and there is a limiting minimum wave length 
which is about twice the spacing between atoms. In order to understand 
the energy losses of electrons in high fields, we must consider the role of 
this minimum wave length. For this purpose we shall describe the depend­
ence of frequency upon wave length for a longitudinal mode. 

Accordingly we consider the frequency of the normal modes correspond­
ing to a longitudinal wave propagating along a cube axis. Rather than 
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using the wave length A as a variable, we use the wave number or (1/A). 
For long waves the frequency is simply 

JI = ciA = c(1/A). (3.2) 

This corresponds to the straight line portion for low frequencies in Fig. 3· 
This portion extends to a wave length equal to twice the lattice constant a 
of the crystal. 

Figure 3 shows another curve which has a high frequency even for 
(1/A) = 0 or infinite wave length. The presence of this branch of the "vi­
brational spectrum" is due to the fact that the diamond structure has two 
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Fig. 3- Frequency of longitudinal vibrations in [100] direction in the diamond struc­
ture. (In this particular direction of propagation the acoustical and optical branches 
join smoothly at the same frequency; for other directions, there is a discontinuity in fre­
quency. The dependence of II upon l/A is approximated by a sine wave.) 

atoms per unit cell. (The diamond structure is made of two face centered 
cubic arrays of atoms, juxtaposed so that each atom of one array is cen­
trally situated in respect to a tetrahedron of four atoms of the other array, 
with which it forms four electron-pair bonds. The unit cell contains one 
atom of each array.) As a consequence of this it is possible to have a vibra­
tion in which one atom vibrates in the plus x direction while the other atom 
vibrates oppositely and to have this same motion occur in phase in every 
unit cell. Such a vibration is considered to have infinite wave length, since 
every unit cell does the same thing at the same time. It has the highest 
possible frequency since the pattern of motion involves directly opposed 
motions of nearest neighbors. If the motion is modified so as to have dif-
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ferent phases -in adjoining unit cells, and thus ,to correspond to a finite wave 
length, the f:t;equency drops. 

The opposed motions are referred to as "optical modes" by analogy 
with polar crystals. In a crystal of sodium chloride there is one CI- and one 
Na+ per unit cell. In the opposed type of motion, ions of like sign move 
one way and opposite to those of the other sign. This relative motion of 
charge polarizes the crystal and phonons of this type 'of vibration can ab­
sorb or emit light. Because of this optical activity the mode is termed 
optical. 

The name "optical" is carried over to valence crystals to describe the 
opposed form of motion, although no polarization accompanies the dis­
placement in the latter case. 

3c. The Selection Rules 

We shall next consider the laws which govern the interchange of energy 
between an electron and the phonons. There are two important laws, closely 
analogous to the laws of conservation of energy and momentum for two 
masses in collision. The quantity analogous to momentum for the phonon 
is a vector, called P -y, directed along the direction of propagation of the 
phonon, and having a magnitude given by the relationship between mo­
men tum and wavelength 

P'Y = h(l/X) = h/X, P'Y II propagation direction (3.3) 

In a transition in which an electron exchanges energy with the phonons, 
and changes its momentum from 1\ to J\, so that on-y =. ±1 for one of 
the modes, one selection rule requires that 

(3.4) 

This is analogous to conservation of momentum; actually it is based on far 
more subtle effects. The conservation of energy requires that 

(3.5) 

where 

(3.6) 

are the electron's energies before and after collision. The mass m need not 
be the mass of an electron but may instead be the "effective mass," a mass­
like quantity of the same order as the electron mass which takes into ac­
count the influence of the periodic potential of the crystal structure upon 
the electron wave packet. 

The effective mass concept represents a simplification that may not 
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necessarily be correct. In a cubic semiconductor, the electron waves can 
l::e "refracted" as are the longitudinal and transverse acoustical waves. 
The deviations from Ohm's law of Fig. 2 furnish evidence that the simpli­
fied assumption of equation (3.6) must in fact be replaced by the more 
general possibility. We shall return briefly to this point in Section 5. 

In addition to the conservation of energy and momentum, there are two 
other approximate selection rules which, while not exact, are so nearly 
fulfilled that no appreciable error is il}troduced by using them: 
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Fig. 4-Comparison of the scattering by acoustical phonons with the scattering of a 
small mass in elastic collision with a larger mass. 

Only on-y = ± 1 is allowed. 
For the acoustical modes, only the longitudinal modes interact with 

electrons. (This restriction does not apply to optical phonons.) 
Figure 4 shows the allowed transitions for an electron with initial mo­

mentum PI in the x-direction. If the energy of the phon'ons were zero, the 
allowed transitions would be to points on the sphere (or circle in Fig. 4) 
wi th P 2 = Pl. Since the energy of a phonon is 

(3.7) 

however, the end points lie on the surfaces shown. 
These surfaces do not differ much from the sphere, as may be seen by 

considering the final energy for an electron that reverses its motion by 
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phonon absorption. For this case 

and 

(P~ - Pi)/2m = cP'Y 

so that the change in magnitude of momentum is 

P2 - PI = 2mc. 

For an electron with energy kT and "thermal velocity" 

VT = (2kT/m)1/2, 

. (3.8) 

(3.9) 

(3.10) 

(3.11) 

corresponding to 107 em/sec at 300oK, the fractional change in momentum is 

(3.12) 

Thus the phonon absorption surface lies only 11% outside the constant 
energy sphere. Figure 4 is drawn for the case of PI = 6 mc, or VI = VT for 
32°K, for purposes of exaggerating the differences in the surfaces. (A fur­
ther discussion of Fig. 4 is given in the appendices.) 

For transitions with optical phonons, in the range of interest, hv'Y is 
nearly independent of P'Y. Furthermore, the optical phonons have hv'Y == 
k 5200 K so that. they are nearly unexcited at room temperature and have 
n'Y = 0 so that only on'Y = + 1 is allowed. For this case transitions can 
occur only if ~l is greater than hvop and the end surface is a sphere with 

(3.13) 

We shall neglect the role of the optical phonons until after a comparison 
between acoustical phonon processes and experiment has been made. We 
shall then show that they play an essential role in explaining Ryder's data. 

3d. Energy Exchange and The Equivalent Sphere Problem 

We shall here give in brief some results derived in the Appendices which 
permit us to show the equivalence of the problem of acoustical phonon scat­
tering to a problem in gas discharges. This has two advantages: it enables 
us to take over the solution to the statistical p~oblem from gas discharge 
theory, the second problem mentioned at the end of Section 3a, and to 
concentrate on the problem of the mechanism. In addition the equivalence 
makes it much easier to visualize the mechanism of energy losses. 

According to the theory of phonon scattering, an electron is equally likely 
to be scattered from its initial direction of motion to any other. This implies 
that after an interaction the electron is equally likely to end in any unit 
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area of the surfaces of Fig. 4. The probability of being scattered per unit time 
is simply 

(3.14) 

where VI is the ~peed and C the mean free path; according to the theory Cis 
a function of the temperature T of the phonon system and is independent 
of VI. The time 71 is the mean free time or average time between collisions. 

Figure 4 shows the average energy after collision. The Figure represents 
a case in which the average energy is somewhat smaller than the initial 
energy. This will be the case for a high energy electron, that is one with an 
energy greater than kT for the acoustical modes. The average loss in energy 
for a high energy electron is found to be ' 

(3.15) 

where P"( is the momentum change in the collision. This formula is analogous 
to the formula for energy loss if a light mass m strikes a heavy stationary 
mass M and transfers a momentum P2 - PI = P"( to it. The energy transfer 
is given by (3.15) if 

M = kT/c2 

since then the kinetic energy of the large mass is simply , 

P;/2M = c2P;/2kT. 

(3.16) 

(3.17) 

The value of the mass which satisfies equation (3.16) for room temperature 
may be calCulated from the previously quoted values of VT and c: 

M = kT / c2 = mv;' /2c
2 = 170m, (3.18) 

a value which may certainly be considered large compared to m. 
Equation (3.15) is not the complete expression for average energy change 

for a collision with momentum change P'Y and another term representing 
energy gain also occurs. If the complete expression is averaged over all final 
directions of motion, it is found that the average change of energy, which is 
obviously the average energy change per collision, is 

(as) = 4mc2(1 - Pi/4mkT) = (4mkT/M) - (PUM). (3.19) 

This is the correct expression for the average gain in energy per collision of 
a light mass m colliding with a heavy mass M which is moving with the 
thermal energy appropri.lte to temperature T. This corresponds to a thermal 
velocity of 

VTM = (2kT / M)I/2 = 21/2C (3.20) 
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for the large mass. The second term in (3.19) is just the average of (3.15) 
over all directions of motion after collision and represents the energy loss 
that would arise if M were initially stationary. The first term represents an 
energy transfer from M to m due to the thermal motion of the large mass. 

Furthermore, if the light and heavy masses are perfectly elastic spheres, 
the scattering of m will be isotropic, just as is the case for the phonons. This 
shows that there is an almost perfect correspondence between the two 
mechanisms of scattering so that we are justified in' using previously derived 
results for the sphere case and applying them to the phonon case. 

To complete the equivalence we should introduce a density of large spheres 
so as to get the correct mean free path. There is nothing unique about this 
procedure, as there is about the mass M and temperature T, and we may 
make a large selection of choices for number of M-spheres per unit volume 
and radii of interaction so as to obtain the desired mean free path. Once 
any choice is made, of course, it will give the same mean free path inde­
pendent of electron energy and may be held constant independent of the 
electric field. 

3e. Acoustical Phonons and Electric Fields 

We shall next give a very approximate treatment of mobility in low and 
high electric fields. The emphasis will be upon the interplay of the physical 
forces, the mathematical details being left to the Appendices or to references. 

In the Ohm's law range, the field E is so small that the electrons have 
the temperature of the lattice. They have a velocity of motion of approxi­
mately 

VT = (2kT/m)1/2 

and a mean free time between collisions of 

T = t/VT' 

The electric field accelerates the electron at a rate 

a = qE/m 

(3.21) 

(3.22) 

(3.23) 

and imparts a velocity aT in one mean free time. Since the collisions are 
spherical, the effect of the field is wiped out after each collision. The drift 
velocity is thus approximately 

Vd = aT = (qe/mvT)E. (3.24) 

An exact treatment which averages over the Maxwellian velocity distribu­
tion gives a value smaller by 25% and leads to 

(3.25) 
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Since theory sho'ws that f varies as T-\ the mobility should vary as T-3
/
2

• 

This prediction is in good agreement with experimental findings over the 
range of conditions for which the dominant scattering processes are those 
considered here. 

N ext we consider the effect of very large fields. Under these condi tions 
an electron drifting in the direction of the field with drift velocity Vd acquires 
energy from the field at an average rate 

(dS/ dl)uue to E = vdqE. (3.26) 

If this power is large enough, the electrons will be unable to dissipate energy 
sufficiently rapidly to the phonons that they can maintain their normal tem­
perature. As a result their average energy mounts, after the field is initially 
applied, until they can furnish energy to the phonons fast enough to main­
tain a steady state. Under these conditions the sum of the two rates is zero 

(dS/ dt)due to E + (dS/ dt)due to phonons = O. (3.27) 

If the field is high enough, there may be no steady state solution. This 
can occur if the ability of the phonons to remove energy decreases with 
increasing energy. Such cases play an essential role in the theory of dielectric 
breakdown.8 In them it is concluded that electrons will gain sufficient energy 
from the field so that they can produce secondary electrons which repeat the 
process thus producing avalanches. For the cases with which we are con­
cerned, theory indicates that the energy losses increase rapidly with the 
energy of the electron while the power input decreases because of decreasing 
mobility so that a steady state will thus occur. 

In order to estimate the drift velocity for the steady state we must intro­
duce expressions for the two powers involved. For this purpose we assume 
that an electron has on the average a speed VI and we calculate the power 
to phonons as the average energy loss per collision for this velocity times 
the rate of collision, Vt/ f. For VI » VT , we can neglect the effect of motion of 
the M spheres and. thus obtain from (3.19) 

(dS/ dl)phonons = - (VI/ f) m2vi/ M. (3.28) 

The mobility will be less because of the higher collision rate so that the drift 
velocity in the field will be appro?Cimately 

Vd = (qf/mvt)E. (3.29) 

The power furnished by E will be 

(dS/ d!)due to E = (q2f/mvl)E2. (3.30) 

8 See the references to Frohlich and Seitz in Section 1. 
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The steady state condition then leads to 

and to 

VI = (qtE/m)1/2(M/m)1/4 

Vd = (qeE/m)1/2(m/M)1/4 

(V2cqeE/mvT)1/2 rv (CjlOE)l/2. 

(3.31) 

(3.32) 

The treatment9 based on accurate statistics for the equivalent sphere model 
leads to 

(3.33) 

The transition between the high field behavior and low field behavior 
should occur in the neighborhood of a critical field Ec at which both limiting 
forms give the same Vd : 

(3.34) 

leading to 

Ee = 1.51 c/p.o (3.35) 

and to a drift velocity, which shall be referred to as the critical velocity, of 

Vdc = 1.51c (3.36) 

if Ohm's law held to a field as high as Ee. The drift velocity can be ex­
pressed in terms of Ee by the equation 

(3.37) 

for values of E much greater than Ec. 
It is interesting to note that this initial field is just that which would give 

electrons a drift velocity corresponding to the thermal motion of M-masses. 
This seems a natural critical field. For it the effect of random motion of M 
would be suppressed by the systematic drift velocity so that the transfer 
of thermal energy to the electrons would be much reduced. This value of 
Ec corresponds to much smaller initial fields than are sometimes proposed. 
For example, one frequently encounters proposals that Ohm's law should 
hold up to the condition that Vd = VT. This would correspond to 10 times 
higher field at 3000 K than that obtained. Another criterion is that the 
energy gained in one mean free path, qeE, should be equal to kT. This is 
substantially equivalent and corresponds to Vd = VT/2. 

9 Drttyvesteyn Pkysica 10, 61, 1930. This paper is reviewed by S. Chapman and T. G. 
Cowling in "The Mathematical Theory of Non-Uniform Gases," Cambridge at the Uni­
versity Press, 1939, page 347. (The factor is 0.897 (187rj8)1/4 = 1.23.) 
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For comparison with experiment we note that for a value of 

E = 4Ec = 6.04c/ J1.o (3.37) 

such that if Ohm's law held 

Vd = 6.04c, (3.38) 

the value of Vd should be less than half the value predicted by Ohm's law. 
We shall shortly discuss the discrepancy between this prediction and ex­
periment. 

The "temperature" of the electrons may be conveniently expressed in 
terms of the ratio E/ Ec . Since the electrons for the high field case are not 
in a Maxwellian distribution of velocities, one cannot define their "tem­
perature" ,unambiguously. As a measure of their temperature we shall take 
their average kinetic energy divided by k. This leads to a ratio of electron 
temperature T(E) to crystal temperature T of 2vi!3v~. Since to a first 
approximation the ratio of mobilities at low and high fields is 4vt!37r1/2VT, 

the ratio of temperatures is 

T(E) = 37r [_J1._0 _J2 = 37rE 
T 8 '['d(E)/ E 8Ec . 

(3.40) 

This ratio may also be thought of in terms of the square of the ratio of 
drift velocity on the extrapolated Ohm's law line to the drift velocity on the 
El/2 line: 

T(E)/T = (37r/8) [J1.0E/Vd(E))2. (3.41) 

Either of these equations may be used to estimate electron temperature 
from the data in the range in which the El/2 formula is a good approximation. 

4. COMPARISON BETWEEN THEORY AND EXPERIMENT 

4a. Discrepancy in Critical Field 

In Fig. 5 we repeat Ryder's data of Fig. 2 together with data on an addi­
tional sample at 77°K. This new sample is considered more reliable than 
the first since its low field resistivity varies in just the proper ratio [see 
(3.25) and subsequent text] of (298/77)3/2 compared to its value at room 
temperature. Also we show the theoretical curves that will be discussed 
below. 

The deviations of the data from Ohm's law do not occur at fields as low 
as those predicted in Section 3e. For c = 5.4 X 105 em/sec., the critical 
drift velocity should be 

Vdc = 1.51c = 8.2 X 105 em/sec. (4.1) 
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It is seen that Ohm's law is followed to several times higher velocities with 
negligible deviations. The deviations should be a factor of 2 at the field 
corresponding to 

Vd = 6.04c = 3.26 X '106 cm/sec. (4.2) 

on the Ohm's law line. The deviations are actually much less. 
Another important difference between the data and the theory of Section 

3 is that the experimental points do not continue on a straight line with 
slope 1/2 but instead tend to flatten out with a roughly constant drift 
velocity. 
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Fig. 5-Comparison of E. J. Ryder's experimental data and the statistical theory of 
Appendix A7. 

Three theoretical curves are shown. These are based on an approximate 
treatment that includes the effect of the optical transitions. Due to the ap­
proximation, the optical modes are neglected below the points marked 
Op on the Figure. This approximation also leads to a discontinuity in slope 
at these points; in a more accurate treatment, this bump would be smoothed 
out. The optical modes play the least role for the curve at 77°K and for this 
theory.fits experiment within experimental accuracy if a value of 

Vdc = 2.6 X 106 em/sec. (4.3) 
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is used. This value is 3.2 times larger than the value given by equation 
(3.36) using c = 5.4 X 105 em/sec, the value appropriate for longitudinal 
phonons.1o The interpretation of this discrepancy, which we refer to as the 
"low field" discrepancy, is discussed in Section 5. It does not, of course, 
imply an error in the value of the sound velocity, but instead an error in the 
theory leading to the formula for critical velocity in terms of sound velocity. 

Although an exact theory along the lines discussed in Section 5 has not 
been developed, it appears evident that its chief effect will be to increase 
energy interchange with the phonons by a factor of 3.2 squared or approxi­
mately 10. This increase can be effected in a mathematically equivalent way 
by introducing an effecli'i:e 'l'eiocily for dealing with phonon energies which is 
3.2 times larger than the true velocity of longitudinal waves. The approxi­
mate theory in the Appendices uses this procedure. 

vVe may remark in passing that only, two constants were arbitrarily chosen 
to fit the curves to the data. One of these ,vas the effectlve velocity c = 1.73 
X 106 em/sec. which is 3.2 times larger than the speed of longitudinal waves. 
The other was the mobility of electrons at room temperature. Three other 
constants were chosen from independent estimates of the properties of the 
crystal. One of these is hv for the optical modes for which a value of k5200K 
was used; another is the effective electron mass, for which the free electron 
mass was used; and a third was the interaction constant for optical modes, 
which was set equal to that for the acoustical modes. The meaning of these 
terms is discussed in the Appendices. 

4b. TIle Effect of the Optical Modes 

'Ve shall next discuss briefly the role of the optical modes before remark­
ing on a theory of the low field discrepancy. 

As discussed above the optical modes can act only if 81 > Ilvop . Theory 
indicates, however, that when they do come into action they are much more 
effective than the acoustical modes. On the basis of these ideas, we can see 
how they can act to give a limiting drift yelocity that does not increase 
with increasing electric field. for purposes of this illustration we shall imagine 
that so high an electric field is applied that an electron may be accelerated 
from PI = 0 to P2 = (2mllvop)l!2, at which its energy equals hvop , in so short 
a time that it is not scattered by acoustical modes. As soon as it reaches 
P 2 , we assume that it is scattered by the optical modes, loses all its energy 
and returns to zero energy. This process then repeats, the period being 

10 This is t11C yclocity of longitudinal ,raycs in tbc fl10] direction as reportcd hy W. L. 
Bond, W. P. l\1ason, H. J. MC'Skim:n, K. M. Ol~en ancl G. K. Teal, Pltys. Rei}. 73. 5W (1948,'. 
See "Electrons and Holes in Semiconductors," page 528, for the reason for using this "vave. 
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P2/ qE since dP2/ dt = qE. The average momentum is evidently Pd2 and 
the average velocity is 

(4.4) 

and is independent of E. The optical modes correspond to a temperature of 
about 5200 K and this leads to 

Vd = 6.3 X 106 cm/sec. (4.5) 

in general agreement with the observed value. 
The theory in the appendices indicates that both optical and acoustical 

modes are active simultaneously and thejr interplay leads to the theoretical 
curves shown. (In the Appendices a further discussion is presented and some 
additional data are compared with theory.) 

The tendency of the theoretical curves to fall below the data for 193°K 
and 298°K for field values below the optical point is thought to arise largely 
from the approximations employed in the theory. The. approximations 
neglect the ability of the optical modes to enable the electrons to lose energy 
for fields below the indicated value. Actually some electrons will be scattered 
by the optical modes and this will contribute in an important way to hold­
ing the temperature down and the mobility up. A correct treatment would, 
therefore, raise the theoretical curve appreciably in the region where it 
deviates most from the data. 

4c. Electron "Temperatures" 

From the theory it follows that the average electron energies correspond 
to about 5200 K at the points marked Op on Fig. 5. The highest point on the 
298°K curve corresponds to ",700oK and the highest point on the 77°K 
curve corresponds to 550oK. For this last case the electron temperature i~ 
more than seven times as high as that of the atomic vibrations. In the ap­
pendix we quote some other earlier data of Ryder's that indicates electron 
temperatures of about 40000 K while the crystal itself remains at room 
temperature. 

5. AN EXPLANATION OF THE Low FIELD DISCREPANCY 

The failure to deviate from Ohm's law at the low fields predicted indicates 
that the electrons can dissipate their excess energy more effectively than 
would be expected on the basis of their mobility. This conclusion is forced 
on us by the observation that they apparently retain their thermal dis­
tribution and normal mobility to higher fields than predicted. It is not pos­
sible to explain the discrepancy by assuming a large or a small value for the 
effective mass, since the value of the effective mass does not enter into the 
final comparison with experiment. 
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It is possible, ho\vever, to explain the discrepancy by assuming that the 
effective mass is not single valued. This assumption corresponds to the case 
in which the surface in the Brillouin zone belonging to a single energy is not 
a sphere but instead a complex surface of two or three sheets. Such surfaces 
have been found as a result of numerical calculations for certain crystalsll 

and it has also been shown that such surfaces are to be expected in generaF2 
if the energy at the bottom of the conduction band is degenerate. It appears 
necessary to assume that such complex surfaces occur in order to explain 
magnetoresistance effects.13 

In terms of Fig. 4, this theory replaces the circular energy contours by 
deeply re-entrant curves. Transitions from peak to peak of the curves result 
in large energy transfers to the phonons and hence more effective energy 
losses. This effect can occur without a compensating change in the effective 
mass involved in the mobility and, as a result, the critical field may be 
increased by a large factor. A preliminary analysis indicates that in order 
to increase the critical field by a factor of 3 a value of about 3 is also 
required for the ratio of maximum to minimum momentum for the energy 
surface. A similar analysis of magnetoresistance leads to a factor about 50% 
larger in order to account for the increases in transverse resistance of about 
7-fold observed by SuhU4 At the time of writing, therefore, the author feels 
that both the critical field data at low fields and the magnetoresistance data 
require a modification of the effective mass pictvre and that the same modi­
fication may well explain both sets of data. 

I am indebted to E. J. Ryder, whose experimental results provoked the 
analysis presented in this paper, to F. Seitz and J. Bardeen for several helpful 
discussions, to Gregory Wannier for an introduction to the analogous case 
in gas discharge theory and to Esther Conwell for help with the manuscript. 

I shall also take this opportunity to express my appreciation to C. J. 
Davisson. The opportunity to work in his group was a large factor in my 
decision to come to Bell Telephone Laboratories, where I enjoyed his stimu­
lating companionship while assigned to his group, and later as well. 

APPENDICES 

A.1 INTRODUCTION AND NOTATION 

The problem of energy exchange between the electrons and the phonons 
requires a somewhat more sophisticated treatment than does the problem 
of mobility at low fields. In order to present the theory of energy exchange, 

11 W. Shockley, Pltys. Rev. 50, 754 (1936). 
12 W. Shockley, Phys. Re~·. 78, 173 (1950). 
13 W. Shockley, Phys. Rev. 79, 191 (1950). 
14 H. Suhl, Phys. Rev. 78, 646 (1950). Suhl finds increases in resistance in transverse 

fields as high as 7-fold. 
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it is necessary to reproduce a large amount of the material dealt with in or­
dinary conductivity theory. We do this in a somewhat abbreviated form ex­
panding the exposition on the points particularly pertinent to the theory 
of energy losses. 

For convenience we reproduce here a number of the more important sym­
bols. The references indicated refer to places where they are discussed in the 
text. 

a = lattice constant; Fig. 3. 
c = speed of longitudinal acoustical wave; Equ. (3.2). 

Cu = average longitudinal elastic constant; Equ. (A4.1). 
e = base of Naperian logarithms. 

E = electric field. 
S = energy. 
Sin and 8~n; Equ. (A4.1) and (A7.9). 
It = 271' l1, = Planck's constant. 
k = Boltzmann's constant. 
.e = mean free path for electron due to scattering by acoustic phonons; 

(A4.3). 
fop = describes scattering by optical phonons; (A7.19). 
m = effective mass of electron. 
M = mass in equivalent mass treatment; (A5.8). 
P = "crystal momentum" of electron = It times its wave number. 
V = volume of crystal. 
A = dilation; (A4.1) and (A7.10). 

11 = frequency of normal mode. 
1Iop = frequency of optical mode (used in Sect'ion 4 only); Equ. (4.5). 

A.2 THE PROBABILITY OF TRANSITION INTO ENERGY RANGE 082 

In this section we consider an electron initially with energy SI and mo­
mentum 15;, which for convenience we take to be along the Pz-axis, and 
we evaluate the probability that it make a transition to states with ener­
gies in the range S2 to 82 + 082. \Ve shall assume that the crystal is elas­
tically isotropic so that for the spherical energy surface approximation 
employed, i.e. equation 3.6, the scattering will be symmetrical about the 
P z-axis. The end states, F;, may, therefore, be considered in groups lying 
in the range d8 2, dO where 0 is the angle between ~ and~. These states 
lie in a ring in ~space whose. volume is 

(A2.1) 
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The number of end states in de d82 space is thus15 

(V I 1t3) 27rmP 2 sin e de d82 == p de d82 (A2.2) 

(The density p introduced above is used below in calculating the transition 
probability; since spin is conserved in the transitions of interest, the den­
sity of possible end states in phase space is I1lt3 instead of 211t:l.) 

The transitions will occur between states of the entire system, electron 
plus phonons, which conserve energy. The transition of the electron from 
1\ to ~ requires a compensating change in the phonon field. 16 The con­
servation laws allow two possibilities: (I) phonon emission; the longitudinal 
acoustical mode with 

-+ 

Pa == hka (A2.3) 

undergoes a change 

(A2.4) 

with a change in energy for the electron of 

82 - 81 = -h Wa = -/z ciA ==: -CPa (A2.S) 

where c is the velocity of the longitudinal phonons that are chiefly respon­
sible for the scattering. These relationships lead to conservation of the 

sum of P for the electron plus I: 1ta Pa for the phonons. The other pos­
sibility is (II) phonon absorption, for this case 

again with conservation of the sum of P vectors. 

(A2.6) 

(A2.7) 

(A2.8) 

If we denote by 8 the energy of the electron after collision plus the change 
in phonon energy, then the requirement of equality for energy before and 
after collision gives 

(A2.9) 

where on'Y = + 1 is the phonon emission or a surface and 011,1' = -1 is the 
phonon absorption or (3 surface of Fig. 4. 

IS The notation in this appendix follmys closely that of W. Shockley, "Electrons and 
Holes in Semiconductors," D. van Nostmnd (1950) to \rhich we shall refer as E and H 
in S. See page 253 for a similar treatment of p. 

16 This condition is analowus to one for the conservation of momentum but has a 
different interpretation. See for example E and H in S, p. 519 equation (15). 
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We shall next insert these symbols into the conventional expression for 
transition probability. We consider a system described by one or more 
sets of quantum numbers, say Xl , Xz, ... , Xn which may take on discrete 
but closely spaced values so that the numbers of states lying in a range 
dXl , . . . , dXn is 

(A2.10) 

The system may make a transition from an initial state cpo and energy 80 

to another state CPi of the same energy between which there is a matrix 
element UOi • The total probability of the system making a transition per 
unit time to the range of quantum numbers dxz , dX3, ... , dXn is then17 

where a8/ aXl is evaluated where 8i = 80; if for the range dX2, ... ,dxn of 
the other quantum numbers there is no Xl value that gives 8i = 80, then 
the transition does not occur. 

We shall apply this to our case letting e = Xl and 8 2 = X2~ The expres­
sion a8/ aXl then becomes 

(A2.12) 

where 

a a I --+ I a 2 2 ) 1/2 
ae P'Y = ae I P2 - PI = ae (P 2 + PI - 2P1 PZ cos () 

(A2.13) 

= P]P2 sin e/p-y. 

We then obtain, for W 12 d8 2 , the probability per unit time of transition of 
the eiectron from f\ to states with energies between 82 and 82 + d8 2 , the 
expression 

W 12 d8 2 = (27r/h) 1 U 12 (V/h3) 27rmP2 sin 0 X (P-y/con-YP1P 2 sin 0) d82 

(V /27rh4)m 1 U 12 (P 'Y/ dm'Y PI) d82 (A2.14) 

(V/27rh4)m 1 U 12 (P-y/P1)(-dP-y); 

where the negative coefficient of dP -y is without significance except for its 
relationship to the selection of the limits of integration. In subsequent equa­
tions we shall disregard the sign convention which relates d8 2 to dP 'Y; no 

17 See L. 1. Schiff "Quantum Mechanics," McGraw-Hill Book Co. (1949), equation 
(29.12). The additional factor 1/(a8i/aXl) converts thep used here to that of Schiff, which 
latter is number of states per unit energy range. 
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error is introduced provided the subsequent integrations are always in the 
direction of increasing values for the variables concerned. 

A.3 THE ALLOWED RANGES FOR P "I 

An electron with an energy corresponding to room temperature can 
change its energy by only a small fraction in a one phonon transition. The 
extremes occur for e = 7r corresponding to complete reversal of direction. 
For this case we have 

02 - 01 = (P~ - Pi)/2m = - CJ1t'YcP "I 

so that 

P 2 - PI = - on'Y 2mc == - 2on'Y Po. 

Thus the limiting values of P 2 differ from PI by 

±2Po = ± 2mc 

(A3.1) 

(A3.2) 

(A3.3) 

in keeping with the results shown in Fig. 4. [For VI = P 1/m = 107 em/sec, 
corresponding to 01 = 0.025 electron volts, and c = 5.4 X 105 em/sec, it is 
seen that P 2 and PI differ by 10%.] For this case the range of P'Y is 

phonon emission, ona = + 1, P a from 0 to 2 (P I - Po) (A3.4) 

phonon absorption, on{3 = -1, P{3 from 0 to 2(P1 + Po). (A3.5) 

A singularity occurs for PI = Po. For this case phonon emission becomes 
impossible and the inner curve of Fig. 4 shrinks to zero; in Fig. Ai we show 
the sequence of shrinkage. The value of 01 for this condition corresponds to 
thermal energy for a temperature of less than 10 K. Under the conditions 
for which we shall compare theory and experiment, a negligible number of 
electrons lie in this range. Accordingly we shall use the above limits in cal­
culations and neglect the small errors introduced. 

A.4 THE MATRIX ELEMENT AND THE MEAN FREE PATH 

The matrix element may be written in the form18 

(A4.1) 

where 01n is the derivative of the edge of the conduction band in respect 
to dilatation of the crystal and Co, is the elastic constant for longitudinal 

18 See E and H in S, page 528, equation 31. The second expression in equation 31 
of this reference is in error by omission of a factor hWka = CPT. 
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Fig. A1-Initial and Final Values of P for Transitions ,vhich conserve energy. 
(a) The two nearly spherical surfaces for I ~ I = 6 me. 
(b) The two surfaces for I ~ I = 3 me. 
(c) For an electron with I ~ I = me, energy loss is impossible. 
(d) The case of 115; I = O. 

waves. Inserting this in the expression (A2.14) for lVI2 dS2, we obtain 

W I2 dS 2 = (V/27rh4) m [SinP.yc/4Vcu] 

ame 

6rne 

X (2n-y + 1 + on"t) (P-y/P1) dP-y (A4.2) 

(1/f)(1/8mP1)(21t-y + 1 + oll"t)(cP-y/kT)P-ydP-y 

where we have used the symbol C to represent 

t = 7rh4 cu/m'l[;in kT (A4.3) 

because, as we shall shortly show, t is the mean free path for electrons. 
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For the cases with which we shall be concerned, the values of n-y may 
be approximated by classical equipartition. This may be seen from the 
fact that largest energy phonons correspond approximately to an energy of 

cP'Y == 2cP1 = (4cm/P1)Pi/2m 
(A4.4) 

== (4C/VI)kT. 

Their energies will, therefore, be considerably less than kT. For large in­
creases in electron energy in high fields, however, this approximation may 
not be adequate. At room temperature cP'Y/kT == 0.2 and the critical 
range will correspond approximately to an increase of about 10 fold of 
electron temperature above the temperature of the crystal. Under these 
conditions cP -y deduced from equation (A4.4) will be about 2kT for the 
most energetic phonons; for this condition, hO\vever, P -y lies at the edge of 
the Brillouin zone and dispersive effects must be considered. In this treat­
ment we shall not investigate further these limits and shall in general 
assume that cP"( < kT. 

vVe shall next derive an expression for the mean free path and verify 
that the scattering is isotropic. These results can be derived more simply 
and directly from the matrix element by neglecting (PO/PI) and (cPa/kT) 
from the outset. For. the treatment of energy losses that follO\vs, we cannot 
make these approximations. \Ve shall, however, make them in the re­
mainder of this section thus establishing that our more general formulation 
reduces correctly to the more convenient and simpler formulation usually 
used. 

For the condition under which equilibrium applies we may approximate 
1t"( as follows: 

(A4.S) 

Then, for the phonon emission or a case, the contribution to W12 d82 be­
comes 

(A4.6a) 

and for the phonon absorption case, it becomes 

(A4.6b) 

We shall use these expressions later for the calculation of energy exchange, 
in which case the terms in cPa /2kT, which favor phonon emission, play an 
important role. In order to check the expression for mean free p:lth we neg­
lect these terms, however, and also approximate the integral of Pa dPa by 
2Pi rather than 2(P1 - PO)2. The total probability of transition from state 
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i\, which should be taken to be 1/ TI where TI is the mean free time, is 
then 

(A4.7) 

This is just the relationship appropriate to the interpretation of C as a mean 
free path between collisions. I9 It does not follow that TI is the relaxation 
time 'for the current, however, unless the. average velocity after collision 
is zero. We shall next show that the average velocity after collision is zero 
to the same degree of approximation used above by showing that scatter­
ing into any solid angle of directions is simply proportional to the solid 
angle, i.e. the direction of motion after collision is random. 

The conclusion that the scattering is nearly isotropic follows from the 
approximate proportionality of probability to P 'YdP 'Y' Since P 2 is nearly equal 
to PI and substantially independent of 0, we may write 

Pa dPa = ! d(Pa)2 = ! d (2Pi - 2Pi cos 0) 

= - pi d cos 0 = pi sin 0 dO. (A4.8) 

The last term is simply proportional to the solid angle lying in range dO; 
hence the end states are distributed with uniform probability over all direc­
tions and the scattering is isotropic. 

AS. ApPROXIMATE EQUIVALENCE TO ELASTIC SPHERE MODEL 

In this section we shall show that on the average the energy exchange 
between the electron and the phonons when the electron is scattered through 
an angle 0 is very similar in form to that corresponding to elastic collisions 
between spheres with the phonons represented by a mass much greater 
than the electrons. If dP a and dP f3 correspond to scattering through angles 
between 0 and 0 + dO, then the energy loss for phonon emission is cPa and 
the energy gain for absorption is cP f3. The relative probabilities of loss and 
gain are given by equations (A4.6) and from these it is found that the 
average energy gain is 

(08) cPf3[l - (cPf3/2kT)]PfJ dPf3 ---' cPa[l + (cPa/2kT)]Pa dPa 
[1 - (cPfJ/2kT)lPfJ dP{3 + [1 + (cPa/2kT)]P a dPa 

c[P~ dPfJ - p~ dPa] - (c2/2kT)(P~ dP{3 + P: dPa ) 

[1 - (cP{3/2kT)]Pf3 dP{3 + [1 + (cPa/2kT)]P a dPa . 

(AS.l) 

Since we are concerned chiefly with cases in which Po « PI, P 2 == PI, 
and cP{3/kT« 1, we may set 

(AS.2) 

19 See E and H in S, Chapter 11. 
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where P'Y corresponds to neglecting the energy change of the electron on 
collision. This approximation is not good enough for the first term in (AS.1) 
which involves P{3 - Pa. In order to evaluate this first term we note that 
the relationships 

Pa = P'Y[l - (PoP'Y/2Pi)] 

P{3 = P'Y[l + (PoP'Y/2Pi)] 

may be derived up to the first order in Po. This permits us to write 

P~ dP{3 - p! dPa == (1) d [(P{3 - Pa)(3P;)] 

= d[Pop~/pi] = 4(Pop;/pi) P'Y dP'Y' 

Hence 

(AS.3a) 

(AS.3b) 

(AS.4) 

(AS.S) 

The second term is proportional to the (average change in momentum)2 
for collision by angle O. It thus corresponds to energy which would be trans­
ferred to an initially stationary mass M» m by the colliding electron pro­
vided we take 

(AS.6) 

That this mass is much greater than the electron's mass may be seen in 
terms of v, the velocity of a thermal electron: 

mvi!2 = kT. (AS.7) 

From this we obtain 

M = m(vI/ c)2/2 == 170m (AS.8) 

at room temperature where VI == 107 em/sec while c == S.4 X 105 em/sec. 
The first term may then be interpreted as follows: 

2cPop;/pi = 2c2mP;/pi = 2(kTm/M)(p;/pi) (AS.9) 

If this is averaged over all angles 0, the P;/ pi term becomes 2; the energy 
gain is then just that picked up by a mass m colliding with a mass M moving 
with a Maxwellian distribution at temperature T as may be seen as fol­
lows: For this case the velocity V.M of M parallel to the line of centers on 
collision imparts an added velocity 2v.M to the electron and, on the average, 
an energy 

(AS. 11) 
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since M<V~f)/2 = kT/2. In addition, however, there is an effect due to 
relative velocity: when VM is directed so as to increase the closing velocity, 
the probability of collision is increased. Due to this effect, collisions with 
higher relative velocity are favored and as a result the energy transferred 
due to the VM effect is just doubled20 leading to a total contribution of 

(energy transfer due to VM) = 4 mkT/M. (AS.I0) 

This is just to the first term of (AS.S) when averaged over all values of e. 
Thus the average of the gain in energy term in (AS.S) is just that corre­

sponding to interactions with heavy masses Al in thermal agitation. The 
difference is that in the sphere model the average energy gain term is inde­
pendent of 0, whereas in the phonon case it varies as P;/ pi and approaches 
zero for forward scattering so that the dependence upon angle is different. 
The energy loss term, however, is correctly represented by the sphere model. 

The average value of (os) averaged over all values of (J is denoted by 
(OS)Pl' Since P; averaged over (} is 2Pi, we obtain 

(OC)Pl E!:! 4cPo ~ c2pi/kT 

~ 4mc2 (1 - pi/4 mkT). 
(A5.12) 

From this expression it is seenlhat an electron with energy Pi/2m = 2kT 
keeps the same energy on the average after M collision. \Ve shall use ex­
pression (AS.12) in Section A.6. 

For high electric fields, the electron energies are higher than thermal and 
the loss terms predominate. Furthermore, the scattering in both cases is 
nearly isotropic if M » m and the colliding particles are spheres. Hence, 
the analysis of kinetic theory of ionized gases can be applied to a high 
degree of approximation to estimate electron behaviors. 

It should be stressed that several approximations are involved in this 
treatment. In particular it is assumed that (I) cP"( < kT and that (II) 
PI » Po. If this is true, then 

(AS.13) 

so that the approximation used in considering the heavy spheres to be 
moving slowly holds and the mass of the heavy spheres is much greater 
than the electron mass: 

M/m == (kT//)/(2kT/vi) = vi/2c
2

• (AS.14) 

If conditions (I) and (II) are not satisfied, the approximations leading to 
(AS.S) will require revision. 

20 If VI,. is the velocity towards centers, then the probability of collision is weighted by 
[1 + (VM/Vln)] and the term linear in VM in the energy, which is (!m)(4VIn VM), con-
tributes 2{vlI}m to the average transfer. . 
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A.6 ApPROXnIATE TREAD'rENTS OF MOBILITY IN HIGH FIELDS 

A correct treatment of mobility in high electric fields E is based upon 
finding the steady state distribution function-j(P, E, T) which satisfies the 
Boltzmann equation, i.e. a function for which the rate of change due to 
acceleration by E just balances that due to scattering. This method leads 
at once to rather formidable mathematics which may tend to obscure 
somewhat the physical forces at work. \Ve shall in this section derive re­
lationships between drift velocity and E on the basis of simpler models 
and shall compare the results with the exact treatment as given in the 
literature for the case of a gas. 

For this purpose, we shall first suppose that the field in effect raises the 
electrons to a temperature Te which is greater than the temperature T of the 
phonon distribution. The electrons with temperature Te will have colli­
sions at a rate (TelT)1/2 greater than before and their mobility will be re­
duced from its equilibrium value Ilo to a new value Il 

(A6.1) 

The average rate at which the electric field does work on an electron is then 

(de/ dl)ficld = Force X Speed = QIlE2. (A6.2) 

For steady state conditions this must be equal to minus the average rate 
at which an electron gains energy from the phonons. Denoting this by 
(de/ dl)phonons we have 

(de/ dl)ncld + (de/ dl)phonons = O. (A6.3) 

In order to calculate the average rate of energy loss to the phonons, we 
consider the average energy gain of an electron of momentum Pl. As given 
by (A5.12): . 

(Oe)Pl = 4mc2 [1 - (mvi/4kT)]. (A6.4) 

According to our assumption, the number of electrons in the velocity range 
v to v + dv is N(v) dv = A exp (-mv2/2kTe)v2dv. These electrons suffer 
collision at a rate v/ t. Hence the average rate of energy gain is 

(de/dl)phonons = j (oe)p(v!c)J.Y(v) dv / jN(v) dv 

(8/v!;)(mc2ve/()[1 - (Ve/VT) 2] 

where we have introduced 

(A6.5) 

(A6.6) 
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We see that for thermal equilibrium, with T = Te and v = Ve , this equation 
gives correctly the result that there is no net interchange of energy be­
tween electrons and phonons. 

The equation for mobility for the case of phonon scattering is 

}.to = 4qf/3Y;'vTm. 

This expression may be used to reduce the steady state equation: 

o = (de/ dt)ficld - (de/ dt)phonons 

= (vT/ve)q}.toE2 + (8/y;') (mc2vT/ t)(Ve/VT) [1 - (VelVT)2] 

to 

This equation may be solved for VelVT: 

(Ve/VT = Y G) (1 + [1 + (3-71/8) (}.toE/ c)2)1/2) 1/2 

The drift velocity then becomes 

(A6.7) 

(A6.8) 

(A6.9) 

(A6.10) 

Vd = }.tE = }.toE y2/(1 + [1 + (3'n/8) (}.tOE/c)2J1/2) 1/2. (A6.11) 

For E« C!}.to, we have 

(A6.12) 

For E» C/}.to, we have21 

Vd = (32/3-71-)1/4 (}.tOEC)1/2 = 1.36 (}.toEc) 1/2. (A6.13) 

These equations define a critical field Ec at which the two limiting cases 
would give the same mobility: 

(A6.14) 

At this critical field, the drift velocity is less than the value on either limit­
ing form by a factor of 

vd/}.toEc = y2/ [1 + 51/2)1/2 = 0.785. (A6.15) 

This reduction in mobility corresponds to an electron temperature of 

Te = T! (0. 785)2 = 1.62T. (A6.16) 

Expressed in terms of c the drift velocity given by the limiting forms is 

Vc = Vd (extrapolated) = 1.84c (A6.17) 

21 This relationship has been published in Btttletin of Am. Pltys. Soc., Vol. 26, No.1, 
paper 55. 
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and the actual drift velocity is 

vd(Ec) = 0.785 X 1.84e = 1.45e. (A6.18) 

If we introduce Ec into the steady state equation (A6.9), and express 
VelVT as a mobility ratio, we obtain 

(A6.19) 

We give this equation in order to show the similarity of the Maxwellian 
distribution case to the cruder case considered next. 

A similar treatment may be given for a hypothetica1 distribution of elec­
trons such that all have the same energy C; and speed v. The effective mo-
bility of such a distribution is22 . 

Jl = (qrlm) (1 + (l) dfnrldfnv) 

= 2qf/3vm = 7r1
/
2 JlovTl2v. 

The steady state equation deduced from (A6.19) and (A6.4) is 

(v2/2v~) [(v2/2v~) - 1] = (37r/64) (JloEle)2 

For high fields we find that this steady state condition gives 

Vd = (7r/3)1/4 (eJloE)1/2 = 1.01 (eJloE)1/2, 

(A6.20) 

(A6.21) 

(A6.22) 

a val~e somewhat smaller than that obtained from the Maxwellian approxi­
mation. This leads to a critical field of 

Ee = (7r/3)1/2 el Jlo = 1.03 el Jlo (A.623) 

at which Vd given by (A6.22) extrapolates' to give the same value as JloE. 
We may use this distribution and make it give identical results with the 
Maxwellian distribution. If we use the steady state condition for low fields, 
we find v = 21/2 VT and 

Jl = P~ = v;:;s Po = 0.625 Jlo. 

In terms of this p~, the steady state equation becomes 

(p~1 Jl)2 [(p~1 Jl)2 - 1] = (EI E~)2. 

with 

(A6.24) 

(A6.25) 

(A6.26) 

It is evident that if we chose modified values of e' and C' so as to make 
Jl~(c') become equal to Jlo and E~(c', e') = Ec(e, t), then the monoenergetic 

22 See E and II in S problem 8 page 293. 
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approximation will give the same results as the Maxwellian distribution. 
vVe use this procedure in the following section. 

As pointed out in Section A.S, the problem treated here is closely analo­
gous to electronic conduction in gasses. For this case, an exact treatment 
has been given for high fields such that the motion of the large masses M 
may be neglected. The drift velocity is found to be23 

Substituting kT / c2 for 1.1 and using (A6.7) to eliminate l, we obtain 

Va = (7r3/6)1/4r(~)cPoEc)l/2 

= 1.23 cPoEc) 1/2. 

(A6.27) 

(A6.28) 

This value lies intermediate between the two simple approximations con­
sidered above and leads to a critical field of 

Ee = 1.51 c/JJ.o (A6.29) 

a t a velocity of 

Vde = fJ.oEe = 1.51 c. (A6.30) 

Since the exact case gives Va = JJ.oE for low fields and Va = JJ.o(EEc)l/2 for 
large fields, it is evident that either the Maxwellian or single energy dis­
tribution will approximate it well (provided suitable choices of fJ.o or JJ.~ and 

I 
Ee or Ee are made) except for a small error near Ee. 

The distribution in energy for the gas case leads to a probability of 
finding the electron in a range V 'to V + dv proportional to 

[cxp - f.' mv dv/(kT + 3M(qCE/3mv)') ] v'dv (A6.31) 

For high fields this reduces to 

[exp - (3m/4M) (v?m/q CE)?] v? dv 

It is seen that this distribution weights the low energies less heavily than 
does the Maxwellian for the S:Lme average energy and thus gives a lower 
mobility. It weights them more heavily than does the single energy and, 
therefore, gives a higher mobility than it. 

23 Dmyveste'),n Physica 10, 61 (1930). See also S. Chapman and T. G. Cowling, "The 
Mathematical Theory of Non-Uniform Gases," Cambridge at the University Press, 1939, 
page 351. 
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A.7 THE EFFECT OF THE OPTICAL MODES 

A.7 a. Introduction 

The treatment presented above is based entirely upon interaction with 
the longitudinal acoustical modes of the crystal. Since the diamond struc­
ture has two atoms per unit cell, it is also possible to have "optical modes" 
in which the two atoms vibrate in opposite direct~ons. Such modes may 
have long wave lengths; for example, do the same thing in each unit cell, 
and thus correspond to small values of P 'Y' Hence they may interact with 
the electron waves with P'Y == Pl. Their frequencies correspond roughly to 
a wave length of about (!) the lattice constant in the [100] direction and 
hence to a frequency of about 

(4.92 X 105)«!)5.6 X 10-8)-1 (2/rr) = 1.12 X 1013 sec-1 (A7.1) 

The last factor of (2/7r) is a crude allowance for dispersion, which leads to 
a decreasing phase velocity at short wave lengths. This corresponds to an 
energy 

(A7.2) 

These optical phonons thus contain much more energy than the acousti­
cal phonons; the latter having at room temperature an energy of about 

(A7.3) 

[or about k 1000 K if we use the higher effective value of e discussed in 
Section 4]. Furthermore, the optical phonons will be only slightly excited; 
thus collisions with them will in general involve phonon emission so that a 
collision will on the average result in an energy loss of nearly 500k. This is 
very large compared, for example, to the average loss of about 8 me? == k 
12° per collision for electrons with energies of 4kT. 

A difficulty with the optical modes is that for the approximation of 
spherical energy bands, which we have used in earlier parts of this paper, 
they should have matrix elements which vanish when PI = O. This con­
clusion is reached by considering the deformation potentials corresponding 
to an optical displacement: this may be thought of as moving one of the 
face-centered cubic sublattices of the diamond structure in respect to the 
other. Since the initial position is one of tetrahedral symmetry, there can 
be no first order change in the energy 0c at the bottom of the conduction 
band. There may be a distortion of the energy spheres for higher energies, 
however, and this can lead to matrix elements proportional to pi and transi­
tion probabilities proportional to pi .25 

2. This view is in disagreement with the position stated by F. Seitz in his two papers 
on mobility. Plzys. Rev. 73, 550 (1948) and 76, 1376 (1949). See for example the text 
between equations (14) and (15) of the latter paper. 
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On the other hand, if the band is degenerate. and has energy surfaces 
consisting, for example, of three sheets, then an optical displacement may 
split the degeneracy and the shift in energy for PI = 0 can be linear in the 
displacement. (For example consider one wave function with angular de­
pendence of the form (cos () + sin () cos cp + sin () sin cp) i.e. a p-type wave 
function with its axis along [111]. Its energy should certainly change for 
relative displacements of the two sublattices along the [111] direction since 
positive and negative displacements are unsymmetrical in their distortion 
in respect to this line.) 

Chiefly from evidence on magneto-resistance, the writer is convinced 
that the electron energy band is complex in form. Thus it would be expected 
that the optical modes would have matrix elements for low values of Pl. 
We shall assume that this is the case but shall not endeavor to deal with a 
non-spherical band. This an inherently inconsistent approach, but should 
give at least a semiquantitative agreement with an exact theory. 

In order to illustrate the effect of the optical modes, we shall assume for 
the moment that for high fields they are the dominant mechanism of scat­
tering and that the scattering is isotropic. If the mean free time between 
collisions is T, then the power input is 

(A7.4) 

If the temperature is so low that the optical modes are only slightly ex­
cited, the transitions will in general absorb an optical phonon so that 

(dS/ dt)op = hV/T. (A7.5) 

The steady state condition leads to the surprising but simple result that 

Vd = qTE/m = (ltv/m)I/2 (A7.6) 

so that the drift velocity is independent of E. 
If we insert k 520° K for ltv and the free electron mass for m, Vd becomes the 

velocity of an electron with k 2600 K of energy giving 

Vd = 0.88 X 107 cm/sec. (A7.7) 

The limiting value on Fig. 2 for 298°K corresponds to extrapolating Ohm's 
law to about 1500 volts/cm or a drift velocity of 1500 X 3600 = 0.54 X 107

• 

The limiting value for TTK is about twice as high. These values are seen 
to be in reasonable agreement with the predicted value. 

It should be pointed out, however, that the answer obtained for Vd de­
pends implicitly on the assumption that a relaxation time may be used in 
the simple way employed above. To illustrate that the result is not com­
pletely general we refer the reader to equation (4.4) which was obtained 
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on the basis of a somewhat different treatment. According to (4.4) 

Vd = (~) (2hv/m)1/2 = (llv/2m)1/2 

= 0.63 X 107 em/sec. 

a result smaller than (A7.6) by a factor of 21/2. 

(A7.8) 

A correct treatment of the optical modes together with acoustical modes 
would involve solving the Boltzmann equation to find the steady state 
distribution. This will obviously present problems of considerable com­
plexity. In particular scattering will suddenly begin to increase when the 
electron acquires an energy, 01 > hv and it seems unlikely that analytic 
solutions can be obtained. Even the Maxwellian distribution leads to 
somewhat complicated integrals. 

A.7b. Estimate of the Matrix Element 

In order to proceed further we must estimate the order of magnitude of 
the optical scattering matrix element. For this purpose we introduce a 
"deformation potential" coefficient for the optical modes by the equation 

(A7.9) 

where x is the displacement parallel to the x-axis of one sublattice in respect 
to the other and Xo is the x-component of relative displacement of the sub­
lattices for equilibrium conditions. The same reasoning as used in treating 
mobility by deformation potentials26 may then be applied and the matrix 
element evaluated by analogy with the dilatation waves. For the latter the 
matrix element may be written in the form 

(A7.10) 

where ~ is the dilatation and (.12) is the average (dilatation)2 for the 
mode before and after transition.27 Since half the energy in a running wave 
is potential 

1 CU<~2) V = 1 hv X [average of (n + 1)] 

= hv (2n + 1 + on)/4. 
(A7.11) 

This leads to the form introduced in equation (A4.1). By analogy, for the 
optical modes we should take 

(A7.12) 

26 W. Shockley and J. Bardeen, Pltys. Rev. 77, 407-408 (1950) and J. Bardeen and 
W. Shockley, Phys. Rev. 80, 72 (1950). 

27 See E and II in S, page 528. 
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where the stored energy for deformation (x/ xo) is 

t Coo (x/ xo)'2 V (Ai.13) 

and the average value for a transition from 11, = 0 to 11, = 1 is ltv for the 
total energy and (!)hv for potential. This leads to 

/ Uop /2 = 8~n ltv/2coo V (A7.14) 

As a first approximation we may take the stiffness between the planes of 
atoms separated by Xo as the same as the macroscopic value. This leads to 

Coo = Cll (A7.1S) 

Furthermore, equal relative displacements of neighbors are produced by 
equal values of Ll and x/xo. Hence approximately equal changes in energy 
may occur so that we may assume that 

(A7.16) 

Under these conditions 

(A7.1i) 

Since the energy of the optical modes is a maximum for P"( = 0, it will 
change only a small fraction for values of P"( comparable to P I•

23 (See Fig. 3.) 
Consequently, conservation of energy leads to transitions between PI and 
a sphere with P2 = [2m(S1 - ltV)jl/2. The probability is equal to each point 
on the sphere and the transition probability is readily found2

!l to be 

(A7.18) 

where V2 = P 2/m is tl].e speed afler collision. If we assume relationship 
(A7.17) between matrix elements and introduce C as defined in (A4.3), then 

(A7.19) 

where COP is a sort of mean free path for optical scattering. 
The dependence of V2 upon the velocity before collision VI i~ obtained as 

follows: 

V2 = [2(S1 - ltv)/m]lf2 

(vi - V;)1/2 

(A7.20) 

(A7.21) 

28 See F. Seitz, "Modern Theory of Solids," McGraw-Hill Book Co., 1940, p. 122. 
29 See E and Ii in S of A.2, p. 493, for a similar treatment. 
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where v" is the velocity corresponding to ltv: 

v" = (2ltv/m) 1/2. (A7.22) 

The rate of energy loss to the optical modes is simply 

ltVV2/ fop. (A7.23) 

A.7c. Approximate Steady Stale Trealment 

In order to test whether or not the role of optical modes can explain 
Ryder's data, we shall use a very crude method. \Ve shall assume that the 
electrons all have the same energy and shall calculate their mobility on the 
basis of the mean free time at that energy; from this we calculate the power 
input. \Ve shall also calculate the power loss in the same way. It is obvious 
that this treatment is a very poor approximation to the actual situation. 
An electron which loses energy to the optical modes will, under most cir· 
cumstances, have only a small fraction of its energy left afterwards; thus to 
assume a monoenergetic distribution is unrealistic. However, the treatment 
does bring into the analytic expressions the principal mechanisms and, as 
we shall show, appears to account for the main experimental features. 

The collision frequency or relaxation time for transitions involving the 
optical modes is given in (A7.19) and the energy loss in (A7.23). We must 
introduce corresponding expressions for the effect of the acoustical modes. 
Since the single energy distribution is to be used over the entire range of 
electric fields, we must introduce some approximations like those discussed 
in connection with (A6.25) in order to make it converge on the correct be­
havior at E = O. The particular choice selected is a compromise between the 
energy loss formulae for the Maxwellian and single energy distributions: 

(A7.24) 

A simplified expression is also used for the mobility: 

J.I. = qe/mvl = J.l.OVT/V, (A7.25) 

The relationship between J.l.o and C given by this differs by 25 per cent from 
the correct relationship (A6.7); since J.l.o is an adjustable parameter in the 
comparison between theory and experiment, (A7.25) does not introduce any 
error at low fields. Equations (A7.24) and (A7.25) cause J.I. to converge on J.l.o 

and 01 on kT as E approaches zero. (It is probable that a slightly better fit 
to the data would be obtained by using the procedure described with equa­
tion (A6.25); the calculations based on (A 7.2-1) and (A 7.25) were made be­
fore the (A6.25) procedure was worked out, however, and it was not consid­
ered worth while to rework them for this article.) 
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Rewriting the equation for mobility in terms of the collision frequencies 
1/ T = VI/ C and 1/ Top, the power input from the electric field is 

(d8/dt)ficld = qJlE2 = q2E2/m [(l/T) + (l/Top)] 

= qJlOE2/ (VI/VT) [1 + (t/ top) (VdVI)] 
(A7.26) 

where the V2 term is omitted if VI < Vp • The power delivered by phonons is 

= (4qc2/Jlo)(VI/VT) (A7.27) 

X [1 - (VI/VT)2 - (/lv/4mc2) (t/fop) (V2/VI)]. 

The two coefficients of (V2/VI) are both larger than unity according to the 
analysis given above. We shall introduce the symbols A and B for them: 
Accordingly 

A = tjtop = hv/kT, 

the last equality following from (A7.19), an~ 

B = hv/4 mc2
• 

(A7.28) 

(A7.29) 

If we take ltv = k 520oK, In = the electron mass and c = 5 X 105 em/sec, 
we find 

B = 87. (A7.30) 

As discussed in the text, the losses appear to be larger than can be ac­
counted for by these values of In and c. The critical drift velocity used in 
the fit of Fig. 4 was 2.6 X 106 cm/sec and this corresponds to a value of c 
of 

c = ve/1.51 = 1.72 X 106 em/sec (A7.31) 

according to the exact treatment based on the sphere model. (As stated in 
the text this means an effectiveness of energy interchange about (1.72 X 
106/5 X 105)2 == 10 times larger than the simple theory.) 

Our simplified energy loss equation (A7.27) leads to 

Vc = 2c (A7.32) 

so that we shall take 

c = 1.3 X 106 (A7.33) 
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in this section so as to agree with the critical velocities observed in Fig. 2. 
This leads to a value for B of 

F or A we shall take 

B = k 520oK/4m (1.3 X 106)2 

= 12.8 

A = 520/T 

(A7.34) 

(A7.35) 

The only other adjustable parameter is J.lo. For this we shall use the value 
based on Haynes' drift mobility and acoustical scattering. 

J.lo(T) = J.lo (298°K)(298°K/T)3/2 

= 3600 (298°K/T)3/2 
(A7.36) 

This value automatically fits the room temperature data in the Ohm's law 
range. The T-3/2 dependence then extrapolates it to the other ranges. 

The steady state condition may then be written in the form 

x2(1 + Ay)(ABy + Ax2 - 1) = Z2 (A7.37) 

where 

VI' = (2hv/m)1I2 (A7.38) 

x = VI/V", y = V2/VI = (1 - X-2)1/2 (A7.39) 

A = hv/kT = (Vv!VT)2 (A7.40) 

B = 12.8 (A7.41) 

Z = J.lo (T)E/2eA 1/2. (A7.42) 

This form lends itself to calculation of z as a function of x. The drift velocity 
is then found to be given by 

'U = va/2e = z/x(1 + Ay) 

= [(ABy + Ax2 -1)/(1 + Ay)F/2 
(A7.43) 

If A » 1, there are three distinct ranges of behavior for 'U versus z: 

Range (I) 'U == z/ A 1/2 

For z ~ 0, x2 
---7 1/ A, y = 0 and consequently, 

1t = zA 1/2 = val2e = J.lo EI2c (A7.44) 
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so that the low field relationship 

(A7.45) 

is correctly given. 

Ra1lge II, Ax~» 1 and x < 1 

In this range the electrons are at high temperature but not high enough 
to excite the optical modes. For it 

Z2 = Ax4, 

u = zl/~A 1/4 

x = zl/'!./ A 1/4 

or 

(A7.46) 

(A7.47) 

This corresponds to the square root range .,vith a critical field of Ee = 
2c/ po and Vc = 2c. 

Range III, x > 1 

\Vhen x is greater than unity, the optical modes enter the picture. For 
the three cases considered the values of A and AB are: 

77°K, A = 6.75, 

193°K, A = 2.69, 

296°K, A = 1.74, 

AB = 87, 

AB = 34.5, 

AB = 22.3. 

(A7.48) 

The large value of AB means that as soon as y is appreciably greater than 
zero, say 0.5 corresponding to x = 1.15, energy losses to optical modes 
dominate. As y approaches unity, the value of 'It is approximately 

leading to 

u == [AB/(1 + A)]I/2 

= (llv/411ZC~)1/2/(1 + A-l)1/2 

vd(A, B) = (llv/m)1/2/(1 + A-l)1/2 

= vv/[2(1 + A-l)]I/~l, 

(A7.49) 

(A7.50) 

For the values of A and B given above, the ranges are not completely sepa­
rated. In Fig. A2 ,ve show the theoretical curves used in Fig. 5, together 
with the limiting lines just discussel . 

. For the middle or 193°K curve, we also show the fit that would be ob­
tained if c = 5 X 105 cm/sec, corresponding to B = 87 as for (A7.30). It is 
seen that this deviates much more from the data than does the curve based 
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on c = 1.3 X lOG corresponding to B = 12.8. The deviation between theory 
and experiment would be still worse at 77°K, for which temperature the 
curve of Figure A2 fits the data well, as is shown in Figure 5. 
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Fig. A2"':"'The theoretical curves and their limitinf{ forms. Some of the data from Fig. 
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simple theory with c == 5 X 105 cm/sec; the change at nOK would be even more marked. 

Above range III, the Ax~ term makes an appreciable contribution. 
When Ax2 becomes large compared to B, the approximation of taking the 
acoustical modes to be fully excited becomes questionable. This effect may 
be estimated by comparing kT and the energy in an acoustical transition. 
The ratio is approximately 

PIC mxv~c lzv 2c 
kT -liT kT 

'x 
v~ 

2 ·1.3 .106 
(A7.51) 

520 
x/3. -

300 1.26.107 X 
-
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On Fig. A2 we show the values of x. Equ. (A7.51) leads to values of x < 3 
for 298°K and x < 2 for 193°K. Although the approximation of hv (acousti­
cal) < kT breaks down, extrapolating the acoustical scattering into the 
higher range involves some compensating effects. 

The effective "temperature" Te of the electrons may be taken on the basis 
of this approximate treatment to be proportional to vi. In order to make 
Te become equal to T for zero field, we define Te by the equation 

Te = Tvi/v;' = x2 hv/k 
(A7.52) 

Some temperatures deduced from this equation are also shown on Fig. A2. 
Some of the data of Fig. 2 are also repeated in Fig. A2. In addition some 

earlier data30 are also shown. These data extend to a somewhat higher 
range and appear to show the upward tendency predicted by the theory. 
The scale of temperatures indicates that for the extreme conditions experi­
enced electron "temperatures" of about 40000 K have been produced. 

30 E. J. Ryder and W. Shockley, Pltys. Rev. 81, 139 (1950). 



Published writings of C. J. Davisson 

Note on Radiation due to Impact of Beta Particles upon Solid Matter. 
Abstract. 
Phys. Rev., v. 28, ser. 1, pp. 469-470, June 1909. 

Positive Thermions from Salts of Alkali Earths. 
Phil. Mag., v. 23, pp. 121-139, Jan. 1912. 

Role Played by Gases in the Emission of Positive Thermions from Salts. 
Phil. Mag., v. 23, pp. 139-147, Jan. 1912. 

Dispersion of Hydrogen and Helium on Bohr's Theory. 
Phys. Rev., v. 8, ser. 2, pp. 20-27, July 1916. 

Gravitation and Electrical Action. 
Science, v. 43, p. 929, June 30, 1916. 

The Emission of Electrons from Oxide-coated Filaments under Positive 
Bombardment. (with Germer, L. H.) 

Phys. Rev., v. 15, ser. 2, pp. 330-332, April 1920. 
The Electro-magnetic Mass of the Parson Magnetron. 

Abstract. 
Phys. Rev., v. 9, ser. 2, pp. 570-571, June 1917. 

The Emission of Electrons from Oxide-Coated Filaments. (with Pidgeon, 
H.A.) 

Phys. Rev., v. 15, ser. 2, pp. 553-555, June 1920. 
The Relation between the Emissive Power of a Metal and its Electrical 

Resistivity. (with Weeks, J. R.) 
Abstract. 
Phys. Re7)., v. 17, pp. 261-263, February 1921. 

Scattering of Electrons by Nickel. (with Kunsman, C. H.) 
Science, v. 54, pp. 522-524, Nov. 25, 1921. 

The Scattering of Electrons by Aluminum. (with Kunsman, C. H.) 
Abstract. 
Phys. Rev., v. 19, ser. 2, pp. 534-535, May 1922. 

Secondary Electron Emission from Nickel. (with Kunsman, C. H.) 
Abstract. 
Phys. Rev., v. 20, ser. 2, page 110, July 1922. 

Thermionic Work Function of Tungsten. (with Germer, L. H.) 
Phys. Rev., v. 20, ser. 2; pp. 300-330, Oct. 1922. 

Scattering of Electrons by a Positive Nucleus of Limited Field. 
Phys. Rev., v. 21~ ser. 2, pp. 637-649, June 1923. 

1035 



1036 THE BELL SYSTEM TECHNICAL JOURNAL, OCTOBER 1951 

Scattering of Low Speed Electrons by Platinum and Magnesium. (with 
Kun~man, C. H.) 

Pliys. Re'l'., v. 22, ser. 2, pp. 242-258~ Sept. 1923. 
The Thermionic 'York Function of Oxide-coated Platinum. (with Germer, 

L. H.) 
Abstract. 
Phys. Rev., v. 21, ser. 2, page 208, February 1923 . 

. Note on the Thermodynamics of Thermionic Emission. 
Phil. Mag., v. 47, ser. 6, pp. 544-549, Mar. 1924. 

The Relation between Thermionic Emission and Contact Difference of 
Potential. 

Abstract. 
Phys. Rev., v. 23, page 299, January 1924. 

Relation between the Total Thermal Emissive Power of a Metal and its 
Electrical ResistiYity. (with \Veeks, J. R.) 

Opt. Soc. Am., ll. and Rev. Sci. Ills{rllmwts, v. 8, pp. 581-605, May 1924. 
Thermionic \Vork Function of Oxide-coated Platinum. (\vith Germer, L. H.) 

Phys. Ret'., v. 24, ser. 2, pp. 666-682, Dec. 192-t 
Note on Schottky's 1\1:ethod of Determining the Distribution of Velocities 

among Thermionic Electrons. 
Pltys. Ret!., v. 25, pp. 808-811, June 1925. 

Are Elrctrons \Vaves? 
Bell Lab. Rcc(lrd, v. 4~ no. 2. pp. 257-260, Apr. 1927. 

Diffraction of Electrons. (with Germer, L. H.) 
Phys. Rev., v. 30! pp. 705-740, Dec_ 1927. 

Note on the Thermionic \Vork function of Tungsten. (with Germer, L. H.) 
PllYS. Rev., v. 30, ser. 2, pp. 634-638, Nov. 1927. 

Scattering of Electrons by a Single Crystal of J:\ickel. (with Germer, L. H.) 
Nature, v. 119, pp. 558-560, Apr. 16, 1927. 

Are Electrons Waves? 
Franklin Inst., fl., v. 205, pp. 597-623, May 1928. 

Attempt to Polarize Electron \Vaves by Reflection. (with Germer, L. H.) 
Nature, v. 122, p. 809, Nov. 24, 1928. 

Diffraction of Electrons by a Crystal of Kickel. 
Bell Sys. Tech. fl., v. 7, pp. 90-105, Jan. 1928. 

Reflection and Refraction of Electrons by a Cryslal of Kickel. (with Germer, 
L. H.) 

Nal'l. Acad. Sci., Proc., v. 14, pp. 619-627, Aug. 1928. 
Reflection of Electrons by a Crystal of Nickel. (with Germer, L. H.). 

N at'l. Acad. Sci., Proc., v. 14, pp. 317-322, Apr. 1928. 
"Anomalous Dispersion" of Electron V\Taves by Nickel. (with Germer, 

L. H.) ~~:"tt\ 

Phys. Rev., v. 33, pp. 292-293, Feb., 1929. 



PUBLISHED WRITINGS OF C. J. DAVISSON 1037 

Electron Waves. 
Franklin [nst., fl., v. 208, pp. 595-604, Nov. 1929. 

Electrons and Quanta. 
Opt. Soc. Amer., fl., v. 18, pp. 193-201, Mar. 1929. 

Scattering of Electrons by Crystals. 
Sci. Monthly, v. 28, pp. 41-51, Jan. 1929. 

Test for Polarization of Electron \Vaves by Reflection. (with Germer, L. H.) 
Phys. Rev., v. 33, pp. 760-772, May 1929. 

Wave Properties of Electrons. 
Science, v. 71, pp. 651-654, June 27, 1930. 

Sir Cln.ndrasekhara Venkata Raman, Nobel Laureate. 
Bell Lab. Record, v. 9, pp 354-357, Apr. 1931. 

Conception ani Demonstration of Electron \Vaves. 
Bell Sys. Tcc1z. fl., v. 11, pr. 546-562, Oct. 1932. 

Diffraction of Electrons by 1\letul Surfuccs. (with Germer, L. H.) 
Abstract. 
Pltys. Rev., v. 40, p. 12t. Apr. lC).n. 

Electron Lel13cs. (with Culbick, C. ].) 
Letter to the editor. 
Plzys. Rev., v. 42; p. 580, Nov. 15, 1932. 

Electron Particles as \Vaves. (with Germer, L. H.) 
Abstract. 
Sciellce, v. 75, supp. pp. 1O~ 12, :Mar. 4, 1932. 

Electron Microscope. (with Calbick, C. J.) 
Abstract. 
Phys. Rev., v. 45, p. 764, May 15, 1934. 

Electron Optics. 
Sci. M oll/hly, v. 39, pp. 265-268, Sept. 1934. 

What Electrons can Tell us About Metal.s. 
fl. Applied Phys., v. 8, pp. 391-397, June 1937. 

Discovery of Electron Waves. Nobel Lecture. 
"4" .. Bel! Sys. Tech. fl., v. 17, pp. 475-482, July 1938. 

Laureation in Stockholm. 
Bell Lab. Record, v. 16, pp. VII-XII, Feb. 1938. 

Theory of the Transverse Doppler Effect. 
Phys. Rev., v. 54. pp. 90-91, July 1,1938. 

Double Bragg Reflections of X-rays in a Single Crystal. (with Haworth, F. E.) 
Letter to the Editor . 

. Phys. Rev., v. 66, pp. 351-352, Dec. 1 & 15, 1944. 
Double Bragg Reflections of X-rays in a Single Crystal. 

Letter to the Editor. 
Phys. Rev., v. 67, page 120, February 1 and 15, 1945. 



Contributors to This Issue 

JOSEPH A. BECKER, A.B., Cornell University, 1918; Ph.D., Cornell 
University, 1922. National Research Fellow, California Institute of Tech­
nology, 1922-24; Assistant Professor of Physics, Stanford University, 1924. 
Engineering Department, ~estern Electric Company, 1924-25; Bell Tele­
phone Laboratories, 1925-. Dr. Becker has worked in the fields of X-rays, 
magnetism, thermionic emission and adsorption, particularly in oxide coated 
filaments, and the properties of semiconductors as applied in varistors, ther­
mistors and transistors. 

R. M. BOZORTH, A.B., Reed College, 1917; U. S. Army, 1917-19; Ph.D. in 
Physical Chemistry, California Institute of Technology, 1922; Research 
Fellow in the Institute, 1922-23. Bell Telephone Laboratories, 1923-. As 
Research Physicist, Dr. Bozorth is engaged in research work in magnetics. 

c. J. CALBICK, B.Sc. in E.E., State College of Washington, 1925; M.A. in 
Physics, Columbia, 1928. Bell Telephone Laboratories, 1925-. Here he has 
been engaged in the study of thin films on thermionic cathodes, electron 
diffraction problems, electron optics and microscopy, and in the development 
of high quality cathode-ray tubes for television reception. Member of 
American Physical Society, American Crystallographic Association, the 
Electron Microscope Society of America, the New York Microscopical 
Society and the LR.E. 

KARL K. DARROW, B.S., University of Chicago, 1911; University of Paris, 
1911-12; University of Berlin, 1912; Ph.D., University of Chicago, 1917. 
Western Electric Company, 1917-25; Bell Telephone Laboratories, 1925-. 
As Research Physicist, Dr. Darrow has been engaged largely in writing on 
various fields of physics and the allied sciences. 

L. H. GERMER, B.A., Cornell, 1917; M.A., Columbia, 1927; Ph.D., Colum­
bia, 1927. Bell Telephone Laboratories, 1917-. With the Research Depart­
ment, Dr. Germer has been concerned with studies in electron scattering and 
diffraction, surface chemistry, order-disorder phenomena, contact physics 
and physics of arc formation. Member of American Physical Society, the 
American Crystallographic Society of which he was president in 1944, the 
A.A.A.S., the New York Academy of Sciences and Sigma Xi. 

1038 



CONTRIBUTORS TO THIS· ISSUE 1039 

FRANK GRAY, B.S., Purdue, 1911; M.A., Wisconsin University, 1913; 
Ph.D., 1916. U. S. Navy, 1917-19; Bell Telephone Laboratories, 1919-. His 
work has been chiefly re3earch in microphone and relay contacts, gas dis­
charge tubes, television, electron be3.m tubes, microwave tubes, PCM sys­
tems, and transistors. Fellow of American Physical Society and the A.A.A.S.; 
member of Gamma Alpha and Sigma XI; and Associate, I.R.E. 

R. D. HEIDENREICH, B.S., Case School of Applied Science, 1938; M.S., 
1940. Dow Chemical Company, 1940-45; Bell Telephone Laboratories, 
1945-. Here he has worked chiefly on problems of surface metallurgy. Fellow 
of American Physical Society; member of A.A.A.S., the Electron Microscope 
Society of America and Sigma Xi. 

A. N. HOLDEN, B.S., Harvard, 1925. Bell Telephone Laboratories, 1925-. 
In the Research Department his work has been chiefly in chemistry and 
solid state physics, primarily in originating new piezoelectric materials and 
in perfeCting methods of growing crystals. 

A. G. JENSEN, E.E., Royal Technical College, Copenhagen, 1920; instruc­
tor, 1921. Bell Telephone Laboratories, 1922-. He has been occupied chiefly 
in radio receiving studies, short-wave transatlantic telephony, coaxial cable 
development and television research. Fellow of I.R.E. and member of Society 
of Motion Picture and Television Engineers. 

M. J. KELLY, B.S., Missouri School of Mines and Metallurgy, 1914; M.S., 
University of Kentucky, 1915; Ph.D., University of Chicago, 1918. Joining 
Bell Telephone Laboratories in 1918, Dr. Kelly became Director of Vacuum 
Tube Development in 1928; Director of Research, 1936; Executive Vice 
President, 1944; President, 1951. For the past year he has also served in an 
advisory capacity to the Air Force to assist in organizing its research and 
development. He holds honorary doctors' degrees from the University of 
Kentucky and the University of Missouri. In 1944 Dr. Kelly was awarded a 
Presidential Certificate of Merit and in 1945 was elected to the National 
Academy of Sciences. Member of Franklin Institute; Fellow of American 
Physical Society, I.R.E., Acoustical Society of America, A.I.E.E., and the 
American Association for the Advancement of Science. 

L. A. MACCOLL, A.B., University of Colorado, 1919; M A., Columbia, 
1925; Ph.D., 1934. Bell Telephone Laboratories, 1919-. He has been con­
cerned chiefly with mathematical research and consultation. Visiting lec­
turer, Princeton, 1948-49; author of "Fundamental Theory of Servomecha-



1040 THE' BELL SYSTEM TECHNICAL JOURNAL, OCTOBER 1951 

nisms" (1945); member of American Ma thematical Society, the Ma thema tical 
Association of America, the Edinburgh Mathematical Society, the American 
Physical Society, Phi Beta Kappa and Sigma Xi; and Fellow of New York 
Academy of Sciences. 

W. P. MASON, B.S. in E.E., University of Kansas, 1921; M.A., Ph.D., 
Columbia, 1928. Bell Telephone Laboratories, 1921-. Dr. Mason has been 
engaged principally in investigating the properties and applications of piezo­
electric crystals and in the study of ultrasonics. 

H. J MCSKIMIN, B.S., University of Illinois, 1937; M.S., New York Uni­
versity, 1940. Bell Telephone Laboratories, 1937-. Here he has worked 
chiefly on crystal filters, piezoelectric elements, ADP crystals, studies of the 
acoustic properties of liquids and solids. Member of Acoustical Society of 
America, Eta Kappa Nu, and Sigma Xi. 

J. R. PIERCE, B.S., in Electrical Engineering, California' Institute of 
Technology, 1933; Ph.D., 1936. Bell Telephone Laboratories, 1936-. Dr. 
Pierce has been engaged in the study of vacuum tubes. 

W. SCHOCKLEY, B.Sc., California Institute of Technology, 1932; Ph.D., 
Massachusetts Institute of Technology, 1936. Bell Telephone Laboratories, 
1936-. Dr. Shockley's work in the Laboratories has been concerned "vith 
problems in solid state physics. 

ELIZABETH A. \VOOD (Mrs. Ira E.), A.B., Barnard) 1933; M.A., Bryn 
Mawr, 1934; Ph.D.) Bryn Mawr, 1939. Research Assistant, Columbia, 1941. 
The next year she was awarded a National Research Fellowship and spent 
two years studying quartz deposits in the United States. Bell Telephone 
Laboratories, 1943-. Her work has been chiefly in X-ray diffraction, and the 
X-ray and optical investigation of crystals. Delegate to the Second Interna­
tional Congress of Crystallography in Stockholm in 1951. Member of Ameri­
can Physical Society, American Crystallographic Association, the New York 
Mineralogical Club, Phi Beta Kappa, Sigma Xi; and a Fellow of the Min­
eralogical Society of America. 


