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Timing Errors in a Chain of 
Regenerative Repeaters, III 

By B. K. KINARIW ALA 

(Manuscript received March 2, 1964) 

We present here a general and rigorous theory of the jitter accumulation 
in a chain of regenerative repeaters. The sources of jitter are assumed to be 
the signal-dependent sources, as distinguished from purely random sources 
independent of the signal. 

Our results show that while the absolute jitter and its dispersion grow with­
out bound with the number of repeaters, the spacing and the alignment jitter 
remain bounded. In particular, the spacing jitter bounds are quite optimistic 
for most practical situations, viz., no greater than twice the absolute jitter 
injected at a single repeater. This result is of importance in that it ensures 
proper decoding of the binary signal. Its further importance is that it 
does ensure, in most cases, the validity of the basic model and thus the validity 
of other results obtained by that model. One such result shows that the align­
ment jitter is slowly-varying for repeaters farther along the chain. We also 
include some results which would be of use in computations, together with a 
simple example. 

1. INTRODUCTION 

1.1 Purpose 

Pulse regeneration is an attractive feature of digital communication 
systems. A regenerator or a regenerative repeater must: (i) detect the 
presence or absence of a pulse at certain time instants which are, ideally, 
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multiples of the basic pulse repetition period, (ii) regenerate the pulse 
shapes, and (iii) retime these pulses so they occur at appropriate in­
stants of time in the outgoing signal. In practice, errors in detection due 
to noise, distortion, etc. in the system and errors in retiming the signal 
impose limitations on the operation of such systems. Except for noise 
which may lead to the detection of a pulse where no pulse exists in the 
original signal and vice versa, the imperfections in the system show up as 
a jittering of the pulse positions in the outgoing signal. In self-timing 
repeaters,! the jitter from all sources except random noise is also de­
pendent on the signal itself.2 

Several workers have investigated many different aspects of the tim­
ing jitter problem.1- 9 We study here the signal-dependent jitter due to 
repeated regeneration. This article leans quite heavily on our previous 
discussion, and in fact it supplements as well as complements the previ­
ous results referred to in this article as Parts I and II.3 

1.2 Background 

In our previous discussion, we showed how the timing jitter in a pulse 
train accumulates as the pulse train is repeatedly regenerated. The tim­
ing information was assumed to be extracted from the incoming signal 
itself, and the timing extractor was assumed to be a tuned circuit. IVIis­
tuning in the tuned circuit was assumed, as a convenience, to be the 
major source of jitter. However, the accumulation properties of timing 
jitter are not dependent on a particular source of jitter. We shall attempt 
to clarify this point here. 

Our previous results showed that the displacements of the pulse posi­
tions from their original positions (or the "absolute jitter") increase in­
definitely with the number of repeaters. The major component in the 
absolute jitter was found to be fiat delay (i.e., the same displacement 
at every pulse position). A natural question follows: How does the ab­
solute jitter behave if the fiat delay is removed? This is the "dispersion" 
or the absolute jitter measured against the reference clock delayed by an 
appropriate amount. It was shown that the dispersion also increases 
without bound except when the pulse trains are severely constrained 
(e.g., periodic, finite, etc.). These results are valid even under the con­
straint that there exists at least one pulse in a predetermined number of 
the basic periods or "time slots." 

It is worth noting that the absolute jitter and the dispersion have as 
counterparts the average and the variance of the random variable repre­
sented by the pulse displacement at any pulse position. We wish to em-
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phasize, however, that our results are independent of any a priori sta­
tistics concerning the pulse train ensemble. 

1.3 Results 

In the present article, our most significant result concerns a more im­
portant parameter, viz., the "spacing jitter," which is the variation in the 
spacing between adjacent pulses. We show that the spacing jitter is 
bounded for an indefinitely long chain of repeaters, and the bound is di­
rectly related to the minimum pulse density. Such bounds may be pre­
cisely evaluated both for the infinite as well as the finite chain of re­
peaters. The importance of these results lies in the precise evaluation of 
the bounds, the means to control these bounds, and in our ability to re­
late these bounds either with resulting errors in the decoding of the sig­
nal,2 or with distortion in the analog signal,4 depending on whether the 
bounds are large or small. As will be seen later, these results also deter­
mine the validity or otherwise of all the other previous results on the 
timing problem, since the present results have a direct bearing on the 
validity of the model used by most people. 

We also present a rather thorough discussion of the computational 
aspects of the problem in the Appendix. Special situations such as peri­
odic patterns, truncations, pattern transitions, etc. are included in our 
discussion. 

The case of nonidentical repeaters is examined briefly. It appears that 
the bounds on jitter are not appreciably different if the repeaters are not 
appreciably different. The "misalignment," or the jitter introduced by 
a single repeater in an already jittered pulse train, is also examined 
briefly. We show that the misalignment is slowly-varying for repeaters 
further along in the chain. 

Let us emphasize, in conclusion, that our results are not dependent on 
any a priori statistics. Our analysis is quite rigorous once the basic model 
is derived. The basic model is essentially the same as that of other in­
vestigators, and the major assumption in the model asserts that a single 
repeater introduces only slowly-varying jitter in a jitter-free pulse train. 
Such an assumption is quite reasonable for any practical repeater. 

1.4 Organization 

We start with a mathematical statement of the problem. Our formula­
tion shows that the input and the output jitter sequences are related to 
each other by a linear operator which maps the space of bounded se­
quences into itself. The dimensionality of the space is determined by the 
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memory of the system, which is infinite for an infinitely long chain of re­
peaters. Weare thus led to a discussion of the operator in a Banach space 
of infinite dimensions. The spectral properties of the operator determine 
the behavior of the absolute jitter and the dispersion. Next, we consider 
the spacing jitter obtained by a difference operation on the absolute 
jitter. The brief discussions on the misalignment, unequal repeaters, 
etc. follow. Finally, we present several results to facilitate computations. 

II. STATEMENT OF PROBLEM 

The basic model of the repeater is represented by a tuned circuit ex­
cited by a train of pulses. The natural frequency of the tuned circuit is 
assumed to be very close to the pulse repetition frequency. At upward 
(or downward) zero crossings of the response of the tuned circuit, timing 
pulses are generated which determine the instants of outgoing pulses; 
the presence or absence of a particular pulse in the output signal is de­
termined by the presence or absence of a pulse in the input signal. 

Let { ... , -2T, - T, 0, T, ... } represent the instants of occurrence 
of pulses for the ideal pulse train. These would be the centers of the cor­
responding time slots. The occurrence or nonoccurrence of a pulse at 
t = -nT is determined by the value of the random binary variable an . 
A pulse is present when an = 1 and no pulse is present when an = 0. 

At this point it is convenient to assume that the pulse train consists 
of impulses located at the actual pulse positions defined above. The 
actual pulse shapes modify the zero crossings of the response of the tuned 
circuit, and a term representing such a correction can be added sepa­
rately. 

Finally, let hI be the displacement of the kth pulse (originally located 
at t = - kT) at the output of the lth repeater in a chain of repeaters. At 
the input of the lth repeater the timing displacement is given by h l

-\ 

which is the jitter value at the output of the (l - 1 )th repeater. The dis­
placement (or jitter) is measured in radians, where 271" corresponds to the 
pulse interval T. 

In order to determine ~k Z, we merely find the appropriate zero crossing 
of the response of the tuned circuit excited by a train of pulses. The ex­
citing pulse train is itself jittered and this fact is represented by the 
values of {~kl-I}. It turns out that the ~kl is actually a nonlinear function 
of the set {~k+n I-I} with n = 0, 1, 2, .... Furthermore, it also depends 
on the original signal represented by the set {an} and, of course, the Q 
of the resonant circuit. If, however, {~k+nl-I} satisfy certain conditions, 
it is possible to represent the hI as a linear function of the variables 
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{h+n l
-

1
}. The function is still dependent on {an} and the Q of the cir­

cuit. This is the fundamental relation between the input and output 
jitter and, if there were no jitter introduced by the repeater, it would 
take the following form:2 

(Ie = 0,1,2, ... ; l = 1,2, ... ), (1) 

where (3 = exp (-n/Q) ~ 1 - (7r/Q) for large Q. 
The conditions that must be satisfied by ~kl-1 are the following: 

I l-1 l-l I /Q ~k - ~k-1 « 7r for all k. (2) 

These conditions are unaltered when (1) is slightly modified to include 
the jitter introduced by each repeater [cf. (3)]. It is therefore very im­
portant to make sure that (2) holds in order for any of the results ob­
tained on the basis of (1) to be valid. The quantity required to be small 
in (2) is the spacing jitter, whose behavior is important in that if it ever 
becomes too large there will occur errors and distortion in the decoded 
signaJ.2 ,4 It is our intention here to investigate thoroughly the behavior 
of the spacing jitter. Equation (1) represents the way in which jitter 
propagates along a chain of repeaters. The jit,ter accumulation properties 
of a chain are, therefore, a consequence of this basic equation. Of course, 
at every repeater there is jitter injected in addition to the one propagated 
from previous repeaters. Since we are not discussing here effects of ran­
dom noise, the sources of the injected jitter are signal-dependent, and 
they are identical if we assume identical repeaters. The jitter injected at 
every repeater by signal-dependent sources is thus identical. For such 
sources, this injection of jitter is simply additive either at the input end 
of the repeater5 or at the output end. 2 ,3,6,7 For example, dispersion in the 
channel with a consequent imperfect detection of the pulse positions 
would be an additive source of jitter at the input of the repeater.5 Cer­
tain nonlinear operations (such as limiting) on the response of the tuned 
circuit would inevitably alter the zero crossings, and this may be repre­
sented as an additive source at the output end of the repeater. If the 
mistuning of the resonant circuit is small, it can be shown that mistuning 
represents an additive source at the output end. Finite pulse widths also 
represent an additive source at the output.2 In any case, such injection 
of jitter depends on the signal and repeater parameters. Since these are 
the same at every repeater, the injected jitter is the same at every re-
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peater. Additivity of these sources is usually a consequence of the fact 
that the injected jitter is small. For convenience, we will refer all these 
sources to the output end and represent the injected jitter by {~kl}, the 
output of the first repeater, where the original pulse train is assumed to 
be jitter-free. It is somewhat inconvenient to refer all sources to the in­
put, since it would involve inverting the functional relationship of (1). 
Our interest in this article is not to discuss the quantitative evaluation of 
{~kl} • For simple sources such as mistuning and finite pulse widths, it is 
relatively easy to evaluate {~kl} . We shall discuss elsewhere the question 
of determining {~,/} when all sources are included. However, let us 
emphasize that we do not restrict the sources of jitter to short memory 
mechanisms. 5 

In this paper, our interest is to determine the behavior of {~kl} for 
large l when the basic equation (1) is modified to include the injected 
jitter: 

00 

L CXn+k{Jn ~n+k I-I 
_n=_~ ______ + ~k\ (3) 

L CXn+k{Jn 
n=O 

subject to condition (2), and where we assume that ~kO = O. Condi­
tion (2) is satisfied by {~kO} since they are all zero and by {~kl} because 
for a practical repeater the jitter injected by a single repeater must be 
extremely small. We have made no assumptions on the nature of the 
signal. Thus, if it can be shown that condition (2) is valid for every 
l, then the results obtained by using (3) are valid. This is an important 
point which cannot be overemphasized. We will therefore pay particu­
lar attention to the behavior of the spacing jitter. 

III. RECAPITULATION 

In this section, we recapitulate the basic formulation of the problem 
developed in Parts I and II of this article. For details, the reader is re­
ferred to the original discussion. Define a vector 

(l = 1,2, ... ); (4) 

and Xo = O. Then, the basic equation (3) may be written as 

(5) 
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where 

ao al/3 a 2{32 

So So So 

0 
al (i2{3 

To = SI SI 

0 0 
a 2 

S2 

.. . .. . 

and 

00 
Si = L an+i{3n. 

n=O 

I' ... J 
... 

1487 

(G) 

(7) 

We have thus expressed our original problem in terms of an operator To 
which maps the Banach space 100 (the space of bounded sequences) into 
itself. We are interested in the behavior of Xl as l approaches infinity. 
The operator To is the most general one. However, there is some interest 
in the behavior of the jitter when the pulse trains are periodic and the 
operator To under steady-state periodic condition (cf. Part I) becomes 

a o al{3 a m_1{3m-l 

so' so' so' 

a o{3m-l al a m_1{3m-2 

Ao SI' S1' SI' (8) 

ao{3 am-l --, 
Sm-l 

--, 
Sm-l 

where sn' = (1 - {3m)Sn for all n. Finally, it is more convenient to write 
the operator To explicitly to indicate only those positions where the 
pulses are present. This leads us to the operator 

1 {3il {3il+i2 .. ·l So So & 
T= 

0 
1 {3i2 

···1, (9) 

S1 S1 

... J 
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where 

So = So (10) 

and 

(11) 

The vectors Xl are also assumed to be suitably modified. We will use 
the operator T of (9) to represent our quantities of interest. * The operator 
Towill give identical results. The special restriction to the periodic case 
will be of interest when we discuss computational aspects. The operator 
A 0 is also assumed suitably modified to A. Several parameters of interest 
may now be expressed in terms of the operator T and the injected jitter 
element Xl. 

3.1 Absolute Jitter 

From (5), we have 

(12) 

and in the limit 

(13) 

3.2 Dispersion 

This is obtained by subtracting the average delay from the absolute 
jitter. A delay element is represented to within a constant by {1,1,1, ... }. 
This element happens to be an eigenvector of T corresponding to an 
eigenvalue at A = 1. Under the condition that A = 1 is a pole (cf. Part 
II) of T, we can represent the dispersion by 

X/ = (I - E,)X, = [I - Ell%. T'J X" (14) 

where EI is the projection operator EI (A = 1; T) which takes on the 
value "one" in the neighborhood of A = 1 and zero elsewhere. 

* It should be observed that the condition (2) is also modified. The right-hand 
side of (2) now becomes 7r/Q times the number of basic periods T between two ad­
jacent pulses. 
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3.3 Spacing Jitter 

This is obtained by subtracting from the absolute jitter at one pulse 
position the absolute jitter at the adjacent pulse position (not neces­
sarily the adjacent time slot). 

(15) 

where S is the shift operator given by 

s=l~ 
1 0 0 

OOJ 0 1 0 ... 

lo~o 0 0 1 
(16) 

3.4 Alignment Jitter 

This quantity is given by the difference of X l+1 and Xl : 

X l+/ = X l+1 - Xl = TlX1 • (17) 

Finally, we summarize here without proof the properties of the oper­
ator T which were determined in Part II of this article. 

(a) The operator T is a bounded operator mapping lp into itself for 
1 ~ P ~ 00. In particular, the norm of T in 100 is equal to one (i.e., 
I T I = 1). 

(b) The spectrum of T is a subset of the unit disk (i.e., I aCT) I ~ 1), 
and any pole A of T with I A I = 1 has order one. 

(c) All points in the unit circle except A = 1 are in p( T), the re­
solvent of T. The point A = 1 is an eigenvalue of T with the eigenvector 
{I, 1, ... }. The dimension of the eigenmanifold is one in this case. 

( d) The point A = 1 is the limit point of the point spectrum of T if 
the domain of T is unrestricted. It is a pole of T for very special cases, 
such as periodic pulse trains, truncated pulse trains, etc. 

IV. ABSOLUTE JITTER AND DISPERSION 

The results for absolute jitter follow immediately from (13) 

Observe that A = 1 is an eigenvalue of T, and since in general Xl is any 
element of 100 , the limit in the above equation approaches infinity as l 
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approaches infinity. In particular, the norm of the operator 

[

l-l J 
Kl = ?:; TV (18) 

is l. We thus observe that, in general, the absolute jitter grows linearly 
with the number of repeaters. 

If A = 1 is a pole of T, the dispersion is given by 

X/+,D = [I - E,][t, T'J Xl, 

[t, T'I I - EIJ Xl (since EIT = TEl), 

[t, D'I EDXIJ (cf. Part II); (1!l) 

where D = TED and ED = (1 - El). Here EDX1 is the dispersion ele-

ment due to the first repeater. The norm of the operator 

(20) 

is bounded and converges to a finite value as l approaches infinity. This 
follows from the previous discussion (see Part II) where it was shown 
that 

(21) 

where M is a positive constant and ao < 1. We therefore find that the 
dispersion is bounded provided that A = 1 is a pole of T. This is true for 
certain highly constrained situations. In particular, this is true when 
the domain of T is restricted to a finite dimensional subspace of 100 which 
is invariant under T. Examples of such cases occur when the pulse trains 
are periodic, finite, etc. 

On the other hand, when A = 1 is not a pole of T the projection El 
does not commute with T. In this case, 

(22) 

where 

(23) 
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Furthermore, it can be shown that 

for all m. (24) 

This is a consequence of the spectral properties of T summarized in the 
previous section, viz., the point A = 1 is a limit point of the point spec­
trum of T. In fact, we show in Part II of this paper that there exist 
elements in 100 such that the norm of the operator 

(25) 

is (l + 1). It follows, therefore, that the dispersion grows without bound 
in the case of purely unconstrained pulse trains. The result is not altered 
even if some form of coding is provided to eliminate indefinitely long 
strings of zeros in the pulse trains. 

v. SPACING JIT'l'ER 

At the output of the Zth repeater, the spacing jitter is given by (15), 

Xi ~ [I - S J [% l"J X, ~ [KilX,. (26) 

In particular, we are interested in knowing whether the quantity X/ 
remains bounded as l approaches infinity. Secondly, if it remains bounded 
we wish to determine the least upper bound for each l. Since there are 
no restrictions on Xl (other than the requirement of boundedness), we 
are interested in determining the norm in the limit of the operator K Z

8
; 

or, 

lim I K Z
8

1 = lim I (1 - S)Kz I (27) 
z-+oo z-+oo 

when we know that 

lim I K z I ~ 00. 
z-+oo 

(28) 

For physical systems we are also interested in I K / I for all Z. 
All of our results in this section depend upon an important lemma con­

cerning the operator K Z
8

• We assert that K Z
8 has a representation simpler 

than the one given in (26) and prove this assertion by verification. 
Define an operator 
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where 8 n ~ 1 are defined in (11). * Then we assert the following 
Lemma: 

K,' = [I - s J [%; 1"J = BlI - T'lT-I, 

Proof: Observe that in (30) 

B(I - Tl) T-1 = B(I - T) T-1 [f: TVJ. 
v=o 

So, we need merely show that 

Or, 

where 

[I - 8] = B(T-1 
- I). 

B-1 = diag·{(80 - 1), (81 - 1), ... } 

diag· {80 , 8 1 , 8 2 , ••• } - I. 

Thus we need to show that 

diag·{So, 8 1 , S2, ... } - B-18 T-1
• 

But from (11), 

so 

B-1 = diag· {,ail S1 , ,ai2 S2, ... }. 

Therefore, the lemma is proven if 

r :" 
_,ailSl 0 0 0 

81 - ,ai2 82 0 0 
T-1 

= l'" 0 S2 - ,ais 83 0 

... 

(30) 

(31) 

The truth of the above statement is verified directly by considering the 
products T-1T = TT-1 = I. The validity of (30) is thus proven. 

* It is quite possible that the Sn approach unity. If any Sn = 1, it implies a 
finite pulse train, and the question is analyzed very simply in a finite dimensional 
space as was done for the periodic case. Such cases, however, do not give us infor­
mation for the infinite pulse trains which are required for long chains of repeaters. 
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We can now state the following 
Theorem: 'Phe operator K/ is bounded for (llll if inf 8 n ~ a > 1. 

n 

Proof: From (30), we have 

1 K l8 1 1 B(l - Tl)T-1 
1 

~ 1 B III - TIll T-1 I. 

We know that 1 Tl 1 = 1 for all land 1 T-1 
1 is finite from (31). Hence 

1 l( / 1 is bounded if B is bounded, which it is if inf 81/ ~ a > 1. The 

theorem is thus proven. 

Corollary: 

lim 1 K / 1 < 00. 
l_oo 

This follows trivially since the bGundedness of K l8 was proven inde­
pendently of l. Our assumption that inf 8 n ~ a > 1 is a simple assertion 

n 

of the fact that indefinitely long strings of zeros are ruled out on any 
communication channel. 

Next, we wish to determine what precisely is the norm of the element 

as it relates to the norm of Xl. Let us recall that Xl is the jitter in­
jected (at a single repeater) referred to the output of the repeater. The 
injected jitter referred to the input of the repeater is 

(32) 

where T-l is defined in (31). We find it more convenient to work with X 
in what follows. It is obvious, of course, that our entire discussion could 
ha ve been carried out in terms of X from the very start. We chose not 
to do so in order to avoid a premature discussion of T-l. The sequence 
represented by X naturally satisfies condition (2). In fact, the use 
of X allows a much simpler comparison of the spacing jitter at different 
repeaters along the chain. We are interested in the behavior of 

X/ = [K/T]X (33) 

for each l. This is obtained by a precise evaluation of the norm of 

(34) 
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Let us first define Sinf = inf Sn . Then, we state the following 
n 

Theorem: The norm of R/ is given by 

8 2 1-1 1 
IRI I =-2:-p • 

Sinf p=o Sinf 
(35) 

Proof: 

R/ = B(J - Tl). 

Let us consider the representation of (J - Tl). The diagonal elements of 
(I - Tl) are of the form [1 - (I/Sn

1
)], whereas the off-diagonal ele­

ments are all negative. Also, the sum of the elements in each row must 
be zero. If we multiply (I - Tl) on the left by B, then the diagonal 
elements are of the form [1/(Sn - 1)][1 - (l/Sn 1

)]. Again the off­
diagonal elements are all negative and the sum of the elements in each 
row of B(J - Tl) is zero. Hence, in 100 

The theorem is thus proven. Observe that this is not just a bound but a 
precise norm. This value in the norm is taken by the spacing jitter X / 
for some X whose norm is one. In other words, the value in (35) represents 
the maximum magnification of X that is possible to yield the value of 
the spacing jitter. It is interesting to note that this worst case occurs for 
each l for the same element X, viz., { ... , 1, -1, -1, ... }, where the 
+ 1 corresponds to the position of 1/ Sinf in the matrix representing the 
operator T. Finally, to observe the maximum possible growth of the 
spacing jitter as it compares with the maximum possible spacing jitter 
at a single repeater, we compare the results for l = 1 and l = 00. 

2 
(36) 

(37) 

The ratio of the quantities R008 to R1
8 is less than two if Sinf is at least 

greater than two, which is to be expected in most physical situations. 
For example, if Q is of the order of 100 and there is at least one pulse 
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present in fifteen time slots, then Sinf is at least two or greater. Thus, we 
observe that not only is there a bound on the growth of the spacing 
jitter but that the growth is monotonic and levels off rather fast. Of 
course, this is a rather general result which, if desired, can be more spe­
cifically stated in terms of the a priori probability distributions of the 
binary signal. Furthermore, the importance of this result lies in specify­
ing the conditions for the validity of our model. Under most realistic 
situations it should be clear that conditions (2) are met at every re­
peater. Of course, there are situations when these conditions are not met 
and the results obtained by the use of our model [cf. (3)] can no more 
be relied upon. However, we show that under most situations the results 
are reliable and very optimistic, as shown by (36) and (37). 

The above results are the most crucial ones in this paper. The rest of 
the paper is devoted to a varied miscellany that has some bearing on dif­
ferent aspects of the timing problem. 

VI. ALIGNMENT JITTER 

The alignment jitter in the (l + l)th repeater is given by (17), 

X l+/ = T1X I • 

Obviously, for all l the alignment jitter is no greater in the norm than 
the absolute jitter Xl . This follows trivially since I TI I does not exceed 
one for any l. 

For more detailed insight into the behavior of the alignment jitter, 
,ve need to discuss specific situations. 

(a) If A = 1 is a pole of T, then 'pI converges to TOO and X l+/ settles 
down to a flat delay element for large l. 

(b) If A = 1 is not a pole of T, and inf Sn = 1, TI does not converge 
n 

to TOO. However, for large l the alignment jitter is slowly-varying. 
(c) If A = 1 is not a pole of T, and inf Sn = a > 1, the alignment 

n 

jitter (for large l) varies even more slowly than it does in (b). 
All the above results follow from the properties of T. If A = 1 is a pole 

of T, the result is obvious (cf. Part I). If it is not a pole of T, the results 
follow from the fine structure of the spectrum of T. For example, in 
situation (b), all points in the point spectrum except A = 1 are poles of 
T, whereas this is not true in situation (c). The corresponding eigen­
vectors have different structures for the two cases (cf. Part II). 

It follows that the situation of (a) is to be preferred over that of (c), 
which in turn is preferable to that of (b). 
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VII. NONIDENTICAL REPEATERS 

This is a rather difficult matter to discuss with any great generality. 
What we hope to do here is to briefly indicate perhaps the most conveni­
ent formulation and to give some reasons for believing that the orders 
of magnitude of the jitter parameters are not changed for small differ­
ences in the repeaters. 

There are essentially three possible ways in which the repeaters may 
differ: (i) injected jitter, (ii) Q of the repeater, and (iii) mistuning. These 
differences appear mathematically in terms of different operators, mul­
tiplicative coefficients in the power series, and so on. We examine each 
of these separately. 

If we assume that the injected jitter differs slightly at each repeater, 
then we may write (5) as 

Xl = TXl- 1 + Xav + D.l , (38) 

where Xav is the average injected jitter and D.l represents the deviation 
from this average in the lth repeater. The norm of Xl differs at most 
from the previous case of identical repeaters by 

l 

1 D.l + TD.l-l + T
2
D.l_2 + '" + Tl-1D.l 1 ~ L 1 Ai I. (39) 

i=l 

If the 1 D.i 1 are quite small, it is clear that the results will not be ap­
preciably different from the previous ones. 

If the Q's are different, then our basic operator is different for each 
repeater. It would be almost impossible to analyze such a case in general. 
However, we can make certain observations if we put 

Tl = T + K l , (40) 

where Tl is the operator representing the lth repeater, which is assumed 
to be an operator T perturbed by an operator Kl . It is reasonable to 
expect 1 K l 1 « 1. Then (5) becomes 

(41) 

If 1 Kl 1 ~ € « 1, then the norm of Xl does not differ from the previous 
results by more than 

(~) 1 Xl 1 ~ , 1 Xl I· (42) 

Again, we see that the results are not appreciably different. 
In the case of mistuning, (5) takes essentially the same form as (28), 

(43) 
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where X A is the injected jitter due to sources other than mistuning, €l 

is the mistuning in the lth repeater, and €lX B is the jitter due to mistun­
ing (cf. Part I). Then 

Xl = [~T'] X A + [% '1-,7"]X B o (44) 

The contribution due to X A is unaltered and the contribution due to 
X B would depend on the specifications of €i • However, if we assume that 
the magnitudes of €i do not exceed one, then the contribution in the 
norm due to X B cannot exceed l times the norm of X B • Thus the worst 
case for the absolute jitter does indeed arise from the assumption of 
equal €i at their maximum values. 

For spacing jitter we can make a slightly different statement for the 
contribution due to X B • For one repeater, the worst case (in the norm 
sense) occurs for the maximum value of €1 = 1, then the worst case for 
two repeaters is obtained by setting €2 = 1. Setting the first two re­
peaters with €1 = €2 = 1, the worst case for a string of three repeaters 
is obtained by setting €3 = 1 and so on. The statement is a simple con­
sequence of the inequality 

(45) 

It ig believed that a similar statement can be made for the alignment 
jitter. 

We thus observe that, when the differences in the repeaters are small, 
it is reasonable to expect that the results are not appreciably different 
from those obtained by assuming identical repeaters. 

VIII. CONCLUSION 

We have presented a general and rigorous theory of the jitter accumu­
lation in a chain of regenerative repeaters. The sources of jitter are as­
sumed to be the signal-dependent sources, as distinguished from purely 
random sources independent of the signal. 

Our results show that while the absolute jitter and its dispersion grow 
without bound with the number of repeaters, the spacing and the align­
ment jitter remain bounded. In particular, the spacing jitter bounds are 
quite optimistic for most practical situations, viz., no greater than twice 
the absolute jitter injected at a single repeater. This result is of impor­
tance in that it ensures proper decoding of the binary signal. Its further 
importance lies in the fact that it does ensure, in most cases, the validity 
of the basic model and thus the validity of other results obtained by that 
model. One such result shows that the alignment jitter is slowly-varying 
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for repeaters further along the chain. Finally, a brief discussion shows 
that the assumption of identical repeaters leads to results which are of 
the same order of magnitude as would be obtained if the repeaters dif­
fered by not too great an amount. Some results which would be of use in 
computations are to be found in the Appendix, together with an example. 

In our discussion so far, we have investigated the accumulation prop­
erties of jitter due to repeated regeneration. We have made no attempt 
to determine the jitter introduced by a single repeater. Analytically, this 
problem is complicated not only by the nonlinearities involved, but also 
by a lack of complete knowledge as to the actual mechanisms involved. 
We propose instead, in a later paper, an experimental approach which 
allows these measurements to be carried out under steady-state condi­
tions. This experiment also has some bearing on the question of simula­
tion of long chains of repeaters. 
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APPENDIX 

Eigenvalues and Eigenvectors of T 

Practical systems call for the evaluation of jitter when the number of 
repeaters is finite. In such cases, we need not concern ourselves with in­
finite pulse trains. So long as the pulse trains are much longer than the 
effective memory of the system, the results obtained by considering 
finite pulse trains will be reliable. The results will also be reliable if the 
pulse trains are considered periodic with the period being greater than 
the memory of the system. Actually, as we shall see, the periodic pulse 
trains are much more difficult to work with than the finite ones. However, 
we shall discuss the periodic case in detail since much of the experimental 
work is carried out using periodic pulse trains. Finally, another case of 
interest is that in which there is a certain quiescent pattern which changes 
to a different one. This would include a periodic pattern changing to 
either a nonperiodic or a different periodic pattern. In each case, our 
interest is in determining the set of eigenvectors. Computations can then 
be carried out by expressing the injected jitter element in terms of the 
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eigenvectors (cf. Part I). If the set of eigenvectors is not complete, we 
employ the standard procedure and use the so-called generalized eigen­
vectors. It should also be observed that the case of nonidentical repeaters 
is also handled using the same techniques. We present here certain sim­
ple algorithms for determining the eigenvalues and the eigenvectors for 
the several cases of interest. 

A.l Truncated Pulse Trains 

This is the case where the pulse train is finite. The matrix T in (9) is 
now finite, upper triangular and the diagonal element in the last row is 
unity. Such a matrix also arises in the case of pattern transitions where 
originally the quiescent pattern is periodic with only one pulse present 
in each period. This is also the more realistic case because the tuned 
circuit is thus properly excited. We consider the truncated case, therefore, 
together with the pattern transition case. 

A.2 Pattern Transitions 

Here we have a steady-state periodic pattern which changes to a dif­
ferent pattern. The operator T can be represented as 

T= [: ~} 
where P, representing the new pattern, is an upper triangular square 
matrix, A represents the quiescent periodic pattern, 0 is the null matrix, 
and C is the connecting matrix. The matrix A is either an arbitrary 
positive stochastic matrix for an arbitrary periodic pattern or it is a 
scalar (viz., unity) for the case of only one pulse present in each period. 
The latter case also occurs when the tuned circuit is excited by a refer­
ence pulse train such as 101010 .... 

In either case, the eigenvalues of T are given by the eigenvalues of 
P and those of A. The eigenvalues of the matrix A are discussed in the 
section dealing with the periodic case. The eigenvalues of P are given by 
the diagonal elements Sn-1

• If A is a scalar, the only other eigenvalue is 
unity. All the eigenvalues are thus determined. 

Next, we observe that the eigenvalues of P are distinct. If not, for 
some n (say, n = 0), 

So = 1 + {3il + {3il+i2 + ... + [{3il +i2+ ... +im]so , 

which implies a steady-state periodic pulse train, contradicting the 
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transient nature of P. Thus the eigenvalues of T are distinct unless, of 
course, there is a periodic pattern involved. Let us reserve the periodic 
case for the next section. Then, the eigenvectors of T form a basis for 
the space of jitter vectors both for the truncated case and the pattern 
transition case when the quiescent pattern has only one pulse present 
in each period. 

The eigenvectors are given by the algorithm 

(cf. Part II) for each eigenvalue )... 

1 
).. 
1 ~n 

The eigenvalues and the corresponding eigenvectors are thus very 
simply determined when either the reference pattern has only one pulse 
in each period or the pulse train is finite. 

A.3 Periodic Patterns 

Let us start by assuming that the period is m and there are n pulses 
in a period. Then 

m = i l + i2 + ... + in . 

Let 0'0 = (1 - (3m), and Di = SiaO. Then, 

1 {3il {3il +i2 

Do Do Do 
{3i2+" .+in 1 {3i2 

Dl Dl Dl 
A 

{3in (3in+il 

D n - l D n - 1 

Ll det()..[ - A) 

1 
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1 

o o 

= peA) + Q(A), 

where 

P(x) = ~l (x _ ;:) 

and 

Finally, after some manipulation it can be shown that 

o 
o 

1501 

(AD n - 1 - 1) 

Thus the eigenvalues of A are given by the zeros of the polynomial 

when 

n-l 

peA) = II (A - Si-1
). 

i=O 

The zeros of R(A) can be obtained from those of peA) by root-loci con­
siderations or other numerical methods. Since (3m is usually small, this 
can be handled easily on a digital computer. 
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N ext, let us discuss the eigenvectors corresponding to the eigenvalues 
given by the zeros of R(A). We show that for each distinct eigenvalue of 
A, the eigenvector is given by the algorithm 

1 
A 
1 ~k. 

This would be true if h+n = ~k for all Ie or, if 

(S.-1 - ~) (S.-2 -D ... (So - D _ 
(Sn-l - 1)(Sn-2 - 2) ... (So - 1) - 1. 

The above is true if 

n 

= II ({lkSk) 
k=l 

(since Sn 

or if 

So), 

which is indeed true for every eigenvalue A. For a repeated eigenvalue 
A, if it exists, one must find a generalized eigenvector in the usual way. 

We have thus given simple algorithms for determining the eigenvalues 
and the corresponding eigenvectors of A. 

It should be mentioned that the algorithm for eigenvectors is the same 
as the one given above when A is a sub matrix of T as in Section A.2. 

AA Example 

Let us consider a simple example to illustrate some of the points. Con­
sider a system with repeaters having Q = 100 and signals having at least 
one pulse present in 10 time slots. Consider the case of a quiescent pat­
tern (101010 ... 10) suddenly changing to a new periodic pattern with 
one pulse in 10 time slots. We are interested in determining the behavior 
of the first pulse after the transition. 
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T= 
o 

1 {32 

( ) 

l 
o o 

Let the jitter vector XI = {~o, ~1 , ~1 , 6, ... }, where ~1 is the reference 
phase jitter for the quiescent pattern and (~o - ~d is the change due to 
the transition. 

In our simple example it is clear that there are only two eigenvalues 
of T, viz., Ao = (1 - ,82)/(1 - ,82 + ,810) and Al = 1. The eigenvectors 
corresponding to these eigenvalues are eo = {( ~o - ~1), 0, 0, ... } and 
el = {6, 6 , ~1, ••• }. 

The absolute jitter obviously increases without bound with the num­
ber of repeaters. The dispersion remains bounded, since Al = 1 is a pole 
of T in our simple case. In the limit, the dispersion is given by 

D ( 1) (1 - ,82 + ,810) 
X = 1 _ Ao eo = ,810 eo . 

The spacing jitter in the limit is given by 

(
1 - ,82 + ,810) 

,810 (~o - ~1) 

in the zeroth position and zero elsewhere. Finally, the alignment jitter 
approaches el in the limit. 

The validity of the results is assured if 

or if 

( 
,810 ) 

(~o - ~1) « 10 ~ 1 _ ,82 + ,810 ~ ~. 

Thus, if the jump in the phase jitter, for a single repeater, due to the 
transition in pattern is much smaller than 18°, our results are valid. This 
requirement can be expected to be satisfied by most practical repeaters.5 
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The Maser Rate Equations and Spiking 

By D. A. KLEINMAN 

(Manuscript received March 6, 1964) 

The rate equations of Statz and De NI ars giving the time development of 
the inversion and photon number in a maser or laser are discussed ana­
lytically with the aid of a mechanical analogy in which a particle moves in 
a potential well under the influence of a viscous damping force. The coor­
dinate of this particle is analogous to the logarithm of the light output of the 
laser, and the amplitude, period, and damping of the motion can be directly 
related to the parameters of the rate equations. Simple analytic approxima­
tions are developed for all of the quantities of experimental interest in the 
spiking pattern of a laser. Four relationships are given, which do not con­
tain any of the rate equation parameters, whereby a spike pattern can be 
tested to determine if it is consistent with the usual rate equations. Systematic 
procedures are described for extracting all of the information contained in 
spike patterns. 

1. INTRODUCTION 

The most fruitful approach for the discussion of maser and laserl 
behavior has been through rate equations describing the time rates of 
change of the atomic populations and the photon numbers of the electro­
magnetic field. Bloembergen2 introduced rate equations for the popula­
tions in a paramagnetic maser and based his discussion on the steady­
state solutions without explicitly considering the photon field. On the 
other hand, Shimoda, Takahasi, and Townes3 have considered the pho­
ton rate equations and on this basis have given a theory of maser ampli­
fication without explicitly considering the atomic populations. Statz 
and De Mars4 have shown that the transient behavior of masers depends 
upon coupled rate equations for both the populations and the photons. 
A number of authors have rederived these equations and discussed their 
applications to various maser systems. Considerable attention has been 
given to the question of whether these equations have periodic (un­
damped) solutions. It has been shown by Makhov5 and by Sinnett6 that 
the small-signal solutions are always damped, and it has been pre-

1505 
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sumed and often confirmed by numerical computations that the same is 
true in the large-signal domain. Statz, et aP have suggested that the 
damping of experimentally observed "spikes" in the output of lasers is 
probably sensitive to coherence and noise conditions, and not neces­
sarily related to the damping predicted by the usual rate equations. 
They also suggest that the complicated spiking patterns frequently 
observed8 are due to oscillation in many modes of the laser cavity. De­
spite these doubts which have been cast on the adequacy of the Statz­
De l\1ars rate equations for describing laser behavior, they still remain 
the logical starting point for any discussion of the power output of lasers, 
whether it be transient or steady-state, and of the dependence of power 
on the quality of the cavity, the intensity of the pumping light, or the 
linewidth, relaxation time, and concentration of the active atoms. 

Several ingenious suggestions have been made for modifying the rate 
equations so as to obtain periodic solutions. Statz and De Mars4 and 
l\1akhov5 propose that periodic solutions are obtained if terms are added 
to the rate equations representing cross relaxation in the inhomogene­
ously broadened maser transition. On the other hand, Shimoda9 sug­
gests that periodic spiking can result if the losses due to absorption in the 
cavity can be partially saturated by the buildup of laser oscillations. Al­
though these and other modifications may ultimately prove to be justi­
fied and necessary in laser theory, we shall confine our attention in this 
paper to the original Statz-De l\1ars equations which relate the photons 
in a single cavity mode to a single quantity, the inversion, describing the 
atomic populations. We shall make it our task to understand as fully as 
possible the damped oscillatory solutions of these equations and how they 
may be applied to the study of the spiking phenomenon seen8 in solid­
state lasers. 

Rate equations in the simple form have been successfully applied by 
McClung and HellwarthlO and by Vuylstekell to the giant-pulse laser, 
which produces a single very short and very intense burst of radiation. 
Wagner and LengyeF2 have shown that an exact analytic solution can be 
obtained to a simplified rate equation which neglects spontaneous emis­
sion and pumping during the pulse. By also neglecting the loss of pho­
tons in the cavity Dunsmuir13 has obtained a still simpler analytic solu­
tion which is applicable to the rising portion of a spike or a giant pulse. 
We shall not consider further these exact solutions or the giant-pulse 
laser in this paper, but confine ourselves to those solutions representing 
repetitive pulsations, or spikes, in the ordinary laser. It is in this field 
that the greatest need now exists for an analytical discussion of the solu­
tions of the rate equations. 



MASER RATE EQUATIONS 1507 

A number of authors have endeavored to put the rate equations on a 
firmer theoretical basis. Following Anderson14 and Clogston,t5 who first 
described masers in terms of the density matrix, treatments using the 
density matrix to derive rate equations have been given by Fain, et al.,t6 
Kaplan and Zier,17 and Pao.1S By considering directly, without explicit 
use of the density matrix, the correlation functions of the electromag­
netic field which are measured in simple maser experiments, lVIcCumber19 

has shown that the maser medium acts like a dielectric of negative con­
ductivity; he concludes that the field and the dielectric satisfy rate equa­
tions of the usual form, providing that the populations change by a small 
fractional amount during a coherence time (reciprocallinewidth) of the 
atomic system. Another formal theory, based on a successive approxima­
tion approach to the quantum mechanical equations of motion, has been 
applied by Haken and Sauermann20 to the frequency shifts and interac­
tions of cavity modes in the laser. An extensive survey with bibliography 
of the early formal work has been given by Lamb.21 In the present paper 
we shall not go into the theoretical basis for the rate equations, but con­
fine ourselves entirely to the problem of solving the equations in the 
large-signal domain. 

Despite the fact that the rate equations are generally accepted, and 
that the general nature of the solutions has been familiar from digital 
computer calculations for some time,5 ,13 ,17 ,22 it is still quite inconvenient 
in any particular case to compare observed spiking patterns in solid­
state lasers with predictions of the rate equations. It has been neces­
sary either to use the small-signal solutions and hope that they are not 
too inaccurate in the large-signal domain, or to resort to machine calcu­
lations and try to fit three or more parameters to the data by trial and 
error. To be sure, much of the data on spiking is not amenable to analysis, 
consisting apparently of random spikes with widely varying amplitude, 
duration, and interval. Nevertheless, several laser systems are now known 
to give very regular pulsations of the type that might be consistent with 
the rate equations. Regular spiking patterns have been observed in 
CaF2:U+3 by Sorokin and Stevenson23 and by O'Connor and Bostick,24 
and in CaW04:Nd+3 by Johnson and Nassau.25 Recently the effect has 
also been seen in a highly perfect ruby by Nelson and Remeika,26 and in 
a confocal ruby by Johnson, et aU7 More extensive studies of highly 
regular spiking have been reported by Giirs2S and by Hercher.29 Thus it 
is clear that good data on spiking patterns can be obtained, and it 
therefore becomes cogent to inquire into practical and convenient means 
for analyzing this data and obtaining information from it. 

The information contained in spike patterns is of two distinct kinds, 
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which we may call qualitative and quantitative. Qualitatively, we can 
determine quickly by means of relationships given here whether a spike 
pattern is consistent with the rate equations. If we determine that cer­
tain patterns are not consistent, we are spared the waste of time that 
would result from attempting to fit these patterns numerically by trial 
and error. It is not obvious at this writing that any of the regular pat­
terns that have been reported are consistent, because the application of 
the consistency relationships requires a measurement of the ratio of the 
peaks to the valleys in the light output, and only the peaks are seen in 
pictures published so far. Thus we suggest that by extending spike studies 
to include the valleys new and interesting information can be obtained. 
It is to be expected that patterns which are regular but yet not consist­
ent will turn out to be physically the most interesting of all, since they 
will point the way to new understanding of hiser behavior. The quanti­
tative information can only be obtained from patterns which are con­
sistent, at least in some average sense, and consists in obtaining values 
for the physical constants which appear in the rate equations: 

N = the number of active laser atoms in the optical cavity 
tr = the relaxation time of the upper laser level, usually due to spon­

taneous emission 
tp = the photon lifetime in the laser mode of the cavity 
tm = the mode time, the time for spontaneous emission into the laser 

mode 
tg = the ground state time, the time spent by an atom in the ground 

state before being excited by the pump 
s = the source strength, the rate of production of laser photons by 

spontaneous emission, the pumping light, or any other noise source in 
the cavity, or any signal applied to the cavity. Although s may vary 
with time, it is convenient here to consider it with the constants. 

In principle all of these quantities except s could be directly measured 
or calculated from independent measurements on the laser material, the 
cavity, and the pump. The spiking data would then serve as confirmatory 
evidence. In many cases, however, spike patterns may prove to be the 
most convenient method of measurement. The last quantity, s, is in 
some respects the most interesting. The first assumption would be that 
s is due entirely to spontaneous emission into the laser mode; if so, s 
could be calculated and comparison with the measured value would re­
veal the verity of the assumption. Experiments could be carried out with 
an external weak signal from a monochromator to test the response of 
the laser as observed in its spiking patterns. Thus we hope that the 
analysis given here will help to stimulate new experiments by making 
rate equation analysis more convenient for the experimentalist. 
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II. FORMULA'l'ION OF THE RATE EQUATIONS 

The laser is a system consisting essentially of an optical cavity with 
very high Q in a few modes, low Q in all other modes, the laser medium 
containing the active atoms, and a pump, usually an intense light source, 
to excite the atoms into a broad band of excited states. It is a property 
of the laser medium that the atoms decay from these states in an ex­
tremely short time by nonradiative processes to one or more very sharp 
excited states, called the upper laser levels. The upper laser levels can 
decay radiatively to a sharp lower level, called the lower laser level, 
which may be the ground state. If the lower laser level is not the ground 
state, we shall assume that very rapid non radiative decay processes 
return the atom to the ground state. Thus we may always neglect the 
population of the pumping band and of the lower laser level if the latter 
is not the ground state. The laser transition takes place from the lowest 
of the upper laser levels, but it may sometimes be necessary to take into 
account the populations of nearby levels in thermal equilibrium with this 
level. The statistical weights of the laser levels must also be taken into 
account.30 

The rate equations may always be written in the form (p = photon 
number, n = inversion) 

dp __ ~+pn+s 
dt - tp tm 

(1) 

dn no - n pn 
-=----a-
dt to tm 

(2) 

as long as we consider only a single mode of the cavity, the laser mode, 
and neglect all atomic populations except the upper laser level and the 
ground state. The time to might be called the pumping relaxation time 

1 1 1 -=-+-to tg tT ' 
(3) 

since it represents the characteristic time in the response of the popula­
tion inversion n to the pump. The inversion n may always be written 

n = Nu - (l/w)N I , (4) 

where N u , N I are the populations of the upper and lower laser levels 
respectively and w is the statistical weight of the lower relative to that 
of the upper laser level. In view of our assumptions, w will come in only 
when the lower laser level is the ground state. Let us suppose that the 
upper laser level is in thermal equilibrium26 ,30 with certain other states 
not directly involved in the laser transition such that there is a tempera-
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ture-dependent probability P that an excited atom is in the upper laser 
level. Then we have for a three-level system, in which the lower laser level 
is the ground state, 

1 a=P+­
w 

no = P N to (! __ 1_) ; 
tg Pwtr 

(5) 

and for a four-level system, in which the lower laser level is not the ground 
state, we have 

a = P 

no = PN toltg • 

(6) 

If the relaxation of the upper laser level is predominantly by spontane­
ous emission to the lower laser level, there is a simple relation between 
tT , tm , and the linewidth Av (cps) of the laser transition 

(7) 

where V is the volume of the cavity and nref is the refractive index. This 
relation should not be taken too literally, since it takes no account of the 
anisotropy of the laser medium or the polarization properties of the 
transition, and V would have to be replaced by a suitable effective "op­
tical volume" if the laser material does not fill the cavity. Nevertheless, 
it points out the important fact that tm varies with temperature in the 
same way as Av and therefore is subject to control in spiking studies. 
Another constant subject to convenient control is tg , since I/tg is pro­
portional to the pump intensity. Even when flash lamps are used for 
pumping it is still approximately valid to assume tg is constant, since the 
time constant for the flash will usually be much longer than the interval 
between spikes. To assure that this is true, it would be advantageous to 
have the spike pattern commence when the flash is at its maximum in­
tensity. It is not valid to assume without investigation that I/tg is 
proportional to the total energy dissipated in the flash. Spiking data 
should always include a record of the flash as a function of time and an 
indication of when the spike pattern occurred. Also subject to experi­
mental control is tp , the photon lifetime in the laser mode of the cavity. 
Presumably the losses in a good laser cavity can be estimated rather re­
liably, so that tp can usually be directly calculated. The total number N 
of active laser atoms can ordinarily be determined in a given sample, but 
N does not appear to be a convenient parameter to vary in laser experi-
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ments. The signal or source strength s is best determined from an analysis 
of the spiking data as described in this paper. Although s = set) will in 
general be a function of time, it will be shown that the spiking pattern 
depends only on the value of s at the instant when the net losses in the 
laser mode vanish due to the buildup of inversion. We shall denote this 
time by tl and the critical inversion by nl , where 

nl = tm/tp (8) 

is the celebrated Schawlow-Townes1 criterion for the buildup of laser 
oscillation. 

We now introduce dimensionless variables and parameters; in terms 
of the variables 

and the parameters 

7 = t/tp 

'YJ = n( tp/tm ) = n/nl 

P = pea to/tm ), 

w = tp/to 

~ = no(tp/tm ) = nO/nl 

u = s( a tpto/trn) , 

the rate equations (1), (2) become 

p = dp = u - P + p'YJ 
d7 

~ = ~~ = w(~ - 'YJ - PrJ). 

(9) 

(10) 

(11) 

(12) 

Here P represents the photons, 'YJ the inversion, and 7 the time, while w 

represents the pumping rate, ~ the limiting inversion toward which the 
pump is tending to drive the system, and u the source. We see that there 
are really only three parameters in the rate equations; it follows that 
three relationships among the six relevant physical parameters with 
which we started can be obtained from spiking studies. Although we 
shall assume in our analysis that w and ~ are constant, our results will 
provide a useful adiabatic approximation for the case of slowly varying 
w, ~. Typical values of the parameters for a ruby laser will be given in 
the discussion of a numerical example. For the present we need only 
mention that u is relevant only in the initial growth of P prior to the on­
set of laser gain. 
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If we regard u as a constant, the steady-state solution of (11) and (12) 
is 

poo = !{ (~ + u - 1) + [(~ + u - 1)2 + 4u]!} 

'f]oo = !{ (~ + u + 1) - [(~ + u - 1)2 + 4u]!}. 
(13) 

The sign of the radical is determined by the requirement that p ~ o. 
In the limit u ---7 0 we obtain two cases, depending on whether ~ < 1 or 
~ > 1. For ~ < 1 

poo ---7 U I (1 - ~) 
0----+0 ~ < 1; (14) 

this is the case in which the limiting inversion no is less than nl given by 
(8), and laser oscillation does not occur. For ~ > 1 

Poo ---7 ~ - 1 
0----+0 

~ > 1; (15) 

this describes the steady state of laser oscillation, which is usually ap­
proached through a series of sharp pulses in p( 7) called relaxation oscilla­
tions, or spikes. 

III. THE NATURE OF THE SPIKING SOLUTIONS TO THE RATE EQUATIONS 

In this section we shall consider the nature of the solutions to (11) 
and (12) when ~ > 1 and the initial conditions on p and 'f] correspond to 
very few photons and a small inversion n « nl . This may be contrasted 
with the situation in the giant-pulse laser in which immediately after 
switching n » nl . We shall also assume the spiking condition 

w~« 1, (16) 

which will be satisfied whenever spiking can be observed. It will be ap­
parent later that when (16) is not satisfied there will be no spikes, but p 

will smoothly approach Poo • This is the case in gas lasers, where the pump­
ing rate l/ty has to be very high to overcome the high relaxation rate 
I/tT I'-' 108 sec-I. 

In view of (16) and (12), 'f]( 7) will increase slowly with time and p 
in (11) can be neglected; thus we have 

p( 7) ~ p( 7) = u( 7) 1(1 - 'f]( 7)) (17) 

until 7 approaches 71 and 'f] approaches unity. The behavior of p( 7) is 
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shown in Fig. 1 for the initial condition p(O) = O. Initially p rises with 
slope 0"(0) and asymptotically approaches the adiabatic solution p( 7) 
which it follows for a relatively long time until 7 ~ 71 • It follows that 
the initial condition on p( 7) is unimportant. As 7 passes through 71, 

where 

(18) 

p( 7) remains finite and is no longer given by (17); we then leave the 
adiabatic phase and enter the spiking phase of the time development of 
p( 7). According to (11) the slope of p( 7) at 71 is 0"( 71) == 0"1. Thus we 
construct an approximate solution by smoothly joining (17) to a line 
of slope 0"1 as shown in Fig. 1. It follows that 

p( 71) = PI = 20"I/ (wj3) \ (19) 

where 

j3=~-1. (20) 

This is our first important result. It shows that the source occurs in 
spiking theory only as a parameter, the single value 0"1. Thus we may 
drop the subscript on 0" and let 0"1 = 0", a constant. 

Once we enter the spiking phase, 17( 7) remains close to unity, fluctuat-

t 
p 

:ii , , 
I 
I 
I 
I 
I 
I 
I 

/ 
I 

Fig. 1 - The adiabatic phase of the growth of p(r). The curve is the adiabatic 
solution (17), and the line segments of slope (J' are constructions to approximate 
p(r) near r = 0 and r = T1 where '1 = '11 = 1. 
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ing Up and down and eventually settling down to its steady-state value 
rJoo = 1. Thus we make the approximations 

and 

rJ - 1 ~ In rJ, 

{ - 1 ~ {J + ~(1 - rJ). 
rJ 

The rate equations (11), (12) can now be written 

d 
-lnp=lnrJ 
dr 

d 
dr In rJ = w ({J - ~ In rJ - p). 

(21) 

(22) 

(23) 

(24) 

Since the inversion is not directly observed we eliminate In rJ from (23), 
(24) ; the result is most conveniently written 

(25) 

in terms of the logarithmic light output 

'It = In (p / (J ) • (2G) 

The discussion of (25) is greatly facilitated by a mechanical analogy 
which is shown in Fig. 2. We regard 'It as the coordinate of a particle of 
unit mass moving in a one dimensional potential field. 

v ('It) = - w{J 10'1' (1 - e'1') d'lt 

= w{J ( e'1' - 'It - 1). 

(27) 

There is also a dissipative resistive force w~~ as if the particle were mov­
ing through a viscous medium. For the moment let us disregard the 
viscous force, in which case the total energy E of the particle is con­
served 

(28) 

The particle executes a periodic motion between extreme points 'It m < 0 
and 'It M > 0 such that 

(29) 

In the spiking phase it is permissible to neglect exp ('It m). From (27) 
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!./1m o 

Fig. 2 - The spiking phase of the time development of peT) considered in terms 
of a mechanical analogy in which a particle with coordinate \{r = In (p/{3) moves in 
a potential V(\{r) given by (27). The extremes of the motion \{rm and \{rM are deter­
mined by the total energy E of the particle. 

and (29) we then obtain a simple relation between 'lrm and 'lrA! 

'lr M - 'lrm = exp ('lr M)' (30) 

This is our second important result. 
Let us define 

'lrl = In (pI! (3) ; 

then it follows from (28) that 

'lrl 

(31) 

(32) 

since ~1 = (II! PI • It will be clear from the numerical example in the next 
section that the second term can be neglected, and we can write 

(33) 

This says that the small kinetic energy of the particle at the start of the 
spiking phase can be neglected. 

It is convenient to denote the successive times when 11( 7) = 1 by 
71, 72,73, ••.. From (23) we see that these times correspond to ex­
trema in the motion of 'lr; according to this convention the successive 
minima and maxima of 'lr are 

minima: ('lrd ,\[fs , \{F5 , \{F7 , ••• 

maxima: 'lrz , 'lr4 , 'lrf) , .... 
(34) 



1516 THE BELL SYS'.rEM TECHNICAL JOURNAL, JULY 1964 

We have placed 'lI1 in parentheses, since it is a minimum only in the 
mechanical analogy and not in the observed light output. In the absence 
of damping, of course, we would have 'lI1 = 'lI3 = 'lI5 = "', and 
'lI2 = 'lI4 = 'lI6 = .... If (16) is satisfied, the damping will be small 
enough so that the motion is approximately periodic, or quasi-periodic. 
Thus to a good approximation we can compute the first maximum 'lI2 
from 'lI1 by means of (30). Before considering the damping we shall con­
sider other quantities of experimental interest which are characteristic 
of the periodic motion. 

The maximum velocity ~max = ~o is capable of being measured experi­
mentally from spiking patterns in which the spikes are well resolved in 
time. It follows from (28), (29) and (33) that 

• • 'It 1 

'lImax = 'liD = [2w,B( e 1 - 'lI1 - 1) r 
~' [2w,B( -'lI1 - I)]!. 

(35) 

I n numerical applications this can be used to ascertain the validity of 
(21 ), since according to (23) 

ito = In 77max ~ 77max - 1. 

In general we can write near 'lI1 

it = {2[E - V('lI)]}! 

~ [2w,B('lI - 'lI1)]!; 

thus the time dependence near a minimum is given by 

'lI( 7) ~ 'lI1 + !w,B( 7 - 71)2. 

(36) 

(37) 

(38) 

Let us denote by m the full width in time of the minimum measured 
between points e times the minimum in light output; this is the same as 
the full width of 'lI( 7) measured between points 'lim + 1. Thus the dura­
tion of the minima according to (38) is 

(39) 

This applies to all minima regardless of damping, which provides a very 
convenient means for determining almost by inspection whether or not 
a spike pattern is consistent with the assumption of constant w,B. Even 
if the minima are not observed to have the same durations, it may be 
meaningful, in the sense that our theory provides an adiabatic approxi­
mation, to apply (39) to each minimum separately and deduce the varia­
tion of w,B. 
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N car the maximum '1'2 we write instead of (37) 

~ ~ [2w,B(e'l'2 - 1)('1'2 - w)]t 

~ [2W,B(W2 - WI - 1) ('1'2 - w)]t, 

where use has been made of (30); thus 

'1'( 7) ~ '1'2 - tW,B(W2 - WI - 1) (7 - 72)2. 

1517 

(40) 

(41) 

The duration 11l of a maximum will be defined as the time interval meas­
ured between points at l/e times the maximum in light output; this is 
the same as the interval between points at 'I'M - 1. We see from the 
factor ('1'2 - WI - 1) in (41) that ~l will depend upon damping; it 
may be written in a general way 

(42) 

There is in this relation a certain ambiguity which is inherent in our 
method of regarding the motion as quasi-periodic. In applying the rela­
tion we may wonder whether the minimum is the one preceding or fol­
lowing the maximum. Within the accuracy of the quasi-periodic approxi­
mation it makes no difference: either may be used, or the average of the 
two. 

The most readily observed quantity in spiking experiments is the in­
terval between spikes, which can be identified with the period of the 
quasi-periodic motion 

I = f dw/~, (43) 

where the integral is over one cycle. To evaluate I we use the approxima­
tions (37) and (40), which are accurate near the turning points WI and 
'1'2 respectively where 1/~ is large. Upon comparing (35) and (37) we see 
that (37) is reasonably accurate even at 'I' = 0 providing I WI I » 1. 
However, (40) is only accurate near '1'2 , say in the range 

'1'2 - 1 < 'I' ~ '1'2. 

Thus we shall use (37) in the range WI ~ 'I' ~ We and (40) in the range 
We < 'l! ~ 'l!2 , where 'l!e is a crossover point which will be determined 
presently. The integral (43) can now be carried out to obtain 

(44) 

Since both our approximations tend to underestimate 1/~, we must 
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choose We so as to maximize I, which gives the condition 

We = W2 - 1. 

Thus the interval I between spikes is given by 

I = m[(WM - Wm - I)! + (WM - Wm - l)-!] 

= M(WM - Wm). 

(45) 

(46) 

It is logical in this case to choose the minimum between the two maxima 
between which I is measured. There is still an ambiguity, however, in 
the choice of maxima. Since our approximation tends to underestimate 
I, it is good to use the larger of the two maxima. 

We now return to the equation of motion (25) and consider the damp­
ing force -w~~. If (16) holds, the damping will be small, and can be 
computed from the work done per cycle against the damping force. 

w = "'~ f -i<dw. (47) 

With damping present, energy is no longer conserved, but decreases by 
W every cycle of the motion until the particle eventually settles down at 
its equilibrium position W = 0, corresponding to the steady-state light 
output given by (15). Near WI we can neglect e'iJ!, so that (27) gives 

(48) 

We evaluate (47) just as we did (43), using (37) and (40) with a cross­
over point 1/Ie, determined this tjme by the condition that W should be 
a minimum; the result is 

Let us denote damping by the increment ~W m between successive minima, 
or ~W M between successive maxima. From (48) and (49) the general 
formula for damping of minima is 

The choice of W m is ambiguous, but W M refers to the maximum between 
the two minima of Llwm • It is obvious from the shape of the potential 
V(w) shown in Fig. 2 that the maxima will be less damped than the 
minima. For small damping we have 

w{3 ( e'iJ! 2 
- 1) (w 2 - W 4) = W, ( 51 ) 

where W is now computed by integrating (47) from W2 around the cycle 
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and back to W2 . The result is 

LlW,\[ = (4V'2/3)wHw,6)-~[('lIM - 'lim - 1)?i + ('liM - 'lim - l)-!] (52) 

with the familiar ambiguity in choice of W M • From (52), (46) and (39) 
we obtain the very convenient formula 

(53) 

relating the damping directly to the interval. We note that all ambiguity 
has disappeared from (53). 

We now have a complete arsenal of formulas with which to attack ex­
perimental spiking patterns. Our formulas give all of the minima and 
maxima of 'lI as well as the durations and intervals and the maximum of 
~ in terms of the dimensionless rate equation parameters w, ~, 0- and 
,6 = ~ - 1. These formulas are valid in the spiking phase where 

(54) 

As the spikes damp out the solution finally enters the small-signal phase 

(55) 

The small-signal solution is well known,5,6,13,22,29,31 so there is no need 
to discuss it here, but we give it for ready reference: 

?'J(T) = 1 + Ae-}w~r[n cos (nT + cp) - !w~ sin (nT + cp)] 

peT) = ,6[1 + Ae-tw~r sin (nT + cp)] (56) 

n2 = w,6 - i(w0 2 

where A is an arbitrary real small amplitude and cp is an arbitrary real 
phase. Exactly the same small-signal solution is obtained from (25), 
thereby justifying the approximation (22). It is now easy to see that 
when (16) breaks down the frequency n of the small-signal solution be­
comes imaginary and there are no oscillations. This may be the case in 
the gas laser, where we may have ~ ,......, 1, ,6 « 1, and w > 4,6. 

IV. A NUMERICAL EXAMPLE 

Before attempting to apply our formulas to the analysis of spiking 
patterns we wish to discuss their accuracy with the aid of a machine 
calculation. For numerical integration the rate equations (11), (12) are 
best written in the form 

x = w (~ - x - xeY
) 

if = o-e -y + x-I, 
(57) 
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where 

x = r] 

y = In p. 
(58) 

As already pointed out following (17), the initial condition on X,Y is not 
critical; it is convenient to start the solution on the adiabatic solution 
( 17), so we take 

yeO) = In (I, X(O) = O. (59) 

The constants will have the values 

w = 7.12 X 10-6 

~ = 5 (60) 

(I = 2 X 10-9 

which are typical for a ruby laser. The numerical integration of (57) 
has been performed on the IBM 7090 computer using Hamming's32 
predictor-corrector method. The program provides for automatic halving 
and doubling of the integration interval under the control of the frac­
tional error of the increment and a preselected tolerance (5 X 10-5

). 

The stability and accuracy of the program for this problem were checked 
using initial conditions which lead to the small-signal solution (56). 

The results are shown in Fig. 3. The solid curve and scale on the right 
give y( T), while the dotted curve and scale on the left give x( T) for T 
in the range 3 X 104 to 4 X 104

• The origin for T is completely arbitrary. 
From (26), (58) and (60) we have 

y = 'It + In.B = 'It + 1.387. (61) 

We are concerned primarily with y, since the inversion is not ordinarily 
observed experimentally. The main features of the computed results are 
summarized in Table I, which lists the values of Tn , Yn, and mn or M n 
for n = 1, ... ,9 for the first nine extrema in the notation of (34). These 
values were obtained from the computed points by fitting a parabola to 
the three points nearest the extremum. The spacing of the computed 
points was sufficiently small (AT = 0.005 X 104

) that in all cases all 
three points lay well within the validity of the parabolic approximations 
( 38) or (41). 

We shall now attempt to calculate the information of Table I by the 
formulas of the preceding section. In every case we shall indicate the 
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Fig. 3 - A machine calculation of y(r), solid curve with scale on the right, and 
x(r), dotted curve with scale on the left, satisfying the rate equations (57) for 
w = 7.12 X 10- 6, !; = 5, IT = 2 X 10-9 • The important results are summarized in 
Table I. Here x(r) represents the inversion and y(r) the logarithmic light output. 

TABLE I-COMPUTED RESULTS OF NUMERICAL EXAMPLE 

Summary of results of machine solution to the rate equations for w = 7.12 X 
10-6, ~ = 5, (j = 2 X 10-9• Also obtained were X max - 1 = 0.02830, Ymax = 
0.0282. 

n Tn Yn mn Un 

1 3.1344 X 104 -14.570 -
2 3.2521 4.240 0.01416 X 104 

3 3.3642 -12.815 0.0532 
4 3.4806 4.179 0.01415 
5 3.5906 -11.795 0.0529 
6 3.7013 4.053 0.0151 
7 3.8100 -10.986 0.0531 
8 3.9186 4.064 0.0152 
9 4.0239 -10.303 0.0531 I 
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correct value as computed by machine on the right in parentheses. Ac­
cording to (19) 

PI = 7.50 X 105 

Yl = In PI = -14.09 ( -14.57). 
(62) 

Thus we overestimate Y1 by 0.48 or 3.3 per cent. From (61) the theoretical 
value for 'lF1 is 

'lF1 = -15.48. 

Putting 'IF m = 'lF1 and 'IF M = 'lF2 in (30) gives 

'lF2 = 2.91, 

or 

Y2 = 4.30 ( 4.240). 

(63) 

(64) 

(65) 

Thus we overestimate Y2 by 0.06 01' 1.4 pel' cent. For the excursion of y 
we obtain 

Y2 - Yl = 'lF2 - 'lF1 = 18.39 (18.81) , (66) 

which is an underestimate by 0.42 01' 2.2 per cent. Henceforth we need 
not consider 'IF, but only y. From (50) using 'IF M - 'IF rn Y2 - Y1 we 
obtain 

Y3 - Y1 = 0.965 

Y3 = -13.12 

(1.355 ) 

( -12.815). 

(67) 

(68) 

We are underestimating Y3 by 0.30 or 2.2 per cent. From (52) using 
'lFM - 'lFm = Y2 - Y3 we obtain 

Y2 - Y4 = 0.0541 

Y4 = 4.2.5 

(0.061 ) 

(4.179) . 

(69) 

(70) 

By repeating steps (67) and (69) we could obtain values for any number 
of succeeding maxima and minima 

Y5 - Y3 = 0.881 (1.020) (71) 

Y5 = -12.24 ( -11.80) (72) 

Y4 - Y6 = 0.0523 (0.126 ) (73) 

Y6 = 4.19 (4.053). (74) 

We observe from Table I that Y4 Y6 is unusually large (0.126), 
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while Y6 - Ys is negative ( -0.011); the average of these is !(Y4 - Ys) = 
(0.058) in better agreement with the machine-computed Y2 - Y4 and 
with theory. Thus we suspect that the discrepancy in (73) is not sig­
nificant. There is apparently a slight inaccuracy in the computed solu­
tion on the third and fourth spike. One might expect that noise of 
various kinds would have a similar effect on real lasers, making the damp­
ing from spike to spike unreliable. Averaging over several spikes, how­
ever, would still give a meaningful value for fly M , as it does in our com­
puted spike pattern. 

The durations of all the minima should be given by (39) 

m = 0.0526 X 104 (0.0531 X 104
). (75) 

We see in Table I that m is constant within 0.4 per cent and the average 
over the four minima is 0.0531 X 104

• The durations of the maxima will 
be calculated from (42), using for 'IF M - 'IF m the values of the excursions 
just calculated, with the minimum preceding the maximum 

M2 = 0.0127 X 104 

J114 = 0.0130 

M6 = 0.0134 

(0.01416 X 104
) 

(0.01415) 

(0.0152) . 

(76) 

Here we have underestimated the spike durations by 11-12 per cent. 
The intervals are given by (46) 

12-4 = 0.226 X 104 

14-6 = 0.220 X 104 
(77) 

(0.2207 X 104
). 

The agreement here may be considered perfect. According to (53) we 
should have 

flYJ.I/l = 2.37 X 10-5 (78) 

for all consecutive spikes; the computed results are as follows: 

2-74 (2.66 X 10-5
) 

4-76 (5.70 X 10-5
) 

(0.51 X 10-5
) 

(79) 
6-78 

![(4-76) + (6-78)] (2.63 X 10-5
). 

The last line is considered more significant than the discrepancies in 
the third and fourth lines. Thus our theory underestimates fly M/ I by 
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11 per cent. Finally, from (35) 

Ymax = Xmax - 1 = 0.0288 

(0.0282) (0.0283), 
(80) 

which shows that the approximation (21) is excellent. 
We may conclude from this confrontation between our formulas and 

a machine computation that the accuracy is probably adequate for the 
analysis of experimental spike patterns. 

V. APPLICATION OF THE FORMULAS 

Experimental data on spiking are ordinarily obtained in the form of an 
oscilloscope trace proportional to the light output. The trace is propor­
tional to pet), the number of photons in the laser mode of the cavity, 
but it is usually considered impractical to calibrate the equipment so 
as to obtain the absolute value of p (t). And even if p (t) could be meas­
ured absolutely it would not fix the absolute value of p( T) defined in 
(9). We shall assume that only relative values of p( T) can be measured. 
The most significant measurements of p are the peak-to-valley ratios 

(81) 

the ratio of the maximum light output of a spike to the minimum output 
in a neighboring minimum. In analyzing a spike pattern with many 
spikes, some convention must be adopted on which minimum to choose. 
From (26) and (61) 

\If M - \If m = y M - Y m = In R. (82) 

Thus the excursions of the model particle in the potential V (\If) are 
uniquely fixed by the data. It follows from (30) that both \If M and \If m 

are fixed by R 

\If M = In (In R) 

\Ifm = In (In R) - In R. 
(83) 

Even \Ifl , the hypothetical minimum not actually observed, can be de­
termined by extrapolating the other minima \If m • Thus all of the extrema 
may be regarded as immediately fixed by the data. From the extrema 
alone we obtain 2 relations satisfied by the three parameters w,~,(J, 

namely (19) and (50) or (52). 
It is now clear that a single spike pattern does not contain enough 

information to determine w,~,(J. The reason for this is that we cannot 
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make use of the measured durations or intervals, since we do not know 
the ratio tp between real time t and dimensionless time T. We might 
think that we could obtain information from time ratios such as (M/m) 
or (m/ I). It turns out that we can, but it is a different kind of informa­
tion, the kind we have called "qualitative" in Section 1. Consider the 
three quantities 

A 

B 

C 

(lY! /1) In R 

(m/I) [(In R - I)! + (In R - 1)-!] 

( ~ 'If AI / .1 'If m)( In R - 1), 

(84) 

(85) 

(8G) 

all of which can be determined immediately from the data since they 
depend only on ratios. It is to be expected that C might have to be 
averaged over several spikes to get a meaningful value. Except for this 
difficulty, values of A, B, and C may be calculated for every spike in 
the data after adopting some convention to handle the usual ambiguity 
in the definitions (84), (85), (8G). One such convention is illustrated 
by the following example: 

In R2 = 'If2 - 'If3 

A2 = (JJId 12-4 ) In R2 

B2 = (m3/I2-4)[(ln R2 - I)! + (In R2 - 1)-~] 

C2 = [('If2 - 'If4 ) / ('If3 - 'Ifl ) ](In R2 - 1). 

From (42), (4G), (50) and (52) we find the sim pIe relations 

A=B=C=1 

(87) 

(88) 

which do not involve the parameters w,~,(J. Therefore (88) should hold 
even if w,~ are slowly-varying functions of.. time within our adiabatic 
approximation. We call the relations (88) consistency relations, since 
they can be used to determine whether data are consistent with the 
rate equations. If (88) is satisfied reasonably well, at least in an average 
sense over the spikes, it is a foregone conclusion that a reasonable fit to 
the data can be obtained from the rate equations. The converse is also 
true: if (88) is not satisfied the data cannot be fitted from the rate 
equations. 

The importance of observing the minima (valleys) as well as the 
maxima (peaks) in a spike pattern is abundantly clear. Without the 
valleys we cannot determine R, m, or .1'If m , all of which appear in the 
consistency relations. Therefore a great deal of information is lost unless 
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the valleys can be seen above noise. This presents some difficulty, 
because ordinarily R » 1 is much too large to be measured from an 
oscilloscope trace that responds linearly to the light output and contains 
both the peaks and the valleys. In spike patterns the valleys usually 
just correspond to the noise level in the experiment. It is not our purpose 
to go into experimental details except to point out that with care the 
valleys should be observable. The basic experimental requirement is 
that the acceptance cone of the detector should correspond to the radia­
tion cone of the laser so as to exclude extraneous light from the pump 
and the spontaneous emission of the laser medium. If it is not possible 
to measure the valleys, there is still one consistency relation that can 
be applied to the peaks alone. From (46), (82) and (83) we have 

InR = 11M 

-'lFm = (11M) - In (11M). 
(89) 

The use of (46) is equivalent to assuming A = 1. Thus the minima can 
be calculated from 11M if we assume A = 1. We could obtain the 
durations m of the minima by putting B = 1. The damping of the 
minima would not be given very reliably by (89), but can be obtained 
from (86) by putting C = 1. Thus we can deduce R, m, and A'lFm from 
the peaks alone, but we lose all of our consistency relations (88). How­
ever, from (89), (42), (39) and (35) it follows that 

D = 1, (90) 

where 

D = (M~mnx/4)[(1IM) - l]i/[(JIM) - In (JIM) - I]! (91) 

can be determined from the peaks if the time resolution is good enough 
to give a good value for (M~mnx). If (90) is satisfied, it is probably good 
evidence that the laser obeys the rate equations, and a rate equation 
analysis is meaningful. However, if all that is desired is to apply the 
rate equations blindly to obtain quantitative information, it is not neces­
sary to measure Mitmax. All of the quantitative information in a con­
sistent spike pattern can be deduced from J, M, and A'lF M • 

We now consider practical ways of obtaining quantitative information 
from spike patterns. The one-pattern method is to measure tp by an inde­
pendent experiment. The measurement of the cavity losses has been 
discussed by several authors.26

,33 Suffice it to say here that tp can be 
measured from the dependence of the threshold flash energy for produc­
ing laser action on the temperature and on losses deliberately introduced 
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into the laser mode. Once tp is measured all of the times m, Jl1 and I 
become known in dimensionless time. From (39) 

and from (53) 

w~ = ~~'l' M/ I. 
These equations can be solved for w,~ 

where 

~ = 'Ym / ('Ym - 1) 

w = 8('Ym - 1)/m2
, 

(92) 

(93) 

(94) 

'Y = 136(m/I)~'l'M (95) 

is independent of tp • Now (J' can be obtained from (19) and (89) 

(J' = !(3(w{3)!(I/Jl1)e-(I/M) (9G) 

with 1}1 = J112 and I = 12- 4 • This procedure makes use of the duration 
m of the valleys but not the peak-to-valley ratio R. If only the peaks 
are observed we write instead of (92) 

w{3 = w(~ - 1) = (8/.L1JI)/[1 - (111/1)]. (97) 

Solving (93) and (97) for w,~ gives 

~ = oJl1/ (O.Lvl - 1) 

w = 8(oJl1 - 1)/(1 - lvl).Lll, 
(98) 

where 

o = 1
36[1 - O}l/I)]~'l'M (99) 

is independent of tp • This kind of analysis can be applied to every spike 
in a spike pattern. It may be found that ~ and especially w vary slowly 
from spike to spike, which is permissible within our adiabatic approxima­
tion. If the data satisfy the consistency relations (88), the same values 
of w,~ will be obtained from (94) and (98). The greatest weakness of 
this method is that (94) fails completely if 'Ym ~ 1; (98) fails if oM ~ 1. 
Thus a great deal depends on the accuracy of the formulas as well as 
that of the measurements of tp and 'Y or o. It follows that the method will 
fail whenever ~ » 1. 

As an example we shall apply this method to the machine calculation 
considered in Section IV. We consider the solid curve of Fig. 3 to be the 
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data, which implies that tp is known and both the peaks and valleys 
have been studied. The relevant numbers have already been given in 
parentheses in (69), (75), (76) and (77); we repeat them here without 
parentheses 

Ll'l'1>1 = Y2 - Y4 = 0.061 

m = 0.0526 X 104 

M = M2 = 0.0142 X 104 

1 = 12- 4 = 0.2285 X 104
• 

From (94), (95) and (96) we obtain 

~ = 3.4 

w = 12 X 10-6 

u= 10 X 10-9 

(5.0) 

(7.12 X 10-6
) 

(2 X 10-9
). 

(100) 

(101) 

The lack of accuracy is primarily due to the fact that ~ = 5 is a little 
too large to give good results with this method. Using only the peaks, 
we obtain from (96), (98) and (99) 

~ = 2.9 

w = 14 X 10-6 

u = 8 X 10-9 

(5.0) 

(7.12 X 10-6
) 

(2 X 10-9
). 

(102) 

We now describe a two-pattern method which does not require the 
measurement of tp • In fact, it yields a value for tp and may in some cases 
give better results for w,~ than the one just described. It is based upon 
observing the valleys in two or more spike patterns for which the 
relative values of w and ~ are known. We must assume that the linewidth 
Llv is known as a function of temperature. Let us suppose that we meas­
ure the valley durations m and m' in two spike patterns in which the 
ratios (e/~) and (w'lw) are known. We know (e/~) from the tempera­
tures at which the patterns were obtained. We can obtain w'lw from the 
relative pump intensities at the times when spiking occurred. It im­
mediately follows from (92) that 

(wm2/w'm'2) - 1 
~ = (wm2/ w'm'2) - (e /~) . (103) 

This result is meaningful providing that the data give (wm2/w'm'2) lying 
between (e I ~) and unity. Once ~ is determined w can be calculated from 
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(92) and (93) 

9 (~- 1) (m)2 ( )2 
W = 32 ~2 y..1'lF M , 

(104) 

and u is again obtained from (96). 
As an example of this method we shall apply it to two machine-calcu­

lated spike patterns, one of which is that of Fig. 3 with the parameters 
( 60 ), and the other has the parameters 

w' = w 

~' = 4 (105) 

u' = u. 

From the machine-calculated pattern we find 

m' = ma' = 0.0614 X 104
• (106) 

The value of m = m3 is given in (75). We assume that the ratio 

~'/~ = 0.8 (107) 

is known from the temperatures at which the data were taken, and the 
ratio 

(108) 

is calculable from (w/w') and the two valleys. We now obtain from (103) 
the value 

~ = 4.85 

From (104) we now obtain 

w = 9.0 X 10-6 

(5.0). (109) 

(110) 

using the values in parentheses from (75), (77) and (69). From (39), 
(109) and (110) we obtain the absolute value of m 

m = 0.048 X 104 (111) 

It follows that tp is given by 

(112) 

where mexp is the measured duration in laboratory time. We conclude 
that the two-pattern method is to be preferred to the one-pattern method 
as a general approach to spike analysis. It should be mentioned that 
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there seems to be no two-pattern method involving only the peaks which 
is sufficiently accurate to give meaningful results. 

The most convenient experiments to perform involve changing the 
pump intensity l/to while all other parameters remain fixed. If to « tT , 

as is usually the case in flash-pumped lasers, ~ will be independent of to 
and w will vary as l/ty . Varying w does not give quantitative informa­
tion such as we obtained from varying ~ in the two-pattern method. 
Nevertheless, it is of interest to consider what effects are to be expected. 
From (30), (26) and (19) we have roughly 

PM,.-.....J -{3Y;m 

,.-.....J {3 In ({3v w{3/2u). 
(114) 

Thus the maxima in P depend only logarithmically on pumping power. 
It follows from (9) that the observed light output proportional to p 
should vary as 

p ex: l/to. (115) 

The time intervals m, 111, and I should vary as 

m ex: lIf ex: I ex: t/ (I16) 

VI. SUMMARY 

We have now outlined a comprehensive program for the study of lasers 
by means of their spiking patterns. The rate equations have been formu­
lated in terms of the light output and the atomic inversion and five 
physical parameters in (1) and (2). We have written the equations in a 
general form valid for three- and four-level systems and taking into ac­
count statistical weights and thermalization of the upper laser level. 
These equations were then reduced to dimensionless form in terms of 
three parameters in (11) and (12). All of the properties of the spiking 
solutions of experimental interest were then deduced analytically by 
means of the mechanical analogy shown in Fig. 2, in which a particle 
moves in a potential well in a viscous medium. 

The formulas obtained were illustrated and tested for accuracy against 
a machine-computed solution to the rate equations. The value of the 
formulas was confirmed by this comparison, and we went on to discuss 
their application to experimentally observed spiking patterns. Four rela­
tions were given whereby spike patterns can be tested for consistency 
with the rate equations. These consistency relations do not contain any 
parameters, only ratios of times and of light outputs. 
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Two methods were described for obtaining quantitative information. 
In the one-pattern method everything is deduced from a single spike 
pattern, but it is necessary to measure the photon lifetime tp in the cavity 
by independent experiments. It is possible to apply this method to data 
in which only the peaks are observed. It is emphasized, however, that 
the observation of the valleys in light output should be perfectly feasible 
and very much worthwhile. In the two-pattern method all the parameters 
and tp are deduced from two patterns obtained at different temperatures. 
In this method, the more accurate of the two, it is essential that the val­
leys be observed. 

Our objective has been to provide the researcher with a set of tools for 
applying the rate equations to experimental spiking data. The spiking 
phenomenon in solid state lasers can be utilized in research now that it is 
beginning to come under good experimental control. We have tried here 
to point out what kind of spiking data is needed, and what additional 
information is needed, to get the maximum information from spiking. 
Our analysis applies to the sharp spike region of time in which the rate 
equations are highly nonlinear. It complements the well known small­
signal analysis in which the rate equations become linear. The entire dis­
cussion is based upon the rate equations of Statz and De lVIars, which we 
regard as reasonable, relevant and widely accepted. We have not gone 
into the derivation of these equations or the modifications that have been 
proposed or might be proposed. We prefer to leave that to the future, 
when we may reasonably expect that systematic spiking studies will 
have clearly revealed the adequacy or inadequacy of these equations, 
and indicated the direction which these modifications must take. 
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Design of Wideband Sampled-Data Filters 

By R. M. GOLDEN and J. F. KAISEB. 

(Manuscript received March 6, 1964) 

A design procedure is pres6nted for readily obtaining sampled-data filter 
representations of continuous filters. The procedure utilizes the bilinear z 
transformation and preserves the essential amplitude characteristics of the 
continuous filter over the frequency range between zero and one-half the 
sampling frequency. It is shown that the procedure can yield meaningful 
sampled-data filter designs for many of those filters where the standard z 
transform cannot be used directly. 

1. INTRODUCTION 

Sampled-data filter representations for continuous filters can be ob­
tained using several different design procedures. l A particular design 
method utilizing the bilinear transformation is developed herein. The 
method is especially useful in designing wideband * Eampled-data filters 
which exhibit relatively flat frequency-magnitude characteristics in suc­
cessive pass and stop bands. Filters of this type are widely used in net­
work simulation and data processing problems.2 The design method pos­
sesses two chief advantages over the standard z transform.3 The first is 
that the transformation used is purely algebraic in form. This means it 
can be applied easily to a continuous filter having a rational transfer char­
acteristic expressed in either polynomial or factored form. The second 
advantage is the elimination of aliasing4 errors inherent in the standard 
z transform. Thus, the Eampled-data filter obtained by this design 
method exhibits the same frequency response characteristics as the con­
tinuous filter except for a nonlinear warping of the frequency scale. 
Compensation for this warping can be made by a suitable frequency 
scale modification. Some of the more common filter networks to which 
the design method can be applied effectively are the Butterworth, Bessel, 
Chebyshev, and elliptic filter structures. 

The essential properties of the bilinear transformation are presented 

* A sampled-data filter design will be termed "wide band" if the frequency range 
of useful approximation approaches half the sampling frequency. 

1533 
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in the next section. For comparison purposes, properties of the standard 
z transform are also given. This is followed by a detailed description 
of a filter design procedure using frequency transformations. Examples 
illustrating the design procedure are then presented. A short discussion 
concerning computer simulation of the obtained sampled-data filters is 
also included. 

II. THE STANDARD AND BILINEAR Z TRANSFORMATIONS 

In this section it is assumed that a satisfactory rational expression is 
known for the transfer function of a continuous filter for which a sampled­
data approximation is sought. What is then necessary is a transformation 
which will convert this transfer characteristic into a sampled-data trans­
fer function rational in Z-l, the unit delay operator. 

Two transformations applicable to this problem are the standard z 
transform and the bilinear z transformation. 

The standard z transform applied to H(s) , the transfer function of the 
filter, is3 

00 

H*(s) = L H(s + jmws ) (1) 
m=-oo 

or equivalently in terms of the impulse response, h(t), of the filter 

00 

X*(z) = T L h(lT)z-l (2) 
l=O 

where 

s = (J" + jw 
H(s) = Laplace transform of h(t) 

Ws = 271"/ T = radian sampling frequency 
H* (s) = Laplace transform of the sampled filter impulse re­

sponse 
Z-l = exp (-sT) = the unit delay operator 

X*(z) = H*(s) 18= (In z)/T = z transform of h(t). 

The behavior of H (s) for s greater than some critical frequency jwc is 
assumed to be of the form 

n>O (3) 

where K is a determined constant. 
Equation (1) or (2) is the transfer function of a sampled-data filter 

which approximates the continuous filter. In the time domain, the im-
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pulse response of the sampled-data filter is the sampled impulse response 
of the continuous filter. This can be shown by taking the inverse trans­
form of (2). Equation (1) shows that in the baseband 

(-ws/2 ~ W ~ wsl2) 

the frequency response charactedstics of the sampled-data filter, H*(s), 
differ from those of the continuous filter, H (s). The difference is the 
amount added or "aliased,,4 in through terms of the form 

H(s + jmws ), m ~ o. 
If H(s) is bandlimited to the baseband, i.e., I H(s) I = 0 for W > ws /2, 
then there is no aliasing error and the sampled-data filter frequency 
response is identical to that of the continuous filter. Unfortunately, 
when H(s) is a rational function of s, it is not bandlimited and therefore 
H(s) ~ H*(s) in the baseband. 

The magnitude of the errors resulting from aliasing is directly related 
to the high-frequency asymptotic behavior of H(s) as defined in (3). If 
n is large and We « ws/2, then the aliasing errors will be small and the 
standard z transform generally will yield a satisfactory sampled-data 
filter design. However, in wideband designs, We is usually an appreciable 
fraction of ws/2. Furthermore, many continuous filter designs result in 
transfer functions in which n is no greater than 1. These two conditions, 
namely We ~ ws/2 and n = 1, can create large aliasing errors in the 
frequency response characteristics, thus yielding an unusable result. 

Fortunately, even when We ~ ws /2 and n = 1, a design method em­
ploying the bilinear z transformation * may provide satisfactory wide­
band designs. This z form is defined from the mapping transformation, 

s = (2/T) tanh (sIT /2) (4) 

where 

SI = <TI + jWI • 

The right-hand side of (4) is periodic in WI with period 27r / T. Consider­
ing only the principal values of WI, -7r/T < WI < 7r/T, it is seen that 
the transformation given by (4) maps the entire complex s plane into 
the strip in the SI plane bounded by the lines WI = - 7r / T and WI = 
+7r/T. For this reason the bilinear transformation can be looked upon 
as a bandlimiting transformation. Therefore, when this transformation 
is applied to a transfer function H (s), the entire s-plane frequency 
characteristics of H (s) are uniquely carried over into the frequency 
characteristics of H ( SI) • 

* This transformation will be referred to as the bilinear z form or z form. 
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With the substitution 

(4) can be written immediately as 

2 (1 - Z-l) 

S = T (1 + Z-l) • 
(5) 

Thus, 

X(z) == H(s) 1
8 

= ~ (l-Z-l) 

T (l+Z-l) 

(6) 

where X(z) denotes a sampled-data transfer function obtained by the 
use of the bilinear z form. * 

The transfer function X(z) obtained by means of the bilinear z form 
and the function X*(z) obtained by means of the standard z transform 
are both rational in Z-l and of the same denominator order as the con­
tinuous filter. These two functions, X(z) and X*(z), become essentially 
equal to each other as the sampling frequency becomes large compared to 
the moduli of each of the poles of the continuous filter function, H(s). 
When the sampling frequency is not large, representation of some filters 
by the standard z transform can be quite unsatisfactory because of 
aliasing errors. However, the bilinear z form, with its absence of aliasing 
errors, may give a satisfactory representation for these filters. A particu­
lar set of filters to which the bilinear z form always can be applied suc­
cessfully are those which exhibit relatively flat frequency-magnitude 
characteristics in successive pass and stop bands. This follows directly 
from (6). 

Thus, sampled-data filters designed by using the bilinear z form pre­
serve the essential amplitude characteristics of the continuous filter. In 
the baseband ( - ws /2 ~ W ~ ws /2), the frequency characteristics of the 
sampled-data filter are identical to those of the continuous filter except 
for a nonlinear warping of the frequency scale. 

This warping is found from (4) upon substituting jw for s and is 

w = (2/T) tan (wIT/2). (7) 

For small values of WI, the relation is essentially linear, producing 

* It should be noted that the bilinear transform is used here in a distinctly dif­
ferent way than it is commonly used in sampled-data control system design. In 
the control system literature it is used to transform the sampled-data function 
X*(z) from the discrete domain back to the continuous domain for conventional 
stability and frequency response analysis. See for example J. T. Tou, Digital and 
Sampled-Data Control Systems, McGraw-Hill, New York, 1959, pp. 244-247 and 
pp. 466-470. 
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Fig. 1 - The frequency scale warping of the bilinear z transformation. 

negligible warping at the lower end of the frequency scale. Fig. 1 shows 
the nature of this warping. Compensation for the effect of warping can 
be made by prewarping the band-edge frequencies of the continuous 
filter in such a way that application of the z-form transformation will 
shift the band-edge frequencies back to the desired values. The incor­
poration of this prewarping compensation into a sampled-data filter 
design procedure is discussed in the next section. 

III. A SAMPLED-DATA FILTER DESIGN METHOD 

A sampled-data filter design may be obtained by applying the z-form 
transformation of (6) to the rational transfer characteristic for a continu­
ous filter. However, in order to compensate for the frequency warping 
imposed by the z form, the frequency characteristics of the continuous 
filter first must be altered or prewarped. Hence the transfer characteristic 
for the continuous filter must be redesigned such that the band-edge 
(cutoff) and maximum loss frequencies are computed according to, 

We = (2/T) tan (wdT/2) (8) 
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where: 

We = computed cutoff or loss frequency 
Wd = desired cutoff or loss frequency. 

The redesign of the continuous transfer characteristic cannot be ac­
complished simply by applying (8) to each pole and zero of the original 
transfer characteristic. On the contrary a completely new transfer char­
acteristic must be obtained for the continuous filter. It is then possible 
to obtain the desired sampled-data filter by applying the z-form of (6) 
directly to the redesigned transfer characteristic of the continuous filter. 
The sampled-data filter so obtained will then have the desired magnitude­
frequency characteristics. 

Compensation for frequency warping becomes especially simple to 
apply if the original continuous filter design was obtained by applying 
a frequency-band transformation to a suitable low-pass design such as 
Butterworth, Chebyshev, etc. Thus the extensive literature available on 
tabulated low-pass filter designs can be used to great advantage to sim­
plify the filter design problem. The well-known frequency transforma­
tions which convert a normalized low-pass filter to a low-pass, a band­
pass, a bandstop, or a high-pass design are 

where: 

Sn = s/ Wu low-pass to low-pass 

(S2 + WuWl) 
Sn = ( ) low-pass to bandpass 

S Wu - Wl 

S(Wu - Wl) 
Sn = ( 2 + ) low-pass to bandstop 

S WuWl 

Sn = wu/ S low-pass to high-pass 

(9) 

(10) 

(11) 

(12) 

Sn = the complex variable of the normalized low-pass filter transfer 
function 

S = the complex variable of the desired filter transfer function 
Wu = the upper radian cutoff frequency 
Wl = the lower radian cutoff frequency. 

When continuous filters are designed with the aid of these transforma­
tions, prewarping is accomplished by properly choosing the cutoff fre­
quencies used in the frequency transformations. The choice of these cut­
off frequencies is determined from the desired cutoff frequencies by 
means of (8). Using these values, the new prewarped transfer function is 
determined by applying (9), (10), (11) or (12) to the original low-pass 



WIDEBAND SAMPLED-DATA FILTERS 1539 

function. Transformation is made to a sampled-data filter by applying 
(5) to the prewarped continuous function. This sampled-data filter will 
now have the correct cutoff frequencies. The transfer function thus ob­
tained can be used directly in a digital computer simulation. 

IV. SIMULATION OF SAMPLED-DATA FILTERS 

Application of either the standard z transform or the bilinear z form 
to a rational transfer function yields a transfer function rational in Z-l 

for the sampled-data filter. The programming or simulation of this 
sampled-data filter on a digital computer can be accomplished by either 
the direct, the cascade or the parallel form. These forms, as commonly 
defined, are shown in Fig. 2. In this figure g(z) and g=(z) represent finite 
polynomials in z -1 for feed-forward and feedback transmissions re-

~ ~ 
I g(z) r-

~(z) 

(a) DIRECT FORM JC(z) 
g(z) 

I+U:(Z) 

~ ff,(z) ~ +.~ ~ ---~ ffn(z) ~ gez) ~ 
fr2 (z) 

x(z) = 
g(Z) 

(b) CASCADE FORM IT ~ +ff"t(Z)] 
t=1 

(C) PARALLEL FORM 

Fig. 2 - Some possible simulation forms for sampled-data filters. 
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spectively; where subscripted, the order of the polynomial is at most 
second. 

The choice of which of the three forms to use for simulation of the 
sampled-data filter depends on the complexity of the filter function 
R(s), on the form of H(s), and on the particular z transformation used. 
Generally, simulation by the direct form requires considerably greater 
accuracy in the determination of the filter parameters than either of the 
other two forms. This is especially true when the order of H(s) is large 
and when H (s) has poles with real parts that are a very small fraction 
of the sampling frequency. For this reason either the cascade or parallel 
form may be preferred. 

The choice between using the cascade or the parallel form depends 
largely on which z-transform method is used to obtain the sampled filter 
and how that particular method is applied. Realization in the cascade 
form requires calculation of the numerator polynomial, g(z), or its fac­
tors. This computation consists of a simple algebraic substitution when 
the bilinear z form is applied to a filter function lIes) expressed in the 
form, 

H(s) 
G(s) 

(13) 

Determination of g(z) in polynomial or product form respectively allows 
either of the following cascade realizations to be made: 

JC(z) = g(z) IT (1 + b !l + b -2) 
k=l lk,Z 2kZ 

(14) 

or 

(IS) 

If the numerator G(s) is in polynomial form, considerable care must be 
taken in the calculation of the coefficients of the polynomial S(z), as this 
computation involves differencing nearly equal numbers. 

For realization in the parallel form the partial fraction expansion of 
R (s) must be known. Since in the standard z transform method obtain­
ing the partial fraction expansion is a necessary step, simulation of 
filters designed by this method is most directly accomplished in the 
parallel form. Here the continuous filter transfer characteristic is repre­
sented by 
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H(s) ± Pus + POle 

k=1 Q2kS2 + QlkS + QOk 
(16) 

Transforming this expression by use of the standard z transformation 
yields 

N A -1 + A 
JC(z) = L lkZ 01: 

k=1 B 2kZ-2 + B 1kZ-1 + 1 
(17) 

whereas transforming by usc of the bilinear z form yields the similar 
expression 

(18) 

Each rational function in either of the above summations can be syn­
thesized by the recursive structure shown in functional block diagram 
form in Fig. 3(a). This recursive structure uses only two delays, four 
multiplications, and five additions. The complete realization of (18) is 
shown in Fig. 3 (b) . 

(a) 

Ao· 
~= AMPLIFIER 
~-GAIN=AoJ 

~= UNIT DELAY 

n 

3C(z) = (1+ z-I) L 3Cj (Z) 
j=t 

(b) 
TERM IN PARTIAL 

FRACTION EXPANSION 
COMPLETE TRANSFER FUNCTION 

EXPRESSED AS A PARTIAL 
FRACTION EXPANSION 

Fig. 3 - Simulation in parallel form of a sampled-data filter obtained by the 
bilinear z transformation. 
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The programming of these sampled-data filters for computer simula­
tion can be greatly simplified if a compiler such as the Block Diagram 
(BLODI) compiler5 developed at Bell Telephone Laboratories is used. 
The compiler permits specification of a sampled-data system in func­
tional block diagram form. 

In the following section an example is presented for a filter designed, 
synthesized, and simulated by the foregoing method. 

v. DESIGN, SYNTHESIS, AND SIMULATION OF A WIDEBAND BANDSTOP 

SAMPLED-DATA FILTER 

As an example of the application of the bilinear z-form to the simula­
tion of a practical filter, consider the design of a particular bandstop 
filter. The filter is to exhibit at least 75 db loss in a rejection band which 
extends between 2596 cps and 2836 cps. Below 2588 cps and above 2844 
cps, the loss is to be between 0 and +0.5 db. The sampling rate of the 
discrete filter is to be 10 kc. The complexity or order of the filter is to be 
held to a minimum. Fig. 4 shows a sketch of the amplitude response char­
acteristics desired of the filter. 

Minimum filter complexity and sharp transition between pass and stop 
bands suggest the use of an elliptic filter 6 (equiripple) as the basic low­
pass type. However, before a suitable low-pass structure can be deter­
mined, the above specified critical frequencies must be prewarped by 

\I) 
...J 
W 
m 
i3 w 
o 

O~ ____________ ~ 

-O.5--------i !-------
I' ~ 
1\ 'I 
1\, :1 
I' :I 

'I 
I I 
I I 

I I 
-75-f-------+_ I 

I I I 
2.588 I I 2.844 

2.596 2.836 
FREQUENCY IN KILOCYCLES PER SECOND 

Fig. 4 - Desired amplitude response characteristic of a bandstop filter. 
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means of (8). The warped values are: 

jlp = lower cutoff frequency in passband (2.588 cps) = 3364.15 cps 
izr lower cutoff frequency in rejection band (2596 cps) 

3381.13 cps 
jur upper cutoff frequency in rejection band (2836 cps) 

3937.54 cps 
jup = upper cutoff frequency in passband (2844 cps) = 3957.84 cps. 

The warped values at the lower band edge require a low-pass filter 
with a transition ratio of 0.93792, while the values at the upper band 
edge require a transition rati06 of 0.93658. Therefore, to meet the original 
specifica~ions, the larger of the two transition ratios must be chosen. 
Hence specifications required for the basic low-pass elliptic filter are: 

in-band ripple = 0.5 db 
out-of-band minimum attenuation = 75.0 db 
transition l;atio = 0.93792. 

Application of elliptic filter design procedure with these specifications 
yields a basic low-pass structure of eleventh order. The poles and zeros 
for the transfer function of this low-pass filter are listed in Table 1. The 
low-pass filter has been normalized to have a cutoff frequency of one 
radian per second and amplitude gain of unity at zero frequency. 

TABLE I-POLES AND ZEROS OF NORMALIZED ELEVENTH-ORDER 

ELLIPTIC LOW-PASS FILTER 

In-band ripple = 0.500 db 
Minimum attenuation = 76.504 db 
Transition ratio = 0.937917 

Gain factor = 0.0011060 

Poles 
-0.0069130 ±j 1.0010752 
-0.0257616 ±j 0.9756431 
-0.0615122 ±j 0.9063786 
-0.1269215 ±j 0.7504391 
-0.2142976 ±j 0.4483675 
-0.2611853 

Zeros 
±j 1.0695414 
±j 1.1009005 
±j 1.1946271 
±j 1.4652816 
±j 2.5031313 
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The desired bandstop filter is obtained next by applying the low-pass­
to-bandstop transformation, given in (11), to the normalized elliptic 
low-pass filter. The cutoff frequencies used are the warped values ob­
tained above for fzp (3364.15 cps) and jup (3957.84 cps). The resulting 
bandstop filter is then transformed by the bilinear z form to yield the 
required sampled-data filter. Table II lists the coefficients of the result­
ing sampled-data filter needed for parallel realization of the form shown 
in Fig. 3. Fig. 5 shows the frequency response characteristics of this 
sampled-data filter. It is seen that the original filter specifications are 
met by the sampled-data filter. For comparison purposes, the standard 
z transform was applied directly to the twenty-second-order continuous 
filter. The frequency response characteristic of this filter is shown in Fig. 
6. It is seen that the standard z transform has yielded an unusable result. 

VI. SUMMARY 

The need for sampled-data filters in wideband simulations of many 
processing systems has led to a synthesis method which overcomes the 
shortcomings of the standard z transform. The method presented con­
sists of directly transforming a suitable continuous transfer function to a 
sampled-data filter by means of the bilinear z form. For wideband filters 
the method is particularly suited to those filters that exhibit relatively 
constant magnitude-frequency characteristics in successive pass and 
stop bands. Conventional design techniques of continuous filters are used 

S 
~ 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 

TABLE II-PAR'l'IAL-FRAC'l'ION EXPANSION COEFFICIENTS FOR 

PARALLEL REALIZATION OF SAMPLED-DATA 

BANDSTOP FILTER 

Numerator Coefficients Denominator Coefficients 

Al Ao B2 Bl 

0.0001628 0.0008827 0.9987854 0.1106416 
-0.0009283 -0.0001764 0.9989898 0.4285348 
-0.0024098 -0.0027894 0.9956089 0.1063723 

0.0031774 0.0026966 0.9957459 0.4317548 
0.0102446 0.0026026 0.9879911 0.0940731 

-0.0037799 -0.0112135 0.9883051 0.4414974 
-0.0277640 0.0127415 0.9651789 0.0616261 
-0.0108027 0.0289421 0.9661438 0.4663508 

0.0272223 -0.1163873 0.8694592 -0.0204564 
0.1206914 -0.0054765 0.8742300 0.5186036 
0.2973946 -0.2973227 0.5283651 0.2074591 
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Fig. 5 - Frequency response characteristics of the sampled-data bandstop 
filter designed by the bilinear z transformation. 

directly in the synthesis procedure of the sampled-data filters. (Thus the 
synthesized filters have frequency characteristics comparable to those of 
continuous filters.) An example has been presented of a filter function 
synthesized by this procedure and easily programmed for a simulation. 
Results obtained from this example demonstrate the usefulness and ac­
curacy of the bilinear z-form method. 
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Fig. 6 - Frequency response characteristics of the sampled-data bandstop 
filter designed by the standard z transformation. 
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The ALPAI( System for Nonnumerical 
Algebra on a Digital Computer - III: 

Systems of Linear Equations and a 
Class of Side Relations 

By J. P. HYDE 

(Manuscript received March 6, 1964) 

This is the third and last in a series of papers describing the ALP AK 
system for nonnumerical algebra on a digital computer. The first paperl 
is concerned with polynomials in several variables and truncated power 
series with polynomial coefficients. The second paper2 is concerned with 
rational functions in several variables and truncated power series with 
rational-function coefficients. The present paper discusses systems of 
linear equations with rational-function coefficients and a certain class of 
side relations. 

The ALPAK system has been programmed within the BE-SYS-4 
monitor system on the IBM 7090 computer, but the language and concepts 
are machine independent. Several practical applications are described in 
Ref. 1. 

This paper is divided into six sections. The first two assume that 
the reader has no knowledge of computers or computer programming and 
the last four assume that the reader is familiar with basic computer pro­
gramming and Refs. 1 and 2. Section I is a general description of ALPAK 
and this paper; Section I I discusses the different forms in which a linear 
system can occur, including canonical form; Section III describes the 
ALPAI( linear system operations for converting these forms; Section IV 
discusses side relations; Section V describes list naming operations; and 
Section VI discusses possible future developments and improvements. 

1. INTRODUCTION 

This is the third and last in a series of papers describing the ALP AK 
system, a programming system for performing routine manipulations 
of algebraic expressions on a digital computer. The system can perform 
the operations of addition, subtraction, multiplication, division, sub-

1547 
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stitution, and differentiation. The first paperl is concerned with poly­
nomials in several variables and truncated power series with polynomial 
coefficients. The second paper2 is concerned with rational functions 
in several variables and truncated power series with rational-function 
coefficients. The present paper describes the ALP AI{ facilities for manip­
ulating and solving by Gaussian elimination systems of equations linear 
in certain variables with coefficients which are rational functions of 
other variables. The facilities for handling a certain class of side rela­
tions are also described. 

The ALP AK system has been programmed within the BE-SYS-4 
monitor system on the IB1VI 7090 computer, but the language and con­
cepts are machine independent. Several practical applications are de­
scribed in Ref. 1. 

This paper is divided into six sections, of which the first two do not 
presuppose any knowledge of computers or computer programming 
and the last four assume that the reader is familiar with the basic con­
cepts of computer programming and Refs. 1 and 2. Section I is a general 
description of ALP AK and deals with basic concepts. Section II de­
scribes the different forms in which a linear system can occur, including 
especially the canonical form of a linear system. Section III discusses 
the ALP AK linear system operations for converting these forms. 

Section IV describes the way in which ALP AK has been programmed 
to simplify a rational function, using a certain class of side relations. 
The most important relations in the allowed class are of the form X2 = C 
(C a rational function independent of X). This includes in particular 
i 2 = -1 and i = 1 - c2 where sand c can stand for sin a and cos a, 

respectively. The simplification is done by a special rearrangement of 
the ALP AK format statement and has certain limitations. 

Section V discusses list naming operations, a convenient set of auxili­
ary operations for handling arguments of ALP AK subroutines which 
are lists (one-dimensional arrays). Finally, Section VI discusses possible 
future developments and improvements. 

1.1 An Example of the ALP AK Language 

The simplicity of handling linear systems by ALP AK is illustrated 
in the process of solving the following system of two linear equations, 
EQl and EQ2, in two unknowns, Xl and X2, with polynomials in a 
as coefficients. 

EQ1: :3aXl + 2aX2 - 1 = 0 

EQ2: 2aXl + 5a2X2 - 3 = 0 
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We first extract a coefficient matrix, SYS, for the equations with -1 
and - 3 moved to the right side. 

SYS: 113a 2a 111. 
2a 5a2 3, 

The matrix is then put into canonical form using Gaussian elimination. 3
,4 

SYS: 

1 0 
-6 + 5a 

-4a + 15a2 

o 1 
7 

-4a + 15a2 

The fact that the original coefficient matrix and the canonical form 
matrix both have the name SYS does not imply that they are equal 
but rather that the latter replaces the former physically in the computer. 
The expressions for the unknowns are then extracted from the coefficient 
matrix. 

Xl: -6 + 5a 
-4a + 15a2 

X2: 
-4a + 15a2 • 

7 

The following program illustrates how these operations are performed by 
ALPAK. 

SYS SYSRES 2,2 
Reserve space in the computer for 
the physical representation of the 
set of system coefficients which will 
be obtained from two linear equa­
tions in two unknowns and name the 
set SYS. 

SYSFRlVI SYS,(EQl,EQ2),=2 

SYSPRT SYS 

Extract the 2 X 3 coefficient matrix 
from the equations EQl and EQ2 and 
place it in SYS. The "=2" says 
that there are two unknowns and the 
third column of the matrix is used 
for the terms of the equations which 
are independent of the unknowns. 

Print the system coefficients. 
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SYSCFM SYS 
Put the system into canonical form 
(described in next section) using 
Gaussian elimination. If the system 
were triangular, the row selection 
strategy would cause this to be done 
in the obvious way. The canonical 
system retains the same name as the 
original system. 

SYSSLV (X1,X2) ,SYS 

Xl 
X2 

RFNPRT Xl 
RFNPRT X2 

Fill Xl and X2 with the solutions 
for the unknowns in SYS. The op­
eration SYSSLV assumes that SYS 
is in canonical form. 

Print Xl and X2. 

These are names of single cells in 
memory which will be filled in with 
"pointers"* to the physical repre­
sentations of the solutions in the 
computer. 

The usefulness of the linear system operations was demonstrated in 
a problem from queuing theory, proposed by L. Takacs, t in which a 
truncated power series of 813 terms was involved in forming a system 
of nine linear equations in nine unknowns. One of these unknowns was 
the third moment of a probability distribution. Its numerator had 
200 terms in five variables with maximum degrees 1, 1, 3, 7, and 9 and 
its denominator had 39 terms in two variables with maximum degrees 
7 and 10. 

II. LINEAR SYSTEMS 

In this section are discussed the different forms of linear systems as 
they are dealt with in the ALP AK context. It is important in writing 
ALP AK programs to remember what these forms are. The next section 
discusses the ALPAK subroutines for changing one form to another. 

* See Ref. 2, p. 795. 
t See Ref. 1, pp. 2090-2092. 
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2.1 System of Equations 

A linear system of m equations in n unknowns, Xj , is a set of m ra­
tional functions, (1), of v variables (v ~ n), each of which is linear in 
the x j and is implicitly equal to zero. 

n 

L AijX j - Ci = 0 
j=l 

(1 ~ i ~ m). (1) 

Thus for each i in (1) the Aij are the coefficients of the Xi and together 
with Ci may be thought of as n + 1 rational functions with a common 
denominator. 

2.2 System Coefficients 

Consider (1) written in the form: 
n 

L AijXj = Ci 
j=l 

(1 ~ i ~ m). (2) 

The Aii and the Ci of (2) shall be referred to as the system coefficients 
of the linear system (1). In ALPAK they form an array of men + 1) 
rational functions stored row-wise and forwards. 

2.3 System Canonical Form 

Let X a1 , '" , xa r be a subset of the unknowns Xl, ••• , Xn which we 
shall call the dependent set, and let xar+1 ' ••• , Xan be the remaining 
unknowns, which we shall call the independent set. The dependent set 
is said to be valid if r is the rank of the system and if the associated 
columns of system coefficients are linearly independent over the field 
to which they belong. The system 

n 

X ai + L AijXaj = Ci 
j=r+1 

(1 ~ i ~ r) (3) 

and its array of system coefficients are both said to be in canonical form 
with respect to such a dependent set. * It can be shown that for any 
linear system and a given valid dependent set, there exists a unique 
canonical form which is obtainable from the original system and which 
is satisfied by the same values of the X ai • One obtains this canonical 
form by Gaussian elimination; i.e., operating on the system by suitably 
chosen row operations and column interchanges. t When there is a choice 
of row interchange, the row with the most zero coefficients is selected 
to minimize the work involved. If, in the derived canonical form, r < m, 

* The dependent set in (3) is clearly valid. 
t See Refs. 3 and 4. 
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the last m - r rows should be of the form 0 = o. If they are not, the 
system is said to be inconsistent. If r < n, the system is said to be singu­
lar. 

2.4 System Solution 

The solution of a linear system is a set of r rational functions, (4), 
of v variables (v ~ n - r), each of which is linear in the xai (r + 1 
~ j ~ n) and is implicitly equal to Xai • 

n 

Xai = Ci - L AijXai 
j=r+l 

(1 ~ i ~ r). (4) 

The solution is easily produced once the system is in canonical form, 
and if the system is nonsingular the solution is of the form xai = Ci 

(1 ~ i ~ n). 

III. LINEAR SYSTEM OPERATIONS 

3.1 General Remarks 

In this section are discussed the ALP AK subroutines for convert­
ing the different linear system forms discussed in Section II. The name 
of a set of system coefficients must be defined by operations SYSN Al\![ 
or SYSRES if it is to be used in any other operations. This name is the 
BSS address of a three-word system heading in which are stored the 
five system parameters. These parameters are the BSS address of the 
system coefficients, the number of equations, the number of unknowns, 
an ALP AK format address, and the number of leading variables in 
this format of which the equations are independent. They are set at 
assembly time by operations SYSN AM and SYSRES or at run time 
by operations SYSSET and SYSMPR. 

The men + 1) system coefficient pointers are stored row-wise and for­
wards, and a block of n + 1 cells must immediately follow to be used 
by ALP AK as work space. In the ALP AK format statement of the sys­
tem equations, the n unknowns must have consecutive variable numbers 
k + 1 through k + n (k ~ 0). If k > 0, the system equations must 
be independent of the first k variables, and thus the system coefficients 
are independent of the first k + n variables. The system parameter 
fmt is normally this ALP AK format statement and is referenced in 
any system operations involving the names of the unknowns. If it is 
not supplied by SYSN AM, SYSRES, SYSFRM, or SYSSET, all such 
operations must refer to variables by number (V ARTYP NUM or 
VARTYP NUM*). 

Those arguments of operations SYSFRM, SYSCFM, and SYSSL V 
which are lists are specified according to the conventions established 
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in Section V. System parameters and system names are not indexable, 
but the addresses where they are stored or to be stored are. As in other 
ALP AK operations, index registers are preserved with the exception of 
index register four. 

3.2 Notational Conventions 

The following conventions of notation are used in descriptions of 
instructions. Upper-case letters are used for operation codes (including 
macro names) and for any parameters which must appear exactly as 
shown. Dummy parameters are indicated by lower-case letters. A dummy 
parameter usually stands for the symbolic address of a cell or block of 
cells in the program where the argument is stored. Those dummy param­
eters which are the arguments themselves are in boldface. Finally, 
optional parameters are enclosed in brackets, and parameters which 
usually have sub arguments are enclosed in parentheses. All integer 
arguments are decimal. By this notation, then, the instructional de­
scription 

sys SYSRES m,n, [fmt], [k] 

specifies certain properties and restrictions about the arguments of the 
following call: 

COEFF SYSRES 9,9"INDEP 

Thus, only SYSRES must appear exactly as shown and all other pa­
rameters are dummies with the third one omitted, as it is optional. 
The number of equations is nine, but the number of leading variables 
of which the equations are independent is in the cell whose symbolic 
address is INDEP. 

3.3 Linear System Operations 

sys SYSNAM bss,m,n, [fmt], [k] name (a) 
sys SYSRES m,n, [fmt], [k] reserve (b) 

SYSPRT sys print (c) 
SYSFRM sys,(listr),n,[k] form (d) 
SYSCFM sys,[ (listv) ],[inc ],[ids] canonical form (e) 
SYSSLV (listr) ,sys,[ (lis tv )] solve (f) 
SYSOBT [(abss) ],[(m) ],[(n) ],[ (afmt)], obtain parameters (g) 

[(k)],sys 
SYSSET sys, [abss], [m], [n], [afmt], [k] set parameters (h) 
SYSMPR sys,[(op oper)], [Cop oper)] modify parameters (i) 

[Cop oper)], [Cop oper)], 
[Cop oper)] 



1554 THE BELL SYSTEM TECHNICAL JOURNAL, JULY 1964 

sys = name of system (symbolic address of heading) 
bss = BSS address of the array of system coefficients 

abss = address where bss is or is to be stored 
m = the number of equations in the system 
n = the number of unknowns in the system 

fmt = the address of the system's ALP AK format statement 
afmt = address where fmt is or is to be stored 

k = the number of leading variables in this format statement 
of which the system equations are independent 

listr = list of rational functions (see Section V) 
listv = list of variables (specified in the manner indicated by the 

last previous VARTYP declaration - see Section V) 
(op opel') = a 7090-94 machine operation and an operand separated by 

a blank 
inc = inconsistency return 
ids = invalid dependent set return. 

3.4 Descriptions 

(a) sys SYSNAIVI bss,m,n,[fmt],[k] 

Declare a block of length (m + 1) (n + 1) starting at bss to be a set of 
linear system coefficients and work space, and name it sys by reserving 
remotely a three-word system heading. This heading is filled in with 
bss, m, n, fmt, and Ie. If fmt and/or Ie is omitted, the corresponding fields 
in the system heading are filled in with zeros. 

(b) sys SYSRES m,n,[fmt],[k] 

Reserve remotely a block of length (m + 1) (n + 1) for a set of system 
coefficients and work space, and name the set sys by reserving remotely 
a three-word system heading as in SYSN AIVL sys is to be filled in at 
run time (e.g., by SYSFRl\1). 

(c) SYSPRT sys 

Print the set sys of system coefficients. 

(d) SYSFRlVI sys, (listr) ,n,[k] 

Replace sys by the set of system coefficients formed from the set list1' 
of system equations and remove the common factors between the 
coefficients of any given equation (listr is destroyed). The contents of 
n and Ie and the number of rational functions in listr together with 
their format are copied into the heading of sys. If Ie is not supplied, it 
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is assumed to be zero. If SYSFRIVI is not used to fill in sys, the system 
parameters must be filled in with operations (a), (b), or (h). 

(e) SYSCFIVI sys,[(listv) ],[inc],[ids] 

Replace the set sys of system coefficients by its associated canonical 
set, using Gaussian elimination. listv is a list of unknowns (specified in 
the manner indicated by the last previous VARTYP declaration) to 
be included in a valid dependent set. If listv is not supplied, the list 
is assumed to be empty. If sys is found to be inconsistent, control will 
be transferred to inc (or to the REMARK subroutine if inc is not sup­
plied) and sys will have a canonical form with an inconsistency. If the 
set of' unknowns in listv cannot be included in a valid dependent set, 
control will be transferred to ids (or to the REIVIARK subroutine if 
ids is not supplied) and sys will have a canonical form with some subset 
of lisiv in the dependent set. At inc or ids it is possible to call SYSSL V, 
SYSPRT, or to go to some other part of the program. 

(f) SYSSLV (listr) ,sys,[ (lis tv )] 

Replace listr (whose length must not be less than that of listv) by the 
solutions for the list of unknowns listv (specified in the manner indicated 
by the last previous VARTYP declaration). sys is assumed to be in 
canonical form. If listv is not supplied, all the unknowns in the dependent 
set are solved for in the order in which they were at the start of SYSCFl\1. 

(g) SYSOBT [(abss) ],[ (m)],[ (n) ],[(afmt)],[ (k) ],sys 

Obtain the system coefficient parameters of the system whose name is 
sys. Each optional argument is a memory location in whose address 
field the parameter is to be stored. Thus the parameter bss is stored in 
the location abss specified by SYSOBT, etc. Each optional argument 
may actually be several arguments, and if an argument is an integer 
equal to seven or less, it refers to an index register. 

(h) SYSSET sys,[abss],[m],[n],[afmt],[k] 

Set the system coefficient parameters of the system whose name is 
sys from the locations specified by the bracketed arguments. Thus the 
parameter bss is set to the contents of the location abss specified by 
SYSSET, etc. 

(i) SYSMPR sys,[(op oper)],[(op oper)] 

[Cop oper)], [Cop oper)], [Cop oper)] 
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1\10dify the system coefficient parameters of the system whose name is 
sys using the 7090-94 machine operations op with operands oper. Thus, 
the parameter bss is modified by the first operation and operand, m 
is modified by the second, n by the third, fmt by the fourth, and k by the 
fifth. Each operation and operand may be different. Typically, the 
operation is ADD or SUB and the operand is the address of some incre­
ment or decrement. 

IV. SIDE RELATIONS 

4.1 General Remarks 

The ALPAK programmer may find that expressions involving radi­
cals occur in his problem. A radical can be handled by assigning it a 
variable name and writing the rational functions using this name. 
Thus in the polynomial a + 2aY3, we let X = y3 and the expression 
becomes a + 2aX. The problem is that in the outputs of arithmetic 
operations involving such rational functions, X can have an exponent 
greater than one and the fact that X2 = 3, X 3 = 3X, X4 = 9, ... will 
be ignored. The implicit equation X2 = 3 is called a side relation of 
degree two on X. A subroutine is provided for simplifying rational 
functions using side relations of the general form 

X 2i = C U an integer ~ 1) 
(5) 

(C a rational function independent of X). 

This category includes especially i 2 = -1 and S2 = 1 - c2 where s 
and c can stand for sin a and cos a, respectively. 

4.2 Limitations 

1\1any limitations exist in the present handling of side relations. In 
the relation Xn = C, n must be a power of two and X a single variable. 
Dependencies between relations are not observed; i.e., R2 = 2 and 8 2 = 3 
and T2 = 6 will not result in the implicit relation of T = ±RS. 1\10re­
over, relations are not handled automatically by the lowest-level sub­
routines, thus causing exponents to grow unnecessarily until simplifica­
tion is done at main program level. A more sophisticated version of 
ALP AK would prevent this by including the relations as part of the 
format statement. To repair these limitations would require a great 
deal of extra programming, and it turns out in practice that these limita­
tions do not usually matter. The general problem of dependencies is 
especially difficult, as it involves algebraic extensions of the field of 
rational functions of several variables. 
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4.3 Implementation 

The simplification of a rational function, RF, by a side relation 
X 2i = C is accomplished with the aid of a specially constructed tempo­
rary ALPAK format statement. The temporary format is the same as 
the original one except that the exponent field of X is split into two parts. 
The right j bits are assigned the name X and the remaining left-hand 
bits form a temporary exponent field which is assigned any name and 
stands effectively for X2i. The rational function C is then substituted 
for the temporary variable by the call SIDREL. If several side relations 
are defined on several variables, then a single temporary format state­
ment can be used to split up these variables. There will then be a list 
of rational functions to be substituted for the temporary variables by a 
single call to SIDREL (see Section 3.2). 

SIDREL rf, (listv), (listr) ,tfmt 

rf = rational function to be simplified 
listv = list of temporary variables (specified in the manner indicated 

by the last previous VARTYP declaration - see Section V) 
listr = list of rational functions to be substituted for these variables 

and specified in the same order (see Section V) 
tfmt = address of temporary format. 

The format of rf after simplification is the format of the items in listr, 
or if none of these items has a format, the format of rf is unaltered. 

4.4 Example 

Suppose it is desired to simplify the function RF using the side re­
lation 12 = -1. This is done by the following program. 

FlVIT POLCVF (X,5,Y,5,I,5,Z,21) 
Permanent format. 

TFlVIT POLCVF (X,5,Y,5,ISQ,4,I,1,Z,21) 

RF 
MON 

VARTYP 
POLSTC 
SIDREL 

Temporary format with I split up 
into ISQ with four bits and I with 
one bit. 

NAlVI 
MON,= -1 
RF ,ISQ,lVI ON ,TFIVIT 
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Testing equality of rational functions Rand S which have been 
simplified by a side relation should always be done by subtracting and 
testing for zero as follows: 

RFNSUB 
SIDREL 

TEMP,R,S 
TEMP,ISQ,MON,TFMT 

RFNZET TEMP 

The side relation applied to Rand 
S is applied to TEMP. 

Test if TEMP is zero. 

This procedure will recognize that the expressions (1 + i)/(l - i) and 
i are equal. 

v. LIST NAMING OPERATIONS 

5.1 General Remarks 

Whenever an ALP AK subroutine argument is a list, the list may be 
specified either by actually listing the contents; e.g., 

SYSSLV (P,Q,R),SYS,(X,Y,Z) 

or by name; e.g., 

SYSSLV (LISTP ,*) ,SYS, (LISTV, *) 

Here the asterisk indicates that the list has been specified by name. 
Both methods may be used within the same command; e.g., 

SYSSLV (P,Q,R)SYS(LISTV,*) 

This section describes a set of operations LSTNAM, LSTMAK, and 
LSTRES for assigning names to lists and blocks of storage, thus enabling 
one subsequently to call them by these names in the appropriate sub­
routines. The operations LSTOBT, LSTSET, and LSTMPR serve as 
auxiliary operations. The facilities are especially useful whenever the 
items of the list are to be filled in at run time or whenever the items 
do not form a contiguous block in core. A list has two parameters, which 
are its BES address and its length. These can be set at assembly time 
by LSTN AM, LSTMAK, and LSTRES or changed at run time by 
LSTSET and LSTMPR (see Section 3.2). List parameters and list 
names are not indexable, but the addresses where they are stored or to 
be stored are. Each item in the specified contents of a list may be tagged. 
Index registers are preserved with the exception of index register four. 



5.2 List Naming Operations 

ttl 
ttl 
ttl 

LSTNAIH 
LSTIVIAK 
LSTRES 
LSTOBT 
LSTSET 
LSTIHPR 

ttl = name for list 

ALPAK SYSTEM 

bes,lng,[V AR] name 
(items),[V AR] make 
lng, [V AR] reserve 
[(abes)],[(lng)],ttl obtain 
ttl, [abes], [lng] set 
ttl,[(op oper)],[(op oper)] modify 

bes = BES address of list 
abes = address where "bes" is or is to be stored 

lng = length of list 
items = contents of list 
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(a) 
(b) 
(c) 
(d) 
(e) 
(f) 

(op oper) = 7090-94 machine operation and an operand separated by 
a blank. 

5.3 Descriptions 

(a) ttl LSTNAIVI bes,lng,[V AR] 

Declare a set of items in a contiguous block of length lng to be a list 
whose BES address is bes, name it ttl, and set the list parameters to 
bes and lng. If V AR is present, the list is assumed to consist of variables 
(specified in the manner indicated by the last previous VARTYP decla­
ration). If V AR is not supplied, the list is assumed to consist of rational 
functions, polynomials, etc. (i.e., of symbolic addresses of pointers.) 

(b) ttl LSTIVIAK (items),[VAR] 

Declare the set whose elements are the sub arguments in items to be a 
list, name it ttl, and set the list parameters accordingly. V AR is as de­
scribed in LSTNA1H. The items need not be in a contiguous block as 
in LSTNAIVI. 

(c) ttl LSTRES lng, [VAR] 

Reserve remotely a block of length lng for a list, name it ttl, and set the 
list parameters to the BES address of the block and lng. V AR is as 
described in LSTNAIVI. The list is to be filled in at run time (e.g., by 
SYSSLV). 

(d) LSTOBT [(abes)],[(lng)],ttl 

Store the BES address of the list whose name is ttl in location abes 
and store its length in lng. The bracketed arguments may actually 
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consist of several sub arguments, and if an argument is an integer equal 
to seven or less, it refers to an index register. 

(e) LSTSET ttl,[abes],[lng] 

Set the BES address of the list whose name is ttl to the contents of abes 
and set its length to the contents of lng. 

(f) LSTMPR ttl,[(op oper)],[(op oper)] 

Modify the BES address of the list whose name is ttl using the 7090-94 
machine operation op with operand oper specified by the first bracketed 
argument. Modify the length of the list in a similar manner as indicated 
by the second bracketed argument. Typically, the operation is ADD or 
SUB and the operand is the address of some increment or decrement. 

5.4 Example 

The following example shows how list naming can be used to good 
advantage. We are given polynomials (AI, .. , , Ay ; y ~ 15), a set 
of variable names (m), ... , my ; y ~ 15), and polynomials (F1 , ••• ) 

F'U ; Y ~ 15). It is desired to form a set of polynomials (G1 , ••• , Gy ; 

y ~ 15) in the following way, where mi: Ai means Ai is substituted for 
mi 

G1 = F1(ml:A 1 ) 

G2 = F2(m):A 1 ,m2:A 2) 

Assume that the F/s, A/s, M/s, and G/s are stored forwards in blocks 
whose BES addresses are F, A, M and G respectively and that the 
parameter y is in location Y. The following program will perform the 
substitution. 

POLS 
VARS 

LSTNAM 
LSTNAM 

LSTMPR 
LSTMPR 

LXA 

A,15 
M,15 

Define the lists thus setting the list 
parameters to (A,15) and (M,15) 

POLS(SUB Y) (SUB = 15) 
V ARS (SUB Y) (SUB = 15) 

Y,l 

Initialize the list parameters to (A -
y,O) and (M - y,O). 



LOOP LSTMPR 
LSTMPR 
POLSST 
TIX 

F BES 
A BES 
M BES 
G BES 
Y 

VI. OUTLOOK 

ALPAK SYSTEM 

POLS(ADD = 1) (ADD = 1) 
VARS(ADD =1) (ADD =1) 
(G,I) (F,I) (POLS,*) (VARS,*) 
LOOP,I,1 
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Increment the list parameters by 
one at each repetition of the above 
loop. 

15 
15 
15 
15 

Our experience has shown us that the present handling of linear 
systems has its limitations. Large linear systems are always difficult 
to put into canonical form, and even a relatively simple set of system 
coefficients can grow quite rapidly throughout the course of SYSCFM 
and cause some form of overflow. This growth becomes coupled with 
the growth produced by the greatest common divisor algorithm, * 
thus making the inadequacies of the latter most apparent. The 
success or failure of SYSCFM depends less on the dimensions of the 
system and more on the internal structure and size of the individual 
coefficients. lVloreover, it is very difficult to tell by looking at the input 
array whether the structure and size at a later stage of the reduction 
will cause trouble. This difficulty is illustrated in that SYSCFM suc­
ceeded in reducing a 9 X 9 array with large, apparently complex, en­
tries, t but failed in a related queuing theory problem to reduce a 10 X 10 
array whose entries averaged only two or three terms. It can at least 
be said that there will be no GCD problems if the original array con­
sists of all rational numbers. 

The subroutine SYSCFM is perhaps too comprehensive. A series of 
orders which would enable one to perform the Gaussian elimination 
method a step at a time, leaving the choice of row and column permuta­
tions completely up to the user, might be useful. SYSPRT could then be 
called at any time during the reduction. A routine for evaluating de­
terminants, if available, would enable the solution of nonsingular systems 
by Cramer's method as an alternative. 

* See Ref. 2, pp. 791-794. 
t See Ref. 1, pp. 2090-2092. 
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The growth problem could be reduced by allowing multiple precision 
polynomial coefficients and by allowing a polynomial to be represented 
as a product of polynomials (not necessarily irreducible). Thus one could 
compute the GCD as a product of simpler GCD's. To do this would 
require the ability to have a data structure hierarchy in the data buffer 
more complicated than that of a rational function. * This ability would 
also enable a linear system itself to be such a data structure rather 
than an array in the main program. 

A new version of ALPAK (to be called ALPAKB) is now being de­
veloped. Its foundation is a programming system5 called OEDIPUS 
(Operating Environment with Dynamic storage allocation, Input-out­
put, Public push down list, Unhurried diagnostics, and Symbolic snaps) 
which provides for the dynamic storage allocation of such data struc­
tures, among other things. ALPAKB will also include multiple precision 
integer arithmetic which will handle polynomial coefficient overflow. 
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A Technique for Measuring Small 
Optical Loss Using an Oscillating 
Spherical Mirror Interferometer 

By A. J. RACK and M. R. BIAZZO 

(Manuscript received March 19, 1964) 

The measurement of very small optical losses (the order of a few per cent) 
by conventional methods becomes very difficult because of the extreme ac­
curacy required. This article shows that both high mirror reflectances 
and low transmission losses can be readily measured using an oscillating 
mirror interferometer as a frequency spectrum analyzer. The theory devel­
oped shows that when this type of interferometer is excited by a continuous 
gaseous laser, the total optical loss is proportional to the frequency resolution 
or the finesse. The theory also shows that the first-order velocity effect pro­
duced by having the mirror move at a velocity of one foot per hour can be 
large if the total optical loss is about 0.25 per cent. For the velocities and 
optical losses we have encountered so far in our measurement system, the 
first-order mirror velocity effect can be neglected. The range of reflectance of 
mirrors we have measured is from 94 to 99.5 per cent, and the measurements 
for the optical transmission loss range from 0.2 to 3 per cent. The accuracy 
to which a 1 per cent loss can be repeated is 1.0 ± 0.1 per cent. It was found 
that the transmission loss through an optical grade of fused quartz (Homosil) 
at 6328 1 is about 1 db per meter, and that for Plexiglas II is about 2 db 
per meter. 

1. INTRODUCTION 

In developing a long-distance optical communication system employ­
ing a large number of components, it is essential to be able to measure 
accurately the optical transmission loss of each component. These 
components may include mirrors with reflectances in the order of 99 per 
cent, Brewster angle output windows, various lenses, and other passive 
elements with optical transmission losses of 1 per cent or less. For such 
small losses, the conventional measuring techniques become increasingly 
difficult because of the extreme accuracy required. 

1563 
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In conventional measuring systems, the loss (or reflectance) is calcu­
lated by comparing the electrical output of a photodetector for two dif­
ferent optical conditions, first with the unknown in the system, and then 
with the unknown removed. As the magnitude of the optical loss de­
creases, this comparison becomes more and more inaccurate, as it 
requires the measurement of a small difference between two relatively 
large photodetector outputs. In these measuring systems, a number of 
methods have been developed to minimize these errors, which are prin­
cipally optical. l However, it is believed that measuring techniques to be 
described below will more readily measure very small optical losses. 

The proposed method uses a frequency spectrum analyzer at optical 
frequencies. Such an analyzer can be obtained by using a Fabry-Perot 
type of interferometer as a transmission element between an optical 
source and a photodetector.2,3 When the mirror separation of the inter­
ferometer is varied periodically by moving one of the mirrors linearly, 
a large photocell output will be obtained whenever the optical cavity is 
in resonance at any frequency that may be present in the optical source. 
If the photodetector output is observed on an oscilloscope whose sweep 
is synchronized with the mirror drive, the scope will display the energy 
distribution of an optical source as a function of frequency. If this type 
of Fabry-Perot interferometer is illuminated by a continuous laser with 
its extremely narrow line output (one or two cycles wide), the linewidth 
of the pattern displayed on the scope is determined by the optical losses 
in the cavity itself, and by the velocity of the moving mirror. If the ex­
cursion of the moving mirror is several optical wavelengths, the scope 
pattern will repeat several times during a single sweep trace. That is, as 
the mirror separation increases, the mth harmonic of the cavity becomes 
resonant with the source; a short time later, the (m + l)th harmonic is 
resonant with the same optical frequency, then the (m + 2)th, and so on. 
At each resonant point, there will be several output scope pulses, since 
the laser usually has an output at more than one frequency. The ability 
of any interferometer to separate or resolve two adjacent optical fre­
quencies is determined by the finesse of the system. In the moving-mirror 
interferometer, the finesse is equal to the ratio of the fundamental pulse 
group spacing to the half-power-height width of any pulse. It will be 
shown below that the total power loss of the Fabry-Perot cavity, ex­
pressed as a ratio, is equal to 7r divided by the finesse. 

This interferometer method of measuring small optical losses has been 
suggested on several occasions,4 but it is believed that this is the first 
time such a system has been so fully developed. Since this system of 
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measurements requires an optical source with an output linewidth very 
narrow compared to that of the optical cavity, loss measurements can­
not be made over a continuous range of wavelengths, but only at the 
discrete wavelengths at which cw lasers have been developed. Since some 
light must be transmitted through the cavity, the reflectance can be 
measured only for those mirrors not coated with an opaque reflecting 
surface, such as the multiple-layer dielectric coated mirror. 

The interferometer loss measuring technique is very sensitive to build­
ing and floor vibrations, and to air currents. The reason for this is as 
follows: if the separation between the two mirrors in the cavity is 
changed by one half wavelength, the resonant frequency of the inter­
ferometer is changed by the natural frequency of the cavity, which in 
our system is about 1 kmc, whereas the bandwidth of the cavity for 1 
per cent optical loss is only about 3.0 mc. Thus, even very small random 
variations in the mirror spacing in both the laser and in the cavity, pro­
duced by either vibrations or air currents, will cause the output pulse 
pattern displayed on the scope to have large random time position 
variation. 

II. THEORY 

The relation for which the mirror reflectance and other optical losses 
can be calculated from measurable quantities is derived in the Appendix, 
and will be given briefly here. The effects of the velocity of the moving 
mirror were included in the Appendix. 

Let 

Rl , R2 = power reflectance of the two mirrors expressed as a ratio 
g power loss per single pass through any material within the 

cavity, also expressed as a ratio 
T c = fundamental pulse group spacing 
Tp = half-power output pulse width 

v = velocity of moving mirror 
do = mirror spacing 

t = time 
A = optical wavelength in free space 
c = velocity of light in free space 

(30 = 47l"do ~ 
A C 

x = g(RIR2)! 
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471"vt 
A 

go == [g(l - R1)(1 - R2)]!' 

An exceedingly good approximation for the time response of the in­
terferometer appropriate for computer calculation is given by (5) of 
the Appendix: 

I T ~ [to gox' cos (an + {ion') J + [~o VoX' sin (an + {ion') J (5) 

Since x is very nearly unity, a large number of terms must be taken in 
the series. For a maximum error of € in stopping the series after the first 
N - 1 terms, we have 

N f'.j log (2/ €) 
f'.j I-x' (6) 

For example 

€ = 1/1000 and x = 0.9975, N = 3040. 

The values of IT shown in Fig. 1 were calculated for the following three 
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FIG. 1 - Interferometer time response as affected by mirror velocity. 



MEASURING SMALL OPTICAL LOSS 1567 

conditions: (a) {3o = 10-6
, and x = 0.9975, (b) (3o = 0, x = 0.997.5, and 

(c) {3o = 10-6 and x = 0.995. The curves given in Fig. 1 show that the 
first-order mirror velocity effect is to decrease the maximum response, 
increase the half-power-height pulse width, and make the response 
unsymmetrical about the maximum response. 

From a number of computed values for (5), of which only a few are 
given in Fig. 1, it can be shown that the first-order effect of the moving 
mirror's velocity is to increase the half-power pulse width according to 
the relation (see Appendix) 

'Tm {3 2 

[ 

2 J1. 
'Tp ~ 1 + 13.8 (1 ~ X)4 (7) 

This relation holds only when 'T m is within a few per cent of 'Tp . For 
larger values, the computed results are less than those given in (7). 
Thus, in order to have the width increase by less than 1 per cent, 

{3o < ~ 
(1 - X)2 = 25' 

This relation can readily be satisfied unless the total loss becomes ex­
tremely small. In our measurements, the mirror spacing is varied about 
one micron at a 20-cycle frequency. The mirror spacing is about 15 cm 
and the wavelength is 6328 A. Then, if x = 0.995 (the largest we have 
measured), 

and 

v = 2-tO em/sec ~ 0.4 ft/hour 

{3o 
(1 - X)2 

0.4 X 10-6 

25 X 10-6 

1 
62.5· 

Hence, for optical losses of 0.5 per cent or greater, we can neglect the 
first-order mirror velocity effects. 

If mirror velocity effects can be neglected, then the system response 
given by (10) and (11) of the Appendix can be used. The relation be­
tween the optical loss and the finesse of the system is 

g(R1R2)! = 1 - (-rr'T p/'TJ + ~ (-rr'T p/'TJ2 + . . . (11) 

where 'T c/ 'T p is defined as the finesse. This equation points out the po­
tential accuracy with which small losses can be measured. The inter­
ferometer method actually measures how much the combined loss, 
g(RIR2)!' differs from unity. Obviously, the smaller this difference, the 
greater can be the experimental errors to obtain a fixed accuracy in 
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g(R1R2) t. For a value of g(R1R2) t near 0.99, a 10 per cent error made in 
the measurement of T pi T c would give an error of only one part in a 
thousand in the value of g(RIR2)!. 

To obtain a good signal-to-noise ratio in the electrical output of the 
photodetector, it is important to obtain a maximum amount of light 
transmission through the interferometer. From (10), the fraction of the 
incident light transmitted through the cavity is given by (see Appendix) 

1m = g(1 - R1 )(1 - R2 ) (10) 
[1 - g(R1R2)i)2 . 

Equation (10) shows that for g = 1 and Rl = R2 ,1m is unity for any 
value of reflectance, but if Rl ~ R2 ,1m will be less than unity. For ex­
ample, if Rl = 0.995, R2 = 0.97 and g = 1, then 1m = 0.49. The remain­
ing 51 per cent of the light is reflected back towards the source. Therefore 
the two mirror reflectances should be identical for maximum transmis­
sion. For measurements of transmission losses in the cavity, there is 
some advantage to be obtained by not having the mirror reflectances 
too great. As an example, for g = 0.97 and Rl = R2 = 0.99, 1m = 0.062. 
For the same loss and RI = R2 = 0.97, 1m = 0.25. In the second case, 
however, there is a greater chance of making an error in measuring g 
since it is a smaller fraction of the total loss. 

The shape of the output pulse expressed as a function of time is given 
by (12) of the Appendix 

l(t) ~ 1 + !;/Ti . (12) 

The frequency spectrum of this time pulse is 

F(w) = ~ T,Jm exp ( - ~P Iwl) . 

Now, the value of T p is a function of the velocity of the moving mirror 
and hence, subject to the limitations on velocity discussed above, may 
be made as large or small as is desired. In our laboratory, the motion of 
the moving mirror was so selected that for a 1 per cent total cavity loss, 
the pulse width is about 30 jJ.Sec, and the frequency spectrum is down to 
1 per cent of its low-frequency value at about 50 kc. The required band­
width of the photodetector and its associated electrical circuits, including 
the viewing oscilloscope, is increased by a decrease in the total optical 
loss, as this decreases the pulse width, T p • In order that the system be 
capable of measuring optical losses as small as 0.25 per cent, the over-all 
bandwidth of the electrical components should be at least 200 kc. 

The above theory was developed for the assumptions that the incident 
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beam of monochromatic light was collimated and that the plane surface 
mirrors were infinite in size. For finite-size mirrors with plane or spherical 
surfaces, and for a finite-size input light beam diameter, the electromag­
netic energy inside the interferometer can be described by the familiar 
TEM modes. 5 ,6,7 For a given input light beam condition and for a given 
set of mirrors, the energy within the cavity can be characterized by 
selecting the appropriate amplitudes of the TEM modes. If the input 
beam spot size is too large or too small, a large portion of the input en­
ergy will be found in higher transverse modes of quite large order. If the 
laser is adjusted to operate in only the TEMooq mode, then it has been 
shown8 that the light energy will be principally in the fundamental 
TEMooq mode in the cavity, if the spot size and the surfaces of constant 
phases of the input beam are both equal to those for the TEMooq reso­
nant cavity mode. As is usual in matching problems, these conditions are 
not too critical. 

When the measuring interferometer has spherical mirrors at nonconfocal 
spacing, an incident light ray at a small angle off the system axis will 
produce repeated reflections, which in general will trace an ellipse on the 
mirrors.9 Under special conditions, the points of reflection lie on a circle 
and are displaced by some angle after every round trip. When this angle 
is a multiple of 271", the rays will exactly retrace their paths, and the trace 
of reflections on a mirror will break up in a number of separate and 
equally spaced dots. Under these reentrant conditions, the cavity will 
become resonant not only at a multiple of the fundamental cavity fre­
quency, but also at multiples of a much lower frequency which is not 
quite a subharmonic of the fundamental cavity frequency. For these 
conditions, the oscilloscope pattern of the photocell output will show, in 
addition to the main response, a number of smaller equally spaced pulses. 
Since the response of one of the "off-axis" modes can coincide (or nearly 
coincide) with the main response, the measurement of the loss under 
these conditions can be considerably in error unless these off-axis mode 
responses are made very small. 

In general, the system should be designed to be nondegenerate. That 
is, the length of the interferometer must be so selected as to avoid any 
possible overlapping of the cavity resonant response of the different 
orders of the TEM modes to any of the several optical frequencies 
present in the laser source. Usually, this is not difficult to accomplish. 

III. MEASUREMENT SYSTEM 

A block diagram of the components in the interferometer measuring 
system is given in Fig. 2. The He-Ne laser has external spherical mirrors 
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FIG. 2 - Schematic diagram of the interferometer measuring system. 

and Brewster angle output windows, and operates at 6328 A. To reduce 
the effects of vibrations, the laser and the cavity structures were made 
very rigid by using a construction similar to that used by Bennett in 
his magnetostrictively tuned laser.lo The interferometer mirrors are 
mounted with suitable tilt controls in 6-inch square steel end blocks, 1 
inch thick. The two blocks are tied rigidly together at each of the four 
corners by I-inch diameter Invar rods 16 cm long. The interferometer 
cavity, shown in Fig. 3, uses a piezoelectric transducer to vary the mir­
ror spacing in the cavity. It is a ceramic cylinder It inches ID, It inches 
OD, and It inches long. ll The mirror holder is epoxied to one end of the 
cylinder. The other end is epoxied to a mounting plate which is fastened 
through suitable tilt controls to the steel end block. The laser, inter­
ferometer, and other optical components were fastened rigidly to a 
heavy steel optical table. This 4 by 8-foot table is supported on six small 
airplane inner tubes encased in heavy canvas covers. For this type of 
support, the natural frequency of the table is about four cycles per 

OPTICAL 
CAVITY 

THIN ISOLATOR 
LENS 

OPTICAL 
LASER 

FIG. 3 - Photograph of the interferometer apparatus 
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second. To avoid air currents, both the laser and the optical cavity are 
enclosed separately in Plexiglas boxes. 

The isolator between the laser and the cavity was found to be essential 
to prevent interaction between the two optical cavities. It is a circular 
polarizer consisting of a polaroid analyzer and a quarter-wavelength 
plate. This circular polarizer will absorb any light reflected back from 
the interferometer, as the sense of rotation of the circularly polarized 
light is inverted upon reflection and hence will not be transmitted back 
through the polaroid analyzer. For this type of isolator, all loss measure­
ment must be made with circularly polarized light. 

The photodetector is a standard electron multiplier phototube with 
an 8-20 cathode. A bandpass optical filter, 200 A wide, centered at 6300 
A, is placed between the source and the detector to eliminate most of the 
background light. 

A 20-cycle triangular wave shape generator delivers 500 volts pp to 
the piezoelectric mirror drive. For this voltage, the motion of the mirror 
is about one micron, which is about three half-wavelengths of the 6328 
A laser source. The motion of the mirror is parallel and was checked by 
using an alignment telescope with a flat mirror placed in the movable 
mirror holder. The fringe pattern of the alignment telescope reflected 
back from the moving mirror showed no discernible change when 1000 
volts dc or ac was applied to the driver. Therefore any mirror tilt varia­
tion must be less than 5 seconds of arc. 

IV. EXPERIMENTAL PROCEDURE 

When spherical mirrors are used in the interferometer, the ray of 
incident light must be on a line passing through the centers of curvature 
of both mirrors. With the aid of a thin optical lens to vary the incident 
angle, the cavity can readily be aligned to minimize the "off-axis" 
modes.2 •9 

The visible red gaseous laser, which was one meter long, was so ad­
justed that it oscillated only in the fundamental transverse mode and 
at several longitudinal modes. 

In spite of all the precautions taken to eliminate building vibrations 
and air currents, the output pulse pattern on the output scope shows a 
considerable amount of time position jitter for anyone pulse whenever 
the scope sweep speed is increased to be able to measure the half-power 
pulse widths. When the sweep speeds are made 10 J,Lsec per cm to view a 
30-J,Lsec output pulse, the excursion of the time jitter is about ±50 
J,Lsec, and the jitter frequency is about two cycles or less. 

To overcome the effects of the time jitter, a photographic method was 
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developed to determine the pulse width. For a single period of the 20-
cycle drive on the piezoelectric driver, the time jitter is small. The half 
height of the output pulse was determined by using the following elec­
tronic circuits. In the amplifier following the photocell, a fast transistor 
switch, operating at a one-megacycle rate, reduces the voltage gain of 
the network periodically by a factor of two (G db). With this arrange­
ment, a single photograph shows simultaneously both the full-height and 
the half-height pulses, as shown in Fig. 4. The time position jitter in the 
pulse pattern is small enough that the fundamental pulse group spacing 
can be determined directly from the scope. The measurement of the 
finesse of the cavity does depend upon the accuracy of the various sweep 
rate calibrations. According to the manufacturer of the oscilloscope, these 
sweeps, once calibrated, should remain accurate to several per cent for 
several months. 

In order to obtain repeatable loss measurements, it is important to 
have the laser operate with a stable mode pattern output. At times, this 
was found to be difficult because adjacent longitudinal modes would 

FIG. 4 - (a) Fundamental cavity spacing. Laser source has three output 
frequencies. Sweep rate is 2 msec per cm. (b) Half width of one of the cavity re­
sponses. Sweep rate is 10 ,usee per cm. The indicated half width is 34 ,usec. 



MEASURING SMALL OPTICAL LOSS 1573 

compete with each other, thereby producing an erratic pulse pattern 
output from the interferometer. This condition was improved by reduc­
ing the length of the laser to 70 cm to separate the adjacent modes farther 
in frequency. 

v. EXPERIMENTAL RESULTS 

The reflectance was measured for a number of the multiple dielectric 
coated mirrors whose radius of curvature varied from 2 meters to infinity. 
The highest value of reflectance was 0.995 and the lowest was 0.940. 
The average mirror reflectance was about 0.990. The accuracy to which 
the reflectance of 0.990 can be repeated was about ±0.001. Since the 
reflectance for an individual mirror was calculated from the three loss 
measurements for three mirrors taken two at a time, the error in the 
individual mirror reflectance was probably twice that of the single 
measurement, or ±0.002 maximum. This leaves something to be de­
sired. The largest source of error is in determining the half-power­
height pulse width. The photographic method permits a determination 
of this width to about ±5 per cent under ideal conditions. 

The transmission loss through a fused quartz (Homosil) Brewster 
angle window with fairly high-quality surfaces was found to be about 
0.25 per cent. These and all other transmission loss measurements were 
taken with two specimens at opposite Brewster angles in the optical 
cavity, so that the deflection of the light ray passing through the samples 
canceled out. The transmission loss through the quartz was measured by 
comparing the loss of a sandwich of three quartz blanks to that of just 
two windows, where an index of refraction matching liquid was used to 
overCOlne the surface irregularities at the interfaces in both cases. This 
loss was about 0.2 per cent ± 0.05 per cent for a % cm optical path length 
in the Homosil. This would give a transmission loss of about 1.0 db per 
meter for high-quality optical Homosil. Using the same technique, the 
transm.ission loss through cast Plexiglas II, properly annealed, is about 
2 db per meter. 

VI. CONCLUSIONS 

The interferometer method has proven to be capable of measuring 
very small optical losses. It requires a number of special precautions, 
such as a stable mode pattern output from the laser source, a careful and 
correct alignment of the interferometer, all possible reduction of the 
effects of building vibrations, and a large degree of optical isolation be­
tween the cavity and the laser. This method measures the optical loss at 



1574 THE BELL SYSTEM TECHNICAL JOURNAL, JULY 1904 

only one small spot in the cavity, and this is measured using circularly 
polarized light. It is believed that the system accuracy can be further 
increased by developing an improved method of measuring the finesse of 
the system. 
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APPENDIX 

The theory for the loss measuring optical cavity using plane mirrors 
is that of the Fabry-Perot interferometer, given many times before,12 
modified to include loss within the cavity, different reflectivities for the 
two mirrors, and the first-order effects of the velocity of the moving 
mirror. The exact theory for the effect of the moving mirror's velocity 
upon the interferometer response was developed. However, it was found 
that after neglecting some of the higher-order velocity terms, the same 
expression for the first-order velocity effects could be more readily ob­
tained by assuming the mirror spacing to be fixed and by linearly varying 
the input frequency. Only the simpler theory will be given here. These 
first-order velocity effects for the interferometer, which has a Lorentzian 
frequency response, will be shown to be appreciably different from those 
previously calculated for the Gaussian filter.l 3 

We assume that the incident light beam is collimated, monochromatic, 
and perpendicular to the mirrors. It is also assumed that the index of 
refraction of the space between the two mirrors is equal to that of free 
space, and that the mirrors have no loss. The list of all symbols and 
definition of all terms used in the following theory are given below: 

a = 27r(Af/ At) = angular sweep rate 
a = (-47rVt/A) 
B = half-power bandwidth 
(30 == 2m7rv / c 
c = velocity of light in free space 

do = fixed mirror spacing 
E T = total combined electric field of all the output light rays 

assuming a unit input 
g = power loss per single pass through any material within the 

cavity expressed as a ratio 
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go == [gel - Rl)(l - R2)]! 
IT = total output light intensity assuming unit light input 
I m maximum output from the interferometer assuming a unit 

light input 
'A free-space wavelength of light source 
m ~ (2do/"A) = large integer 

Rl , R2 = power reflectance of the two mirrors expressed as a ratio 
t = real time 

rTp = pulse width in time of the output pulse at half peak power 
level 

T c = fundamental pulse group spacing in time 
v = (b.d/ b.t) = velocity of moving mirror 
x = g(R1R2 ) i. 

Let the instantaneous angular frequency input be 

W = Wo - at. 

Then the instantaneous phase is cp = wot - (at2 /2). 

(1) 

If the fixed mirror spacing is do and the input light ray is normal to the 
mirrors as indicated in Fig. 5, then the total time delay for the nth output 
ray is 

do do 
Tn + TO = 2n - + -

c c 

where the delay for the initial ray is 

LASER ~-- do --1 
BEAM 

FIXED 
MIRROR 

MOVING 
MIRROR 

do 
TO =-. 

c 

NOTE: IN PRACTICE, ALL RAYS 
ARE AT RIGHT ANGLES TO MIRRORS 

CONDENSING 
LENS 

FIG. 5 - Light path through interferometer mirrors to output. 
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Thus the phase of the nth output ray is 

<Pn = Wo [t - 2ndo _ dO] _ ~ [t _ 2ndo _ dO]2. 
C C 2 c c 

The voltage for the nth output ray is 

En = goxn exp (-jCPn). 

The term independent of n can be neglected since its magnitude is unity. 
Thus the total output voltage is given by 

E ~ n { . 2ndo [ (dO)]'2 2 do 2} 1 T = L.J gox exp - J -- Wo - a t - - - J an 2"" . 
n=O C C C 

(2) 

The relation between the rate of change of the angular frequency, a, and 
the velocity of the mirror may be found as follows 

_ 2 IJ.f _ 21r 2IJ.d C _ WoV 
a - 1r IJ.t - IJ.t T 2do - do . (3) 

Now, the velocity of the mirror is so small that in any reasonable length 
of time the variation in the mirror spacing is very small compared to the 
initial spacing. Hence, the exponent of (2) can be written as 

2ndo [ (dO)] 2 d0
2 

[ ] 2 -c- Wo - a t - C + 2an (!i = n 2m1r + a + n (30 (4) 

where a is small, 

m ~ 2do/A = large integer, 

and 

(30 = 21rmv/ c. 

Thus from (2) and (4), the total output voltage is given by 
00 

ET = L go[x exp (-ja)]n exp ( -j(3on2
). 

n=O 

Now 

Thus 

IT""" [;t. goX' cos (an + ~on') J + [;t. gox' sin (an + ~on') J. (5) 

The above expression is a good approximation to that obtained by the 



MEASURING SMALL OPTICAL LOSS 1577 

exact theory for vic < 10-8
• At the present time, the series in (5) can 

only be summed numerically, since any other approximation results in a 
slowly convergent infinite series. The number of terms required by the 
series may be calculated as follows: 

< (1 - XN)2 + 2xN(I _ xN) + X2N 

= (1 + X)2 

Thus the ratio of the total error in stopping the series after N - 1 terms 
to the actual value is 

The number of terms required is then given by 

Thus if 

N = log (2/€) ~ log (2/€) 
log (l/x) 1 - x . 

€ = 1/1000 and x = 0.9975, 

N = 3040. 

(6) 

Hence for x ~ 1 a very large number of terms must be used in the series. 
The series in (5) was computed for a number of values of x, and {30 , 

SOlne of which are given in Fig. 1. From these values, it was found that 
the reduction in the maximum of the output response, Ip/ I m , and the 
increase in the half-height pulse width, T m/Tp , produced by the mirror 
velocity can be expressed as 

(Im/Ip)2 = '1\n/Tp ~ {1 + [13.8 {302/(1 - X)4]}!. (7) 

The above expression matches the computed values only when the first­
order velocity effects are the order of a few per cent. For higher values, 
the computed results are less than those given by (7). 

The relation given in (7) may be compared to that developed for a 
Gaussian filter which might be used in a spectrum analyzer. It has been 
shown13 that the loss in sensitivity, S/ So, and the increase in apparent 
bandwidth, Bm/ B, produced by sweeping the frequency in the spectrum 
analyzer is given by 

( So) = Bm = [1 + 0 195 (~~f)2J! 
S B . B2 ~t (8) 

where the above relation was calculated on a power basis. 
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In the interferometer, the mirror spacing is varied linearly with time. 
Hence the ratio of any two time intervals may be replaced by the ratio 
of their appropriate frequency differences. Thus from (3) and (11), it 
can be readily shown that 

1 Ai _ 7r{10 
B2 At - (1 - X)2 . (8a) 

From (8a), (7) becomes 

(
IImp)2 _ Tm _ 

- Tp - [ 1 + 1 34 (~ Ai)2J! 
. B2 At 

which is an order of magnitude different from the relation given in (8). 
When the mirror velocity is small enough to be neglected, the output 

from the interferometer is given by the first terms of (5). Thus for 
{10 = 0, 

2 

IT = go 
1 - 2x cos a + x2 

2 
go 

(1 - X)2 + 4x sin2 (a/2) . 

Now the maximum value of IT occurs at a = 27rk, k = 0, 1, 2, 3, 
hence 

(9) 

g02 = g(I - R1 )(1 - R2 ) 

1m = (IT)max = (1 _ X)2 - [1 _ g(R
1
R

2
)!)2 (10) 

From these relations, it can readily be shown that for x nearly unity the 
finesse of the system is given by12 

The solution for x is then 

F == Tc = 7rVX 
Tp 1 - x· 

(R R ) 7rTp 1 (7rTp)2 
x==g 1 2 ~I--+- - + 

Tc 2 Tc 
(11) 

This equation relates the optical loss to measurable quantities for the 
pulse response of the interferometer. The time function for the output 
pulse can be obtained from (9), 

(12) 

for x close to unity. 



MEASURING SMALL OPTICAL LOSS 1579 

REFERENCES 

1. Bennett, H. K, and Koehler, W. F., J. Opt. Soc. Am., 50,1960, No.1, pp. 1-6. 
2. Herriott, D. R., App!. Opt., 2, 1903, No.8, pp. 8G5-800. 
3. Tolansky, S., and Bradley, D. J., Interferometry, Nat. Phys. Labs. Sym-

posium No. 11, Her Majesty's Stationery Office, London, 1960, p. 375. 
4. Herriott, D. R., and Gordon, E. 1., unpublished work. 
5. Fox, A. G., and Li, T., B.S.T.J., 40, 19G1, pp. 453-488. 
G. Boyd, G. D., and Gordon, J. P., B.S.T.J., 40, 1961, pp. 489-508. 
7. Boyd, G. D., and Kogelnik, H., B.S.T.J., 41, 1962, pp. 1347-1369. 
8. Fork, R. L., Herriott, D. R., and Kogelnik, H., to be published. 
9. Herriott, D. R., Kogelnik, H., and Kompfner, R., App!. Opt., 3, 1964, pp. 

523-526. 
10. Bennett, W. R., and Kindlmann, P. J., Rev. Sci. Instr., 33,1962, pp. 601-605. 
11. PTZ-4 ceramic manufactured by the Clevite Corporation. 
12. Born, M., and Wolf, E., Principles of Optics, Pergamon Press, New York, 

1959, pp. 322-327. 
13. Chang, S. L., Proc. IoR.E .. 42, 1954, pp. 1278-1282. 





On the aC-Boundedness of Solutions of 
Nonlinear Functional Equations 

By I. W. SANDBERG 

(Manuscript received April 8, 19(4) 

Let eN denote the set of N -vector-valued functions of t defined on [0, 00 ) 

such that for any real positive number y, the square of the modulus of each 
component of any element is integrable on [0, y], and let £2N(0, 00) de­
note the subset of eN with the property that the square of the modulus of each 
component of any element is integrable on [0,00). 

In the study of nonlinear physical systems, attention is frequently focused 
on the properties of one of the following two types of functional equations 

g = f + KQf 

g = Kf + Qf 

in which K and Q are causal operators, with K linear and Q nonlinear, 
g c eN, and f is a solution belonging to eN. Typically, f represents the 
system response and g takes into account both the independent energy 
sources and the initial conditions at t = 0. 

I t is often important to determine conditions under which a physical 
system governed by one of the above equations is stable in the sense that the 
response to an arbitrary set of initial conditions approaches zero (i.e., the 
zero vector) as t ~ 00. Ina great many cases of this type, g belongs to 
£2N( 0, 00 ) and approaches zero as t ~ 00 for all initial conditions, and, in 
addition, it is possible to show that if f c £2N(0, 00), thenf(t) ~ ° as t ~ 00. 

In this paper we attack the stability problem by deriving conditions under 
which g c £2N (0,00) and f c eN imply that f c £2N(0, 00 ). From an engi­
neering viewpoint, the assumption that f c eN is almost invariably a trivial re­
striction. 

A s a specific application of the results, we consider a nonlinear integral 
equation that governs the behavior of a general control system containing 
linear time-invariant elements and an arbitrary finite number of time­
varying nonlinear elements. Conditions are presented under which every 
solution of this equation belonging to eN in fact belongs to £2N(0,00) and 
approaches zero as t ~ 00. 

1581 
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1. NOTATION AND DEFINITIONS 

Let lYI denote an arbitrary matrix. We shall denote by M', M*, and 
JJ{-t, respectively, the transpose, the complex-conjugate transpose, and 
the inverse of M. The positive square-root of the largest eigenvalue of 
M* M is denoted by A{ M} . 

The set of complex measurable N-vector-valued functions of the real 
variable t defined on [0,00) [( - 00 , 00 )] is denoted by X N ( 0, 00 ) [XN 
( - 00 , 00 )], and 

£'N(O, <Xl) = {f If, 3CN(O, <Xl), f f*f dt < <Xl} . 

In order to be consistent with standard notation, we let £2(0,00 ) 
£2N(0,00) when N = 1. We shall not distinguish between elements of 
XN(O,oo ) [XN( - 00,00)] that agree almost everywhere on [0,00) 
[( - 00,00 )]. The range of any operator considered in this article is as­
sumed to be contained in either X N (0,00) or X N (- 00,00). 

The inner product of two elements of £2N( 0, 00 ), f = (fl, f2 , ... ,f N )' 
and g = (gl, g2, ... , gN )', is denoted by <j, g) and is defined by 

(f, g) = 1«1 j*g dt. 

The norm of f c £2N(0, 00 ) is denoted by II f II and is defined by 

IIf II = (f,!)t. 

The norm of a linear operator T defined on £2N( 0, 00) is denoted by 

IITII· 
Let y c (0, 00 ), and define fy by 

fy(t) = f(t) for t c [0, y] 

= ° for t > y 

for any f c XN(O, 00 ), and let 

fy E £2N( 0, 00 ) for ° < y < oo}. 

The set of real vector-valued functions is denoted by ill, and I and 
IN, respectively, denote the identity operator on £2N(0,00) and the 
identity matrix of order N. 

With A an arbitrary measurable N X N matrix-valued function of t 
\vith elements {anm } defined on [0, 00 ), let X pN (p = 1,2) denote 

{A I f I anm(t) IV dt < <Xl (n, m = 1, 2, ... , N)} . 
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Let tP[J(t),t] denote 

(tPl[jl(t),t], tP2[j2(t),t], ... , tPN[fN(t),t])', 

where tPl( w,t), tP2( w,t), ... , tPN( w,t) are real-valued functions of the 
real variables wand t for - 00 < w < 00 and ° ~ t < 00 such that 

(i) tPn(O,t) = ° for t c: [0,00) and n = 1, 2, ... , N 
(ii) there exist real numbers ex and (3 with the property that 

ex ~ tPn(W,t) ~ {3 
w 

(n = 1, 2, ... , N) 

for t c: [0,00) and all real w ~ 0. 
(iii) tPn[w(t),t](n = 1,2, ... ,N) is a measurable function of t when­

ever wet) is measurable. 
The symbol s denotes a scalar complex variable with u = Re[s] and 

w = Im[s]. 
We shall say that a (not necessarily linear) operator T with domain 

~(T) C JCN(O, 00 ) is causal if an only if for an arbitrary ° > 0, 

(Tf) (t) = (Tg) (t) a.e. on (0,0) 

whenever j,g c: ~(T) and jet) = get) a.e. on (0,0). 

II. INTRODUCTION 

In the study of nonlinear physical systems, attention is frequently 
focused on the properties of one of the following two types of functional 
equations 

g = j + KQi 

g = Kj + Qj 

(1) 

(2) 

in which K and Q are causal operators, with K linear and Q nonlinear, 
g c: 8N , and j is a solution belonging to 8N • Typically, j represents 
the system response and g takes into account both the independent 
energy sources and the initial conditions at t = 0. 

It is often important to determine conditions under which a physical 
system governed by one of the above equations is stable in the sense 
that the response to an arbitrary set of initial conditions approaches 
zero (i.e., the zero vector) as t ~ 00. In a great many cases of this type, 
g belongs to £2N( 0, 00) and approaches zero as t ~ 00 for all initial 
conditions, and, in addition, it is possible to show that if j c: £2N( 0,00 ), 
then j ( t) ~ ° as t ~ 00. 
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In this paper we attack the stability problem by deriving conditions 
under which g [; £2N( 0,00) and J [; eN imply that J E £2N( 0,00 ). From an 
engineering viewpoint, the assumption that J E eN is almost invariably a 
trivial restriction. 

As a specific application of the abstract results of Section III, we con­
sider, in Section IV, the following integral equation which governs the 
behavior of a general control system containing linear time-invariant 
elements and an arbitrary finite number of time-varying nonlinear 
elements: 

t 

get) = J(t) + 1 k(t - r )1/;[J( r), r] dr, t~O 

in which k E X 1N n X 2N , 1/;[ . , . ] is as defined in Section I, and g E £2N( 0,00 ). 
We prove that every solutionJ of (3) belonging to <R n eN in fact belongs 
to £2N(0,00) and approaches zero as t ~ 00 if, with 

1((8) = 100 

k(t)e-st dt for (T ~ 0, 

(i) det [IN + !(a + ,B)1((8)] ~ ° for (J ~ ° 
(ii) !(,B - a) sup A{[IN + !(a + ,B)I((iw)r11((iw)} < 1. 

An analogous result is proved for the integral equation 

t 

get) = 1/;[J(t), t] + 1 k(t - r)J( r) dr, t ~ 0. 

For N = 1, the key condition (ii) possesses a simple geometric interpre­
tation: it is satisfied if and only if the locus of [I( (iw) ]-1 for - 00 < 
w < 00 lies outside the circle of radius !(,B - a) centered in the complex 
plane at [-!(a + ,B),O].t 

In Section V we consider two direct applications to nonlinear differ­
ential equations. One of our results asserts that if J is any real-valued 
function of t defined and twice-differentiable on [0,00 ) such that 

for almost all t E [0, 00 ), where g E <R n £2 (0,00 ), 1/;[.,,] is as defined in 
Section I with N = 1 and a > 0, and a is a real constant such that 
a > V~ - V~, thenJ [; £2(0,00) andJ(t) ~ ° as t ~ 00. 

t For some earlier results concerned with frequency-domain conditions for the 
stability of nonlinear or time-varying systems, see Refs. 1-4. 
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III. KEY UESULTS 

Assumption 1: It is assumed throughout that 

(i) K is a linear causal operator with domain ~(K) such that 
£2N(0,00) c ~(K) C JCN(O, 00 ) 

(ii) K maps £2N(0, (0) into itself, and is bounded on £2N(0, 00 ) 
(iii) Q is a (not necessarily linear) causal operator with domain 

~(Q) C JCN(O,oo). 
The following two theorems are the key results of the paper. 

Theorem 1: Letf £ ~(Q) n eN such that Qf £ ~(K) n eN, KQf £ eN, and 
g = f + KQf, where g £ £2N(0, 00 ). Let f not be the zero-element of eN, 
and let Yo = inf {y I y > 0, Ilfy II ¥= a}. 

Suppose that {fy , ° < y < oo} C ~ ( Q) and that there exists a real or 
complex nUlnber x such that 

(i) on £2N(0,00), (I + XK)-l exists and is causal 

(ii) II (I + XK)-lK II sup II (Qfii
y Ii xfy II < 1. 

y>Yo fy 

Then f £ £2N(0, 00 ) and 

IIf II ~ (1 - 1')-1 II (I + XK)-lg II, 
in which 

r= II (I + XK)-lK II sup II (Qfy)y - xfy II . 
Y>Yo II fy II 

Theorem 2: Let f £ ~(Q) n ~(K) n eN such that Kf £ eN, Qf £ eN, and 

g = Kf + Qf 

where g £ £2N(0,00). Let f not be the zero-element of eN, and let Yo = 
inf {y I y > 0, II fy" ¥= O}. 

Suppose that {fy , ° < y < oo} C ~(Q) and that there exists a real or 
complex number x such that 

(i) on £2N(0, 00 ), (xl + K)-l exists and is causal 

(ii) II (xl + K)-l II sup II (Qf'I)Y Ii Xfy II < 1. 
y>Yo fy 

Then f £ £2N(0, 00 ) and 

II f II ~ (1 - q)-l II (xl + K)-lg II, 

in which 

q = II (xl + K)-l II sup II (Qfy)y - xfy II . 
Y>Yo II fy II 
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3.1 Proof of Theorem 1 

It is convenient to introduce the operator P defined on JCN(O,oo) by 
Pf = fy , where y is an arbitrary real positive number. 

From g = f+ KQf, we clearly have 

gy = fy + PKQf· 

Since K is causal, 

gy = fy + PKPQf· 

Similarly, since Q is causal, 

Thus, 

gy = fy + PKPQPj 

= fy + PKPQfy· 

gy = P(l + xK)fy + PKP(Q - xl)fy. 

Since on £2N(O,00), (1 + XK)-1 exists and is causal, 

P(l + xK) -lp(l + xK)fy = fy , 

and hence, 

fy = -pel + XK)-IPKP(Q - xl)fy + P(l + XK)-lgy . 

It follows that 

II fy II ~ II P(l + XK)-lpK 11·11 PQfy - xfy II + II P(l + XK)-lgy II· 

Moreover, in view of the causality of (1 + xK)-t, 

P(l + XK)-l PK = P(l + XK)-lK, 

and hence, using the fact that P is a projection on £2N(O, 00), 

Similarly, 

Thus, with r as defined in the statement of the theorem, 

II f y II ~ r II f y II + II (1 + xK) -1 g II 
or 
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Since this inequality is valid for arbitrary positive y, it follows that 
f c £2N(O, 00 ) and 

Ilf II ~ (1 - r)-lll (I + XK)-lg II. 

3.2 Proof of Theorem 2 

The argument is essentially the same as the one used in the proof of 
Theorem l. 

We have, with P as defined in the proof of Theorem 1, 

gy = PKf + PQf 

= PKPf + PQPf = PKfy + PQfy 

= P(xI + K)fy + P(Q - xI)fy. 

Using the fact that on £2N(O, 00), (xl + K)-l exists and is causal 

fy = -P(xI + K)-lp(Q - xI)fy + P(xI + K)-lgy. 

Thus, with q as defined in the statement of the theorem, 

II fy II ~ q II fy II + II (xl + K)-lg II, 
or 

This inequality is valid for arbitrary positive y. Hence f c £2N(O, 00 ) and 

IIf II ~ (1 - q)-l II (xl + K)-lg II. 
Remark: A moment's reflection concerning the proofs of Theorems 1 and 2 
will show that by simply reinterpreting the symbols, analogous results 
can be obtained for other function spaces. 

3.3 Conditions under Which the Hypotheses of Theorems 1 or 2 Con­
cerning x Are Satisfied 

The following theorem asserts that the hypotheses of Theorems 1 or 
2 concerning x are satisfied in certain special but very important cases. 
The implications of the theorem are of direct interest in the theory of 
passive nonlinear electrical networks. 

Theorem 3: Let f be as defined in Theorem 1 [Theorem 2]. Suppose that 
( i) there exist a nonnegative constant kl and a positive constant k2 such 

that 

for ° < Y < 00 
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( ii) K maps £2N (0, 00) into itself such that there exists a nonnegative 
constant c with the property that 

Re (Kh,h) ~ c II h W 
for all h c £2N(0, 00 ). 

Then the hypotheses concerning x of Theorem 1 ['Pheorem 2] are satisfied 
if either: 

ki > ° and c ~ 0, 

or 

ki = ° and c > 0. 

3.4 Proof of 71heorem 3 

Lemmas 1, 2, and 3 (below) imply that for real positive x the oper­
ators (I + xK) and (xl + K) possess causal inverses on £2N(0,00) and 

II (I + K)-IK 112 ~ 2( II K II - c) + x II K W 
x - x(1 + x II K 11)2 

II (xl + K)-I 112 ~ x(x ~ 2c) 

With x real and positive, 

II (Qfy)y - xfy 112 ~ II Qfy - xfy 112 

~ II Qfy 112 - 2x Re (Qfy ,fy) + x2 II fy W 
~ (lC2 - 2xlci + x

2
) II fllW, 

It is a simple matter to verify that if (leI + c) > 0, there exist positive 
values of x such that 

2( II K II - c) + x II K 112 (7 2 7 + 2) 1 
x(1 + x II K 11)2 IC2 - XICI X < , 

and there exist positive values of x such that 

k2 - 2xkl + x2 
1 

x(x + 2c) <. 

Hence, it remains to prove Lemmas 1, 2, and 3. 

Lemma 1: Let T be a bounded linear mapping of £2N (0, 00) into itself 
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such that there exists a constant Cl > - 1 with the property that 

Re (Tf,f) ~ Cl /If W 
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for all f c £2N(0, 00). Then (I + T) possesses an inverse on £2N(0, 00). 
Proof: 

Since Cl > -1, it is evident that there exists a positive constant kl 

such that 

Re «I + T)f,f) ~ kl /If 112 

for all f c £2N(0, 00). This, together with the bounded ness of T, implies 
that (I + T)-l exists (see Ref. 5, for example). 

Lemma 2: Let T be an invertible bounded linear mapping of £2N(0, 00 ) into 
itself such that T is causal and Re (Th,h) ~ ° for all h c £2N(0, 00 ). Then 
T-1 is causal. 
Proof: 

A bounded linear mapping A of £2N(0,00) into itself is causal if and 
only ifG 

Re l Y 

(Af) *f dt ~ - "A" l Y 

f*f dt 

for all real y ~ ° and all f c £2N(0,00). Thus, to prove the lemma it 
suffices to point out that the causality of T implies that 

Re l Y 

(Tg )*g dt = Re (Tgy , gy) ~ 0, 

for all real y ~ ° and all g c £2N(0, 00), and hence that 

Re lY 

h*T-lh dt ~ ° 
for all real y ~ ° and all h c £2N( 0, 00 ). 

Lemma 3: t Let T be a bounded linear mapping of £2N( 0, 00 ) into itself such 
that (I + T) is invertible and there exists a real constant C2 with the property 
that 

for allf c £2N(0, 00). Then, for C2 ~ -t, 
t Lemmas 1 and 3, and their proofs, remain valid if £2N(O, 00) is replaced with 

an arbitrary Hilbert space with inner product <.,.) and norm 11·11. 
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and, jar C2 > -t 

Prooj: 
In order to establish the first inequality, let g = (I + T)-ITj and, 

using the fact that g = j - (I + T)-lj, observe that 

(g,g) = (f,j) - 2 Re (Tz,z) - (z,z), 

where z = (I + T)-Ij. Since 

2 Re (Tz,z) + (z,z) ~ (2C2 + 1) II Z 112 

and 

II z II ~ II (I + T) 11-1 II j II ~ (1 + II T 11)-1 II j II, 

it follows that 

(g,g) ~ [1 - (2C2 + 1)(1 + liT 11)-2J(f,f) 
for all j, g E £2N(0, 00 ) such that g = (I + T)-ITj. Thus 

II (I + T)-IT II ~ [1 - (2C2 + 1)(1 + II T 11)-2J!. 
The second inequality follows directly from the fact that if g 

(I + T)-lj, 

II j 112 = II g 112 + 2 Re (Tg,g) + II Tg 112 ~ (1 + 2C2) II g 112. 

IV. APPLICATIONS TO NONLINEAR INTEGRAL EQUATIONS 

In this section our primary objective is to prove the following two 
theorems. 

Theorem 4-: Let k E :KIN and let 

get) = jet) + 1t k(t - r )1f[j( r), r] dr, t ~ 0 

where g E £2N(0, 00 ) and j E <R n eN. Let 

K(s) = 100 

lc(t)e-st dt, ()" ~ o. 

Suppose that 

(i) det [IN + !(a + t3)K(s)] rf: 0 Jar ()" ~ 0 

(ii) !(t3 - a) sup A{[IN + !(a + t3)K(iW)]-lK(iw)} < 1. 
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Then f E £2N(O, 00). 

Theorem 5: Let k E :KIN and let 

get) = lt k(t - r )f( r) dr + t/;[J(t), t], 

where g E £2N(O, 00) and f c en. n eN. Let 

1((s) = 100 

k(t)e-st dt, (J" ~ o. 

Suppose that 

(i) det [! (a + j3) 1 N + K ( s)] ~ ° for (J" ~ 0 

t~O 

(ii) ~(j3 - a) sup A{ [~(a + j3)lN + K(iw)r1
} < 1. 

w 

4.1 Proof of Theorems -4 and 5 

In Theorems 1 and 2 let Q denote the operator defined by 

(Qg) (t) = t/;[g(t),t], O~t< 00 
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where g is an arbitrary element of en. n J'CN(O, 00). This operator maps 
err n £2N(O, 00) into itself and possesses the property that for any real x 

II Q h - xh II ~ 1] ( x) II h II, h c err n £2N ( 0, 00 ) 

where 

1] ( x) = max [( x - a), (j3 - x)]. 

Thus, with K defined on £2N(O, 00) by7 

K.h = lt k(t - r )h( r) dr, 

condition (ii) of Theorem 1 and the corresponding condition of Theorem 
2, respectively, are satisfied if there exists a real x such that 

II (I + XK)-lK 111](x) < 1, 

and 

II (xl + K)-l //1](x) < 1. 

Lemmas 4 and 5 (below) imply at once that if the assumptions of 
Theoren14 (Theorem 5) are met, then hypotheses (i) and (ii) of Theorem 
1 (Theorem 2) are satisfied with x = !(a + (3). It can be shown8 (with the 
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aid of Lemma 4) that this choice of x is optimal in the sense that if there 
exists a real x such that (I + xK) possesses a causal inverse on £2N(0, 00 ) 
and 

II (I + xK)-IKII 7](x) < 1, 

then [I + !(a + ,8)K] possesses a causal inverse on £2N(0, 00 ) and 

II (I + XK)-lK II 7](x) ~ II [I + !(a + ,8)Kr1K II 7][!(a + ,8)]. 

This choice of x is similarly optimal with regard to the statement of the 
conditions in Theorem 5. 

Before proceeding to the statement and proofs of the lemmas, it is 
convenient to introduce a few definitions. 

4.2 Definitions 

With r an arbitrary positive constant, let ST denote the mapping of 
£2N(0, 00) into itself defined by 

(STj) (t) = 0, t E [O,r) 

= f(t - r), tE [r,oo) 

for any f E £2N (0, 00). 
Let 

We take as the definition of the Fourier transform of f E £2N( - 00,00 ): 

'. -iwt 
{

<Xl 

f = l.l.m. -<Xl f(t)e dt, 

and consequently, 

By the Fourier transform of an f E £2N( 0,00) we mean simply 

Li.m.la) f(t)e- iwt dt. 

4.3 Lemmas 4 and 5 

Lemma 4: Let A be an invertible linear mapping of £2N( 0, 00) into itself 
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such that for an arbitrary f c £2N( 0,00 ) 

Then A -1 is causal. 
Proof: 

T > 0. 
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Suppose that, on the contrary, A possesses an inverse on £2N(0,00), 
but that it is not causal. Then there exist elements Z1, Z2 c £2N(0,00), 
and a 0 > ° such that Zl(t) ;;£: ° on some positive-measure subset of 
(0,0), and AZI = SoZ2. Since A is assumed to possess an inverse, there 
exists a unique Z3 c £2N(0, 00) such that Z2 = AZ3 . Thus, 

AS.sz3 = S.sAZ3 = S.sZ2 . 

Clearly, SclZ3 7~ Zl , which contradicts the assumption that A possesses an 
inverse. This proves the lemma. 

Lemma 5: Let u c ::KIN and let U be the mapping of £2N(0, 00) into itself 
defined by 

t 

Uf = 1 u(t - T)f(T) dT, 

Let 

U(s) = la) u(t)e-st dt, ()" ~ 0. 

Suppose that det [IN + U(s)] ¥: ° for ()" ~ 0. Then 
(i) (I + U) possesses an inverse on £2N(0, 00) 

(ii) II (I + U)-IU II ~ sup A{[IN + U(iw)rIU(iw)} 
w 

II (I + U)-1 II ~ sup A{[IN + U(iW)]-I}. 
w 

Proof: 
Consider first the invertibility of the operator (1 + U) defined on 

£2N( - 00 , 00) by 

(f + U)f = f + 1: u(t - df(T) dr, 

The assumption that u c ::KIN implies that the elements of U(iw) 
approach zero as I w I ~ 00, and that they are uniformly bounded 
and uniformly continuous for w c (- 00, 00 ). Thus, det [IN + U (iw)] 
approaches unity as I w I ~ 00, and is uniformly continuous for 



1594 THE BELL SYSTEM TECHNICAL JOURNAL, JULY 1954 

w C ( - 00 , 00 ). It follows that det [IN + U (iw)] ~ 0 for all w implies that 

inf I det [IN + U(iw)] I > 0, 
w 

and hence that 

sup A{ [IN + U(iW)]-I} < 00. 
w 

Let g denote the Fourier transform of an arbitrary g c £2N( - 00,00 ). 

Then, 

l: g*[IN + U(iw)]-I*[IN + U(iW)]-lg dw 

~ l: A2{[IN + U(iW)]-I}g*g dw 

~ s~p A2{[IN + U(iw)]-I} L: g*g dw < 00, 

and hence, by the Riesz-Fischer theorem, there exists anf c £2N( - 00,00 ) 

with Fourier transform 

j = [IN + U(iW)]-lg. 

This establishes the existence of (l + {I)-I. 
Since det [IN + U(8)] ~ 0 for (J" ~ 0, and U(8) --70 as 18 I --7 00 uni­

formly in the closed right-half plane, every element of [IN + U(8)rl is 
analytic and uniformly bounded for (J" > o. Thus, (1 + U)-1 maps 

{f I j c £2N( - 00,00), j(t) = 0 for t < O} 

into itself,9,lo and hence the operator (I + U) defined on £2N(0,00) pos­
sesses an inverse. 

To establish the first of the inequalities stated in the lemma, let 
f c £2N( 0, 00 ) and let 

g = (I + U)-IUj. 

Then, with g and j, respectively, the Fourier transforms of g and j, 

g = [IN + U(iW)]-IU(iw)j. 

Thus, 

l: g*g dw = l: j*U(iw)*[IN + U(iw)]-I*[IN + U(iW)]-I U (iw)j dw 



NONLINEAH FUNCTIONAL EQUATIONS 1595 

~ i: A2{[IN + U(iw)r1U(iW) }J*J dw 

~ S~p A2{[IN + U(iw)r1U(iW)} i: J*J dW 1 

frOln which, using Plancherel's identity, 

II g II ~ sup A{[IN + U(iW)]-lU(iw)} IIf II· 
w 

Thus, 

II (I + U)-lU II ~ sup A{[IN + U(iW)]-lU(iW)}. 
w 

By simply repeating this argument with (I + U)-lU and [IN + U(iw)r1
• 

U(iw), respectively, replaced with (I + U)-l and [IN + U(iw)r\ we 
find that 

II (I + U)-l II ~ sup A{ [IN + U(iw)rl 
w 

This proves the lemma. 

4.4 Remarks 

It can easily be shown that conditions (i) and (ii) of Theorems 4 and 
5 are satisfied if a > ° and 

K(iw) + K(iw)* 

is nonnegative definite for all w. 

A moment's reflection concerning the proof of Theorems 4 and 5 will 
show that those theorems remain valid if lfff( t) ,t] and f, respectively, are 
replaced with (Qf) (t) and f c ~(Q), with the understanding that 

(a) Q is a causal mapping of a subset ~(Q) of eN into eN such that 
Qh c £2N(O, 00) whenever h c ~(Q) n £2N(O, 00), and there exist real 
constants a and /3 (/3 > a) with the property that 

II Qh - !(a + (3)h II ~ !({3 - a) II h II 
for all h c ~(Q) n £2N(O, 00). 

(b) if h c ~ ( Q ), {h y , ° < y < oo} C ~ ( Q ) . 
! . 

4.5 Conditions under vVhich f(t) ~ ° as t ~ 00 

Theorem 6: Suppose that the hypotheses of Theorem 4- are satisfied, that 
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get) ~ ° as t ~ 00, and that k c X 2N . Thenf(t) ~ ° as t ~ 00. 
Proof: 

Observe first that the N-vector-valued function with values 

If[f(t),t], ° ~ t < 00, 

is an element of CR n £2N(0,00). Thus it suffices to show that if h [ 
£2N(0,00 ), 

t 1 k(t-T)h(T)dT~O as t~oo. 

In terms of K (iw) and k (iw), respectively, the Fourier transforms of 
k and h, 

i t k( t - r)h( T) dT = 21 100 

KUw )k( iw )eiwt dw. 
o 7r -00 

Since k [ X 2N , it follows that the modulus of each element of the N­
vectorJ((iw)k(iw) is integrable on the w-set (- 00,00). Thus, by the Rie­
mann-Lebesgue lemma 

t 1 k (t - T) h (r) dT ~ 0 as t ~ 00. 

This proves Theorem 6. 
It is obvious that essentially the same argument suffices to prove the 

following corresponding result relating to Theorem 5. 

Theorem 7: Suppose that the hypotheses of Theorem 5 are satisfied, that 
get) ~ ° as t ~ 00, and that k [X2N . Then lfrf(t),t] ~ ° as t ~ 00. 

v. APPLICATIONS TO NONLINEAR DIFFERENTIAL EQUATIONS 

Theorem 8: Let A be an N X N matrix of real constants, let If[·,·] be as 
defined in Section I with a and /1, respectively, replaced with a and ~, and 
let f denote a real N -vector-valued function of t defined and differentiable 
on [0, 00 ) such that 

it + Af + 1f[f, t] = g 

for almost all t [[0,00), where g [CR n £2N(0,00). 
Suppose that 

(i) det [sIN + !(a + ~)lN + A] ~ ° for (T ~ ° 
(ii) !(~ - a) sup A{[(iw)lN + !(a + ~)1N + A]-I} < 1. 
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Then f c £2N(0, (0) and f(t) --7 ° as t --7 00. 

Proof: 
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Clearly, f E CR n eN. Using the well-known expression for the solution 
of an inhomogeneous system of linear first-order differential equations 
in terms of the solution of the corresponding matrix homgeneous dif­
ferential equation, and regarding 

g + !(a + S)f - 1f.'ff,t] 

as the "forcing function," we find that f satisfies 

-Bt + it -B(t-T) ( )d e c e gr r 
o 

= j (t) + l' e-B(h) {,,[j( T),T] - ~ (o, + Slj(T)} dT 

for t E [0,(0), in which B = !(a + ~)lN + A, and c is a real constant 
N-vector. 

In view of (i), the matrix e-Bt is an element of X IN n X 2N • By the 
argument used in the proof of Theorem 6, 

lt e-B(t-T)g(r) dr --7 ° as t --7 00, 

a property which is obviously shared by e-Btc. Thus, using the fact that 

-~ (S - &) ~ 1f.'n(W, t) - w!(& + S)w ~ ~ (S - &) 

(n = 1, 2, ... , N) 

for all t c [0, (0) and all real w ~ 0, the theorem follows from a direct 
a pplica tion of Theorems 4 and 6 [-! (~ - a) and t (~ - a), respec­
tively, play the roles of a and (3 in Theorem 4]. 

5.1 Generalization of an Earlier Theorem Concerning a Linear Differential 
Equation with Periodic Coefficients

ll 

Theorem 9: Let 1f.'[".] be as defined in Section I with N = 1 and a and (3, 
respectively, replaced with a and ~. Let f denote a real-valued function of 
t defined and twice-differentiable on [0,(0) such that 

dY df 
dt2 + a (it + 1f.'[j, t] = g 

for almost all t c [0,00 ), where g c CR n £2(0,00) and a is a real constant. 

Then if a > ° and a > V~ - V~, f E £2(0,00) andf(t) --7 ° as t --7 00. 
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Proof: 
Proceeding as in the proof of Theorem 8, we find that f satisfies 

t 

h (t) + 1 k(t - r )g( r) dr 

[

t 1 A 

=f(t)+ 0 k(t-r){1f(J(r),r]-2(&+/1)J(r)}dr 

for t [; [0, 00 ), in which h is a solution of 

~:~ + a ~~ + ~ (& + S) h 0, 

and k [; Xll n X 21 with 

K(s) ~ f k(l)e-" dt ~ [8' + as + ~ (& + S) J', (j ~ 0. 

With a = -!(~ - eX) and /1 = !(~ - eX), condition (i) of Theorem 
4 is obviously satisfied, while condition (ii) reduces to 

! (~ - eX) < inf 1 ! (eX + ~) - W 
2 + iaw I. 

w 

It is a simple matter to show that this inequality is satisfied if eX > ° 
and a > V~ - V~. Hence f [; £2(0,00). 

Since h(t) ~ ° as t ~ 00 and, by the argument used to prove Theorem 
6, 

t 1 k (t - r)g ( r) dr ~ 0 as t --7 00, 

Theorem 6 implies that f(t) --7 ° as t --7 00. This completes the proof of 
Theorem 9. 

VI. FINAL REMARK 

Some of the results and techniques of this paper are useful in establish­
ing sufficient conditions for the existence and uniqueness of solutions of 
functional equations of the type that we have considered. The reader 
familiar with the contraction-mapping fixed-point theorem has probably 
recognized this fact. 
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ERRATA 
On the Theory of Linear Multi-Loop Feedback Systems, I. W. Sand­

berg, B.S.T.J., 42, IHarch, 1963, pp. 355-382. 
On page 361, the expression (Yl + !/2), which appears twice, should 

be replaced in both positions with (Yl + fh), in which fh denotes the value 
of Y2 when Yl = O. 

On page 377, the left side of the first equation of Section 9.4 should 
be det F lh , not det Fl. 



A Frequency-Domain Condition for 
the Stability of Feedbacl~ Systeuls 

Containing a Single Time­
Varying Nonlinear 

Element 

By I. w. SANDBERG 

(Manuscript received May G, 19G4) 

It is proved that a condition similar to the Nyquist criterion guarantees 
the stability (in an important sense) of a large class of feedback systems 
containing a single time-varying nonlinear element. In the case of principal 
interest, the condition is satisfied if the locus of a certain complex-valued 
function (a) is bounded away from a particular disk located in the complex 
plane, and (b) does not encircle the disk. 

1. INTRODUCTION 

The now well-known techniques introduced by Lyapunov have led 
to m.any very interesting results concerning the stability of time-varying 
nonlinear feedback systems governed by systems of differential equa­
tions. However, these methods have by no means led to a definitive 
theory of stability for even the simplest nontrivial time-varying non­
linear feedback systems. The general problem is, of course, one of con­
siderable difficulty. 

The unparalleled utility of the Nyquist stability criterion for single­
loop, linear, time-invariant feedback systems is directly attributable 
to the fact that it is an explicit frequency-domain condition. The Nyquist 
locus not only indicates the stability or instability of a system, it pre­
sents the information in such a way as to aid the designer in arriving at 
a suitable design. The criterion is useful even in cases in which the system 
is so complicated that a sufficiently accurate analysis is not feasible, 
since experimental measurements can be used to construct the loop-gain 
locus. 

The primary purpose of this article is to point out that some recently 

1601 
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obtained mathematical results, l not involving the theory of Lyapunov, 
imply that a condition similar to, and possessing the advantages of, the 
Nyquist criterion guarantees the stability (in an important sense) of 
feedback systems containing a single time-varying nonlinear element. *·t 

II. THE PHYSICAL SYSTEM AND DEFINITION OF £2-STABILITY 

Consider the feedback system of Fig. 1. We shall restrict our discus­
sion throughout to cases in which gl, j, u, and v denote real-valued 
measurable functions of t defined for t ~ O. 

The block labeled 1/; is assumed to represent a memoryless time­
varying (not necessarily linear) element that introduces the con­
straint u(t) = 1/;[f(t),t], in which 1/;(x,t) is a function of x and t with the 

Fig. 1 - Nonlinear feedback system. 

properties that t/;(O,t) = 0 for t ~ 0 and there exist a positive constant 
f3 and a real constant ex such that 

ex ~ t/;(x,t) ~ /3, 
x 

t ~ 0 

for all real x ~ O. In particular, we permit the extreme cases in which 
t/;(x,t) is either independent of t or linear in x [i.e., 1/;(x,t) = 1/;(l,t)x]. 

The block labeled K represents the linear time-invariant portion of 
the forward path. It is assumed to introduce the constraint 

vet) = fot leCt - r)u(r)dr - g2(t), ~ 0 

in which k and g2 are real-valued functions such that 

fo~ I k(t) I dt < 00, (1) 

* The results of Ref. 1 relate to feedback systems containing an arbitrary finite 
number of time-varying nonlinear elements, but, with the exception of the case 
discussed here, they do not admit of a simple geometric interpretation. 

t For results concerned with frequency-domain conditions for the global asymp­
totic stability (a sense of stability that is differen t from the one considered here) 
of nonlinear systems, see, for example, Refs. 2-4. 
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The function g2 takes into account the initial conditions at t o. Our 
assumptions regarding K are satisfied, for example, if, as is often the 
case, u and v are related by a differential equation of the form 

N dnv N-l dnu 
~a-=~b-;';:0 n dtn ;';:0 n dtn ' t ~ 0 

in which the an and the bn are constants with aN ~ 0, and 
N 

L ans n ~ 0 for Re[s] ~ O. 
n=O 

However, we do not require that u and v be related by a differential 
equation (or by a system of differential equations). 
Assumption: We shall assume throughout that the response v is well 
defined and satisfies the inequality 

C 1 V(T) 12 dT < 00 
• 0 

(2) 

for all finite t > 0, for each initial-condition function g2 that meets the 
conditions stated above and each input gl such that 

100 

1 gl(t) 12 dt < 00. 

Although this assumption plays an important role in the proof of the 
theorem to be presented, from an engineering viewpoint it is a trivial 
restriction (see Ref. 5). 
Definition: We shall say that the feedback system of Fig. 1 is "£2-stable" 
if and only if there exists a positive constant p with the property that 
the response v satisfies 

(f 1 vet) I' dty ;;; p (f 1 gl(t) + g2(t) l'dtY + ({ I g2(t) I' dty 

for every initial-condition function g2 that meets the conditions stated 
above, and every input gl such that 

100 

1 gl(t) 12 dt < 00. 

In particular, if the system is £2-stable, then the response is square­
integrable whenever the input is square-integrable. 

It can be shown* that the response v(t) approaches zero as t ~ 00 

for any square-integrable input gl, provided that the system is £2-stable, 

* See the proof of Theorem 6 of Ref. 1. 
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g2(t) ---7 ° as t ---7 00, and 

(3) 

In addition, it follows at once from the Schwarz inequality that the 
response vet) is uniformly bounded on [0,00) for any square-integrable 
input gl, provided that the system is £2-stable, g2(t) is uniformly 
bounded on [0,00 ), and (3) is satisfied. 

III. SUFFICIENT CONDITIONS FOR £2-STABILITY 

Theorem: Let 

- 00 < w < 00. 

The feedback system of Fig. 1 is £2-stable if one of the following three condi­
tions is satisfied: 

(i) a > 0; and the locus of K(iw) for - 00 < w < 00 (a) lies out­
side the circle C1 of radius !(a-1 

- (3-1) centered on the real axis of the 
complex plane at [-! (a-I + (3-I) ,0], and (b) does not encircle C I (see 
Fig. 2) 

(ii) a = 0, and Re[K(iw)] > _(3-1 for all real w 
(iii) a < 0, and the locus of K(iw) for - 00 < w < 00 is contained 

within the circle C2 of radius !({3-1 - a-I) centered on the real axis of the 
complex plane at [-!(a -I + {3-1),0] (see Fig. 3). 
Proof: Note first that 

Fig. 2 - Location of the "critical circle" C1 in the complex plane (a > 0). 
The feedback system is £2-stable if the locus of K(iw) for -00 < w < 00 lies outside 
C1 and does not encircle C1 • 
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Fig. 3 - Location of the "critical circle" C 2 in the complex plane (a < 0). 
The feedback system is aC2-stable if the locus of K(iw) for -00 < w < 00 is con­
tained wi thin C 2 . 

and hence, by a well-known result, 

f [ i' leU - ,)u(,)d, [' dt ~ (f 1 k(t) 1 dt)' f 1 u(t) I'dt 

~ max~" 1 " I')(f 1 k(t) I dt),f I/(t) I'dt. 

Using lVIinkowski's inequality, 

(f 1 v(t) I' dty ~ (f [ i' k(t - ,)u(,)d, [' dty 

+ (f 1 g,(t) I' dty ~ max(/3, I,,!l f I k(t) 1 dt 

·(f I/(t) l'dtY + (f 1 g,(t) I'dtt 

Consider now the relation between (gl + g2) and J: 

gl (t) + g2(t) = J(t) + it k(t - r )1f[f( r) ,r]dr, t ~ 0 

and suppose that 

According to the results of Ref. 1, our assumptions* imply that there 

* In Ref. 1 it is assumed that 

it 1 !(T) 12 dT < co 
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exists a positive constant PI (which does not depend upon g1 or g2) 
such that 

provided that, with 

K(s) = i OCl 

k(t)e-st dt 

and w = Im[s], 
(i) 1 + !(a + (3)K(s) ~ ° for Re[s] ~ 0, and 
(ii) !((3 - a) max I K(iw)[l + !(a + (3)K(iw)]-1 I < l. 

-OCl<W<OCl 

Thus the feedback system of Fig. 1 is £2-stable if conditions (i) and 
(ii) are satisfied. 

According to the well-known theorem of complex-function theory 
that leads to the Nyquist criterion, condition (i) is satisfied if (and 
only if) the polar plot of K ( iw) for - 00 < w < 00 does not encircle 
or pass through the point [-2(a + (3)-\0]. It can easily be verified 
that condition (ii) is met if one of the following three conditions is 
satisfied. 

(a) a > 0, and the locus of K (iw) for - 00 < w < 00 lies outside 
the circle C1 of radius !(a -1 - (3-1) centered in the complex plane at 
[_!(a-1 + (3-1),0]. 

(b) a = 0, and Re[K(iw)] > _(3-1 for all real w. 
( c) a < 0, and the locus of K (iw) for - 00 < w < 00 is contained 

within the circle C2 of radius! ((3-1 - a -1) centered in the complex 
plane at [_!(a-1 + (3-1),0]. 

If a > 0, the point [-2(a + (3)-1,0] lies on the real-axis diameter of 
C 1 , while if condition (b) or (c) is met, it is impossible for the polar 
plot of K(iw) to encircle the point [-2(a + (3)-\0]. Therefore, the 
conditions of the theorem guarantee that the feedback system is £2-
stable. 

Remarks 

With regard to the necessity of our sufficient conditions for £2-stability, 
consider, for example, the case in which a > ° and suppose, for sim­
plicity, that v and u are related by a differential equation of the type 
mentioned in Section II. Then, a moment's reflection shows that there 
exists a 1/;(X,t) , in fact a 1/;(x,t) which is independent of t and linear in x, 

for all finite t > o. Our assumption that (2) is satisfied for all finite t > 0 implies 
that this condition is met. 
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that satisfies our assumptions and for which the feedback system is 
not £2-stable, provided that for some value of w, K (iw) is a point on 
the real-axis diameter of C1 • This clearly shows that the condition is 
in the correct "ball park." Similar remarks can be made concerning our 
conditions for the cases in which a < 0 and a = O. 

IV. FURTHER PROPERTIES OF THE FEEDBACK. SYSTEM OF FIG. 1 

It is possible to say much more about the properties of the feedback 
system on the basis of frequency-domain information if our assump­
tions regarding 1/;(x,t) are strengthened. 

For example, suppose that 

a ~ 1/; (X1,t) - 1/; (X2,t) ~ (3, 
Xl - X2 

1/;(O,t) = 0 (4) 

for t ~ 0 and all real Xl ~ X2 , and that one of the three conditions of 
our theorem is met. Let 01 and 01 denote two arbitrary input functions 
such that 

it I 01(T) 12 dT < 00 and it 1 gl(T) 12 dT < 00 

for all finite t > 0, and 

i oo 

1 01 (T) - 01 (T) 12 dT < 00. 

Let v and V, respectively, denote the (assumed well defined) responses 
due to 01 and 01 . Then if 

it 1 VeT) 1
2dT < 00 and it I VeT) 1

2dT < 00 

for all finite t > 0, and the assumptions of Section II are met, it follows* 
that 

and that there exists a positive constant A (which does not depend upon 
01 or gl) such that 

ioo 

I VeT) - VeT) i2 
dT ~ A iOO 

101(T) - 01(T) 12 dT. 

---
* Consider Theorem 1 of Ref. 6 with hl(t) = fl(t) = 0 for t < O. 
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Suppose now that 1/;(x,t) satisfies (4) and is either independent of 
t or periodic in t with period rp for each x, and that one of the three 
conditions of our theorem is met. Assume that the initial-condition 
function 02(t) approaches zero as t ~ 00, and that the input 01(t) applied 
at t = ° is a bounded periodic function with period T. Then it can be 
shown * that there exists a bounded periodic function p, with period T, 
which is independent of 02 and such that the (assumed well defined) 
response vet) approaches pet) as t ~ 00, provided that the conditions 
of Section II are met, (2) is satisfied for all finite t > 0, and 

(5) 

Observe that the conditions of (5) are satisfied if u and v are related by 
a differential equation of the form described in Section II. 
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The Resistance of an Infinite Slab 
with a Disk Electrode 

By G. F. FOXHALL and J. A. LEWIS 

(Manuscript received April 17, 1964) 

We consider the resistance of an infinite slab measured between an elec­
trode covering one face and a circular electrode attached to the other face by a 
uniform resistive film representing a contact resistance. Upper and lower 
bounds are found on the difference between the total resistance and the re­
sistance of the film alone. The bounds are obtained by a combination of 
analysis and experiment, using an electrolytic tank. The results may be ap­
plied to determine contact resistance from a measured value of total resistance 
and a knowledge of the bulle resistivity of the slab material. 

1. IN'rRODUC'l'ION 

We consider the resistance of an infinite conducting slab as measured 
between an electrode entirely covering one face and a circular electrode 
affixed to the other face by a resistive film. This resistance can be 
imagined to be made up of two resistances in series: namely, the film con­
tact resistance and a resistance which is due to the body to which the 
electrode is attached, but which depends on the film resistance. 

Lewis! has derived general upper and lower bounds on this body resist­
ance. In the present case the upper bound may be calculated analyti­
cally. The lower bound is the resistance which would exist between the 
electrodes in the absence of the film. Calculation of the last-mentioned 
resistance involves a classical potential problem treated by Weber in 
1873, but still not completely solved today. 

We treat this problem by a combination of analysis and experiment, 
the latter in effect being an analog computation using an electrolytic 
tank. An asymptotic solution is found which converges rapidly for slab 
thicknesses as small as one disk radius, while for smaller thicknesses ex­
perimentally determined values of resistance are used. 

The upper and lower bounds for the body resistance, which differ only 
by 8 per cent for a thick slab and tend to the same value for a thin slab, 
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provide a convenient estimate of slab resistance in the presence of a 
contact film. lVlore important from the practical point of view, they pro­
vide a useful estimate of contact resistance for measured total resistance. 

II. THE PROBLEM 

We wish to determine the electrical resistance of the slab electrode con­
figuration shown in Fig. 1. The entire base of the slab is in perfect con­
tact with a highly conducting, grounded electrode, while the upper 
electrode, a circular disk of radius a, is separated from the slab by a thin 

Fig. 1 - Infinite slab with disk electrode. 

film of surface conductance c. The potential V(R,Z) in the slab then satis­
fies Laplace's equation 

iv/aR2 + aV/RaR + iv/az2 = 0, 

for all Rand ° < Z < H, and the boundary conditions 

V(R,O) = 0, 

uav(R,IJ)/BZ ~ {C[Vo - ~(R,H)], 

where u is the conductivity of the slab. 
The total input current I is given by 

l
a aV 

I = 0 u az (R,H)27rR dR, 

for R < a 
for R > a, 

so that the resistance measured between the electrodes is 

_ Vo _ /j.a aV 
Rm - T - Vo 0 u az (R,H)27rR dR. 

(1) 

(2) 

(3) 

(4) 

(5) 
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If we set 

r = R/a, 

this becomes 

z = Z/a, h = H/a, w(r,z) V(R,Z)/Vo , 

/ 
(

1 aw 
aaRm = 1 - (r,h)27rr dr, 

·0 az 

where 

in 0 < z < h, 

w(r,O) = 0, 

for all r, and 

aw(r,h)/az ~ {(Ca/<T)[l ;;: w(r,h)], for r < 1 
for r > 1. 

It is easy to show that Rm may be written in the form 

Rm = Rc + R(w), 

(6) 

(7) 

(8) 

(9) 

(10) 

where Rc is the film resistance (l/7ra2
c, in the present case) and R( w) 

is the ratio of average potential difference between electrodes to total 
current, i.e., 

aaR(w) = 211 w(r,h)r dr/ 11 aw (r,h)27rr dr. (11) 
o 0 az 

Thus, if R(w) has been calculated and Rm measured, the film resistance 
Rc may be determined. 

However, the calculation of R(w) in general involves the solution of a 
difficult mixed boundary value problem. Furthermore, since w depends 
on the film conductance c, which is essentially the quantity to be deter­
mined by combined calculation and measurement, R(w) must be calcu­
lated for a large number of values of c to make certain that the experi­
mental range is covered. These difficulties can be circumvented, with 
only a moderate loss in accuracy in the present case, by the use of cer­
tain upper and lower bounds on R ( w) . 

III. UPPER AND LOWER BOUNDS 

The bounds on R(w) have the form1 

R(u) ~ R(w) ~ R(v), (12) 
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where 

uaR(u) 1/11 au (r,h)27rr dr, 
o az 

uaR(v) = (2/7r) 11 v(r,h)r dr, 

u and v satisfy (7) and (8), and 

u(r,h) = av(r,h)/az = 1, 

au(r,h)/az = av(r,h)/az = 0, 

for r < 1 

for r > 1. 

(13) 

(14) 

(15) 

(16) 

The lower bound R(u) is the resistance as usually defined, i.e., the re­
ciprocal of the total current for a unit potential difference applied uni­
formly between the electrodes. On the other hand, R(v) is the average 
potential difference required to give unit total current, distributed uni­
formly over the input electrode. The former case may be realized by let­
ting the film conductance c become very large; the latter by letting c 
tend to zero and V 0 tend to infinity in such a way that c V 0 tends to a 
finite value. 

The calculation of R( v) is straightforward, involving only the solution 
of an unmixed boundary value problem (av / az specified all over z = h), 
but R('ll) involves the solution of a mixed boundary value problem and 
ultimately the solution of dual integral equations. An asymptotic 
solution of these integral equations, valid for large thickness (h » 1), 
has been obtained by Tranter.2 'fhe corresponding expression for R( u) 
is rapidly convergent, so that it appears to be usable down to values of 
h of order unity. The range h < 1 is covered by measurements on an 
electrolytic tank analog. 

IV. THE UPPER BOUND 

If we set 

100 sinh pz 
v(r,z) = j(p) h h Jo(pr)dp, 

o cos p 

the conditions 

v2v = v(r,O) = 0 

are satisfied and the remaining conditions become 

av(rh)/az = [00 pj(p)Jo(pr)dp = {I, 
-0 0, 

r < 1 

r > 1. 

(17) 

(18) 
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Now 

{

I, 

0, 

r < 1 

r > 1, 

so that, if we set 

f(p) = J 1(p)/p, 

we obtain the complete solution. In particular, 

v(r,h) = 100 

tanh ph J 1(p)Jo(pr)dp 
o p 

and 

1613 

(19) 

(20) 

craR(v) = (2/1l-) 10
00 

[J1 (p)/p]2 tanh ph dp. (21) 

For small h, (JaR(v) ~ h/7r or R(v) ~ H/7ra2(J, the resistance of a cir­
cular cylinder, while for large h, (JaR(v) ~ 8/37r2, a result derived in 
Carsla w and Jaeger. 3 

NIiss M. C. Gray has obtained an expansion in powers of h -1 whose 
first two terms, i.e., 

8 log 2 
(JaR(v) ~ ~2 - -2 I t)7r 7r ~ 

(22) 

give reasonable accuracy down to h = 1. She has also evaluated the in­
tegral for R(v) numerically for 0.1 < h < 10. This is the curve labeled 
R(v) in Fig. 2. 

v. THE ASYMPTOTIC VALUE OF R(u) 

If we assume u(r,z) to have the same form as v(r,z) in the previous sec­
tion, the function f(p) must now satisfy the dual integral equations 

u(r,h) = 10
00 

f(p) tanh phJo(pr)dp = 1, 

au(r,h) /az = 10
00 

pf(p)Jo(pr)dp = 0, 

r < 1, (23) 

r > 1. (24) 

vVe can no longer solve these equations by inspection, but for large h an 
approximate solution, due to Tranter,2 is available. Tranter gives 

f(p) ~ m A(h) Si; P, (25) 



1614 THE BELL SYSTEM TECHNICAL JOURNAL, JULY HHi4 

where 

For A 

A(h) = 1 + 2 log 2 + (2 log 2)2 + O(h-3). 
'lrh 'lrh 

1 (h = 00) we obtain the classical result 

[O"aR( 'U)]c.:l = t, 

and for large h 

O"aR ( 'U) ~ 1/ 4A (h) . 

This function is shown in Fig. 2 for h ~ 1. 

VI. THE EXPERIMENT 

(26) 

(27) 

In order to verify and supplement the computed values of resistance, 
an experiment using an electrolytic solution as the conducting slab was 
devised. The apparatus, shown in Fig. 3, consisted of a 10 X 14 inch 
plastic tank into which a gold-plated brass plate was fitted. A 0.01 normal 
KCl solution was used to simulate the conducting slab, while the end of 
a 0.564-inch diameter gold-plated brass rod served as the disk electrode. 

The experiment consisted of two parts. First resistance measurements 
were made for the slab configuration at various solution levels. Then a 
glass sleeve, closely fitted to the upper electrode, was used to constrain 
the current in the solution to a simple cylindrical geometry. This pro­
vided a measurement of solution conductivity and also of contact resist-
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ance. The resulting measured values are shown in Fig. 4 as a function of 
solution depth. The slope gives a conductivity of 1.33 X 10-3 (ohm-cm)-l, 
in close agreement with the tabulated value4 for the solution temperature 
of 22°C. Extrapolation to zero solution depth indicates a negligible con­
tact resistance. 

As seen in Fig. 2, the measured values of resistance for the slab fall 
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Fig. 4 - The resistance of a cylinder of electrolyte. 
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very close to the computed values in the range 2 ~ h ~ 4, where the 
asymptotic form for R(u) can be expected to be accurate. At smaller 
values of h, the accuracy of the asymptotic form decreases and the meas­
ured values may be taken as a good approximation to R(u). At large 
values of h, on the other hand, the asymptotic form becomes veryac­
curate, while the experimental model becomes less so. This may be seen 
in Fig. 2 for h ~ 5. 

This divergence, which at first was attributed to the finite diameter of 
the tank, is now believed to be due to polarization effects produced by 
the nonuniform field near the upper electrode. The abrupt upturn of 
resistance near h = 5 cannot be due to finite tank diameter, which would 
yield a resistance-depth curve with a slope decreasing from a value for 
a cylinder having the same diameter as the upper electrode to one for a 
long cylinder having the same diameter as the tank. On the other hand, 
the current density distribution over the upper electrode is nonuniform 
for any depth, being infinite at the electrode edge in the mathematical 
idealization. This nonuniformity increases with depth, for more current 
is drawn from the electrode center at small depth than at large depth. 
Thus for fixed total current (the experimental condition) the current 
density at the edge increases with increasing depth until a depth is 
reached (h ~ 5 in the experiments) at which local polarization effects 
become appreciable. This dependence on depth also accounts for the 
different behavior of measured values for the cylinder (Fig. 4) and the 
slab (Fig. 2). 
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VII. SUMMARY OF RESUL'l'S 

Fig. 5 summarizes the results of the analysis and the experiment. 
The lower curve, labeled R(u), gives the resistance between the elec­
trodes for zero contact resistance. It also gives a lower bound on the 
difference between the total resistance Rm with a resistive film between 
the upper electrode and the slab and the resistance Rc = l/7ra2c of the 
film itself, while the upper curve, labeled R(v), gives an upper bound on 
the same quantity. Thus, for all slab thicknesses and (constant) film 
conductances c, 

R(u) ~ Rm - Rc ~ R(v), (28) 

or, assuming Rm to be determined by measurement, 

Rm - R(v) ~ Rc ~ Rm - R(u) (29) 

giving an estimate of the contact resistance itself. 
To supplement Fig. 3, the asymptotic forms 

uaR( u) r-v (0.250)/[1 + (0.441/h) + (0.441/h )2], (30) 

uaR(v) r-v (0.270) + (O.llO/h) , (31) 

may be used for thickness ratio h ~ 1, while, for h ~ 0.1, both uaR(u) 
and uaR(v) are closely approximated by the cylinder resistance h/7r. 
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Permutation Groups., Complexes., and 
Rearrangeable Connecting Networks 

By v. E. BENES 
(Manuscript received March 12, 1964) 

In the interest of providing good telephone service with efficient connecting 
networks, it is desirable to have at hand a knowledge of some of the com­
binatorial properties of such networks. One of these properties is rearrange­
ability: a connecting netwo1'k is rearrangeable if its permitted states realize 
every assignment of inlets to outlets, 01' alternatively, if given any state x of 
the network, any inlet idle in x, and any outlet idle in x, there is a way of 
assigning new routes (if necessary) to the calls in progress in x so that the 
~'dle inlet can be connected to the idle outlet. 

A natu1'al algebraic and combinatorial approach to the study of real'­
rangeable networks is described, with attention centel'ed principally on two­
sided networks built of stages of square crossbar switches, each stage having 
N inlets and N outlets. The approach is based in part on the elementary 
theory of permutation groups. The principal problem posed (and partly 
answered) is this: What connecting networks built of stages are rearrange­
able? Sufficient conditions, including all previously known results, are 
formulated and exemplified. 

1. INTHODUCTION 

A connecting network is an arrangement of switches and transmission 
links through which certain terminals can be connected together in 
many combinations. Typical examples of connecting networks can be 
found in telephone central offices, where they are used to complete calls 
among the customers themselves, and between customers and outgoing 
trunks leading to other offices. 

In the interest of providing good service with efficient connecting net­
works, it is desirable to have a thorough understanding of some of the 
combinatorial properties of such networks. In a previous paper,! we 
singled out three such combinatory properties as useful in assessing the 
performance of connecting networks. The weakest of these properties 

1619 
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was that of rearrangeability. A connecting network is rearrange able if its 
permitted states realize every assignment of inlets to outlets, or alterna­
tively, if given any state x of the network, any inlet idle in x, and any 
outlet idle in x, there is a way of assigning new routes (if necessary) to 
the calls in progress in x so as to lead to a new state of the network in 
which the idle inlet can be connected to the idle outlet. 

Figs. 1 and 2 show the structure of two connecting networks built out 
of square crossbar switches, with each switch capable of connecting any 
subset of its inlets to an equinumerous subset of its outlets in any de­
sired one-one combination. The network of Fig. 1 is often found in tele­
phone central offices; we may call it the No. 5 crossbar network. It is 
not rearrangeable. The network of Fig. 2 is rearrangeable, but so far it 
has not found extensive practical use. 

We shall describe a natural algebraic and combinatorial approach to 
the study of rearrangeability. For the most part we restrict attention to 
two-sided connecting networks that are built of stages of crossbar 
switches, and have the same number N of inlets as outlets. The approach 
is based in part on the elementary theory of permutation groups. The 
way the connection with group theory arises can be summarized as 
follows: a maximal state of the network is one in which no additional 

CUSTOMERS 
LINES 

""CROSSBAR 
/' SWITCH 

I 

L __________ --1 

LINE LINK FRAMES TRUNK LINK FRAMES 

Fig. 1 - Structure of No.5 crossbar network. 

TRUNKS 
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n n 

Fig. 2 - Rearrangeable network. 

calls can be completed in the network; suppose that both the inlets and 
the outlets are numbered in an arbitrary way from 1 to N; each maximal 
state realizes some submap of a permutation on {l, ... , N} ; the net­
work is rearrangeable if and only if the whole group of all permutations 
of {1, ... , N} is generated in this way by the maximal states of the 
network. Details are worked out in the main body of the paper. 

It is not possible to explore in one paper all the possible uses of group 
theory in the study of connecting networks. Indeed, we shall restrict 
ourselves to formulating the fundamental problem of rearrangeable 
networks in terms of complexes of permutations, and to giving a partial 
answer. One of the difficulties with the approach is that it always seems 
to be easier to obtain results about groups by the few available methods 
known for rearrange able networks, than vice versa. 

A sequel2 to the present paper is concerned with the problem of syn­
thesizing a rearrange able network (for N inlets and outlets), subject to 
certain structural conditions and to the condition that it have a minimum 
number of crosspoints. 

II. SUMMARY 

In Section III we define a precise general notion of a "stage" of switch­
ing in a connecting network, and, after describing how the networks 
which will be of interest are built out of stages by joining them together 
by patterns of links, we pose two problems: first, to discover what net­
works built in this way are rearrangeable; and second, to synthesize 
optimal rearrangeable networks of given size, optimal in the sense of 
having fewest crosspoints (among those in some class of networks having 
practical interest). (See Ref. 2.) 

Section IV is devoted to giving a formulation of the first problem 
(discovering rearrangeable networks) in terms of partitions and permuta­
tion groups, using the notion of stage. In Section V we discuss how stages 
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generate complexes (in the group theory sense, i.e., sets of group ele­
ments). It is shown that a stage can generate a subgroup only if it con­
tains a substage made of square switches, a result that indicates to some 
extent the "best possible" nature of stages made of square switches. 

A known example, discussed in Section VI, indicates how a particular 
symmetric group S is generated by a rearrangeable network in the form 

s = {tr~i} 
t=l 

with ~1 , ~3 in a subgroup H and ~2 in a certain subgroup ~ -lH~ conjugate 
toH. 

The remainder of the paper is devoted to proving two "rearrangeabil­
ity" theorems for connecting networks built of stages of square switches. 
The first theorem gives sufficient conditions under which a set of stages 
of square switches connected by link patterns will give rise to a rear­
rangeable network. The second theorem indicates a simple way of 
describing link patterns and stages that satisfy the hypotheses of the 
first theorem, and so yield many specific rearrangeable networks, gener­
alizations of those given by Paull. 3 

III. S'l'AGES AND LINK PAT'l'EHNS 

The switches in Figs. 1 and 2 are arranged in columns which we shall 
call stages, the switches in these stages being identical. Two adjacent 
stages are connected by a pattern of links or junctors. Along with the 
switches, the link patterns are responsible for the distributive charac­
teristics of the network. They afford an inlet ways of reaching many 
outlets. Obviously, each outlet on a switch in a given stage is some inlet 
of the next stage, if there is one. Suppose that the N inlets are numbered 
in an arbitrary way, and that the N outlets are also numbered in an 
arbitrary way, both from 1 to N. Then it is clear that each link pattern, 
and each permitted way of closing the largest possible number of cross­
points in a stage, viz. N, can be viewed abstractly as a permutation on 
{ 1, .. , , N}. Both the networks in Figs. 1 and 2 have the property that 
all maximal * states have the same number N of calls in progress, and 
any such maximal state realizes a permutation which is a product of 
certain of the permutations represented by the link patterns and the 
stages. 

It will be convenient to generalize the usual notion of a "stage" of 
switching in a connecting network. By a stage (of switching) we shall 

* I.e., states in which no additional calls can be completed. 
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mean a connecting network constructed as follows: with I the set of 
inlets, and n that of outlets, we choose all arbitrary subset S of I X rl, 

and we place a crosspoint between all and only those inlets U E I and 
outlets v E n such that (u,v) E s. We shall also speak of S itself as the 
"stage." Thus we make 

Definition 1: A stage is a subset of I X n. 
This terminology is easily seen to be an extension of the usual one, 

according to which, e.g., a column of switches in Fig. 1 forms a stage, 
the network having four stages separated (or joined) by three link pat­
terns. Actually, a link pattern may be associated with one or the other 
(but usually not both) of the stages it connects, to define a new stage; 
we do not usually do this. 

Definition 2: A stage S is made of square switches if and only if there is 
a partition II of {I, ... ,N} such that 

S = U (A X A). 
A E II 

Definition 3: A substage S' of S is a subset of s. 
Except in the trivial case in which S is actually a square N-by-N 

switch (i.e., S = I X n), a stage S will not by itself give rise to a rear­
rangeable network. Still, it is known that several stages joined end to 
end by suitable link patterns can together give rise to such a network, 
e.g., that of Fig. 2. We can thus formulate two fundamental questions 
about connecting networks built out of stages: 

(1) What stages and link patterns can be used to construct a rearrange­
able network? 

(2) What stages, and how many of them, should be used to construct 
a rearrangeable network that has a minimum number of crosspoints 
(switches) for a given number of terminals on a side? 

Question (1) is studied in the present work, while question (2) is 
treated in another paper.2 

IV. GROUP THEORY FORMULATION 

We shall adopt some notational conventions from group theory to 
simplify our presentation. Let G be a group. It is customary to speak of 
a subset K c G as a complex. If x E G, then xK denotes the set of products 
xy with y E K, Kx denotes the set of products yx with y E K. Similarly, 
if Kl and K2 are complexes, KIK2 denotes the set of products yz with 
y E Kl and z E K2 . 

A group G of permutations is called imprimitive4 if the objects acted 
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on by the permutations of G can be partitioned into mutually disjoint 
sets, called the sets of imprimitivity, such that every cp E G either per­
mutes the elements of a set among themselves, or carries that set onto 
another. That is, there is a nontrivial partition II of the set X of objects 
acted on such that cp E G and A E II imply cp (A) e II . We shall extend 
this terminology as follows: 

Definition 4: G is called strictly imprimitive if it is imprimitive, and 
each set A of imprimitivity is carried into itself by elements of G, i.e., 
there is a nontrivial partition II of X such that A E II implies cp(A) = A 
for all cp E G, so that cp EGis "nonmixing" on II. 

Consider a stage of switching that has N inlets and N outlets. It is 
evident that such a stage provides ways of connecting some of the inlets 
to some of the outlets. If the stage contains enough crosspoints it can 
be used to connect every inlet to some outlet in a one-to-one fashion, 
i.e., with no inlet connected to more than one outlet and vice versa. 
With the inlets and outlets both numbered 1, 2, ... , N, such a setting 
of the switches corresponds to a permutation on {I, ... , N}. Indeed, 
there may be many ways of doing this, differing in what inlets are con­
nected to what outlets, that is, corresponding to different permutations. 

Definition 5: A stage S generates the permutation cp if there is a setting 
of N switches of S which connects each inlet to one and only one outlet 
in such a way that i is connected to cp(i)i = 1, ... , N, that is, if 

(i,cp(i» eS. 

Definition G: The set of permutations generated by a stage S is denoted 
by peS). 

Definition 7: A network (with N inlets and N outlets) generates a per­
mutation cp if there is a setting of the switches in the network which 
connects, by mutually disjoint paths, each inlet to one and only one out­
let in such a way that i is connected to cp(i), i = 1, ... ,N. 

If two stages Sl , S2 are connected by a link pattern corresponding to a 
permutation CP2 , then the permutations that they generate together are 
those of the form 

i = 1 or 3. 

If a network consists of two stages Sl , S2 joined by a link pattern cor­
responding to a permutation cp, then it can be seen that it generates 
exactly the permutations in the set 

P(Sl)cpP(S2). 



PEIUVIU'I'ATION GHOUl'S 1625 

A network of 8 stages Si, i = 1, ... , 8, with a link pattern corresponding 
to CPi , i = 1, ... , 8 - 1, between the ith and the (i + 1 )th stages, 
generates the complex 

We shall occasionally use the suggestive notation 

to refer to or indicate such a network. 
It is now possible to formulate a group-theoretic approach to the 

analysis and synthesis of rearrangeable connecting networks made of 
stages of switching joined by link patterns. Consider such a network, 
generating the complex 

The factors CPiP( Si+l), i = 1, ... ,s - 1, occurring herein are themselves 
again just complexes. Thus, given any product of complexes 

we seek to know whether the product is the whole symmetric group, and 
whether the factor complexes I( i can be written in the form 

cpP(S) 

where cP is a permutation and S is a stage. In this general form the 
problenl is largely unsolved; however, special cases are worked out in 
the sequel. 

v. THE GENEHATION OF COMPLEXES BY STAGES 

We start with this elementary result: 

Remark 1: Let lYI be a complex (i.e., a set) of permutations. Define a 
stage S by 

S = {(x,y): cp(x) = y for some cP E .LVI}. 

Then P ( S) ~ .Lll{ and no smaller stage has this property. 
In cases of practical importance, such as shown in Figs. 1 and 2, the 

stages are made of square switches, and it is clear that a stage S (with N 
inlets and N outlets) is capable of effecting certain special permutations 
on X = {l, ... , N}, and of course, all submaps thereof. (Indeed, for 
each switch there are numbers m and n with m < n such that the switch 
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is capable of performing all the (n - m + I)! permutations of the 
numbers k in the range m ~ k ~ n among themselves.) Since no inlet 
[outlet] is on more than one switch, these permutations form a subgroup 
of the symmetric group SeX) of all permutations on {l, '" , N}. This 
subgroup has a property which might be described intuitively by saying 
that there exist sets on which the subgroup elements can mix "strongly," 
but which they keep separate. It is apparent, indeed, that the subgroup 
generated by a stage made of square switches is strictly imprimitive, the 
sets of imprimitivity being just the elements of the partition II of {I, 
... , N} according to what switch an inlet [outlet] is on. This situation 
might also be described by saying that a permutation cp from the sub­
group is nonmixing on II. 

Our second observation is 

Remark 2: Let H be a strictly imprimitive group of permutations on 
X = {I, ... ,N}, with sets of imprin1itivity forming the partition II. Let 
S be the smallest stage with P ( S) ~ H. Then 

S = U A X A, 
AEII 

i.e., S is made of square switches. 
The main result of this section states that a stage can generate a sub­

group only if it contains a substage made of square switches. This sug­
gests that stages made of square switches necessarily arise in the genera­
tion of the symmetric group by products of complexes some of which are 
subgroups. 

Theorem 1: Let S be a stage, and let P (S) contain a subgroup H of S (X). 
Then there is a substage CR of S which is made of square switches. 

Proof: Define a relation CR on {l, ... , Nj by the condition that iCRj if 
and only if j = cp( i) for some cp € H. Since H is a subgroup, it must con­
tain the identity permutation, i.e., iCRi for all i = 1, ... , N. Let i, j, k 
be numbers in {l, ... , Nj such that j = cp(i) and k = if;(j) for some 
permutations cp, if; € H. Then if;cp € Hand k = if;cp(i), that is, iCRk; hence 
CR is transitive. Finally, if j = cp(i) with cp € H, we have i = cp -l(j) with 
cp -1 € H, since H is a group. Hence CR is an equivalence relation, and there 
is a partition II such that 

CR = U (A X A). 

Since iCRj obviously implies (i,j) € S, we have 

CR C S. 

CR is clearly a substage of S made of square switches. 
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VI. AN EXAMPLE 

As is well-known, elementary group theory contains many results that 
allow one to write a group as a product of complexes. These results often 
involve a subgroup of the group in question. We shall quote an elementary 
result of this kind, and interpret it in terms of a network that is known 
to be rearrangeable. 

Let G be a group, and let HI and H2 be subgroups of G, not necessarily 
distinct. A double coset is a complex of the form 

It is a known result5 that two double co sets are either identical or dis­
joint. Thus there is at least one complex Al with the properties 

U HIlPH2 = G 
'" EM 

HIlPH2 n HII/;H2 = f) 

In particular 

if lP =;C 1/;, with lP, I/; € 111. 

G = H 1111H2 , 

and we have factored G into a product of three complexes, two of which 
are subgroups. Now suppose that G is actually S (X), the symmetric group 
of all permutations of N objects, and that m and n are positive integers 
such that mn = N. Let II be a partition of X = {l, '" , N} into m sets 
of n elements each, and let H be the largest strictly imprimitive sub­
group of S(X) whose sets of imprimitivity form II. Also let lP be a self­
inverse permutation, and II", a partition, such that A € II, B € II", imply* 

IlP(A) n B I = 1. 

Let K be the largest strictly imprimitive subgroup of S(X) whose sets 
of imprimitivity form II", . 

By Remark 2, Section IV, Hand K can each be generated by stages 
of square switches. 

Returning to the earlier discussion leading to the factorization G = 
H 1MH2, we let HI = H2 = H. Now it can be seen that the complex 

HlPKlPH 

is generated by a network of the form shown in Fig. 2. By the Slepian­
Duguid theorem (Benes, Ref. 1, p. 1484) this network is rearrangeable, 
so that 

HlPKlPH = S(X) . 

* I A I denotes the number of elements of a set A. 



1628 THE BELL SYSTEM TECHNICAL JOURNAL, JULY 1964 

Since ep = ep -r, the complex epf{ep is itself actually the subgroup ep -If{ep 

conjugate to !(. Thus for G = S(X) and HI = H2 = f{, the factor M in 

S(X) = HMH 

can be chosen to be ep -l!(ep. 

VII. SOME DEFINITIONS 
'\ 

The number of elements of a set A is denoted / A /. Let X, Y be 
arbitrary finite sets with / X / = / Y /, let B be a subset of Y, let III ,II2 
be partitions of X, Y respectively, and let ep be a one-to-one map of Y 
onto X. Let e be the null set. 

Definition 8: ep(B) = {x € X: ep-I(X) € B}. 

Definition 9: ep hits III from B if and only if A € III implies ep( B) n A ~ e. 
Definition 10: ep covers III from II2 if and only if B € II2 implies ep hits III 
from B. 

Definition 11: ep(II2) is the partition of X induced by ep acting on ele­
ments of lIz, i.e., 

Definition 12: Bep is the restriction of ep to B. 

Let A be a subset of X. 

Definition 13: AlII is the partition of A induced by III , i.e., 

AlII = {C n A: C € III}. 

Definition 14: ep B-covers III from II2 if and only if Bep covers <p(B)III from 
BIT2 • 

Definition 15: Let ITo , III be partitions of X. The~ III > ITo (read "pi­
one refines pi-zero") if and only if every set in IIo is a union of sets in 
III , and III ~ IIo . 

VIII. PRELIMINARY RESULTS 

Lemma 1: Let X and Y be any sets with / X/ = / Y / < 00, let III = 
{AI, ... , An} and II2 = {BI, ... , Bm} be partitions of X and Y respec­
tively, and suppose that for k = 1, ... , n the union of any k elements of 
III has more elements than the union of any k - 1 elements of II2 . Then 

(i) m ~ n. 
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( ii) F or each one-to-one map f of X onto Y there exists a set of n dis­
tinct integers k(1), ... , ken) with 1 ~ k(i) ~ m, i = 1, ... , n, and 

i = 1, ... ,n. 

Proof: Since III and II2 are partitions, and / X / = / Y /, 

n m 

L / Ai / = L / B j /. 
j=l j=l 

If m were less than n, then the union of m B's has as many elements as 
the union of n A's, for m < n; this contradicts the hypothesis. Let 

Ki = {j: f(l) € B j for some l € Ai}, i = 1, ... ,n. 

Also let A i(l) , ... , A i(k) be any k elements of III , 1 ~ k ~ n, and set 
k 

rp = U IC(j) . 
j=l 

All of the 

elClnents of 

k 

L / Ai(j) I 
j=l 

k 

U Ai(j) 
j=l 

are lllapped by f into / T I sets of II2 . Since no union of k - 1 sets of 112 
has 

k 

L / Ai(j) / 
j=l 

elelnents, it follows that / T / ~ k. Thus the union of any k of the sets 
{Ie, i = 1, ... , n} has at least k members. Hence by P. Hall's theorem 6 

there is a set of n distinct representatives k(I), '" , ken) with 

k(i) € IC 

k(i) ~ kU) 

But clearly k( i) € IC if and only if 

f( l) € Bk(i) 

that is, if and only if 

i = 1, ... ,n 

for i ~ j. 

for some l € A 1, , 
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Lemma 2: Let III , lIz be partitions of sets X, Y respectively with the proper­

ties I X I = I Y I and 

CI , Cz E III U lIz implies I Cl I = I Czl· 

Then for every one-to-one map cp of X onto Y there is a set D C X such that 
cp hits lIz from D and cp -1 hits III from cp(D). 

Proof: We observe that I III I = I lIz I, and that the conditions of Lemma 
1 are satisfied, with m = n. For each onto map cp there is a set D C X 
with I D I = I III I, such that 

A E III implies DnA ~ 8, (cp -1 hits TIl from cp(D)) 

(cp hits lIz from D). B E lIz implies cp(D) n B ~ 8, 

Lemma 3: Let X be any set and let III and lIz be partitions of X such that 
A,B E III U II2 implies I A I = I B I. Then for every permutation cp on X 
there is a partition II", of X such that (i) cp covers II2 from II"" (ii) cp-l 
c()ver~ III from cp(II",) , 

(iii) I II", I 
lEI 

IA I, 
I III I = I lIz I, 

Proof: Let cp be a permutation on X. The hypothesis implies that thc 
union of any k elements of III has morc elements than the union of any 
k-1 clements of II2 , for k = 1, ... , I III I. Hence by Lemma 2, with 
X = Y and m = n, there is a set Dl C X such that 

cp hits lIz from Dl 

cp -1 hits III from cp(Dl). 

Now we consider the sets Xl = X - DI and Y 1 

tioned by 

XlIII and ylII2 respectively 

and we apply Lemma 2 to XICP, i.e., to the restriction of cp to X - D l • 

This gives a new set Dz C X such that again 

cp hits lIz from Dz 

cp -1 hits III from cp(D2)' 

We proceed in this manner till X and Yare exhausted, and set II", = 
{Dl, ... , Dnl, where n = I A I for all A E III U II2 . It is clear that II", 
has the stated properties. 
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Let cP be a permutation on X, and let III, II2 be partitions of X. 

Lemma 4: If cp covers III from II2 , and B € II2 implies / B / = / III /, then 
A E III implies / A / = / II2 /. 

Proof: Since cp covers III from II2 , then A E III and B E II2 imply that there 
is an x E B with cp-I(X) EA. Thus cp-I(X) E A for at least / II2 / distinct 
values of x, and so / A / ~ / II2 /. Since B E II2 implies / B / = / III /, it 
follows that / III/divides / X / and 

1 II2 / = 1 X / . 
I III 1 

Clearly 

L lA/ = IX/. 
A E III 

Since there are I III/sets in III each with at least I II2 I elements, 

L I A I ~ / III / . I II2 I = I X I· 
A E III 

If any A E III had more than 1 II21 elements the sum would exceed I X I, 
which cannot be. Thus A E III implies 1 A 1 = 1 II2 I. 

IX. GENERATING THE PERMUTATION GROUP 

In this section we exhibit a sufficient condition on permutations CPI , 
. . . , CPs-I and stages SI, ... , Ss under which the complex 

is actually the whole symmetric group, and the corresponding network 
(obtained by linking Si and Si+I by CPi , i = 1, ... , s - 1) is rearrange­
able. 

In order to focus on the mathematical character of the results, on their 
purely formal aspects divorced from physical considerations having to 
do with switches, etc., the conditions on the cp's and the S's purposely 
are phrased in a quite abstract way. Consequently, the practical implica­
tions and applications of the result may be unclear and require discus­
sion. This discussion is given after the theorem has been stated, and is 
followed by its proof. 

Theorem 2: Let s > 3 be an odd integer, let CPI, ... , CPs-I be permutations 
on X = {1, . . . ,N}, let IIk , k = 1, . . . ,s, and IIk, k = 1, . . . , ! (s - 1), 
be partitions of X, and let 
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'[tk = 

{X} 
'Pk-1 ... 'P~(s_l)-\IIIe) 
'Pk . . . 'PiCs+!) (II

S
-

k
) 

{X} 

Suppose that 

k = ° 
k = 1, ... , !(s - 1) 
Ie = !(s + 1), ... , s - 1, 
k = s. 

(i) If s ~ 3, then 11k < 1I1e+\ k = 0, ... , !(s - 3). 
(ii) II!Cs+l) = II!(s-l) 

(iii) For k = 1, ... , !(s - 1), and every B EO '[tle-\ 'Pk-1 B-covers 11k 

from 'Pk from 'Pk ('[tie) . 
(iv) For k = !(s + 1), ... , s - 1, and every B EO '[tk+\ 'Pk B-covers 

IIk+1from 'Pk-1('[tIe). 
(v) If A EO 11k and B EO '[tk-l U '[tk+Hs+l) then / nlIk / = / nlIs-le+! / = 

/ A /, k = 1, ... , !(s - 1). 
Let H k , k = 1, ... , s be the largest strictly imprimitive subgroup of 

SeX) whose sets of imprimitivity are exactly the elements of 11k (i.e., A EO 11k 

implies {A'P: 'P EO Hie} = S(A)). Then the complex K defined by 

has the property K = SeX), and any network generating this complex is 
rearrangeable. 

The theorem given above does not provide any new designs of rear­
range able networks that are not already implicit in the work of M. C. 
Paull3 and D. Slepian;l thus no new principle is involved. Rather, in 
formulating the result, we have sought insight by stating a generalized, 
purely combinatory form of these previous results. The theorem exhibits 
this generalization, first as providing a way of generating the symmetric 
group in a fixed number of multiplications of certain restricted group 
elements, and second as based on some purely abstract properties of 
some partitions and permutations. 

As in A. M. Duguid's proof of the Slepian-Duguid theorem/ the basic 
combinatory theorem of P. Hall on distinct representatives of subsets 
is used repeatedly. This means (roughly) that the proof proceeds by 
showing that an arbitrary permutation (to be realized in the network) 
can be decomposed into submaps each of which can be realized in a dis­
joint part of the network, thereby not interfering with the realization 
of the other submaps. A significant departure from Ref. 3 is that we try 
to obtain rearrangeability directly from conditions that are stated for 
the network as a whole, as well as by building it up from rearrangeable 
subnetworks. 

The following intuitive guides should be useful in understanding 
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Theorem 2. The permutations ~l, ••• ,~s-l are of course intended to be 
those corresponding to the link patterns between the stages of a net­
work. The partition Ilk corresponds to the assignment of the terminals 
entering the leth stage to various square switches, all u € A for A € Ilk 
being on the same switch. The partitions Ilk are used in defining the 
submaps mentioned above. 

The "covering" properties (iii) and (iv) of the ~k in Theorem 2 ensure 
(roughly) that the ~k are sufficiently mixing or distributive to be able 
to generate all permutations in the restricted ways permitted in the 
definition of K. They are generalizations of the property, exhibited in 
Fig. 2, that every middle switch is connected to every side switch by a 
link. The property (v), finally, implies that various sets of switches all 
have the same cardinality; this ensures (again, roughly) that if a cross­
point is not being used for a connection between one inlet-outlet pair, 
then it can be used for a connection between some other pair. 

Proof of Theorem 2: We use induction on odd s ~ 3. If s = 3, there is 
only one Ilk, viz. III. Let ~ be a permutation; we show that 

~ € HI~IH2~2H3 . 

The argument to be given is constructive, in that we do not use proof by 
contradiction, but actually give a kind of recipe for finding three per­
mutations 'Y/i € Hi , i = 1, 2, 3, with 

To prove the theorem for s = 3, it is enough for i = 1, 2, 3 to exhibit 
a partition II(i) and to define 'Y/i on A € II(i), i.e., to give 

A'Y/i, A €II(i), i = 1,2,3. 

Condition (v) for Ie 1 (=!(s - 1) here) tells us that for A € III 

However, the "middle-stage" condition (ii) states that II2 = III. 
Hence 1 III 1 . 1 II21 = N. Since [condition (iii) now] ~l-l covers III from 
~1('lFI) = ~l~l-\III) = II2, it follows that B € III implies 1 B 1 ~ 1 II21. 
If for some B E III it was true that 1 B 1 < 1 II21, then 

LIB 1 < 1 III 1 . 1 II2 1 = N 
Belli 

which is impossible. Thus 1 B 1 = 1 II2 1 for B € III . In exactly the same 
way, using condition (iv), we find that C € II3 implies 1 C 1 = 1 II21. 
Therefore B, C € III U II3 implies 1 B 1 = 1 C I. 
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Returning now to the chosen permutation cP, we apply Lemma 3 to 
conclude that there exists a partition II", of X such that cP covers II3 from 
II"" cP -1 covers III from cp(II",) , , II"" = , A , for A E III U II3 , and, B , = 
, III' = 'II3 ' for B E II", . Hence also , II"" = 'I12 ,. 

Let J.l: II", ~ II2 be any map of II", onto II2 . The desired partitions 
II ( i), i = 1, 2, 3 will be taken to be 

II(1) = CPI(II2) 

II(2) = {J.l(D): DElI",} = I12 

I1(3) = II", 

and the desired permutations 'YJi, i = 1, 2, 3, are defined so as to 
have these properties: for DElI", 

'YJ3 : cp(D) ~ CP2-1(J.l(D» 

'YJI : CPI(J.l(D» ~ D 

'YJ2 : CP2'YJa(D) ~ CPI-I'YJI-Icp(D). 

That this can be done (uniquely, indeed) can be seen as follows: Let 
DElI"" and J.l(D) = B E II2 . Since cP -1 covers III fro111. cp(II",), and cP 

covers IIa from II", , it must be true that 
(1) cP -1 hits III from cp(D) 
(2) cP hits II3 from D. 
But at the same time, by conditions (iii) and (iv), and the fact that 

III = II2 , CPI-I covers III from II2 and CP2 covers II3 from I12 , and so 
(3) CPI-I hits III from B 
(4) CP2 hits IIa from B. 

Thus if U ED n A and A E II3 , there is a unique v E A such that CP2( v) E B, 
and we take 'YJ3(U) = v. Similarly, if z = cp( u) E C and C E III , there is a 
unique WEe such that CPI-I( w) E B, and we take 'YJI( w) = z. Finally, de­
fine 'YJ2 so that 'YJ2(CP2(V» = CPI-I(W). Since J.l(.) is onto, each DElI", 
deals with a unique B = J.l(D) E II2 , and the definition of 'YJi , i = 1, 2, 3 
can be made for each D and its associated B, independently of the 
others. It is apparent that 

DElI"" , 

or 

Since 'YJi for i 1, 2, 3 is onto, and is a subset of 

UE X E, 
E ElIi 
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it follows that rJi E Hi, i = 1,2,3, and thus that 

J( = SeX). 

We now assume, as an hypothesis of induction, that the theorem is 
true for a given odd s - 2 ~ 3, and that we are given permutations 'Pk , 

and partitions {nd and {nk}, satisfying the conditions of the theorem. 
No loss of generality is sustained if it is assumed that each A E n2 

is invariant under 'P2 , .•. ,'Ps-2 . This invariance can always be achieved 
by redefining the 'Pi , without loss of properties (iii) to (v). It can now 
be seen that for k = 2, ... , s - 2 the restrictions 

Ank , An
k

, with A E n2, 

satisfy all the conditions on nk , nk (respectively) used in Theorem 2. 
Hence by the hypothesis of induction, for each A E n2, the restriction of 
the complex 

H 2'P2 ..• 'Ps-2H s-l 

to A generates SeA). The argument used for the case s = 3 can now be 
used to complete the induction, 'lF2 (= 'lF

s
-

1 here) playing the role of II2 . 

X. CONSTRUCTION OF A CLASS OF HEAHHANGEABLE NETWORKS 

We consider a network v built of an odd number s ~ 3 of stages, 

satisfying the symmetry conditions 

'Pk = 'Ps-k -1} 
k = 1 "', !(s - 1), 

Sk = Ss-k+l ' 

with each stage Sk made of identical square switches. The 'Pk will be 
chosen in the following way: order the switches of each stage; to define 
'Pk for a given 1 ;£ k ;£ !( s - 1) take the first switch of Sk , say with n 
outlets and n a divisor of N, and connect these outlets one to each of 
the first n switches of Sk+l ; go on to the second switch of Sk and connect 
its n outlets one to each of the next n switches of 8k+1 ; when all the 
switches of Sk+l have one link on the inlet side, start again with the first 
switch; proceed cyclically in this way till all the outlets of Sk are as­
signed. (See Fig. 3.) 

We shall show that a network v constructed in this way is always 
rearrangeable. 

Theorem 3: Let s ~ 3 be an odd integer. Let nk ,k = 1, ... , (s + 1)/2, be 
any positive integers such that 
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nk INLETS 

Fig. 3 - Assignment of inlets and outlets of rearmngeable network. 

HsH) 

II ni = N find ni ~ 2. 
k=l 

For each k = 1, ... , (s + 1)/2, let Ilk be the partition of X = {I, ... ,Nl 
into the N Ink sets of the form 

i = 1, ... , N Ink. 

Let CPk ,k = 1, ... , (s - 1)/2, be permutations with the property that n == t 
(mod N Ink+!) if and only if 

t = 0, ... , (N Ink+!) - 1. 

Define 

CPk = CPs_k-1 for (s - 1)/2 < k ~ s - 1. 

Let Sk , If, = 1, . . . , s, be the stages made of square switches defined by 

If, = 1, ... , (s - 1)/2 
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and v be the network constructed by putting a link pattern corresponding to 
'Pk , k = 1, ... , s - 1 between stages Sk and Sk+1 • Then v is rearrangeable. 

Proof: It is readily seen that for k = 1, ... , s 
P(Sk) = the largest strictly imprimitive subgroup with sets of im­

primitivity Ilk , 

= H k , 

in the notation of Theorem 2. Thus to prove the theorem by appeal to 
Theorem 2 it is enough to exhibit suitable partitions Ilk, k = 1, ... , 
! (s - 1), and to show that these, together with 'PI, ... , 'Ps-I , satisfy 
the conditions of Theorem 2. For k = 1, ... , !( s - 1), set 

Ilk = class of all {j: (i - l)N/nl ... nk < j ;'£ iN/nl ... nk, 

i = 1, ... , nIn2 ... nk}. 

It is evident that the Ilk are successively finer partitions, i.e., that 

k = 1, ... , !(s - 3). 

Al . 1(s-1) • f h t so, smce rr consIsts 0 t e nIn2 ... n!Cs-l) se s 

{j: (lc - l)nHs+I) < j ~ knHs+l) , k = 1, ... , nln2 ... n!Cs-1)} 

it can be seen that 

Il~(s-1) = {A}(s+l) ,i : 1 ~ i < N /nHs+l)}' 

and hence that the middle stage condition (ii) in Theorem 2, 

is satisfied. 
The remainder of the proof, in which the requisite covering properties 

of the 'Pk are demonstrated, is based on some auxiliary results. 

Lemma 5: For k = 2, ... , !(s - 1), and 1 ~ i ~ N /nnnn+1 the following 
identity holds 

u Ak,t = 'P-;;l( U Ak+l,t) 
t=i-l i-l<~ ~i 

nk -

and the sets on the right are disjoint for different i. 

Proof: Since 

'Pk-\Ak+l,t) = {n:n == t (modN/nk+l), 1 ~ n ~ N} 

the union on the right in the lemma is the set of all n that are ==t (mod 
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N /nk+l) for some t with (i - l)nk < t ~ ink. Consider such an n, with 
say 

i-1<~5:i 
nk -

o ~ l < nk+l. 

Then 

with 0 < 'U ~ nk , and so 

or 

Since the representation of n in terms in land 'U is unique, the lemma 
follows. 

The practical or physical import of the lemma is this: In any stage 
k + 1, 1 ~ k ~ ! (s - 1), the ith block of nk switches is connected by 
the link pattern CPk to exactly those nk+l switches (in the kth stage) whose 
number t == (i - 1) (mod N /nnnn+l). 

Definition: For 1 ~ i ~ n, and 2 ~ k ~ m = !(s + 1) 

B;, ~ ~ {A, ,t: t == r( mod n,n2 ... n,_,) for some nvith (i - 1) 

where n2n3 ... nk-l is taken = 1 if k = 2. 

Lemma 6: For 1 ~ i ~ nl and 2 ~ k < m 

Bik = CPk-\B i ,k+l). 

< r 5:i} 
n2n3 ... nk-l -

Proof: We show that the right-hand side contains the left. Equality then 
follows from Lemma 5, since B i ,k+l will always be a union of sets of the 
form 

U Ak+l,T. 
j-l<-.!... ;£j 

nk 
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This is because t == r (mod u) if and only if t + 1 == (r + 1) (mod u), 
if 0 ~ r < u. Consider then an n EO B ik • There is a t ~ 1 congruent to an 
r (mod nln2 ... nk-l), with 

such that n EO Ak,t. The latter fact implies that 

(t - 1 )nk < n ~ tnk . 

Now CPk(n) EO Ak+1,'Y' where n is congruent to T (mod N /nk+l), so we can 
represent n in the form 

Hence 

Writing t 

we see that 

where 

n = aN + T. 

nkH 

inln2 ... nk-l + r, with 

(i - l)n2n3 ... nk-l < r ~ in2n3 ... nk-l, 

It follows that T is congruent (mod nln2 ... nk) to some integer p in the 
region 

(i - 1) n2 . . . nk < p ~ in2 . . . nk , 

and thus CPk (n) EO B i ,k+l , completing the proof of Lemma 6. 
Now if Ie = m, the defining condition that t == r (mod nl ... nm-l) for 

some r with 

(i - 1 )n2 ... nm-l < r ~ in2 ... nm-l, 

used in the definition of Bik , can be put into a slightly different form. 
In this case we must have 
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and so t can only be congruent to r by being equal to r, that is 

(i - 1 )n2 ... nm-l < t ~ in2 ... nm-l . 

Hence it can be seen that 

{Bim, i = 1, ... ,nl} = III. 

Applying Lemma 6 (m - 2) times we find that 

{Bi2, i = 1, ... ,nl} = ~2-1 ... ~m -\IIl) 

= ~l('l'l). 

Now n =: t (mod N /n2) if and only if ~l(n) E Au, t 
Also, by definition of Bi2 , 

Bi2 = . U Au. 
t~t(mod nIl 

Let ~l(n) E Bi2, ~l(n) E A2t . Then n has the form 

1, ... , N /n2. 

so n =: i (mod nl). Since! B i2 ! = ! Bim! = n2 ... nm = N /nl, it follows 
that Bl2 is the ~l image of N /nl integers each of which is congruent to i 
(mod nl). Since each such integer must be in a different Ali , it follows 
that ~l-l covers III from ~l('l'l). 

The remaining conditions in Theorem 3 can be demonstrated in es­
sentially the same way; one has merely to identify the sets in question, 
and use Lemma 5 and an analog of Lemma 6. The details will be omitted. 
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Optimal Rearrangeable Multistage 
Connecting Networks 

By v. E. BENES 

(Manuscript received March 12, 1964) 

A rearrangeable connecting network is one whose permitted states rea­
lize every assignment of inlets to outlets-that is, one in which it is possible 
to rearrange existing calls so as to put in any new call. In the effort to 
provide adequate telephone service with efficient networks it is of interest 
to be able to select rearrangeable networks (from suitable classes) having a 
minimum number of crosspoints. This problem is fully resolved for the 
class of connecting networks built of stages of identical square switches 
arranged symmetrically around a center stage: roughly, the optimal net­
work should have as many stages as possible, with switches that are as small 
as ~possible, the largest switches being in the center stage; the cost (in cross­
points per inlet) of an optimal network of N inlets and N outlets is nearly 
twice the sum of the prime divisors of N, while the number of its stages is 
2x - 1, where x is the number of prime divisors of N, in each case counted 
according to their multiplicity. By using a large number of stages, these 
designs achieve a far greater combinatorial efficiency than has been attained 
heretofore. 

I. INTRODUCTION 

A study of rearrangeable connecting networks, begun in a previous 
paper,! is here continued; the object of the present work is to solve the 
synthesis problem of choosing, from a class of networks that are built 
of stages of square switches and satisfy some reasonable conditions on 
uniformity of switch size, a rearrangeable connecting network having a 
minimum number of crosspoints. Some of the terminology, notation, 
and results of Ref. 1 are used, and familiarity with it will be assumed 
from Section IV on. 

Naturally, we do not pretend that minimizing the number of cross­
points (used to achieve a given end) is the only consideration relevant 
to the design of a connecting network. Other factors, like the number 

1641 
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of memory elements, the amount and placing of terminal equipment, 
the ease with which a network is controlled (e.g., the possibility of 
reliable end-marking), etc., may be of overriding significance, depend­
ing on the technology used. Still, it is important to know the limits of 
the region of possible designs, and these are obtained by optimizing on 
one variable without attention to others. 

The problem of designing a good rearrangeable network was (prob­
ably first) considered in a paper of C. E. Shannon2 investigating memory 
requirements in a telephone exchange. On the networks that he con­
sidered he imposed the realistic "separate memory condition" to the 
effect that in operation a separate part of the memory can be assigned 
to each call in progress. This means that completion of a new call or 
termination of an old call will not disturb the state of memory elements 
associated with any call in progress. Shannon showed that under this 
assumption a two-sided rearrangeable network, with N inlets and N 
outlets, and N a power of 2, requires at least 

2N log2 N 

memory elements (e.g., relays). He gave a design which actually real­
ized this lower bound using 

4(2N - 1)log2 N 

crosspoints (e.g., relay contacts). His design had the disadvantage of 
having very large numbers of contacts on certain relays. It is to be 
noted that Shannon was concerned with minimizing the number of 
memory elements, without regard to the number of crosspoints. 

Shannon's separate memory condition is actually met by modern 
connecting networks that are of current practical interest, viz., by the 
networks made of stages of crossbar switches, considered here. For in­
deed, an inlet relay on an n X n crossbar switch is used to close any and 
each of n crosspoints: the exact one that closes depends on what outlet 
relay is simultaneously activated. 

In this paper we consider the problem of minimizing the number of 
crosspoints in a network built of square switches, without attention to 
the number of relays. The following result (a consequence of Theorem 
8) then complements Shannon's: For N a power of 2 it is possible to 
design a rearrangeable network with N inlets and N outlets using 4N 
log2 N - 6N relays and 4N(log2 N - 2) crosspoints. The figure for 
relays is roughly twice Shannon's while that for crosspoints is much 
smaller than his, for N large. In our design, no relay controls more 
than 4 contacts. 
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II. SUMMARY AND DISCUSSION 

In Section III we discuss the notion of the combinatory pO\v:er or 
efficiency of a connecting network, and propose to define it as the 'frac­
tion r of permutations it can realize. According to this definition tpe 
four-stage No. 5 crossbar type of network with 10 X 10 switches has 
efficiency r close to zero, although it turns out that for the same numbe~ 
(~1000) of terminals there are networks that achieve r = 1 with a 
smaller number of crosspoints.1 This greater efficiency is obtained by 
using many more stages than four. 

Preliminaries are treated in Section IV. Particular attention is drawn 
to the class eN of all two-sided networks having N inlets and N outlets, 
and built of stages of identical square switches symmetrically arranged 
around a center stage. The cost c(v) of such a network v is defined as the 
total number of crosspoints, divided by N. It is proposed to select rear­
rangeable networks v from eN that have minimal cost c(v). This problem 
is attacked in Section V by defining (i) a map T from eN to a special set 
A such that c( v) is a function of T ( v) E A, and (ii) a partial ordering 
of A. It is then shown (Section VI) that (roughly) a network v is optimal 
if and only if T( v) is at the bottom of the partial ordering of A. This 
result allows one to identify (Section VII) the optimal networks in 
eN. Their general characteristics are these: Except in some easily 
enumerated cases, the optimal network should have as many stages as 
possible, and switches that are as small as possible, the largest switches 
being in the middle stage; the cost c ( v) of an optimal network v is 
very nearly twice the sum of the prime divisors of N, while the number 
of its stages is 2x - 1, where x is the number of prime divisors of N. 

Our chief conclusion is that by using many stages of small switches 
it is possible to design networks that are rearrangeable and cost less 
(in crosspoints per terminal) than networks in current use, which are 
far from being rearrangeable. The price paid for this great increase in 
combinatory power is the current difficulty of controlling networks of 
many stages. This difficulty is technological, though, and will decrease 
as improved circuits are developed. 

III. THE COMBINATORY POWER OF A NETWORK 

A principal reason why rearrangeable networks are of practical in­
terest is (of course) that they can be operated as nonblocking networks. 
If the control unit of the connecting system using the rearrangeable 
network is made complex enough, it is in principle possible to rearrange 
calls in progress, repeatedly, in such a way that no call is ever blocked. 
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At present this possibility is being exploited in only a few special-pur­
pose systems, because of the large amount of searching and data-proc­
essing it requires. 

However, there is another reason why rearrangeable networks should 
evoke current interest. Even if we do not care to exploit it, the property 
of rearrangeability in a connecting network is an indication of its com­
binatory power or reach, and so can be used as a qualitative "figure of 
merit" for comparing networks. Other things being equal, a rearrange­
able network is better than one which cannot realize all assignments of 
inlets to outlets. Rearrangeability expresses to some extent the efficiency 
with which crosspoints have been utilized in designing a connecting 
network for distribution, that is, for reaching many outlets from inlets. 

If a numerical measure is called for, one can use the fraction of real­
izable maximal assignments. For a network 11 with the same number 
N of inlets as outlets, and with inlets disjoint from outlets, this is just 

number of permutations realizable by 11 

r = N! 

= combinatorial power of 11. 

It is apparent that 0 ~ r ~ 1, and that for a rearrangeable network 
r = 1. Also, r may be viewed as the chance that a permutation chosen 
at random will be realizable. 

We shall calculate a bound on the combinatorial power r of the kind 
of connecting network most commonly found in modern telephone 
central offices. This is the network illustrated in Fig. 1. We choose the 
switch size n = 10 as a representative value; the network then has 
N = 1000 inlets, as many outlets, and 4 X 104 crosspoints. Clearly, 
the network can realize at most all the permutations that take exactly 
n terminals from each frame on the inlet side into each frame on the 
outlet side. Now a frame has n2 inlets (outlets), and there are 

n2 ! 
(n!)n 

ways of partitioning n2 things into n groups of n each. Since there are 
2n frames, there are 

ways of choosing n groups of n each on each frame, and assigning inlet 
groups to outlet groups (one-to-one and onto) in such a way that for 
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TRUNKS 

every inlet frame and every outlet frame exactly one group on the in­
let frame is assigned to a group on the outlet frame. There are n2 groups 
on a side (inlet or outlet), and within each group (at most) n! permu­
tations can be made, i.e., each inlet group can be mapped, terminal by 
terminal, in at most n! ways onto its assigned outlet group. Hence at 
most 

(
(n

2
!) )2n ( ,)n2 

(n!)n n. 

permutations can be realized. There are N = n3 terminals on a side, 
and a total of n3

! possible permutations in all. Thus 

(n2!)2n 
r <--­= ,n2 3, . n. n. 

For n = 10, with 

20 log (100!) = 3159.4000 

100 log (10!) = 655.976 

! log 271" = 0.39959 

log (x!) rv ! log 21l' + (x + !) log:r - X loglo (' 
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we find roughly 

r ~ 10-64
• 

Thus only a vanishingly small fraction of all possible permutations 
can actually be achieved by the No.5 crossbar network (illustrated in 
Fig. 1) for n = 10, a reasonable switch size. 

In the example calculated, the network has a "cost" of 40 crosspoints 
per terminal on a side. Much of the force of the example would be lost 
if it were in fact impossible to achieve high values of r (i.e., near 1) 
without incurring a great increase in the cost in crosspoints per termi­
nal. This, however, is not the case. It follows from our Theorem 8 that 
a rearrangeable network (r = 1) can be designed for N = 1024 terminals 
on a side using only 

4(lOg2 N - 2) = 32 

crosspoints per terminal. Thus it is actually possible to achieve r = 1 
for more than 1000 lines with fewer than 40 crosspoints per line. The 
network that does this turns out to have 17 stages instead of 4, an 
illustration of the way that allowing many stages can lead to vastly 
more combinatorially efficient network designs. The middle stage of 
this network consists of a column of 256 4 X 4 switches, and each of 
the other 16 stages, arranged symmetrically, consists of a column of 
512 2 X 2 switches. For lc = 1, ... , 8, the kth stage is connected to 
the (k + 1) th as follows: the first outlet of the first switch of stage k 
goes to the first switch of stage (k + 1), the second outlet of the first 
switch of stage lc goes to the second switch of stage (lc + 1), the first 
outlet of the second switch of stage k goes to the third switch of stage 
(lc + 1), etc., as in Fig. 2 with 1 ~ k ~ 7; when each switch of stage 
(k + 1) has 1 link on it the process starts over again with the first 
switch, and continues cyclically until all the links from stage k are 
assigned. The connections between stages lc and k + 1 for lc = 9, ... , 17 
are the inverses of those for k = 1, ... , 8, so that the network is sym­
metric about the middle stage.1 

IV. PRELIMINARIES 

The symbol eN, N ~ 2, is used to denote the class of all connecting 
networks v with the following properties:* 

(1) v is two-sided, with N terminals on each side 
(2) v is built of an odd number s of stages Sk , k 1, s, of 

* Familiarity with Ref. 1 is assumed h~nceforth. 
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STAGE k STAGE k+1 

Fig. 2 - Link assignment. 

square switches, i.e., there are permutations 'Pl , ..• ,'Ps-l such that 

(3) v is symmetric in the sense that 

for k = 1, ... , !(s - 1) 

(4) With the notation 

s = s( v) = number of stages of v 

nk = nk( v) = switch size in the kth stage of v, 

v has N Ink identical switches in stage k, i.e., each stage Sk is of 
the form 

U A X A 
Ad! 

for some partition II with I A I = I B I for all A ,B € II. 
The defining conditions of eN imply that 

for k = 1, ... , (s - 1)/2 

and that 
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It is assumed throughout that nk( v) ~ 2 for all v and all k = 1, ... , 
s( v). 

The cost per terminal (on a side) c( v) of a network v E C N is defined 
to be the total number of crosspoints of v divided by the number N 
of terminals on a side. Since there are N Ink nk X nk switches in stage k, 
the total number of crosspoints is (using the symmetry condition) 

and so 

8 8 

L (N Ink) ·nk
2 = NL nk 

k=I k=I 

tes-I) 

c(v) = n!<8+I) + 2 L nk. 
k=I 

A network v is called optimal if 

c(v) = min {c(J.L): J.L E CN}. 

It is clear that the cost per terminal of a network VEe N depends 
only on the switch sizes, and not at all on the permutations that define 
the link patterns between stages. 

Also, it is apparent from Theorem 3 of Ref. 1 that given any network 
VI E eN there is another network V2 E eN that is rearrangeable and differs 
from VI only in the fixed permutations that are used to connect the stages; 
in particular, VI and V2 have the same number of crosspoints. Thus the 
problem of selecting an optimal rearrangeable network from eN is equiv­
alent to that of choosing an optimal network from eN, rearrangeable 
or not. A network in eN can be made rearrangeable by changing its 
link patterns at no increase in cost. 

We make 

Definition 1: m = m(v) = [s(v) + 1]/2 = numerical index of 
the middle stage 

n = n ( v) = nm(~) = size of middle stage switches 

Definition 2: 0 ( v) {nI' ... ,nm-I} = the set of switch sizes (with 
repetitions) in outer (i.e., nonmiddle) stages 

Definition 3: weN) {O( v): v E eN}. 
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Remark 1: c(v) = n(v) + 2 L: x. 
XEO(V) 

Theorem 1: Let (A,n) be a point (element) of 

weN) X X 

with 

n II y = N. 
YEA 

Then there exists a nonempty set Y C C N such that 

T(v) = (A,n), V € Y. 

1649 

The v'S in Y differ only in the permutations between the stages and in 
the placing of the outer stages, and at least one of them is rearrangeable. 
This result follows from the definition of C N and from Theorem 2 of 
Ref. 1. 

V. CONSTRUCTION OF THE BASIC PARTIAL ORDERING 

The solution to the problem of synthesizing an optimal rearrangeable 
network from C N will be accomplished as follows: we shall define a 
mapping T of C N into weN) X X, with X = {I, ... , N}, and a partial 
ordering ~ of T ( C N ); the map T will have the property that c ( v) is a 
function of T( v); then we shall prove that (roughly speaking) a net­
work v is optimal if and only if T( v) is at the "bottom" of the partial 
ordering, i.e., that c( v) is almost an isotone function of T( v). 

To define a partial ordering of a finite set, it is enough to specify 
consistently which elements cover which others. Let Z,ZO,ZI, ... be 
sets of positive integers ~ N possibly containing repetitions. 

Definition 4: Zl covers Z2 if and only if there are positive integers j 
and k such that k occurs in Zl , j divides k, and Z2 is obtained from Zl 
by replacing an occurrence of k with one occurrence each of j and k/j. 

Definition 5: Zo ~ Z if and only if there is an integer n and sets Zl , 
Z2 , ... ,Zn such that Zi+I covers Zi , i = 0, 1, ... ,n - 1 and Zn = Z. 

Definition 6: T: v ~ O(v), n(v). 
A partial ordering ~ of T ( C N) is defined by the following definition of 
covering: 

Definition 7: Let J..t, v be elements of C(N). 
T (J..t) covers T ( v) if and only if either 
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(i) n(l') < n(J.t), n(l') divides n(J.t), and O(l') results from 0(J.t) 
by adding an occurrence of n(J.t)/n(l'), or 

(ii) n(l') = n(J.t) and 0(J.t) covers O(l'). 

VI. COST IS NEARLY ISOTONE ON T (eN) 

Theorem 2: If T(l') ~ T(J.t), and n(J.t) > 6, then 

e(l') ~ e(J.t). 

Proof: It is enough to prove the result for J.t and v such that T(J1.) covers 
T(l'). 

Case (i): n(l') < n(J.t), n(l') divides n(J.t), n(l') ~ 2, and O(l') results 
from O(J.t) by adding an occurrence of n(J.t)/n(l'). Then 

e(l') = n(l') + 2 L X 
XfO(V) 

2n(J.t) ~ 
= n(l') + -( -) + 2 L..,. x 

n v XfO(P.) 

2n(J.t) 
= e(J.t) + n (v) - n(J.t) + n(l') 

= C(Il) + n(v) [1 - :i~U + 2~'(~) . 
Thuse(l') ~ e(J.t) if and only if 

n(l') (1 _ n(J.t)) + 2n(J.t) ~ 0 
n(l') n(l') 

that is, if 

~~x 
y - 1 -

where x = n(l') and y = n(J.t)/n(l'). Nown(J.t) > 6 implies that either 

or 

or 

(1:) n(l') = 2 and n(J.t) ~ 4 
n(l') 

(ii) n(l') = 3 and n(J.t) ~ 3 
n(l') 

(iii) n(l') ~ 3. 
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The condition 2y/(y - 1) ~ x is fulfilled in all three cases, and so 
c(v) ~ c(J.t). 

Case (ii): n(J.t) = n(v) and O(J.t) covers O(v). There exist integers 
j,k such that j divides k, j ~ 2 in O(J.t), and O(v) results from O(J.t) 
by replacing one occurrence of k with one each of j and klj. Then 

c(v) = n(v) + 2 L X 
x.O(v) 

= n(J.t) - 2k + 2j + (2k/j) + 2" L X 
x.O(j),) 

= c(J.t) - 2k + 2j + (2k/j). 

Since j divides k and j ~ 2, k ~ 2j and k ~ 2k/j, so 

1 (. k) . k 
I); ~ 2 max J, J > J + J 

and c(v) < c(J.L). 

Theorem 3: If VEe Nand 0 ( v) does not consist entirely of prime numbers 
(possibly repeated), then there exists a network J.t in eN of s ( v) + 2 stages 
with c(J.t) < c( v), and v cannot be optimal in eN . 

Proof: There is a value of k in the range 1 ~ k ~ n( v) - 1 for which 
nk is not a prime, say nk = abo Define stages Sj(J.t), j = 1, ... ,s(v) + 2 
as follows: 

j = k + 1, ... , n( v); 

let ITa , IIb be partitions of X = {l, ... , N} with 

Set 

I ITa I = N / a and A E ITa => I A I = a 

I lIb I = N /b and B E lIb => I B I = b. 

Sj(J.t) = Sj( v) j = 1, ... ,k - 1 

Sj(J.t) = Ss(v)-i+l(J.t) all j = 1, ... , s ( v) + 2 

By Theorem 2 of Ref. 1 permutations CPI, ••• , CPs(v)-l can be found so that 
the network 
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is in C N and is rearrangeable. It is apparent that nm(/J) = nm(v) and that 
O(v) covers O(J.L). Hence the argument for case (ii) of Theorem 2 shows 
that J.L has strictly lower cost than v. 

Corollary 1: If N > 6 and is not prime, then a network v consisting of one 
square switch is not optimal. 

VII. PRINCIPAL RESULTS 

Definition 8: An element ']' ( v) of T ( C N) is ultimate if there are no 
J.L € C N such that T( v) covers T(J.L). 

Remark 2: T( v) is ultimate if and only if n( v) is prime and O( v) con­
sists entirely of prime numbers. 

Definition 9: An element T(v) of T(CN ) is penultimate if it covers an 
ultimate element. 

Definition 10: Pn , n = 1, 2, ... , is the nth prime. 

Definition 11: 7r(n) is the prime decomposition of n, that is, the set 
of numbers (with repetitions) such that 

n = pt1P2 a2 ••• ptl 

if and only if 7r( n) contains exactly (Xi occurrences of Pi , i 
l, and nothing else. 

Definition 12: p is the largest prime factor of N. 

1 '" , , 

Lemma 1: If p = 3 and N > 6 is even, then the following conditions are 
equivalent: 

( i) v is optimal 
(ii) T( v) is penultimate and n( v) = 6 or 4 

(iii) T(v) = (7r(N/)6,)6 or (7r(N/4),4). 

Proof: By Theorems 2, 3 only v with n( v) ~ 6 and O( v) consisting 
entirely of primes can be optimal. Writing N = 2X3Y with x ~ 1 and 
y ~ 1, it is seen that such v must have a cost c( v) having one of the 
forms 

2 + 2[2(x - 1) + 3y] = 4x + 6y - 2, 

3 + 2[2x + 3(y - 1)] = 4x + 6y - 3, 

4 + 2[2(x - 2) + 3y] = 4x + 6y - 4 

(only occurs if x > 1), 

6 + 2[2(x - 1) + 3(y - 1)] = 4x + 6y - 4. 
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The least of these is either of the last two, which correspond to n( v) = 
6 if x = 1 or to n( v) = 6 or 4 if x > 1. It is apparent that (ii) is equiv­
alent to (iii). 

Lemma 2: If p = 2, and N > 4, then the following conditions are equiva­
lent: 

( i) v is optimal 
(ii) T( v) is penultimate and n( v) = 4 

(iii) T ( v) = (7r (N / 4), 4). 

Proof: With N = 2x it can be seen as in Lemma 1 that only those v 
can be optimal whose cost c( v) has one of the forms 

2 + 2[2(x - 1)], 

4 + 2[2(x - 2)]. 

The second of these is the better, and corresponds to n( v) = 4. 

Theorem 4: Let J.L be a network such that a prime number r > n(J.L) occurs 
in 0 (J.L ). Let 111 result from 0 (J.L) by replacing one occurrence of r by n (J.L ) . 
Then for any network v with 

T(v) = (];I,r) 

it is true that 

c(v) <c(J.L) 

i.e., v is strictly better than J.L. Among such v, that is best for which r is 
largest. 

Proof: Existence of a rearrangeable v satisfying T( v) = (];I,r) is guar­
anteed by Theorem 1. For the rest of the proof, we observe that r > n(J.L) 
and 

C(J.L) = n(J.L) + 2 L X 
xeO(I') 

= n(J.L) + 2r - 2n(J.L) + 2 LX 
XEM 

= r - n(J.L) + c(v). 

Theorem 5: If n(J.L) ~ 6, n(J.L) = 2X3Y5Z
, some prime number r > 3 oc­

curs in O(J.L), and if M results from O(J.L) by replacing one occurrence of 
r by x occurrences of 2, y occurrences of 3, and z occurrences of 5 then for 
any network v € eN with 

T(v) = (M,r) 
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it is true that 

c(l') ~ C(J..L) 

i.e., v is at least as good as J..L. Among such v, that is best for which r is 
largest. 

Proof: Existence of a rearrangeable v E eN satisfying rp(v) = (M,r) is 
given by Theorem 1. For the rest of the proof, we observe that r ~ 5 
and 

C(J..L) = n(J..L) + 2 L U 
UEO(I') 

= n(J..L) + 2r - 4x - Gy - 10z + 2 L u 
U EM 

= r + n (J..L) - 4x - Gy - 10z + c ( v) . 

Since x, y, and z can only assume the values 0 and 1, with z = 1 
if and only if x = y = 0, we have c(J..L) ~ c( 1'), the best I' corresponding 
to the largest r. 

Definition 13: Q = {(A,r): r a prime and A = 7r(N Ir)}. 

Definition 14: L = T-1(Q). 

Remark 2: Q consists of all the absolute minima in the partial ordering ~ 
of T ( eN), i.e., VEL implies that there are no J..L E eN for which 

Theorem 6: If p > 3, then all optimal networks belong to L. 

Proof: Let J..L E eN - L be given. We show that there exists a VEL that 
is at least as good. 

Case 1: There is a sequence J..L = J..Ll, J..L2, ... , J..Ln, v with J..Ln ~ v, vEL, 
n(J..Ln) > 6, 

T(J..Ll) ~ T(J..L2) ~ ... ~ T(J..Ln) 

and such that T (J..Ln) covers T ( v). Then the numbers n (J..L j), j = 1, 
... ,n are all > 6, and the result follows from Theorem 2. 

Case 2: All sequences J..L = J..Ll , J..L2 , ... , J..Ln , v with J..Ln ~ v, vEL, T(J..Ll) ~ 
T(J..L2) ~ ... ~ T(J..Ln), and such that T(J..Ln) covers T( v), are such that 
n(J..Ln) ~ 6. Consider such a sequence. Let i be the smallest index j 
for which n(J..Lj) ~ 6, j = 1, ... ,n. Then Theorem 2 gives c(J..L) ~ C(J..Li). 
Since n(J..Li) ~ 6 and T(J..Ln) covers T( 1'), it follows that O(J..Li) contains 
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an occurrence of p > 3. Hence by Theorem 5 there exists a network 
11 E CN with n(TJ) = p and 

c(TJ) ~ C(J.Li) ~ c(J.L). 

Let ~ E L be such that n(~) = p and T( TJ) covers T(~). Then c(~) ~ 
c( TJ) by case (ii) of Theorem 2. Hence 

c(~) ~ r:(J.L) 

~ EL. 

Theorem 7: If N ~ 6 and p is optimal, then p is a square switch and c ( p) = 
N. 

Proof: For prime N with 2 ~ N < 6 the result is obvious. If N = 6 
and p E C6 then exactly one of the following alternatives obtains: 

T ( p) ( 0, 6) and c ( p) = 6 

T ( p) ({ 31, 2) and c ( p) = 8 

T(p) ({2}, 3) and c(p) = 7. 

The first alternative is optimal, and there is exactly one p E C6 such 
that T(p) = (0,6), viz., the 6 X 6 square switch. Similarly, if N = 4 
and p E C4 , then T(p) = (0,4) or ({2}, 2); the former has cost 4, the 
latter 6. 

Definition 15: For n ~ 2, D (n) is the sum of the prime divisors of n 
counted according to their lllultiplicity; thus if 

then 
k 

D(n) = L Pp·i = L X. 
i-I xEr(n) 

Definition 16: c(N) = min {c( p): v E C N}. 

Theorem 8: 

{

N if N ::; 6 or N is prime 
c(N) = p + 2D(N/p) if N > 6 and either p > 3 or N is odd 

2D(N /2) if N > 6 in all other cases (i.e., p = 2, or 
p = 3 and N is even). 

Proof: Putting together Lemmas 1, 2 and Theorems 1, 2, 3, 4, 6, and 7 
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we obtain the following values for the minimal cost in crosspoints per 
terminal on a side for networks in eN : 

[

N if N ~ 6 or N is prime 

p+2 L 
XE1r(N/p) 

6+2 L x=2 L x 
XE7r(N/6) XE7r(N/2) 

ifp > 3, N > 6 

if p = 3, N > 6, N even 

c(N) 3 + 2 L x = 3 + 6(lOg3 N - 1) 
XE7r(N/3) 

4 + 2 L x = 4(lOg2 N - 2) 
XE7r(N/4) 

simplification gives Theorem 8. 
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Attitude Determination and Prediction 
of Spin-Stabilized Satellites 

By L. C. THOMAS and J. O. CAPPELLARI 

(Manuscript received February 17, 1964) 

Techniques for both attitude determination and prediction for spin­
stabilized satellites are developed. Their use is demonstrated using Telstar 
I and I I satellite data. It is shown that an inclined dipole model of the 
earth's magnetic field and the method of averaging the gravitational and 
magnetic torques over each anomalistic period of the satellite permits attitude 
predictions to within a few tenths of a degree of determined values in most 
instances. In those few cases where departures are above one degree, explana­
tions are presented to show the reason for such discrepancies. 

The usefulness of combining optical flash and solar sensor data for 
attitude determination and their inherent accuracy are demonstrated. Opti­
cal flash data can provide loci with a resolution of 0.1°. Solar sensor loci 
are resolved to within 1°. 

All techniques described have been consolidated into working computer 
programs which follow closely the mathematical analysis presented. A num­
ber of important supporting calculations such as the solar position, sidereal 
time, orbit updating, etc. are also developed. Because of the complexities of 
the mean torque and gyroscopic equations, the precessional techniques 
presented are most useful in computer embodiments. 
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I. INTRODUCTION 

To maintain a defined attitude in space, the Telstar I and II satellites 
were spin stabilized. By this method of passive attitude control, a 
satellite is rotated about an axis of symmetry and consequently exhibits 
the characteristics of a gyroscope. In the absence of disturbing torques, 
the satellite's spin axis maintains its spatial orientation fixed with 
respect to an inertial reference frame throughout its orbit. For the 
Telstar I and II satellites, this is desirable' because of certain required 
attitude constraints. First of all, the satellite communication antenna 
is not omnidirectional. 1\10re energy is radiated along the equator of 
the satellite than along its spin poles, as shown by the antenna pattern 
of Fig. 1. This fact dictates an attitude for which tho line of sight from 

Fig. 1 - Antenna pattern at 4170 me. 
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a ground station to the satellite avoids its poles. The second attitude 
constraint involves temperature considerations. A good degree of tem­
perature control is obtained by orienting the spin axis so that it is 
nearly perpendicular to the satellite-sun line. In this manner, tempera­
ture balance is maintained by the satellite's spin as indicated in Fig. 2. 
Here, 'P is the solar offset angle, defined as the angular departure of the 
spin axis from perpendicularity with the satellite-sun line. Solar offsets 
of about 15° result in temperature deviations of about 150° (see Fig. 2) 
and are tolerable. 
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An ideal orientation from a communications standpoint would be to 
have the spin axis nearly parallel to the earth's surface as it passes over 
any ground station. A spin axis perpendicular to the orbital plane would 
accomplish this, but would produce a maximum axis tilt toward the sun 
equal to the sum of the orbital inclination and the earth's 23! ° tilt with 
respect to the plane of the ecliptic (see Fig. 3) . Under these conditions 
the spin axis of the first Telstar satellite would have a maximum solar 
tilt of 68°. This exceeds the 15° tilt limit dictated by temperature 

N 

NORMAL TO 
ECLIPTIC PLANE 

_ SPIN AXIS 
-- ORIEN~ATION 
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ORBIT PLANE 

A 
\PLANE OF 

ECLIPTIC 

Fig. 3 - Geometry of spin axis perpendicular to orbit plane. 

balance. On the other hand, if the spin axis is made perpendicular to the 
ecliptic plane (which automatically insures its perpendicularity to the 
sun), the axis tilt with respect to the line of sight from any ground 
station over which it may be passing will range from 90° to 90° minus 
the sum of the orbit inclination and ecliptic obliquity or 22° (see Fig. 
4). * From a communications standpoint this is tolerable, since nulls 
in the antenna pattern are maj or only within about 15 ° of the spin 

* With this orientation, stations south of the satellite's instantaneous earth 
latitude would experience angles less than 22°, such as station B of Fig. 4. The 
major ground stations for Telstar I and II, however, are all at latitudes above 
43°. Since the inclinations of the Telstar I and II satellites are 45° and 42.7° re­
spectively, these stations are almost always north of the satellite. 
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poles (see Fig. 1). Rising and setting satellites may experience a greater 
tilt to the ground station line of sight, but this is unavoidable. 

Because of these considerations, the Telstar I and II satellites were 
launched with their spin axes as nearly perpendicular to the ecliptic as 
the powered flight trajectory of the Thor-Delta launch vehicle would 
permit and still meet certain orbital requirements, such as inclination, 
apogee height, and perigee height. l The predicted attitudes of these 
satellites at orbit injection are calculated from telemetry data from the 
first and second rocket stages. Table I lists these attitudes as the right 
ascension and declination direction of the north pole of the satellite. 

T ABLE I-ATTITUDE OF THE TELSTAR I AND II SATELLITES 

AT INJECTION, DETERMINED FROM POWERED FLIGHT DATA 

Initial Attitude 
Satellite 

Right Ascension Declination 

Telstar I 83.73° -66.80° 
Telstar II 82.23° -57.31° 
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The north pole is defined here as the direction of advance of a right­
handed screw turning in the direction of the satellite's spin. It also 
happens to be the spin pole which carries a helical telemetry antenna. 

The initial attitudes of the Telstar I and II satellites are changed 
by gyroscopic precession. This motion of spin-stabilized satellites is 
chiefly produced by both magnetic and gravitational torques. The 
former is a result of interaction between residual and eddy-current­
produced magnetic fields of the satellite and the earth's magnetic field. 
The latter is produced by differential gravitational forces acting across 
the body of the satellite. In the present cases, the magnetic torques are 
several orders of magnitude in excess of the gravitational torques. 

It is necessary to predict precession to allow proper scheduling and 
planning for satellite use, to resolve certain attitude determination 
ambiguities, and to sensibly plan alteration of satellite attitude in a 
prescribed manner when needed. (See Section V for a description of this 
technique.) It is the purpose of this paper to outline the methods of 
attitude determination and correction, to develop the precessional 
theory, and to show the application of these to the Telstar I and II 
satellites. 

II. A'f'frfUDE DETERMINATION - GENERAL REMARKS 

The attitude of the Telstar I satellite has been determined through 
the analysis of two sets of data: the time of optical flashes of sunlight 
from three mirrors attached to the surface of Telstar and the current 
produced by six on-board solar sensors located on the ends of three 
orthogonal axes. 

The first of these sets of data in combination with the spatial position 
of the satellite, sun, and observer's position determines a locus of possible 
spin axis positions which would result in the observed flash. This locus 
describes a cone in space whose axis is the mirror normal. The six solar 
sensors are designed to determine the direction of the satellite-sun line 
with respect to a satellite frame of reference and thus to the spin axis. 
Knowing this angle, again there is defined a conical array of possible 
spatial spin axis directions. The intersection of the optical cone with 
this solar sensor cone should, therefore, determine two possible attitudes. 
A priori knowledge of the approximate attitude as provided by launch 
data and/or a succession of measurements and predictions over an 
interval of several days permits the determination of a unique spin 
axis direction in space. 

In practice, the solar sensors present a few difficulties. First of all, 
the deduction of the sun's position from solar cell current entails inferring 
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a solar angle between each cell's normal and the sun's direction. Such a 
direction from each of three cells uniquely establishes this solar aspect. * 
Thus calibration curves relating electrical output to light intensity must 
be employed for each cell along with temperature corrections. While 
D. W. Hil12 has prepared a computer program to take the drudgery out 
of this work, it remains difficult to calculate the solar angle for a cell if 
it is illuminated in a direction far from its normal. IVloreover, the solar 
sensor data, which are reported every minute by telemetry, were found 
to be not always mutually consistent. Often, the solar direction calcu­
lated over 30 minutes from a succession of telemetry frames had a spread 
ranging from 1 ° to over 8°. A correlation between these deviations and 
the spatial position of the satellite exists which suggests a biasing of 
solar cell data, on occasion, by the earth's reflectivity. 

To show the geometry of this situation, consider the satellite position 
shown in Fig. 5. Here one half of the satellite to the right of line AB is 
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Fig. 5 - Satellite shadow geometry. 

illuminated by the sun. At least one half, to the upper left of line CD, 
is illuminated by the earth in reflecting about 38 per centt of the sun's 
total incident light. Thus a solar cell in region BOD would record only 
direct sunlight, one in region AOC would record only earthshine, and 

* The solar aspect is the angle between the satellite's spin axis and the satel­
lite-sun line. 

t This is not the albedo but the earth's mean reflectivity or ratio of mean earth 
brightness measured at a spot along the earth-sun line relative to the brightness 
of a perfectly diffusing disk of the same size and at the same distance that the 
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one in region AOD would record both. There would be no light from 
either the sun or the earth in region COB. By the difference in solar 
illumination and earthshine, data from cells in regions BOD and AOC 
are easily separated and the latter disregarded. However, those cells 
in region AOD measure both sunlight and earthshine in an inseparable 
manner and therefore report erroneously the sun's position. If AOD is a 
large angle, the spin of the satellite will carry solar sensors into that 
region frequently and result in sizable variations in successive solar 
aspect determinations. Since AOD equals SET, as the subsatellite 
position (T) departs from the subsolar point (S), the solar cell data 
must be carefully interpreted to avoid false conclusions. Under these 
conditions, it would be wrong, for example, to simply calculate the mean 
of all solar aspect determinations over a succession of telemetry frames. 
This procedure, in general, would not yield a good estimate of the true 
aspect. A better technique would be to calculate the mean for only 
those solar aspect determinations in which all three cells entering into 
the determination exhibited current readings above those which could 
possibly be produced by either the earth's reflectivity or low angles of 
solar illumination. Operating in this fashion, the true solar aspect can 
be determined to within about 1°. 

Since the maximum attitude resolution obtainable using optical 
, flashes from the Telstar satellites is about 0.1°, it was decided to rely 

on these for attitude determinations insofar as possible. Two groups 
of flashes close together in time are needed for an attitude fix, however, 
and in cases where only a single one existed, the attitude was determined 
by a combination of mirror flashes and the solar sensor data previously 
described. 

The optical reflections are characterized by a series of intermittent 
flashes provided by the spin of the Telstar satellites. The time midpoint 
of these flash series is determined by photoelectric equipment3 at Bell 
Telephone Laboratories in Holmdel, N. J. The time of each flash series 
determines a conical locus of possible spin axis positions about the 
flashing mirror's normal. The tip of the spin axis vector, therefore, 
lies on a circle on the celestial sphere. One of the intersections of two 
such circles defines the attitude, provided the two corresponding flash 
series occur close enough together in time so that no appreciable preces­
sion occurs during the separation interval. Since the mirrors employed 
have their normals far removed from the spin axis (68° and 95°), it is 

earth is from the given spot. Quite naturally a phase law applies which reduces 
the light reflected to points off the earth-sun line. Off-line brightness varies 
crudely as the ratio of observable illuminated area of the earth as seen from the 
point in question to the total observable illuminated area seen from a point on 
the earth -sun line. 



ATTITUDE DETERMINATION AND PREDICTION 1665 

always possible to select the valid locus intersection from past per­
formance and attitude predictions. 

III. ATTITUDE DETERMINATION - COMPUTATIONAL TECHNIQUE 

A computational technique has been developed for the calculation 
of spin loci. It consists of four basic parts, which are: 

(i) the determination of the right ascension and declination of the 
normal of the flashing mirror; 

(ii) the determination of the right ascension and declination of the 
sun in the case of solar cell data; 

(iii) the construction of a circular locus on the celestial sphere cen­
tered on the right ascension and declination of the mirror normal and 
having a radius of 68° or 95°, depending upon the mirror involved (in 
the case of solar aspect data from the sensors, the locus is centered on the 
right ascension and declination of the sun and has a radius equal to the 
measured solar aspect angle) ; 

(iv) the plotting, by computer microfilm techniques, of these circles 
and others determined from additional flash series and solar aspect data 
to ascertain intersections and corresponding satellite attitudes. 

3.1 The Right Ascension and Declination of the Mirror Normal 

Consider the generalized mirror orientation shown in Fig. 6. Here, a 
ray from the sun strikes the mirror and is reflected toward a particular 
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Fig. 6 - Geometry of mirror normal. 
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ground station. For this to be possible, the mirror normal must bisect 
the angle 2a and lie in the plane determined by the mirror-sun line and 
the mirror-ground station line. 

Sketched around the mirror in Fig. 6 is the celestial sphere. On this 
sphere the solar direction, as seen from the mirror, is indicated by its 
right ascension, as, and its declination, os. In like fashion, the direc­
tion of the satellite mirror as seen from the ground station is specified 
as a,o and the direction of the mirror normal is anOn. 

To determine an and On , we begin by solving for arc gs and A in the 
spherical triangle 1, 2, 3: 

cos gs = sin 0 sin Os + cos 0 cos Os cos (as - a) (1) 

A 
sin Os - sin 0 cos gs 

cos = . 
cos 0 sm gs 

(2) 

where angles gs and A may have values from 0° to 180°. 
By triangle 1, 2, 4, one obtains the declination of the normal as 

On = sin -1 [sin 0 cos gs + cos 0 sin gs cos A] (3) 

where On may have values between ±90°. 
Using the same triangle we may write 

C - . -1 [sin (gs + a) sin on] 
- sm . A sm 

(4) 

where 

A = 180 - gs 
2 . (5) 

C may have values between 0° and 180°. Since an may either exceed a 
by C or be less by the same amount owing to the two possible orienta­
tions of triangle 1, 2, 4, we have 

an = a + SIGNF (C,as - a) (6) 

where SIGNF, a common computer symbol, indicates that the algebraic 
sign to be affixed to C shall be determined by the quantity as - a. 

Right ascension is measured eastward from the vernal equinox as a 
o reference through 360°, and if as and a should lie on opposite sides in 
this reference (C remaining less than 180°), (6) becomes 

an = a + SIGNF (C,a - as). (7) 

Thus (6) is employed if I as - a I - 180° is negative and (7) if other­
wise. 
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3.2 The Right Ascension and Declination of the Sun 

The apparent right ascension and declination of the sun at any 
specified time is computed from the mean orbital elements of the sun.4 

These may be expressed beginning with the true solar mean anomaly in 
degrees as 

J.v!s = 358.47583 + 0.9856002670d' - 0.000150T2 
- 0.000003T

3 

where 

T = the time in Julian centuries of 36525 ephemeris days from 
January 0.5, 1900, ephemeris time5 

d' = ephemeris days from same epoch. 

'rVe may express the above equation in a more useful form for the present 
calculations by changing the epoch to January 1.0, 1960 and writing 
an equivalent expression as 

J.V!s == 357.41283 + 0.985600267d 

where 

d ephemeris days since the 1960 epoch 
mean solar days since 1960 epoch + 1 second for the years 
1963, 1964, 1965. 

One obtains the apparent mean solar anomaly, used in the present calcu­
lations to determine the apparent position of the sun, by antedating for 
the solar light transit time. For this reason d is increased by 0.005375 
day, which is the light transit time at mean solar distance. Since the 
earth is about 3 X 10 6 miles closer to the sun in winter as compared to 
summer, this can produce an error in apparent solar position of about 2 
seconds of arc. 

The eccentricity of the earth's orbit is 

e 0.01675104 - 0.00004180T - 1.26 X 10-7T 2 

0.01700254 on January 1.0, 1960. 

Also, the degrees of mean celestial longitude of the perigee of the sun's 
mean orbit about the earth as a reference is 

L 279.69668 + 0.9856473354d' + 0.000303T2 

282.25247 + 0.470684 X 10-4d. 

Finally, the mean obliquity of the ecliptic in degrees is 

E = 23.452294 - 0.0130125T - 1.64 X 10-6T 2 + 5.03 X 10-7T 3
• 
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The apparent mean anomaly and eccentricity along with Kepler's 
equation permit the calculations of the apparent true anomaly of the 
sun by standard techniques. 6 This along with the apparent mean longi­
tude of solar perigee and mean obliquity of the ecliptic allows a direct 
determination of the apparent right ascension and declination of the 
sun at any date by the simple geometry shown in Fig. 7. 

The apparent right ascension and declination of the sun computed 
from its mean elements in this manner can depart from the tabular 
values (which include nutation) of The American Ephemeris and N auti­
cal Almanac for the years 1962, 1963, and 1964 by about 5 seconds of 
arc as a maximum. This is well within the approximate 1 ° error of the 
measuring techniques for solar aspect as well as the 0.1 ° for the mirror 
technique. 

3.3 Construction of the Locus Circle 

As previously stated, the direction of the spin axis may be specified 
as a circle on the celestial sphere, centered on the right ascension and 
declination of the mirror normal. This locus may be generated by using 
the spherical triangle shown in Fig. 8. Here the dotted curve indicates 
the attitude locus of all possible positions of the spin axis. Let alol be 
any point on this circle making a fixed arc F with an , On . In the case 
of either the Telstar I or II satellite, F will equal 68° or 95°, the angles 
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Fig. 7 - Geometry of the sun's position. 
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NCP 
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Fig. 8 - The attitude locus. 

the mirror normals make with the spin axis. From Fig. 8, 

Oz = sin -1 [sin On cos F + cos On sin F cos A] 

where 

(8) 

A a running variable which takes on values from 0 to 360° to 
generate the locus 

Oz declination of a locus point which ranges from -90° to +90°, 
in general. 

Also 

sin B = 
sin F sin A 

(9) 
cos Ol 

cos B = 
(cos F - sin On) sin Ol 

(9a) 
cos On cos Oz 

B= tan 
-1 sin B 

(10) 
cos B 

and 

al = an + B. (lOa) 

In general, B may range from 0° to 360°. All quadrant ambiguities 
presented by (10) are resolved by noting the algebraic signs of (9) and 
(9a). 

If there is a time uncertainty in measuring the midpoint of a flash 
series, this will result in more than one possible mirror normal, anOn, 
and hence a number of attitude loci, since the satellite and sun will 
occupy successive positions along their paths within the time error. 
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If during a single sky trajectory a ground station records two separate 
flash series (or a single series plus solar aspect data), each will generate 
a circular locus. The intersections of these loci determine attitude with 
an ambiguity of two. That is, there are two intersections and therefore 
two possible satellite attitudes which satisfy the two flash series. A 
priori knowledge of the attitude from previous measurements or initially 
from launch parameters together with some knowledge of the expected 
precession will permit selecting the proper intersection. Knowledge of 
expected precession is also needed to determine whether or not the flash 
series are close enough together in time to neglect incremental precession 
during the time between the series. Such precession can alter the position 
of the loci intersections. 

Fig. 9 shows an example of the attitude determination of the Telstar 
II satellite for passes 135, 136, 199, 272, and 472. Solid lines indicate 
attitude loci determined from mirror flashes. The line of zeros is typical 
of those determined by solar sensor data. Two attitude determinations 
are shown by intersections on passes 135, 136, and on pass 272. 

IV. ATTITUDE PREDICTION 

Acting upon an orbiting spin-stabilized satellite to produce precession 
are certain disturbing torques. Those to be considered here are gravita­
tional and magnetic torques. In the case of the Telstar I and II satellites, 
these are dominant over atmospheric drag torques, solar radiation 
torques, electrostatic torques, and others. 

4.1 Assumptions for Gravity Torque Calculations 

Differential gravity forces acting across the body of the satellite can 
produce torques which tend to rotate the body. These forces exist 
simply because the strength of the earth's gravity field is a function of 
the distance from earth. A body of finite size must, therefore, experience 
such torques. 

For the purpose of calculating the mean gravity torques, the earth 
is assumed spherical with its radius equal to the equatorial radius. For 
the Telstar satellites, gravity torques are at least an order of magnitude 
less than magnetic torques, and therefore neglecting the earth's oblate­
ness produces at worst only a second-order error. 

It is also assumed that the moments of inertia of the satellites about 
all axes perpendicular to the spin axis and passing through the mass 
center are equal. The orbit is assumed elliptical and Keplerian, since 
the earth's figure produces but second-order effects over a single satel-
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lite period. The orbit, however, for each succession of calculations will 
be updated using mean orbital elements, which include all secular per­
turbations, to produce the Keplerian orbit of the best fit at the beginning 
of each calculation. 

4.2 Assumptions for Nlagnetic Torque Calculations 

In order to construct a mathematical model which on one hand rea­
sonably well represents the physics of the situation, but on the other 
hand does not, by its complexity, produce numerical equations costly 
to compute, the following simplifying assumptions are made: 

120. 
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(i) The magnetic field of the earth is represented by a dipole centered 
at the earth's center and inclined {3 degrees (equal 11.4°) to the earth's 
spin axis.7 ,8 

(ii) l\;fass symmetry about the satellite's spin axis exists, as in Sec­
tion 4.1. 

(iii) The effects of magnetic moments transverse to the spin axis are 
either negligible or average out due to the satellite's spin. 

(iv) For the calculation of mean or net magnetic torques over an 
orbital period, a Keplerian orbit is assumed as in Section 4.1. 

4.3 Assumptions for Gyroscopic Equations of Motion 

It will be useful in simplifying the gyroscopic equations of motion 
(see Section 4.7) to assume that the satellite angular momentum vector 
coincides with the spin axis and equals the spin rate times the moment 
of inertia about the spin axis. This is the same as assuming the entire 
angular momentum of the satellite is the result of its spin alone, and 
neglects that small amount provided by the precession of the spin axis 
itself. Precessional dampers9 are provided on the Telstar satellites to 
prevent coning or rapid changes in attitude at rates comparable to the 
spin rate. This, more than ever, makes the assumption quite reasonable. 

4.4 Coordinate Systems 

It will be convenient to establish certain useful coordinate systems 
and their interrelationships prior to the torque calculations. These will 
be defined and related by Euler-type axis rotations expressed by matrices. 
All coordinate systems are rectangular and right-handed in the con­
ventional sense such that the rotation of an X axis into a Y axis de­
termines the positive direction of a Z axis as the direction of progress of 
a right-handed screw. Each system will be named, described, and inter­
related in that order. 

4.4.1 The Earth-Centered Inertial System (IS) 

In this system, the three mutually perpendicular X, Y, and Z axes 
have their common origin at the earth's center. X contains the vernal 
equinox and increases positively from the earth's center in its direction. 
Y is perpendicular to X in the earth's equatorial plane. Z contains the 
earth's spin axis and increases positively toward the north celestial 
pole. This is the basic system to which others will be referred. 
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4.4.2 Rigid-Body Systems 

Two rigid-body systems will be used. Both have their origin at the 
satellite mass center. The first of these is to be known as the SANOR 
or satellite nonrotating system. In this system, the z axis defines the 
satellite's spin axis, being positive in the direction of advance of a right­
hand screw spinning with the satellite. The x axis is in the satellite 
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Fig. 10 - The IS, SANOR and SAR systems. 
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equatorial plane, if; degrees rotated from X (see Fig. 10) about Z. This 
axis defines the xy-XY plane intersection. The y axis is in the satellite 
equatorial plane orthogonal to x. At this point, we note that the rota­
tional equations of motion for the satellite will be developed in this 
SAN OR system. 

The SAR or satellite rotating system, as its name implies, differs from 
the SANOR system in that it rotates with the satellite. It has axes 
x', y', z', where z' coincides with z, and x' and y' are defined as being 
rotated cp degrees from x and y respectively about z. 

To relate the SAN OR and SAR systems to IS, we proceed as follows 
(refer to Fig. 10). The if; rotation about Z yields the following matrix 
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cos tf; sin tf; 0 

D = - sin tf; cos tf; 0 

'The e rotation about x yields 

1 

C = 0 

o o 1 

o o 
cos e sin e 

o -sin e cos e 

'The cp rotation about z gives 

cos cp sin cp 0 

B = - sin cp cos cp 0 . 

o o 1 

(11) 

(12) 

(13) 

'To transfer points in the IS to points in the SANOR system, we have 

I: ~ (CD) 
IZ 

x 
y 

Z 

01', just to shorten the notation 

x = (CD)X 

where 

(CD) = multiplication of the C and D matrices. 

In like fashion 

where 

a' = (BCD)X 

= AX 

A == (BCD) = multiplication of the B, C, D matrices. 

(14) 

(15) 

(16) 

(17) 

Carrying out this multiplication, we may express A as the following 
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A= 
cos if; cos cp cos cp sin if; sin cp sin () I 

- cos () sin cp sin if; + cos () cos if; sin cp 

- sin cp cos if; - sin cp sin if; cos cp sin () 

- cos () sin if; cos cp + cos () cos if; cos cp 

sin () sin if; - sin () cos if; cos () 

The matrix CD may be obtained from A by letting cp = 0, 

(CD) 

cos if; 

-sin if; cos () 

sin if; ° 
cos if; cos () sin () 

sin if; sin () -cos if; sin () cos () 

(18) 

(19) 

Quite obviously the inverse operations apply by taking the transposes 
of the matrices. Indicating a transposed matrix by the symbol "", we 
have 

x = (DC)x (20) 

and 

x = Ax'. (21) 

4.4.3 Orbital Coordinate Systems 

Let an orbit defining system (ORDEF) be described along the lines 
shown in Fig. 11. Here Xg is the intersection of the orbit plane and the 
earth's equator plane with +Xg drawn toward the ascending node of the 
orbit from the earth's center. Axis Zg is normal to the orbit plane, posi­
tive in a direction a right-handed screw along OZg would advance if 
turned in the direction of the satellite's orbital motion. Axis yg completes 
a right-handed system by being mutually perpendicular to Xg and Zg • 

The satellite defining system (SADEF) has its Zs axis collinear with 
Zg , but Xs passes through the instantaneous satellite position, w degrees 
from Xg • Axis Xs therefore will be referred to as the local vertical of the 
satellite. 

The ORDEF and SADEF systems are related to the inertial system 
(IS) in a manner strictly analogous to the SANOR and the SAR mat­
rices described in the previous section. The only change in the mat­
rices is that 
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Thus we may write 

n replaces l/I 

i replaces 8 

w replaces cpo 

Xg = (CD)iX 

X = (fJG)iXg 

Xs = AiX 

X = AiXs 

where the subscript i indicates the n, i, w substitution. 

4.4.4 Magnetic Coordinate System 

(22) 

(23) 

(24) 

(25) 

A magnetic coordinate system (MAG) based on an inclined dipole 
model of the earth's magnetic field is constructed as follows. Let axis 
Xm define the intersection of the geomagnetic equatorial plane with the 
earth's geographical equatorial plane, positive toward the ascending 
node of the geomagnetic equator (TJo from X, see Fig. 12). Axis Zm is 

z 

Fig. 11 - The ORDEF and SADEF coordinate systems. 
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Ym 

~~--------~~---y 

------- 1] ------

Fig. 12 - The geomagnetic coordinate system. 

normal to the geomagnetic equator plane, positive toward the north 
geographical hemisphere, and {30 from Z. Here {3 is simply the magnetic 
dipole inclination to the earth's spin axis. Axis Ym is in the geomagnetic 
equatorial plane orthogonal to Xm • 

Transformations from the 1\1AG system into the IS system proceed 
as in (15) thru (20) with 

in the matrices, so that 

and 

r] replacing 1/1 

{3 replacing () 

(26) 

(27) 

where the subscript r] on the matrices indicates the above substitutions. 
Fig. 13 shows the orientation of the earth-centered inclined dipole 

which produces a field of best fie,s to a field based on all observations 
of field vectors made anywhere over the earth's surface. The anomalies, 
or differences between the actual and dipole field, decrease more rapidly 
with increasing heights above the earth's surface than does the dipole 
field itself, making the fit better and better as altitude increases. 
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Fig. 13 - The earth-centered inclined dipole. 

4.5 The 111 ean Gravity Torque 

If the potential energy of an orbiting satellite is expanded about its 
center of mass in a Taylor series and differentiated with respect to the 
angles giving its orientation with respect to the IS coordinate system, 
the instantaneous gravitational torque acting on the satellite may be 
expressed as 10 

where 

GM = universal gravitational constant X the mass of the earth 
r = geocentric distance of satellite 

13 = moment of inertia about satellite's spin axis, Z 

(28) 

(29) 

I = moment of inertia transverse to Z (assuming all transverse 
moments to be equal, Le., Ix = Iy) 

k = unit vector along satellite spin axjs, z (more generally the 
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vector along the axis of cylindrical mass symmetry, which is 
the spin axis by assumptions in Section 4.1). 

To determine the mean gravity torque, Tg will be integrated over a 
nodal period (Tn) assuming no precession during that period; i.e., the 
SAN OR system. stays fixed with respect to IS during the integration. 
Then 

By interchanging the order of the dot product and taking k constant, 

(T ) = 3GNI(jj.!) [k'{ [Tn isis dl} X kJ (31) 
g mean Tn .10 r3 . 

If a pure Keplerian orbit6 is assumed, we have 

a(1 - e2
) 

r = ---------------
1 + e cos (w - P) 

where 

(32) 

(33) 

(34) 

r = radius vector from the focus of the elliptical orbit to the satellite 
a = semimaj or axis of ellipse 
e = eccentricity of the ellipse 

P = argument of perigee 
w = argument of the satellite. 

Hence the integral becomes 

l
Tn 

isis dt = l w
=2

tr 

isis dw 
o r3 0 r3w 

and 

67r(jj.I) 
(T g) mean = 'Tn2 (1 _ e2) t 

X [k 0 f." i,i.(l + ecoswcosP + esinwsinP)dw X kJ. 

Since in the ORDEF coordinates (see Fig. 11) 

(35) 

(36) 
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is = cos wig + sin wjg (37) 

the dyad, isis becomes 

isis = cos2 w igig + sin2 w jgjg + sin w cos w(igjg + jgig). (38) 

Substituting this into (36) results in three integrals. Those containing 
igig and jgjg yield 7r as a result of the integration. The other integral is 
O. Therefore, 

(39) 

By some vector maneuvering (see Appendix A) this reduces to 

67r2 (,1I) 
(Tg)mean = - Tn2(1 _ e2 )! [(k·kg) (kg X k)]. (40) 

To transform the ORDEF vectors into the SANOR system, we write 

Xg = (CD)iX 

X = (DC)x 

:. x" = (CD) (DC)x. 

(22) 

(20) 

(41) 

Performing the indicated operations, after a bit of labor we find that 

kg = (sin n sin i cos y; - cos n sin i sin y;)i 

+ ( - sin n sin i sin y; cos 0 - cos n sin i cos y; cos 0 + cos i sin 0) j ( 42) 

+ (sin n sin i sin y; sin 0 + cos n sin i cos y; sin 0 + cos i cos O)k 

where, referring to Figs. 10 and 11, we see that 

y; = an Euler rotational angle 

i = orbital inclination 

n = ascending node of orbit. 

Substituting into (40), the mean gravity torque reduces to 

(T ) 67r2,11 {' . . . (.f,) } 
" mean = T n2 (1 _ e2 )! cos 't cos 0 + sm 't sm 0 cos n - 'Y ( 43 ) 

. [ (sin i cos 0 cos (n - y;) - cos i sin 0) i + (sin i sin (n - y;» j]. 

4.6 The Mean Magnetic Torque 

It is well knownll that the scalar potential (<Pm) of a magnetic dipole 
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may be expressed as 

where 

J.lo = permeability of free space 
= 47l" X 10-7 webers/ampere-meter (Ref. 12) 
= 47l" X 10-7 henry/meter (Ref. 12) 

(44) 

(45) 

p = magnetic moment of earth's field, direction and magnitude 
= 1017 weber-meters 
= 1017(101O/47l") emu = 8.06 X 1025 emu 
= 8.06 X 1025 erg/gauss (Ref. 12, p. 25) 

is = unit vector along the Xs axis, local satellite vertical 
r = distance from dipole center (earth's center) to satellite 

k m = unit vector describing direction of geomagnetic moment 
p = magnitude of p 
r = vector form of r along is axis. 

A satellite magnetic moment (M) in the earth's magnetic field (H) 
will produce a torque 

T = M XH. (46) 

If the satellite spins rapidly, any magnetic moment components perpen­
dicular to the spin axis will tend to produce torques which average to 0, 
while the component along the spin axis will produce a net torque of 

Tm = Ms X H 

= l1fsk X H ergs 

where 

(47) 

(48) 

M s = satellite magnetic moment along its spin axis (weber-meters 
or ergs/gauss) 

k = unit vector along satellite spin axis (SANOR system) 
H = geomagnetic field (ampere-turns/meters). 

I t is desired to integrate the instantaneous torque, T m, over one 
anomalistic period in order to calculate the mean torque. To do this. 
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we shall express H in the lVIAG system and eventually convert this 
expression into SANOR terms to be comparable with 111s . 

We begin by setting 

(49) 

from (45) and (49), 

H = -!!.. V [-km • (xmim + Ymjm + zmkm)] (50) 
Po ~ 

where 

Xm , Ym ,Zm = components of r in 1\1AG system 

and 

h = p/47r. (51) 

Therefore, 

(52) 

and since 

we have 

H -h ['J . + f) • + ('J 2 .2)k] = ------:::::5 dXmZm1m 0YmZmJm dZm - l' m • 
por 

(53) 

Rewriting to spotlight r components, using the following relationships 
normalized to r, 

xm/r = rx , Ym/r = ry , Zrn/r = rz (54) 

one obtains 

H (55) 

or 

(56) 

sInce 

r = ris • (57) 



ATTITUDE DETERMINATION AND PREDICTION 1683 

By the following equations [( 24) through (65)], the variables is and 
k m will be expressed in forms useful in the ensuing mean magnetic torque 
calculations. 

Let us first express is in the l\IAG system. As shown previously, 

and 

therefore 

or 

is = I (cos ~ cos w - cos i sin w sin ~) 

. (cos w sin ~ + cos i cos ~ sin w) (sin w sin i) I 
cos r] - sin r] cos {3 sin r] sin {3 

X sm r] cos r] cos {3 - cos r] sin {3 

o sin {3 cos {3 

Expanding, 

is = [cos r] (cos ~ cos w - cos i sin w sin ~) + sin r] (cos w sin ~ 

+ cos i cos ~ sin w) lim + [- sin r] cos {3 (cos ~ cos w 

- cos i sin w sin ~) + cos r] cos {3 ( cos w sin ~ 

+ cos i cos ~ sin w) + sin {3 sin w sin i]jm + [sin r] sin (3 

(cos ~ cos w - cos i sin w sin ~) - cos r] sin ,B (cos w sin ~ 

+ cos i cos ~ sin w) + cos {3 sin w sin i]km • 

This will be used later. 
Also, is in the IS system may be written [see (24)] as 

is = [cos ~ cos w - cos i sin w sin ~]I 

+ [cos w sin ~ + cos i cos ~ sin wlJ 

+ [sin w sin ilK. 

(24) 

(27) 

(58) 

(59) 

((jO) 

(61) 

(62) 



1684 THE BELL SYSTEM TECHNICAL JOURNAL, JULY 1964 

In a similar manner, k m in the IS system is expanded as follows: 

(63) 

or 

k m = sin '7 sin {3 I - cos '7 sin {3 J + cos (3 K (64) 

= sin {3 (sin '7 I - cos '7 J) + cos {3 K. ( 65 ) 

The problem is now to integrate the instantaneous torque, T m , over 
one anomalistic period, rpa , to obtain the mean magnetic torque, 

1 jti+Ta 1 l vi
+

27r dt 
(Tm)mean = -11 Tmdt = -11 Tm d- dv 

a ti a Vi V 

where 

Ta = anomalistic period of the satellite 
T m = instantaneous magnetic torque 

t = time 
v = true anomaly of the satellite 
r = geocentric satellite distance 
h = defined by (68) below. 

Substituting into (66) from (48) and (56) 

Since 

and 

where 

(T ) = Msp k X jV

i+
21r 

km - 3 (is . km)is (~) d 
m mean 4 T 3 h V. 

7rJ.1.o a vi r 

h = 27ra2 (1 - e2
)! 

Ta 

r 
a(1 - e2

) 

1 + e cos v 

a = semimajor axis of orbit 
e = orbital eccentricity 

Ta = anomalistic perjod of the satellite 

(66) 

(67) 
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First we shall evaluate the integral of (71) beginning by EUbstituting 
the k m value given in (65), to obtain 

I
vi+27r 

(sin (3) k X Vi [sin 1]1 - cos 1]J - 3 {is' (sin 171 

- cos 17J) }is](l + e cos v)dv (72) 

= I + II. (73) 

Integral II, the simpler of the two, is evaluated in Appendix B. The 
result is given below: 

II = 7r cos {3[{ -2 sin e + 3 sin2 i sin e 
+ 3 sin i cos i cos e cos (n - ~)} i ( 88 ) 

+ 3 sin i cos i sin (n - ~)j]. 

N ow we must evaluate the first integral, I, of (73) but first let us 
state that by examining (72) it is perfectly obvious that the I integral 
does not exist for a noninclined dipole. For this case, it follows from 
(73) with cos {3 = 1 that 

(89) 

By suitable variable substitution the first integral I of (73) may be 
compressed to yield 

I = (sin (3) k X (IA - J B - 31· C + 3 J . E) (90 ) 

where 

(91) 
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I
Vi+21r 

B = Vi COS 7](1 + e COS v)dv (92) 

I
vi+21r 

C = vi isis sin 7] (1 + e cos v) dv (93) 

I
vi+21r 

E = Vi isis cos 7](1 + e cos v)dv. (94) 

Now 7] must be expressed as a function of v in order to evaluate A, 
B, C, and E. For simplification of the integrals we shall also let the 
initial time for the integration be the time when the satellite passes 
through perigee. Then 

7] = r.o + WEt 

1]0 + WErPaM /21f' 

1]0 + b111 

where 

(95) 

(96) 

(97) 

7]0 = initial position of the ascending node of the geomagnetic 
equator at perigee passage with respect to the IS system (see 
Fig. 12) 

WE = angular velocity of the earth in the IS system 
t = time measured from passage of satellite through perigee 

M = mean anomaly of the satellite (radians) 
Ta = anomalistic period of the satellite (time units) 

b = (wE/21f')Ta = number of turns of earth in time Ta. 

Therefore 

sin 7] = sin 7]0 cos (blVI) + cos 7]0 sin (b111) (98) 

cos 7] = cos 7]0 cos (blVI) - sin 7]0 sin (bM). (99) 

Unfortunately, lVI is related to v through Kepler's equation as 

M = E - e sin E 

where 

E = the eccentric anomaly 

e = eccentricity of the orbit 

and 

E 2 -1 [(1 - e)~ v] ') -1 ( v) 
< = tan 1 + e tan 2 = ... tan q tan 2 . 
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Equations (100) and (101) certainly defin~ 111 as a function of v, but 
in a n10st complicated manner. It can be shown, however, that a plot of 
v and Jl1 versus time normalized to 'Fa will look like Fig. 14. So as a 
reasonable approximation to 111 we might consider 

111 = v - C~/b) sin v (102) 

where 

"Alb maximum amplitude of the true anomaly "sine" wave of 
Fig. 14 = 2e. 15 

Note that (102) resembles Kepler's equation with v replacing E. With 
less sophistication we might even let 

111 = v. (103) 

The only justification here is that we shall be dealing in mean torques 
averaged over an orbital period, and the v function makes one oscilla-
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Fig. 14 - Mean and true anomaly comparison. 
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tion about the JJ[ function in that time. If (103) is assumed, (98) and 
(99) remain unaltered except that v replaces M. If (102) is used, (98) 
and (99) become 

sin 'YJ = sin 'YJo[cos bv cos (A sin v) + sin bv sin (A sin v)] + 
cos 'YJo[sin bv cos (A sin v) - cos bv sin (A sin v)] 

= sin 'YJo[A'] + cos 'YJo[B'] 

(104) 

(105) . 

where A' and B' are defined by comparing (105) to (104). In like 
fashion, 

cos 'YJ = cos 'YJo[A'] - sin 'YJo[B']. (lOG) 

We may express the sin (A sin v) and cos (A sin v) portions of A' 
and B' as 

(107) 

and 

cos (A sin v) == 1 (108) 

These approximations are reasonably valid for near earth satellites 
not having high eccentricities and avoid Bessel function complications. 
The neglect of higher-order terms in (107) and (108) for e = 0.25 and 
Ta == 150 minutes results in errors of less than one part in 106

• 

As case I we shall evaluate the integrals A, B, C, and E using (98) 
and (99) with v replacing M. For case II we shall return to evaluate 
these integrals again using (105), (106), (107), and (108). Case I 
details are given in Appendix C. Case II is outlined by Appendix D. 

Using the expanded II integral of (88) and the evaluated A, B, C, 
and E integrals from Appendices C and D, (73) may now be written as 

(Tm)moon ~ ~ [cos {:lk X {' {k - 3 (i, .K)i,} (1 + e cos v)dv 

where 

+ sin {3k X {AI - BJ - 31· (igigC1 + jgjgC2 

+ (igjg + jgig) C3 ) + 3J· (igigEl + jgjgE 2 

+ (igjg + jgig )E3) } ] 

(130) 
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A, B, C1 , C2 , C3, EI , E 2 , E3 are all defined in Appendix C. 

The following, expressed in the SANOR system, will now be substituted 
into (130) (refer to Fig. 11) 

k X I = cos lj;j + sin lj; cos ei 

k X (-J) = cos lj; cos ei - sin lj;j 

J ·ig = sin n 
J . jg = cos n cos i 

I·ig = cos n 
I·jg = -sin n cos i 

k X ig = - cos e sin (n - lj;) i + cos (n - lj;) j 

k X jl1 = (-sin i sin e - cos i cos e cos (n - lj;))i 

- cos i sin (n - lj;) j 

k X K = - sin ei. 

These yield the mean magnetic torque, which is 

(TM)mean = 8 2 ~iP 2)~ 571" costJ[i{ -2 sin e + 3 sin
2 

i sin e 
71" J..I.oa3 - e 2 1 

+ 3 sin i cos i cos e cos (n - lj;) } 

+ j {3 sin i cos i sin (n - lj;}] } 

+ 8 2M8~~in tJ 2)~ 5 A [sin lj; cos ei + cos lj;j] 
71" J..I.oa - e 2 1 

+ B[cos lj; cos ei - sin lj;j] 

+ 3[{E1 sin n + E3 cos n cos i - C1 cos n 

+ C3 sin n cos i} {-cos e sin (n - lj;)i 

+ cos (n - lj;)j} + {E2 cos n cos i + E3 sin n 

+ C2 sin n cos i - C3 cos n} { - (sin i sin e 

+ cosi cos ecos (n -lj;))i - cos i sin (n -lj;)jll} 

or, collecting on ffiZ cos tJ and ffiZ sin tJ, 

(131) 

(132) 

(133) 

(134) 

(135) 

(136) 

(137) 

(138) 

(139) 

(140) 

(T M )mcan = 71"ffiZ cos tJ [i{ - 2 sin e + 3 sin2 i sin e + 3 sin i cos i (141) 

. cos e cos (n - lj;)} + j {3 sin i cos i sin (n - lj;)} ] 



1690 THE BELL SYSTEM '.rECHNICAL JOURNAL, JuLY 19G4 

+ ~ sin {3 [i ~ A sin 'if; cos e + B cos 'if; cos e 
- 3[cos e sin (0 - 'if;) (EI sin 0 + E3 cos 0 cos i 

- C1 cos 0 + C3 sin 0 cos i) + {sin i sin e 
+ cos i cos e cos (0 - 'if;)} (E2 cos 0 cos i + E3 sin 0 

+ C 2 sin 0 cos i - C 3 cos O)]} + j ~ A cos 'if; 

- B sin 'if; + 3[cos (0 - 'if;)(E1 sin 0 

+ E3 cos 0 cos i - C1 cos 0 + C3 sin 0 cos i) 

- cos i sin (0 - 'if;) (E2 cos 0 cos i 

+ E3sinO + C2 sinOcosi - C3COS O)]}]. 

U sing the magnetic moment program, it has been shown in the case 
of the Telstar satellites that letting 111 = v produces precessional results 
that follow the case II approximation over 1,000 orbits to within 0.01°. 
To document this result, the residual magnetic moment used was -0.9 
microweber-meter, spin rate equaled 20 to 10 radians per second, spin 
axis and transverse moments of inertia were 4 slug-feet2

, orbit perigee 
was set to 4,500 miles, and eccentricity ranged from 0 to 0.95. Slight 
changes in the x-v torques of the order of thousandths of a micl'ofoot 
pound were observed as the principal differences in the case I and II 
approximations for these eccentricity ranges. While these differences 
are negligible for the Telstar I and II satellites, other satellites in suffi­
ciently lower orbits or having greater residual magnetic moments could 
require the case II approximation (no complete study has been made 
to date to bound the required ranges of the above mentioned variables 
for case I to achieve agreement to within 0.010 of case II). 

4.7 Equations of Motion of a Body Symmetrical about Its Spin Axis16 

The mean gravity and magnetic torque equations have been derived 
in the previous section. To analyze the motion of a spin-stabilized 
satellite responding to these torques, certain gyroscopic equations must 
now be developed. We begin by relating the vector angular momentum, 
JC, for any rotating body to the external forces acting on the body as 

JC' = N (142) 

where 

N = resultant moment of all external forces acting on the body 
JC' = the time derivative of JC. 
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Using the assumptions in 4.3, we write in the SANOR system 

X = cpI3k 

where 

cp = the satellite spin rate. 

From this, it follows that (see Fig. 10) 

where 

(143) 

(144) 

w = angular velocity of the SANOR system referenced to IS co­
ordinates. 

We may express w in the SANOR system as (see Fig. 10) 

(145) 

or 

w = Oi + ~ sin OJ + ~ cos Ok (146) 

where 
W x , Wy , W z angular velocity about the a, y, and z axes respectively. 

COlnbining (142), (144), and (146), after performing the indicated 
operations 

Expressing (146) as x, y, and z torques in the SANOR system, 

T x = I 3CP~ sin 0 

(146) 

(147) 

(148) 

(149) 

Quite obviously it is the x and y torques which produce precession. 
These torques, by the assumptions of Section IV, are the sums of the 
x and y components of the gravity and magnetic torques expressed by 
(43) and (141). Tz is zero as a result of assuming zero magnetic moment 
transverse to the spin axis and mass symmetry about that axis. We 
note that a nonzero Tz implies a change in the spin rate. For the Telstar 
I and II satellites this takes place principally because of induced eddy 
currents which produce transverse moments. * 

* The general equations of motion referred to the center of mass for a rigid 
body spinnlng about the z axis, and symmetrical about this axis, are 
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4.8 Alternate Inertial Coordinate System 

Clearly, (143) is valid only if the angular momentum vector, X, 
coincides with the satellite spin axis k. We note in (147), which 
was derived from (143), that the above assumption will be approxi­
mated only if tf sin () is small as compared to <p. Otherwise the direction 
of X shall certainly be influenced by that term as well as <p. We note 
too that a valid condition within the bounds of the assumption is for 
tf sin () to be small even with large tf provided only that () itself be ap­
propriately small. That is, solutions to the equation of motion exist 
for large tf, and those will occur only for small () because of (143). * 
But if () be near 0° or 180°, a singularity exists in (147), for tf, as a 
result, approaches infinity. An exit from this dilemma may be secured 
simply by transforming to a new reference set of inertial coordinates in 
place of the IS system whenever () becomes small. Naturally, the new 
set should be chosen so that the equivalent () then existing will be 
large. This is accomplished by redefining IS so that 

X 2 corresponds to Y 

Y2 corresponds to Z 

Z2 corresponds to X 

as shown in Fig. 15. Let us call this new inertial frame the IS2 system. 
Transformation equations to relate IS to IS2 are quite simple and 

are given below: 

T x = 1 jj + (13 - I)j.2 sin 8 cos () + 13Cpj; sin 8 

Ty = 1;;' sin 8 + (21 - 13)fO cos 8 - 13CpO 

Tz = 1 3 (;;' cos () - cPO sin () + ~). 

(150) 

(151) 

For cases where cP dominates, Of sin 8, and J; cos (), these torques reduce to 
those given by (147), (148) and (149). We note principally that a change in spin 
rate reflects a Tx processional torque, from the above equations, but this is 
generally small and is neglected in this paper. For Telstar I, this torque compo­
nent is estimated at least two orders of magnitude below the magnetic torques 
considered herein. (See also Ref. 17.) 

* This is the case for precession through or near the north or south celestial 
pole, where even small changes in attitude, or (), can produce large changes in 1/;. 
The situation is quite analogous to an azimuth-elevation antenna tracking a 
satellite that passes through or near the zenith, where the azimuth rates become 
extremely high even for small changes in satellite position. 
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(152) 

(153) 

Relationships between the other coordinate systems and the 1S2 system 
may be obtained using equations of Section 4.4 and applying the Q 
matrix as appropriate, except that in the expanded matrices 

where 

ex corresponds to 1f; 

'Y corresponds to (j 

ex = The Euler angle measured from X 2 to the intersection of the xy 

and X 2Y2 plane, which defines a new x axis called the X2 axis in 
a SANOR 2 system. (See Fig. 15.) 
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'Y = The Euler angle measured from Z2 to k in a plane perpendicular 
to the X2 axis. (Rotation is about the X2 axis.) 

Quite obviously, the steps leading to the mean gravity and mean 
magnetic torques may be retraced using the Q matrix and the new 
a,'Y Euler angles. This would lead to torque expressions as functions 
of these desired angles. The same result may be obtained by transforming 
the final torques expressed in the tf;-O system to expressions in the a-'Y 

system by using explicit relationships between these two systen1s. vVe 
shall choose this later route and the needed relationships will now be 
derived. 

We note in Fig. 15 that the k (satellite spin) vector remains in the 
same spatial position whether expressed in the 18 or 182 system. It 
seems reasonable then to proceed to relate a-'Y to tf;-O by observing the 
projections of the k vector on the XY and X 2Y2 planes, respectively. 

Referring to Fig. 16, we see that 

tan a = 
- sin 0 cos tf; 

-cos 0 

cos 'Y = sin 0 sin tf; 

sin'Y = (1 - sin2 0 sill tf;)!. 

k SIN B SIN '~\ k SIN Y SIN a 
't'~ '1/\A-------

cP// \ 
'f-/ \ 

K Y \ 
10 \ 
1 \ 
1 \ 

'::tl' \ 
If) 1 \ 
01 \ 

If) 

o 
v 
;-.. 
z 
(j) VI \ 

~I \ L 
1 \Q 
I k SIN 0 COS lJ1- \ 

------r------L:T---~-::~~------X2 OR Y 
I / l/J ___ --, / ----

k COS Y I", // -------8 
1 ~ __ -----'" s\~ 
l?~-- \' 

Fig. 16 - Theta-psi and alpha-gamma geometric relationships. 

(157) 

(158) 

(159) 
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Quite obviously, inverse relationships may be developed. These are 

tan 1f; = cos 'Y (160) 
-sin a sin 'Y 

cos e = -cos a sin 'Y (161) 

sin e = ( 2. 2 ) 1. 1 - cos a sm 'Y 2. (162) 

4. 9 11;[ ean Gravity and lk[ agnetic Torques - Alternate Euler Rotations 

Using (157) through (159) it can be shown that the mean gravity 
torque expressed in the a-'Y system is 

( ) 
67l"2 t11 ~ (. .. 

T G mean = Tr?(l _ e2)t i -sm Q sm ~ cos 'Y 

+ cos Q sin i sin a sin 'Y + cos i cos a sin 'Y) } 

[i2 (sin Q sin i sin 'Y + cos Q sin i sin a cos 'Y 

+ cos i cos a cos 'Y) + j2(COS Q sin i cos a 

- cos i sin a)] . 

Likewise, the mean magnetic torque can be expressed as 

(T m) mean = 7l"ml cos f3[b{-2 cos a cos 'Y + 3 sin i(sin i cos a cos 'Y 

- sin Q cos i sin 'Y - cos Q cos i sin a cos 'Y) } 

+ h 12 sin a - 3 sin i (sin i sin a 

+ cos Q cos i cos a) } ] 

where 

+ ml sin f3[b{-A sin 'Y 

- B sin a cOS'Y + 3G1(sin Q sin a cos 'Y 

cos Q sin 'Y) + 3G2 ( -sin i cos a cos 'Y 

+ sin Q cos i sin 'Y + cos Q cos i sin a sin 'Y) } 

+ h ~ - B cos a + 3G1 sin Q cos a 

+ 3G2(sin i sin a + cos i cos Q cos a) ~ ] 

(163) 

(164) 

G1 = El sin Q + E3 cos Q 'cos i - C1 cos Q + C3 sin Q cos i (165) 

G2 = E2 cos Q cos i + E3 sin Q + C2 sin Q cos i - C3 cos Q. (166) 

All other terms have meanings described previously. 
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V. EXPEHIMENTAL HESULTS - GENERAL 

Using the methods described herein, the attitudes of the Telstar I 
and II satellites have been predicted, determined, and these two results 
compared. In the case of the Telstar I satellite, the maximum angular 
deviation between predicted and determined attitude is 0.90° with the 
special-case exception of pass 2154, which is covered in detail later. * 
The average angular deviation is 0.38°. The predicted attitude of the 
Telstar II satellite deviates from that determined by optical flashes and 
solar sensors by a maximum of 0.5° and an average of 0.09°. These 
results are tabulated in Tables II and III. Here the deviation in right 
ascension and declination is displayed by subtracting the predicted 
values from the determined values. The angular deviation between pre­
dicted and determined attitude is also given as the celestial great circle 
arc G. When this value is followed by N, this indicates that no attitude 
fix has been determined by loci intersections (see Section II), and so 
the shortest arc distance between the corresponding attitude locus and 
the prediction is quoted. The T preceding an attitude determination indi­
cates the selection of that point as a target toward which a magnetic 
moment program embodying the above analysis attempts to converge. 

5.1 Experimental Results - The Tclstar I Satcllitc 

The Telstar I satellite entered orbit on July 10, 1962. Its attitude, 
calculated by combining nominal third-stage burnout parameters and 
stage 1 and 2 telemetry data, is given in Table I. Between launch and 
pass 16, there were a number of instances when the orientation coil was 
inadvertently energized by misinterpreted command signals sent to the 
satellite at extreme ranges and/or low elevations. This orientation coil 
(often referred to as a "torque coil") is located in the equatorial plane 
of the Telstar satellite just under the outer skin. Its purpose is to enable 
attitude adjustments by the production of a magnetic moment whenever 
current is sent through the coil. A fixed amount of current may be caused 
to flow in either direction through the coil so as to produce a magnetic 
moment, in addition to the residual moment, of ± 7.8540 microweber­
meters. Fig. 17 diagrams the sense of the magnetic vectors which are 
called positive, indicates the resulting north and south magnetic poles 
of the satellite, and shows the corresponding positive direction of the 
current flow in the orientation coil. The relative magnetic directions and 
current flow are in accord with established standards. 

* There are apparent exceptions on passes 16, 72 and 1657, but these relate to 
antenna pattern techniques (see Section 5.1) which have an expected accuracy 
of±1°to±2°. 
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TABLE II-TELSTAR I SATELLITE-AT'l'ITUDE COMPAIUSON 

Attitude Deter- \Type 
mination Data 

Pass Number for 
De-

RA DEC term. 

-- -

Burnout 
16 84.2 -65.8 SM 
16 83.0 -66.0 A 
72 
72 86.0 -67 A 
135-136 91. 7 -66.0 M 
199 single locus M 
271 100 1-65 A 
272 single locus M 
272 1 1-19.84 

S 
472 
931 T100.5 M 

j 
1051 TIe IT 1069 

1114 
1430 
1567 T96.2 -64.2 M 

1657 99.2 -67.0 A 

1695 
1909 
2154-55 T104.0 -53.5 M 
2200 TIe lor 

1 
2264 
2464 
2482 
2509 
2582-83 105.2 -40.2 M 
3340, 41, 42 106.3 -43.7 M 
3476-7 112.30 -46.32 M 
3495 
3476-7 T112.30 -46.32 M 

M = Mirror flash data. 
A = Antenna pattern data. 
S = Solar sensor data. 

t Connects 3340 to 3476. 

Attitude Prediction Deviation 
(Det. - Predict.) MAG 

MOM 
(MWM) 

RA DEC RA DEC G 

-- -------

83.7 -66.8 
84.2 -65.18 0 0 0 -0.86328 
84.2 -65.18 -1.2 -0.82 1.4 
87.78 -66.27 0.5N 

-1.3 -0.73 1.2 
92.19 -66.36 -.49 0.36 0.6 
96.49 -65.95 0.4N 

100.80 -64.92 -0.8 -0.8 0.5 
100.90 -64.90 0.6N 
100.90 -64.90 0.2N 
107.50 -59.80 0.2N 
100.74 -49.93 -0.24 0.09 0.18 

-0.8G328 
97.25 -50.21 0.9N +6.9907 

-0.86328 
98.42 -49.70 0.6N -8.7173 

95.92 -51.01 O.lN -0.71103 
92.62 -59.55 O.lN 1 96.71 -64.21 -0.51 -0.01 0.33 

-0.71103 
102.81 -66.64 -3.61 0.36 1.7 7.14297 

-0.59101 
78.58 -57.01 
90.59 -59.71 0.7N 

104.71 -54.81 -0.71 -1.3 1.5 
106.03 -53.28 O.lN 
107.20 -50.74 0.4N 
107.09 -43.65 0 N 
106.88 -43.04 0 N 
106.57 -42.33 0 N 
105.44 -40.53 -0.24 0.38 0.4 
103.68 -61.54 -2.62 17.8 18.0 
120.21 -66.21 7.91 19.9 22.0 
123.16 -66.41 
112.30 -46.32t 0 0 0 -0.40945 

Data relating to the inadvertent uses of the orientation coil are insuffi­
cient to reconstruct the detailed precessional motion of Telstar I from 
launch to pass 16. Cn pass 16, however, an attitude determination was 
made by reducing optical and solar sensor data. This along with an 
attitude fix on pass 135-136 made from mirror flash data indicated a 
magnetic moment of about - 0.7 microweber-meter. This was later 
refined to - 0.86328 microweber-meter by causing the magnetic moment 
program to connect, by the precessional theory herein described, the 
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TABLE III-TELSTAR II SATELLITE-ATTITUDE COMPARISON 

Attitude Determin- Attitude Deviation 
ation Type Prediction (Det.-Predict.) MAG 

Pass Number MOM Data (MWM) 
RA DEC RA DEC ARA ADEL G 

--- - ------------

Burnout 82.23 -57.31 
62, 63, 63 87.75 -55.08 M 87.75 -55.08 0 0 0 -0.48375 

100 88.55 -55.05 0 0 0 -0.48375 
132, 133, 133 88.75 -55.34 M 89.23 -54.97 -0.48 -0.37 -0.5 

281 92.17 -54.10 ON 
293, 293 92.3 -54.05 M 92.38 -53.99 -0.08 -O.OG 0.1 
324,25 92.40 -53.71 M 92.90 -53.71 0 0 0 

331 93.01 -53.66 0.08N 

490 94.95 -51.81 
49G T95.00 -51.73 M 95.00 -51. 73 ON 
541 95.34 -51.10 ON 
573 95.49 -50.74 ON 
611 95.63 -50.20 O.13N 
643 95.71 -49.80 O.WN 

M Mirror flash data. 
S Solar sensor data. 

attitude on pass 16 to a point on the pass 931 attitude locus. The con­
vergence is within 0.18°, as shown in Table II. Using this latter magnetic 
moment, the precessional motion from passes 16 to 10,51 was established. 
This precessional history is given in Fig. 18, where both the predicted 
curve and the attitude loci data are displayed. 

When an optical flash series is recorded at the Holmdel Laboratories, 
the midpoint of that series can be determined with a time accuracy of less 
than ±20 seconds when using visual observation through the on-site 
telescopes and within ±10 seconds photoelectrically. The early data 
recorded on the Telstar I satellite did not indicate the expected accuracy 
at the midpoints, so in Fig. 18 only central loci are plotted. We must 
therefore think of these loci as having possible tolerances up to ± 10 
seconds, since photoelectric data were reduced. A tolerance of ±10 
seconds can cause the maximum locus limit to be displaced as much as 
±0.7° on either side of the plotted central loci. Considering this, the pre­
dicted attitude curve passes through every loci and every loci intersec­
tion on Fig. 18 with the single exception of pass 1051. The prediction 
curve would miss the lower limit of this locus by 0.3°. 

Extended attitude predictions were made on October 1, 1962 (around 
pass 800) and covered the period through January 22 (pass 1800). 
These indicated that attitude adjustments should be initiated during 
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January, 1963. This was needed to prevent the solar offset from exceed­
ing about 15 0 as required (see Section I). In order to check the attitude 
correction procedures, a test maneuver was initiated on pass 105l. It 
began by turning on the orientation coil, so as to produce a magnetic 
moment of +7.8540 microweber-meters to oppose the -0.86328 residual 
moment and yield a resultant of +6.9907 microweber-meters. This was 
continued through pass 1058, whereupon the coil was turned off until 
pass 1069. On 1069 the coil was turned on in the opposite sense so as to 
produce a moment of -7.8540 microweber-meters, giving the satellite 
a net moment of -8.7173 microweber-meters. On pass 1075, the coil 
was turned off. All told, the coil was positive for about 18 hours and 
negative for about 16 hours, a fact which approximately nullified the 

MAGNETIC POLE FOR 
+MAGNETIC MOMENT 

N 

S 
MAGNETIC POLE FOR 
+MAGNETIC MOMENT 

MAIN 
",_ TELEMETRY 

/' ANTENNA 

Fig. 17 - Direction of positive magnetic moments for Telstar satellites. 
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Fig. 18 - Telstar I precessional history - passes 16 through 1051. 

precessional effect of the coil as intended for this test. Details of this 
maneuver are shown in Fig. 19. 

Table II summarizes the agreement of loci to prediction during this 
period. Giving loci of unknown tolerances a ±O.7° spread and using the 
known tolerance for pass 1114, the residuals shown in Table IV are 
produced. 

The magnetic moment program connected the attitude on pass 1075 
to that determined by mirror data on pass 1567 within 0.23°. In so 
doing, it calculated a residual magnetic moment of - 0.71103 micro­
weber-meter for that era. Using this calculated moment, predictions are 
extended to pass 1657 where, on January 7, 1963, the main orientation 
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Fig. 19 - Details of the trial torqueing maneuver. 

TABLE IV - TELSTAR I SATELLITE - TEST MANEUVER 

Pass Number 

1051 
1069 
1114 

Deviation of Prediction from Optical Locus 
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maneuver began. The region from pass 1075 to 1657 is shown in Fig. 20 
along with the attitude loci. Predictions fit the determinations through­
out within about 0.2°. 

In addition to using mirror flash and solar sensor data to determine 
attitude, W. C. Jakes, Jr. and group at the Holmdel Laboratories 
deduced the attitude for a number of passes in this period by analyzing 
antenna pattern data.18 Some of these determinations are included in 
Table II. Since their expected accuracy is ±1°, these data also serve 
to corroborate the predicted attitude. 

The orientation coil was energized for the major attitude maneuver 
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Fig. 20 - Telstar I precessional history - passes 1075 to 1657. 
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beginning on pass 1657, January 7, 1963, and ending on pass 1695, 
January 11, 1963. During this time the residual magnetic moment of 
-0.71103 microweber-meter had superimposed upon it a 7.8540 micro­
weber-meter moment as a result of the coil. The attitude of the Telstar 
I satellite was changed by over 20° during this maneuver. The attitude 
and curve for this period are given in Fig. 21. The slight ripples in these 
curves are due to the inclination of the earth's dipole. Because of the 
small scale of this plot, these ripples are more noticeable than in the 
previous graphs. 

At this point, we might well insert a brief discussion of the planning 
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Fig. 21 - Telstar I precessional history - passes 1657 to 1695. 
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behind this attitude maneuver and why pass 1657 was chosen for its 
commencement. First of all, it can be shown that for any angular offset 
in the spin axis from a fixed, desired orientation there exists, for each 
instant in time, a determinable polarity of voltage for the equatorial 
coil which will tend to decrease the offset. To utilize this principle fully 
would require turning on the orientation coil on many occasions when 
the Telstar I satellite entered the Andover skies. While such a procedure 
would tend to decrease the angular offset generally in the most direct 
fashion, there are occasions in the lifetime of the Telstar satellite when 
leaving the coil on for a number of revolutions will produce faster cor­
rections than pulsing the coil continually at Andover. This is because the 
instantaneous torque produced by the continuous magnetic moment of 
the coil in the earth's magnetic field varies during an orbital period in 
such a way that, in general, the average value exceeds the torque obtain­
able by energizing the coil only in the Andover skies. The optimum pro­
cedure then is for a period of continuous operation and this was under­
taken. Fig. 22 shows the results of turning on the coil for steady torqueing 
at various dates. The heavy spiral shows the predicted position of the 
spin axis in right ascension and declination if the coil is never energized 
(the trial maneuver is omitted here for simplicity). The diverging curves 
indicate the motion due to the torqueing coil. Examination of Fig. 22 
shows rapid precession us a result of the torque coil field, so that no mode 
of continuous coil operation will long permit the spin axis to point close 
to the south ecliptic pole. The solar offset also must ultimately increase 
with the enlarging ecliptic angle. It therefore follows that if a simplified 
mode of coil operation exists, it must begin with a relatively short period 
of coil operation. 

Two factors concerning the precessional motions are noted in Fig. 
22. They are: 

(i) All precessional motions involving the orientation coil lie outside 
the spiral of residual precession for many orbits, because the net mag­
netic moment existing when the coil is actuated exceeds the residual 
magnetic moment. 

(ii) Torque coil precession for both positive and negative coil polarity 
begins incrementally at the spiral in opposite directions. 

We see that the torque coil should be used sparingly, because of the 
relatively rapid motion it produces. The problem that remains is to 
determine the times to turn on and turn off this coil and also to investi­
gate whether or not future coil use is required. Because the spin rate of 
the satellite is decreasing, equal magnitudes of satellite magnetic mo­
ments will cause greater and greater precessional motion as time passes. 
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Fig. 22 - Telstar I predicted attitude showing steady torqueing. 

It is to be expected that after the coil is actuated and then turned oft" 
a spiral of larger excursion than that occurring for passes 16 through 1655 
will result strictly because of the lower spin rate existing at the later 
time. There is no way to avoid this except by repeated coil pulsing. 

To avoid, or at least minimize, repeated coil usage, the procedure is 
to try to keep the maximum ecliptic angle as small as possible. If this 
value is expected to exceed the allowable solar oft"set, it is advantageous 
to time the operation so that the maximum ecliptic angle will occur at 
the time of minimum solar oft"set. This criterion governs both the selec­
tion of the day for coil turn-on as well as the duration of the attitude 
maneuver. As may be guessed from Fig. 22 and from the precessional 
motion factors stated above, only short torqueing operations during the 
month of January would result in the next precessional spiral (after coil 
turn-oft") returning anywhere near the initial spiral shown in Fig. 22. 
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To cause the maximum ecliptic angle and the minimum solar offset to 
occur together, orientation coil use had to begin in the period from 
.January 1 to .January 7, 1963. As shown above, the maneuver which 
did begin on .January 7 placed the attitude at right ascension 78.6° and 
declination at 57.0° by pass 1695. 

The magnetic moment program, in connecting pass 1695 attitude to 
that determined by mirror data on passes 2154 and 2155, determined a 
residual magnetic moment of -0.59101 microweber-meter. This differs 
by about 0.1 microweber-meter from the residual moment going into the 
torqueing maneuver, but appears to be borne out by the closeness of 
fit to the mirror data from pass 1695 through pass 2583 (see Table II). * 
Fig. 23 plots this trajectory along with the mirror loci. The fit of attitude 
predictions to determinations is very good from passes 1695 through 
2583 (see Table II). The largest deviation of 1.5° on passes 2154-2155 
may be somewhat misleading. Referring to Fig. 23, we see that the 
predicted attitude on pass 2154 is easily within 0.1 ° of the 2154 locus. 
The interaction of the 2154 and 2155 loci however, produces a common 
area, or attitude box, 1.5° from the pass 2154 prediction. This box is 
produced by a somewhat grazing intersection of the loci, and its location 
is therefore affected by the precession which took place between these 
two passes. Antedating the 2155 locus to account for this would place 
the attitude box within 0.05° of the 2154 and 2155 prediction, so this 
fit is quite valid. 

We are not in so comfortable a position for passes 3340 and there­
after. Attitude boxes for 3340-1 and 3476-7 are shown as dashed lines 
on Fig. 23. They are about 20° from the corresponding predicted atti­
tudes, and the reason for this discrepancy is at present unknown. We 
note that the Telstar I satellite ceased its transmission on pass 2065 
(February 20, 1963) because of radiation damage, but that the attitude 
remained predictable at least through pass 2583. The region from pass 
2,'583 to 3340 is devoid of attitude data because no telemetry could be 
received to report solar aspect and no mirror flashes were recorded. This 
was due to the increased activity on Telstar II, a certain proportion of 
Telstar I passes occurring in daylight hours, and prevailing weather 
conditions at Holmdel. 

Interestingly enough, it is noted that the attitude determinations on 
passes 3340-1 and 3476-7 can be connected by the magnetic moment 
program even though they cannot be sensibly joined to the preceding 

* It is possible that coil usage can alter the residual moment of the satellite, 
which was made small in the first place by appropriately balancing much larger 
magnetic fields.1 9 



-50 

ATTITUDE DETERMINATION AND PREDICTION 1707 

-1-1-1-1- - --1-1-1- -1--1--1-

1-I-4-!--4--\- I - I- i-I- -I-I-i-

-1--1-- I- f- -- 1 -+--1- I- -1- -1--1-- 1 'lrj15 'l,', 
_ 1-1-1- _ -I- _ -- I-I-!-I- _ i*30-,tS: -1--1-1- __ I-- - j= )\-+-~I--I\-I11"orll\-I----!-f---l--+4-+-+--+--+-i--+----t-1 
-1- -I-I-t-- 1--1-- - --I-I--t--!--I-!-t-- - - - ~!232-51;.-~1\'-+-P\""[\---+-I-+---+-I-+-+--I>--t---+--I----t---1 

-i---f-2261\,t-- r-ll 1\1\ 1'-

00. 90. 100. 

SPIN AXIS RIGHT ASCENSICN IN OCIiREES 

TEl.STAR I ATTlTUlE - 6El.L TElEPtO£ LAa:;RATCRIES - L C nt:HAS 
MAG ..... "l4 = -.59101 JIWo4, CRaIT A512 

110. 

Fig_ 23 - Telstar I precessional history - passes 1695 to 3500. 

120. 

data. Fig. 24 shows this union. The magnetic moment of -0.59101 
microweber-meter used in these last three plots cannot be considered too 
reliable, since it is one of a number which can connect the two attitude 
boxes shown in Fig. 24. However, it is the same as previously used in the 
1695 to 2583 region and may tend to be valid because of this. In any 
event, more attitude data are required to resolve this issue. 

As to what may have caused the anomalous behavior of Telstar I 
somewhere between pass 2583 and 3440, we offer the following, taken 
singularly or in combination, as possibilities: 

(i) the orientation coil has been energized during this period (from 
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Fig. 24 - Telstar I precessional history and prediction - passes 3340 to 5000. 

the present precessional motion, it appears to have been turned off 
between 3340 and 3477) ; 

(ii) the residual magnetic moment has changed a multiplicity of 

times; 
(iii) meteoric collision has taken place; 
(iv) pressure leakage from instrument canister has occurred m a 

manner to alter the attitude by reaction forces. 

5.2 Experimental Results - The Telstar II Satellite 

The Telstar II satellite entered orbit on IVlay 7, 1963. Its initial 
attitude calculated from the third-stage burnout parameters is shown 
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in Table III. The predicted burnout attitude proved inaccurate because 
the third stage of the Thor-Delta vehicle did not perform nominally. 
This is evidenced by the fact that the orbital period calculated from 
such assumed nominal performance differed from the actual period by 
as much as four minutes. 

The first attitude fix of the Telstar II satellite occurred on passes 62 
and 63, when a total of three flash series were observed. Connecting 
this determination to that of pass 496 requires a residual magnetic 
moment of -0.48375 microweber-meter. The fit through pass 643 is 
given in Table III, and some typical attitude loci are plotted along with 
the attitude prediction in Fig. 25. Corresponding ecliptic angle, solar 
aspect, X and Y torques appear in Figs. 26 through 29. 

-46. 

-54. 

88. 
*2140. 

90. 94. 91". 98. 100. 102. 104. 106. 108. 110.. 112. 114. 

SPIN AXIS RIOtiT ASCENSICN IN DEGREES 

TEL STAR ""ATTITl.CE - BELL TELEPHO£ LAEY.RATCftIES - L C THCMAS 
Mo\G/'.ETIC ..... "MENT=- •• 8375 M-IoI-M, OTl301NITlAL ATT F'M FLASHES PASS 62,63 

Fig. 25 - Telstar II precessional history and prediction - passes 62 to 3000. (See foot­
note, p. 1713.) 



E 
C 
L 
1 
p 

T 
1 
C 

A 
N 
G 
L 
E 

1 
N 

o 
E 
G 
R 
E 
E 
5 

1710 THE BELL SYSTEM TECHNICAL JOURNAL, JULY 1964 

j __ 1._ c .. - - - .- .. - - .- - - .-

- - 1,-, - - -- - --

24.H-rrrr++++++~~-H~~~++++++44~~~~+++_+~+ __ +4 __ 4 ___ ~_~_~~~+++·+_/~_~_ 
-I· - ~-:: 

1- -

I 
18. ! I 

! I I j t'l I 
I! 

16. ! i 
t 

I'll! '~I --~ ---V,~~-
lit l--N I! ;_.1/--:--

:! TIl :! i :J l't I: j 1 1\ III JI·.I 
:! .Ii! j: t jll il:' til-I -

12. I ~ !/ I i I j t iiI! I II I i r II' 1-' 
~ ri 1 11; i j ii .l I!! I-I TI~ 
I I f I 1_' t I , It" 1 1- /- - - - '\ - ~- f-. -- - -- - -1- - + - ---j--

roo. 400. roo. m. 1000. 1roo. 1400. 1£00. 1800. 2000. 

PER 1 GtE MMlER 

TELSTAR " ATTITIXE - BELL TELEPH(t.,£ LAOCRATCRIES - L C Tt+:MAS 
MAGNETIC MXNT=-.48375 H-II-M, OTl3,INITlAL ATT FM FLASHES PASS 62,6' 

2200. 2400. 

Fig_ 26 - Telstar II ecliptic angle - passes 62 to 3000. 

2000. 2800. 3000. 

The solar offset is due to exceed the 15 ° limit dictated by temperature 
balance considerations (see Section I) by pass 1250 (see Fig. 27). Since 
the maximum offset which occurs on pass 1400 is only 18°, no plans are 
contemplated to reorient the Telstar II satellite strictly to prevent this 
mild excursion. 

There is, however, another excursion beyond the 15° limit, around 
pass 2670. Besides this excursion being more serious than the former, 
some interesting differences between these two events exist, as Fig. 
25 illustrates. 

On pass 1400, the attitude will be returning to a region nearer the 
south ecliptic pole (located at right ascension 90°, declination 67.5°) 
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Fig. 27 - Telstar II solar aspect - passes 62 to 3000. 

thereby limiting the solar offset to values below 15°. On pass 2670, 
however, the attitude is moving away from the south ecliptic pole, and, 
in fact, because of its now lower spin rate is entering a spiral of greater 
excursion than that previously traversed. It therefore behooves us to 
correct the attitude before that latter spiral occurs. 

The question remaining is to determine the most profitable time for 
such a correction. Ideally, a well-chosen time would meet the following 
conditions: 

(i) It would take place just after a good optical attitude fix was 
established to verify the predictions. 
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Fig. 28 - Telstar II X torques - passes 62 to 3000. 

(ii) The attitude maneuver would result in as many mirror flashes 
as possible during correction to indicate its progress. 

(iii) The attitude maneuver would end with the satellite in a posi­
tion to guarantee a suitable attitude for as long a time in the future as 
is possible. 

At the time of this writing, suitable attitude corrections are under 
study. Most probably the orientation coil will be energized sometime 
between passes 1300 to 1500 in a negative sense or in a positive sense 
near pass 2400 so as to drive the attitude downward and to the left in 
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the sense shown in Fig. 25. This permits the next attitude spiral to occur 
near the south ecliptic pole. * 

VI. CONCLUSIONS 

Techniques for both attitude determination and prediction for spin­
stabilized satellites have been developed. Their use has been demon-

* The attitude of the Telstar II satellite was successfully reoriented by energiz­
ing the coil on pass 2402 (May 17,1964) and leaving it in that state until pass 242l. 
Thus attitude predictions given in Fig. 19 beyond pass 2402 are no longer valid. 
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strated using Telstar I and II satellite data. It has been shown that an 
inclined dipole model of the earth's magnetic field and the method of 
averaging the gravitational and magnetic torques over each anomalistic 
period of the satellite permit attitude predictions to within a few tenths 
of a degree of determined values in most instances. In those few cases 
where departures are above one degree, explanations have been pre­
sented to show the reason for such discrepancies. The reasons are (1) 
unknown time errors in determining the midpoint of the optical flash 
series and (2) grazing intersections of the attitude determining loci. 
There remains but one anomaly in the precessional motion of the Telstar 
I satellite which, for the moment, is unexplained. Possible reasons for 
this anomaly are given in Section 5.1. 

It has further been shown that the seemingly crude approximation of 
letting the mean anomaly of the satellite equal the true anomaly for the 
purposes of determining the mean torques produces attitudes in close 
agreement (0.01 ° over 1000 orbits) with more sophisticated approxima­
tions for orbit eccentricities up to 0.9 and perigee radii above about 
4500 miles. (See Section 4.6, case II.) 

The comparisons made herein of the precession given by the magnetic 
moment program and the attitude determinations substantiate the 
simplifying assumptions made in Sections 4.1, 4.2, and 4.3. These 
assumptions are most instrumental in producing a working technique 
for both attitude prediction and residual magnetic moment determina­
tion which is amenable to analytic solution and conservative of com­
puter time. 

Furthermore, the usefulness of combining optical flash and solar 
sensor data for attitude determination and their inherent accuracy is 
shown. Optical flash data can provide loci with a resolution of 0.1°. 
Solar sensor loci are resolved to within 1°. While it is clearly straight­
forward to determine analytically the boundaries of the attitude boxes 
from intersecting loci exhibiting estimated time tolerances, this paper 
indicates the decided advantage of graphing the individual loci to 
determine the angle of intersection and thereby gain an estimate of the 
validity of the boundaries in the presence of precession (see, for ex­
ample, Section 4.1). 

Finally, the techniques described have all been consolidated into 
working computer programs which follow closely the analysis presented. 
In addition, a number of important supporting calculations such as the 
solar position, sidereal time, orbit updating, etc. are developed. Because 
of the complexities of the mean torque and gyroscopic equations, the 
precessional analysis is most useful when embodied in suitable computer 
programs. 
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APPENDIX A 

Derivation of Equation (40) 21 

Beginning with (39) of the main body of the paper, it is certainly 
evident that 

It will be shown that the following identity exists 

Rewriting (39b), one obtains 

and 

= Xg 

where 

Xg , yg , Zg = components of k along the ORDEFaxes. 

(39d) 

(3ge) 
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In like fashion 

(k· jg) = yg 

(k·kg ) = Zg • 

Substituting (3ge,f,g) into (39c), we obtain 

Therefore 

(xgig + ygjg + zgkg) X k == 0 

kXk=O 

0==0. 

(39£) 

(39g) 

(39h) 

(39i) 

(39j) 

- (k·kg)(kg X k) == k· (igig + jgjg) X k, (39k) 

and (40) follows from (39). 

APPENDIX B 

Evaluation of the II Integral of Equation (73)21 

Copying the II integral from (73) of the main body of the paper, we 
have 

1
271" 

II = (cos ,B)k X 0 {K - 3(is·K)is} (1 + e cos v) dv. 

Split (74) into two parts by letting 

and 

But 

1
271" 

IIA = cos,Bk X K 0 (1 + cos v) dv 

1
271" 

= cos,BK X 0 (1 + e cos w cos P + e sin w sin P) dw 

= (211" cos ,B)k X K 

IIB = (-3 cos,B)k X K· i27r isis(1 + e cos w cos P 

+ e sin w sin P) dw. 

is = cos wig + sin wjg 

(74) 

(75) 

(76) 

(77) 
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therefore 

It follows that 

IIB = (-37r cos,B)k X K· (igig + jgjg). (79) 

So that, combining IIA and IIB 

II = (7rcos,B)k X [2K - 3K· (igig + jgjg)] (80) 

= (7rcos,B)k X [2K - 3(K·jg)jg] (81) 

= 7rcos,B[2k X K - 3(K·jg)(kXjg)]. (82) 

We shall now proceed to express (82) in the SANOR system. From 
Fig. 10, 

K = sin OJ + cos Ok. 

From (22) and (20) we write 

or 

Xg = (CD)i(DC)x 

jg = (sin 1f; cos ~ cos i-sin ~ cos 1f; cos i)i 

+ (sin i sin 0 + sin ~ cos i sin 1f; cos e 

(83) 

(84) 

+ cos ~ cos i cos 1f; cos 0) j ( 85 ) 

+ (sin i cos 0 - sin ~ cos i sin 1f; sin e 
- cos ~ cos i cos 1f; sin O)k 

or, simplifying 

jg = [- cos i sin (~ - 1f;)]i 

+ [sin i sin 0 + cos i cos 0 cos (n - 1f;)]j (86) 

+ [sin i cos 0 - cos i sin e cos (n - 1f;)]k. 

Substitute (83) and (86) into (82) to obtain 

II = 7r cos ,B[ ( -2 sin O)i - 3[{sin i sin2 0 

+ cos i sin 0 cos 0 cos (n - 1f;) + sin i cos2 
0 

- cos i sin 0 cos 0 cos (n - 1f;)}{ ( - sin i sin 0 ( 87 ) 

cos i cos 0 cos (n - 1f;)) i 

+ (-cos i sin (n - 1f;) )j}] J. 
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Finally, 

II = 7r cos ,a[{ -2 sin e + 3 sin2 i sin e 
+ 3 sin i cos i cos e cos (Q - If)} i 

+ 3 sin i cos i sin (Q - If )j]. 

APPENDIX C 

Case I Expansion 

(88) 

Refer to integrals of (91), (92), (93), and (94) of the main body of 
the paper: 

A = (27r sin 1]0(1 + e cos v) dv = (211" sin 1]0 dv + e (27r sin 1]0 cos v dv 
Jo '0 Jo 

(109) 

1
211" 1211" 

= sin 1]0 0 cos (bv) dv + cos 1]0 0 sin (bv) dv 

+ e [Sin ~o f." cos (bv) cos v dv 

(110) 

+ cos 1]0 i27r sin (bv) cos v dV] 

= sin 1]o(Dl + eD3) + cos 1]0(D2 + eD4) (111) 

~ G - 1 ~ b2) [sin ~o sin 2".b + cos ~o(1 - cos 2".b) 1 (112) 

where the D factors are listed in Appendix E. In similar manner, 

B = cos 1]o(Dl + eD3 ) - sin 1]0(D2 + eD4) (113) 

= [~ - 1 : b2] [cos 1]0 sin 27rb - sin 1]0(1 - cos 27rb)]. (114) 

The C integral is expanded as follows 

1

211" 
C = 0 isis sin 17 (1 + e cos v) dv (115) 

but 

(116) 
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Therefore 

isis = COS2 wigig + sin2 wjgjg + sin w cos w (iaja + jllig). (117) 

Let 

c = iaiaCI + jajaC2 + (illjll + j{li~.)C3 
and evaluate C1 , C2 , C3 separately. 

1
211' 

C1 = 0 cos
2 

w sin 1](1 + e cos v) dv. 

(118) 

(119) 

Letting w = v + P, expanding cos2 wand collecting terms, we have 

C1 = sin 770[COS
2 P(D5 + eD7) + sin2 P(D9 + eDn) 

- 2sinPcosP(Dl3 + eD1f»] 

+ cos 1]0[cos
2 P(D6 + eDs) + sin

2 P(D10 + eD12 ) 

- 2 sin P cos P(DI4 + eDI6)]. 

in like fashion 

(120) 

C2 = sin 1]0[sin
2 P(D5 + eD7) + cos2 P(D9 + eDll ) 

+ 2 sin P cos P(DI3 + eDI5 )] 
(121) 

+ cos 1]0[sin
2 P (D6 + eDs) + cos

2 P (D IO + eD12 ) 

+ 2 sin P cos P (D 14 + eDI6 )] 

and 

(h 
C3 = J

c 
sin w cos w sin 1](1 + e cos v) dv 

= sin 1]0 [ (cos2 P - sin2 P) (D 13 + eD15 ) 

Since 

+ sin Peas P (D5 - D9 + eD7 - eD ll )] 

+ cos 1]0[ (cos
2 P - sin2 P) (D 14 + eD 16 ) 

+ sin Peas P (D6 - DIO + eDs - eDI2)]. 

1
211' 

E = 0 isis cos 1](1 + e cos v) dv 

we expand as with C, to yield 

E = igigEI + jgjgE 2 + (igjg + jgig)E3 

(122) 

(94) 

(123) 
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SO that 

1
211" 

E I = 0 cos
2 

W COS ?] (1 + e cos v) dv 

= cos ?]o[cos2 P(D6 + eD7) + sin2 P(D9 + eDn) 

- 2 sin P cos P(DI3 + eDI6 )] 

- sin ?]o[cos2 P(D6 + eD8 ) + sin2 P(DlO + eD12 ) 

- 2 sin P cos P(D14 + eD16 )] 

and 

1
211" 

E2 = 0 sin2 
W cos ?](1 + e cos v) dv 

= cos ?]o[sin2 P(D6 + eD7) + cos
2 P(D9 + eDn) 

+ 2 sin P cos P(DI3 + eDI6 )] 

and 

- sin ?]o[sin
2 P(D6 + eD8 ) + cos

2 P(DlO + eD12 ) 

+ 2 sin P cos P(D14 + eDI6 )] 

1
211" 

E3 = 0 sin w cos w COS?] (1 + e cos v) dv 

= cos ?]o[(cos2 P - sin2 P) (D13 + eD16 ) 

+ sin P cos P(D6 - D9 + eD7 - eDll )] 

- sin ?]o[(cos2 P - sin2 P)(D14 + eD16 ) 

+ sin P cos P(D6 - DIO + eD8 - eDI2 )]. 

APPENDIX D 

Case I I Expansion 

(124) 

(125) 

(127) 

(128) 

(129) 

We will now evaluate (91), (92), (93) and (94) once again in a manner 
similar to Appendix C, but this time using the approximation 

M = v - (Alb) sin v. (102) 
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The sanie notation will be used for the integrals 

r27r 
A = J 0 sin 77 (1 + e cos v) dv 

1
27r 

= sin 770 0 {cos bv cos (A. sin v) + sin bv sin (A. sin v)} 

. (1 + e cos v) dv 

1
27r 

+ cos 770 0 {sinbv cos (A. sin v) - cos bv sin (A. sin v)} 

. (1 + e cos v) dv. 

Using the approximations of (107) and (l08), we have 

A = sin 77o[D I + eD3 + A.(D17 + eDI~) - (A.2/2) (D9 + eDn) 

- (A.3/G)(D I8 + eDI9 )] 

+ cos 770[D2 + eD4 - }..(D2C + eD13 ) - (A.2/2) 

(DlO + eD12 ) + (}..3/G )(D2l + eD22 )]. 

In like manner, 

r27r 
B = J 0 cos 77 (1 + e cos v) dv 

= cos 77o[Dl + eD3 + }..(DI7 + eD14 ) - (}..2/2)(D9 + eDll ) 

(A.
3
/6)(D I8 + eDI9 )] 

(143) 

(144) 

(145) 

2 (14G) 
sin 770[D2 + eD4 - }..(D20 + eDl3 ) - (}.. /2) (DlO 

+ eD12 ) + (}..3/6 ) (D2I + eD22)]. 

Similarly, 

Cl = i27r 
cos

2 
w sin 77(1 + e cos v) dv 

Cl = sin 770[COS2 P{ (Ds + eD7) + }..(DI6 + eD26 ) - (}..2/2 )(D23 

+ eD2S ) - (A.
3
/6) (D3I + eD33 )} + sin2 P{ (D9 + eDll ) 

+ A.(DI8 + eD19 ) - (A.
2/2) (D30 + eD38 ) - (A3/G) 

. (D35 + eD4I )} - 2 sin Peas P{ (D13 + eDIS ) + A(Dl2 

(147) 
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+ eD24 ) - (A2/2) (D 22 + eD32 ) - (A3/6) (D37 + eD39 )} ] 
(148) 

+ cos '170 [ COS2 P{ (D6 + eD8) - A(DI5 + eD28 ) - (A2/2) 

. (D24 + eD27 ) + (A
3
/6) (D32 + eD34 )} + sin

2 P{ (D IO 

+ eD12 ) - A(D2I + eD22 ) - (A2/2)(D29 + eD37 ) 

+ (A
3
/6) (D36 + eD42 )} - 2 sin P cos P{ (D14 + eD16 ) 

- A(Dll + eD23) - (A 2/2)(D19 + eD:l1 ) + (A il/6)(D38 

+ eD40)} J. 
To simplify the writing of the mean magnetic torque equation, let 

FI = (D5 + eD7) + A(D I6 + eD26 ) - (A
2
/2)(D 23 + eD25 ) 

(122) 
- (A 3/6) (D31 + eD33 ) 

F2 = (D9 + eD 11 ) + A(DI8 + eD19 ) - (A
2/2)(D 30 + eD38 ) 

- (A
3
/6)(D35 + eD41 ) 

- (A 3/6 ) (Da6 + eD39 ) 

(123) 

(124) 

F4 = (D6 + eD8) - A(DI5 + eD28 ) - (A
2
/2)(D24 + eD27 ) 

(125) 
+ (A

3
/6) (D32 + eD34 ) 

F5 = (DlO + eD12 ) - A(D2I + eD22 ) - (A2/2) (D29 + eD37 ) 

+ (A
3
/6 )(D36 + eD42 ) 

F6 = (D14 + eD16 ) - A(Dll + eD23 ) - (A2/2) (D 19 + eD31 ) 

+ (A
3
/6) (D38 + eD40). 

(126) 

(127) 

By the similarity of G2 and G3 integrals to GI and of E I , E 2 , E3 to CI , 

C2 , C3 we immediately write and summarize the following: 

GI = sin 'l7o[FI cos2 P + F2 sin2 P - 2F3 sin P cos P] 

+ cos 'l70[F4 cos2 P + F5 sin2 P - 2F6 sin P cos P] 

C2 = sin 'l7o[Fl sin2 P + F2 cos
2 P + 2F3 sin P cos P] 

+ cos 'l70[F4 sin
2 P + F5 cos

2 P + 2F6 sin P cos P] 

G3 = sin 'l7o[(Fl - F 2 ) sin P cos P + F3(COS2 P - sin2 P)] 

+ cos 'l70[(F4 - F5) sin P cos P + F6(COS2 P - sin2 P)] 

(128) 

(129) 

(130) 
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El = COS 7]o[F l COS
2 P + F2 sin2 P - 2F3 sin P cos P] 

- sin 7]o[F4 cos2 P + F5 sin2 P - 2F6 sin P cos P] 

E2 = cos 7]o[Fl sill P + F2 cos2 P + 2F3 sin P cos P] 

- sin 7]o[F4 sin2 P + F5 cos2 P + 2F6 sin P cos P] 
(132) 

E:\ = cos 7]o[(Fl - F 2 ) sin P cos P + F3(COS
2 P - sin2 P)] 

- sin 7]o[(F4 - F5) sin P cos P + F6(COS
2 P - sin2 P)]. 

(133) 

APPENDIX E 

The D Integrals22 

1
211" 1 

Dl = 0 cos (bv) dv = b sin (27rb) 

D2 = 1211" sin (bv) dv = ~ [1 - cos (27rb)] 

1211" b sin (27rb) 
D3 = 0 cos (bv) cos v dv = - 1 _ b2 

211" b 
D4 = 1 sin (bv) cos v dv = -1 _ b2 [1 - cos (27rb)] 

1211" 2 2 - b2 
• 

D5 = 0 cos (bv) cos v dv = b(4 _ b2) sm (27rb) 

1211" 2 2 - b2 

D6 = 0 sin (bv) cos v dv = b(4 _ b2 ) [1 - cos (27rb)] 

1211" b(7 - b)2 . 
D7 = 0 cos (bv) cos

3 
v dv = (1 _ b2 ) (9 _ b2) sm (27rb) 

1211" b(7 - b2
) 

D8 = 0 sin (bv) cos
3 

v dv = (1 _ b2 )(9 _ b2) [1 - cos (27rb)] 

1211" (). 2 2 sin (27rb) 
Dg = 0 cos bv sm v dv = b (4 _ b2) 

DlO = f'Sin (bv) sin' v dv = b(4 ~ b') [1 - cos (2 .. b)] 

Du = 1211" sin2 v cos v cos (bv) dv = 2b sin (27rb) 
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D" = {' sin' v cos v sin (bv) dv = (1 _ b~~~ _ b2 ) [1 - cos (2"b)] 

1211" . ( 1 - cos (27rb) 
D13 = 0 sm v cos v cos bv) dv = 4 _ b2 

D 1211". . (b) d sin (27rb) 
14 = 0 sIn v cos v sIn v v = - 4 _ b2 

1211" . 2 (3 - b2
) 

D 16 = 0 sm v cos v cos (bv) dv = (9 _ b2)(1 _ b2) [1 - cos (27rb)] 

1211" . 2. ( ) (3 - b2) sin (27rb) 
D16 = 0 SIn v cos v sm bv dv = - (9 _ b2)( 1 _ b2) 

D17 = 1211" sin v sin (bv) dv = _ si; ~2~~) 

1211" . 3 . ( ) 6 sin (27rb) 
D I8 = 0 sm vsm bv dv = -(9 _ b2)(1 _ b2) 

1211" . 3 . ( ) 6 sin (27rb) 
D I9 = 0 sm v cos v sm bv dv = - (16 _ b2) (4 _ b2) 

1211" . 1 - cos (27rb) 
D20 = 0 sm v cos (bv) dv = 1 _ b2 

1211" . 3 () 6[1 - cos (27rb)] 
D21 = 0 sm v cos bv dv = (9 _ b2) (1 _ b2) 

1211" . 3 () 6[1 - cos (27rb)] 
D22 = 0 sm v cos v cos bv dv = (16 _ b2)(4 _ b2) 

1211" . 2 2 () 2 sin (27rb) 
D23 = 0 sm v cos v cos bv dv = b(16 _ b2) 

1211" . 2 2. () 2[1 - cos (27rb)] 
D24 = 0 sm v cos v sm bv dv = b( 16 _ b2) 

1211" . 2 3 () 2b(I3 - b2) sin (27rb) 
D26 = 0 sm v cos v cos bv dv = - (25 _ b2) (9 _ b2) (1 _ b2) 

1211" . 3. ( ) (10 - b2) sin (27rb) 
D 26 = 0 sm v cos v sm bv dv = - (16 _ b2) (4 _ b2) 

1211" . 2 3. ( ) 2b(I3 - b2)[1 - cos (27rb)] 
D27 = 0 sm v cos v sm bv dv = - (25 _ b2) (9 _ b2) (1 _ b2) 

[
211" (10 - b2)[1 - cos (27rb)] 

DZ8 = sin v cos 3 
V cos (bv) du = ----;--------=---:---:----------:---:---

• 0 (16 - b2 ) (4 - b2 ) 
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D _ r
27r 

. 4 , . () _ 24[1 - cos (27rb)] 
29 - J 0 SIn l sm bv dv - b (16 _ b2) (4 _ b2) 

D _ r 27r • 4 () _ 24 sin (27rb) 
30 - J 0 sm v COS bv dv - b (16 _ b2) (4 _ b2) 

r27r 6(5 - b2) sin (27rb) 
D31 = J 0 sin 

3 
v cos

2 
v sin (bv) dv = (25 _ b2) (9 _ b2) (1 _ b2) 

r27r 6(5 - b2)[1 - cos (27rb)] 
D32 = Jo sin

3 

v cos
2 

v cos (bv) dv' = (25 _ b2) (9 _ b2) (1 _ b2) 

r
27r 

. 3 3. ()' 6 sin (27rb) 
D33 = J 0 sm v cos v sm bv dv = - (36 _ b2) (4 _ b2) 

i27r '. 3, . 3 (') 6[1 - cos (27rb)] 
D34 = 0 sm" v cos v _cos bv dv = (36 _ b2) (4 _ b2) 

r 27r 
5 120 sin (27rb) 

D35 = J 0 sin v sin (bv) dv = (25 _ b2) (9 _ b2) (1 _ b2 ) 

(7r 5 120[1 - cos (27rb)] 
D36 = J 0 sin v cos (bv) dv = (25 _ b2) (9 _ b2) (1 _ b2 ) 

D = r27r . 4 • () _ _ 24b[1 - cos (27rb)] 
37 Jo sm v cos v sm bv dv - (25 _ b2) (9 _ b2) (1 _ b2) 

D38 = r 7r . 4 (' ) 24b sin (27rb) 
J 0 SIn v cos v cos bv dv = - (~5 _ b2) (9 _ b2) (1 _ b2) 

D39 = r 7r 
• 4 2. (.) 24(6 - b2)[1 - cos (27rb)] 

J 0 sm v cos v sm bv dv = b (36 _ b2) (16 _ b2) (4 _ b2) 

r
27r . 4 2 ( 24(6 - b2) sin (27rb) 

D40 = Jo sm v cos v cos bv) dv = b(36 _ b2)(16 _ b2)(4 _ b2) 

r27r . 5 • ( ) 120 sin (27rb) 
D41 = Jo sm v cos v sm bv dv = - (36 _ b2) (16 _ b2) (4 _ b2) 

r 27r 120[1 - cos (27rb)] 
D42 = Jo sin

5 

v cos v cos(bv) dv = U~6 _ b2)(16 _ b2)(4 _ b2)' 
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Directional Control in 
Light-Wave Guidance 

By s. E. MILLER 

(Manuscript received May 11, 1964) 

The transmission of light waves for communication in a medium sheltered 
from atmospheric effects requires wave guidance providing frequent changes 
in direction of propagation. This paper shows that, in any electromagnetic 
waveguide having transverse planes in which the field is essentially equiphase, 
the transverse width of the field distribution 2a and wavelength A determine 
the order of magnitude of the direction-determining parameters, R min , the 
minimum bending radius, and omax, the maximum abrupt angular changes, 
according to the relations 

Rmin = 2(a
3
/A

2
) 

omax = !CA/a) 
which are valid in the region A < a. The significance of R min is apparent, 
with the note that in a system containing a multiplicity of bends, an appropri­
ate way of summing the effects of the individual bends should be used to es­
tablish an over-all equivalent bend radius for the complete transmission 
path, which must be larger than R min • The quantity Omax may be regarded as 
the maximum value of the accumulated angular errors (rms sum, for ex­
ample) in a transmission line including reflecting or refracting elements for 
directional control. For a light beam at A = 0.6328 microns having a diame­
ter of 1.0 mm, Omax = 0.036° and R min = 600 meters. 

Small-diameter beams ease the problem of directional control. There is no 
fundamental reason why small beams should not be achievable with low loss 
in the straight condition, but many guiding structures do have an inverse 
relation between beam diameter and straight-condition attenuation coefficient. 
To explore the direction-controlling properties of specific media and the in­
teraction of R min and Omax with straight attenuation coefficient, the following 
waveguides and associated criteria for establishing Rmin and Omax were 
studied: 

(1) sequence of lenses: criterion, beam deflection from nominal axis by 
one beam radius, 

1727 
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(2) hollow dielectric waveguide: criterion, added bend loss equal to 
straight condition loss, 

(3) round metallic circular-electric waveguides: for helix guide, criterion 
is bend loss equal to straight loss; for simple metallic tube, criterion is a 
transmission ripple (due to mode conversion) of about 1.7 db. 

In all cases the functional dependence on a and A. for R min or Omax was the 
same (given above) as derived for the generalized electromagnetic waveguide, 
and the associated constants were in most cases of similar magnitude. 

I. INTRODUCTION 

In research on techniques for transmitting light waves over appreciable 
distances for communication it has become evident that control of direc­
tion of propagation is an important and difficult problem. Electromag­
netic waves in free space travel in a straight line. In a medium that is 
sheltered from atmospheric effects, frequent changes in direction are 
necessary to follow vertical terrain contours and to conform to a hori­
zontal path avoiding physical obstacles and regions of high-cost installa­
tion. The wave guiding medium must provide these direction, changes. 

In this paper some simple relations are derived to give the order of 
magnitude of the direction-determining factors, bending radius and 
abrupt tilt angle, for any wave guiding structure as a function of wave­
length and the transverse dimension of the guided electromagnetic 
wave beam. These simple relations are then compared to the correspond­
ing more precisely defined quantities for specific waveguides: (1) a se­
quence of lenses,! (2) the hollow-dielectric waveguide,5 and (3) round 
waveguides for circular electric waves. 

II. DERIVATION OF GENERAL WAVEGUIDE DIRECTIONAL SENSITIVITY 

In Fig. 1 we show a generalized waveguide for electromagnetic waves, 
with an abrupt open end radiating into free space. We assume the field 
at the aperture is essentially equiphase, which implies ending the guide 

WAVEGUIDE 
BEAM 

{ 

I 2a I 

k-------zc-------~ 
Fig. 1 - Waveguide with abrupt open end. 



LIGHT-WAVE GUIDANCE 1729 

only at certain longitudinal locations if a periodic form of guidance (such 
as a sequence of lenses) is employed. Let the field strength variation 
across the aperture be approximately sinusoidal. Then, approximately, 
the far-field beam angle 0 is 

o = A/a radians (1) 

in which we require a > A. Other aperture distributions would give the 
same order of magnitude for o. In the near-field region the radiated beam 
remains collimated in a width approximately 2a out to a distance Zc from 
the aperture, where 

zcO = 2a 

Zc = 2a
2
/A. 

(2) 

(2a) 

The key inference on directional sensitivity is introduced here. Since in 
the absence of the guide the beam remains confined to essentially the 
same region as in the presence of the guide, it is concluded that the guide 
has little influence on the beam over the interval Zc • Thus any appreciable 
change in direction of wave propagation must not be made in a distance 
less than Zc • 

With reference to Fig. 2, the departure of a circular arc from the 
tangent is 

(3) 

We now require that ~ = a when l = Zc. Using (3), (2) and (1), we 
obtain the minimum bend radius Rmin 

( 4) 

R 

/ 
Fig. 2 - Departure of a circular arc from the tangent. 
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Alternatively, this same relation may be arrived at by specifying that 
the change in direction shall be one beamwidth e after traveling a dis­
tance Zc in the minimum bending radius Rmin ; i.e., Rmine = Zc • 

Equation (4) gives the order of magnitude of bend radius at which 
the wave propagation will change character. At longer bend radii the 
wave propagation will be essentially as in the straight guide, and at 
shorter bend radii something drastic will happen. Just what changes oc­
cur in the latter case depend on the nature of the medium in detail. If 
the medium is enclosed in a perfect conductor the change will be large 
mode conversion. If it consists of a sequence of infinitely wide lenses we 
will see that the change is a wide oscillation of the beam about the nomi­
nal axis of propagation. Note that in neither of these cases is energy lost 
due to the bend. Nonetheless, we regard either change as undesirable. 

Consider an abrupt angular change in the guide direction, O. Following 
a line of reasoning analogous to that given above, we can say that the 
character of wave propagation will change rapidly in the region where 

Omax = e /2 = A/2a. (5) 

Smaller values of 0 will cause progressively less change in wave character, 
whereas larger values of 0 will cause violent changes. 

If we consider the relation of these quantities to a wave guiding me­
dium, it is apparent that Rmin is intended as the smallest radius at which 
the otherwise uniform medium can be bent. When a multiplicity of bends 
is included in a single transmission link, some way of summing their ef­
fects is needed to form an equivalent bending radius which must be 
greater than Rmill . 

The angle 0 is somewhat different. In many media where a » A it is 
possible to insert a large plane reflector and introduce a change of direc­
tion of arbitrary size. As long as the guides at both approaches to the 
reflector are perfectly aligned according to geometric optics, the dis­
turbance on wave propagation may be negligible. However, there will be 
an error in such angular alignment and Omax tells us how large that error 
may be. When many random angular errors are made, Omax is approxi­
mately the rms accumulation of such errors. 

The numerical values of Rmin and Omax have been plotted for A from 
0.6328 to 10 microns and beam radius a from 0.1 to 100 millimeters in 
Figs. 3 and 4, respectively. For example, at A = 0.6328 microns and 
2a = 1.0 cm, Rmin = 600,000 meters and Omax = 3.6 X 10-3 degrees. 
Dropping to 2a = 1.0 mm, Rmin = 600 meters and Omax = 3.6 X 10-2 

degrees. 
We consider next certain specific wave guiding structures to compare 
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the results of directional changes in those structures to the generalized 
conclusions drawn above. 

III. SEQUENCE-OF-LENS WAVEGUIDE 

G. Goubau has proposed l a waveguide for electromagnetic waves con­
sisting of a series of lenses, and D. l\1arcuse has used geometric optics to 
determine the effects of bends in such a waveguide.2 

If the input to a lens waveguide is a ray which is inclined at an angle 
o to the longitudinal waveguide axis (Fig. 5) the departure of the ray 
from the longitudinal axis has a magnitude at successive lenses which is 
contained within an envelope which is a sinusoidal function of distance 
along the longitudinal axis. Starting with the work of Marcuse, one can 
show that there is an optimum strength of lens which minimizes the de­
parture of a ray from the axis; the optimum focal length f is related to 
the lens spacing L by 

2f ~ L (G) 

and under that condition the maximum deviation of the ray from the 
longitudinal axis is 

rmax-l = oL. (7) 

Consider a region of bend radius R following a straight region of lens 
waveguide. For a ray incident on the curved region from the axis of the 
straight region l\1arcuse has also calculated the ray's departure from the 
axis in the curved region; for the casef = L/2 the maximum departure is 

r max-2 = L2/R. (8) 

We now relate these departures from the guide axis to the transverse 
dimension of the beam. It is convenient to consider the beam radius to 
be that value of radius beyond which a completely negligible amount of 

Fig. 5 - Sequence of lenses. 
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field exists. We define this beam radius as 

rb = (NoL A)!. (9) 

Here No is the Fresnel number which previous work3.9 shows is on the 
order of unity for negligibly small diffraction loss when all energy out­
side the radius rb is absorbed at the lenses.* 

As a criterion of the maximum permissible abrupt angular change, we 
somewhat arbitrarily set it to be that angle at which rmax-l is equal to 
the transverse beam radius rb : 

(10) 

Since No r--.J 1, this specific guide and criterion gives a permissible angular 
change of twice that prescribed by (5). This may be considered an ex­
cellent agreement. 

As a criterion of the minimum permissible bend radius, we set the re­
sulting beam deflection rmax-2 equal to the transverse beam radius rb : 

(11) 

Since No r--.J 1, this specific guide and criterion gives a permissible bend 
radius of one-half that prescribed by (4), which again may be considered 
excellent agreement. 

The most important aspect of the comparison between (4) and (5), 
(10), and (11) is that the corresponding equations have the identical 
dependence on A and a, which determines in a broad way the magnitude 
of the direction determining parameters. 

In this form of guide we can readily relate the beam radius to the as­
sociated lens spacing and the losses. Fig. 6 shows the lens spacing L 
versus beam radius in the 0.5- to 4-micron wavelength region. As before, 
No will be about unity, but where extremely low losses per lens are re­
quired may have to be slightly greater than unity.3 For the 1.0-mm beam 
diameter referred to above, the lens spacing is about 0.4 meter for 
A = 0.63 microns. 

In principle, vanishingly small transmission loss could be obtained by 
appropriate choice of lens diameter (i.e., choice of No), if the reflection, 
absorption, and scattering losses were negligible at the lenses. In practice, 
sueh losses may be very real. Fig. 7 shows the total losses per lens re­
quired as a function of lens spacing with net transmission loss as a 
parameter. For 3 db/mile net loss and the O.4-meter lens spacing, a power 
loss per lens of about one part in 104 is required. 

* Further discussion of No and rb is given in the Appendix. 
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Fig 6. - Approximate beam radius vs lens spacing in a sequence of identical 
lenses. 

In general, of course, the smaller beam diameters which permit rapid 
direction changes require more tight guidance (closer lens spacing) and 
tend to increase the losses. Note, however, that the only inherent losses 
associated with tight guidance for the lens guidance system are due to 
scattering or reflection at lens surfaces or bulk lens absorption loss, both 
of which may conceivably be made very small. 

IV. HOLLOW DIELECTRIC WAVEGUIDE 

E. A. J. Marcatili and R. A. Schmeltzer have proposed a waveguide 
for light waves consisting of a hollow dielectric tube in which the useful 
energy is entirely confined to the central hole. 5 When the guide is 
straight, loss takes place through very slow radiation into the dielectric, 
which is completely absorbing for the light energy. 

The bending radius for such a guide which makes the extra loss due to 
bending (also a radiation loss) exactly equal to the straight-guide at­
tenuation coefficient has also been determined. 5 They find, for the lowest­
order mode (ERn), in which the field varies roughly cosinusoidally 
from the axis to the inner wall of the tube, 

(12) 
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where a is the inner radius of the tube. Once again, the functional de­
pendence of R min- D on a and A is identical to that in (4). 

The straight-line attenuation coefficient for the lowest-order mode 
can be reduced t05 

(13) 

for an index of refraction of the dielectric tube equal to 1.5. As l\ifarcatili 
and Schmeltzer have pointed out, the dependence of as on a and A is the 
exact inverse of that for Rmin- D ; hence for any prescribed straight-guide 
loss there is a minimum permissible bending radius, which for the lowest­
order mode is 

Rmin- D = 2.03/ as • (14) 

For fixed as this is independent of A. For Rmin- D = 1000 meters, as = 

0.002 nepers/meter or 27.9 db/mile, and at A = 0.6328 microns, the 
inner radius of the tube a = 0.35 mm. 

v. CIRCULAR ELECTRIC WAVEGUIDES 

We consider now the directional control relations for round waveguides 
designed for the TEOl circular electric wave. Helix waveguide and smooth-
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walled metallic waveguide involve quite different criteria for tolerable 
bending radius and will be discussed separately. 

Consider first metallic guides in which the losses are negligible com­
pared to the mode coupling coefficients. We assume the degeneracy be­
tween TEO! and TIVln is broken with a dielectric lining or other guide 
modification. Then the limit on bending radius or abrupt tilt is the inter­
fering effect between the unperturbed TEol energy and the energy which 
is converted to an undesired mode and reconverted back to the TEol 
wave. 

For an abrupt tilt, the amplitude conversion coefficient from TEol 
to TEI2 was found by S. P. l\tIorgan 4 to be, approximately 

p = 1.935 (a/'A)o (15) 

where 0 is the tilt angle in radians. When converted energy from one tilt 
strikes another tilt (presumed for simplicity here to be the same angle), 
energy is reconverted back to the TEol wave with the same conversion 
coefficient given by (15). The amplitude of the reconverted wave com­
pared to the unperturbed wave is then p2. Depending on the relative 
phase of the reconverted vector, it may add at any phase angle to the 
unperturbed wave. Hence the amplitude transmission coefficient varies 
with wavelength between (1 + p2) and (1 - p2). Letting a transmission 
fluctuation of 1.7 db, corresponding to p2 = 0.1, be the criterion of limit­
ing tilt angle, we find 

Omax-M = p'A/1.935a = 0.164 A/a. (16) 

Comparing this to the generalized relation for Om ax in (5), we note the 
identical dependence on A and a and a somewhat smaller constant multi­
plier. In practice, the existence of coupling to other modes would tend 
to make somewhat smaller values of Omax-M needed, but the dependence 
on 'A and a would not be affected. 

Still considering guides with negligible losses, we examine the effect 
of a constant-radius bend. It may be shown that the reconverted vector 
has the magnitude 

(17) 

where k t is the distributed coupling coefficient between TEol and an un­
desired mode and r l and r 2 are the propagation constants for TEol and 
the undesired modes, respectively. For TEol to TEl2 

k t f'..I j(2a/'AoR) 

where R is the bend radius and a is the radius of the guide. Also, 

(rl - r 2) f'..I j({3I{32) = j AO/a2. 

(18) 

(19) 
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Hence 

(20) 

As a criterion for minimum bend radius we set P12 equal to 0.1, giving 
the same ripple in transmission loss as noted above, with the resulting 
bending radius from (20) 

Rmin- M = (4/p 2 )!(a3/A 2
) = 6.3 a 3/A2

• (21) 

Comparing (21) to (4), we again find the identical dependence on a and 
A with a slightly different constant. 

Turning now to the case of helix waveguide in which very strong loss 
is introduced for the undesired mode, we find we do not have explicit 
forms for the coupling coefficient. We take advantage of some numerical 
evaluations carried out in the 30- to 100-kmc region on guide varying in 
diameter from 0.25 inch to 3 inches. It was found that the bend loss 
coefficient is given by the expression * 

(22) 

The TEolloss of the guide when straight is very nearly that of a copper 
cylinder, given by S. A. Schelkunoff as6 

as = 4.46 X 10-6 Al/a3
• (23) 

In (23) we have assumed a2 » (A/2)2, so that the cutoff effect is negligi­
ble. As our criterion for minimum bending radius we equate the bend 
loss aB and the straight-line loss as , yielding 

(24) 

The functional dependence of Rmin- H on A and a is very nearly the same 
as in (4), but the constant multiplier is much greater. This is a conse­
quence of the criterion as = aB, which is thereby proven much more 
stringent than the rather lax transmission ripple criterion used above for 
the metallic tube guide in which dissipation was negligible. Since as of 
(23) and Rmin- H of (24) have different dependence on A, a change of 
wavelength will influence R min- H even though as is held constant. We 
can express this by sUbstituting (23) into (24), giving 

R. = 128 X ~ = 5.71 X 10-
4 

(25) 
mlll-H Ao.6 A! Ao.6as 

At longer wavelengths, smaller bending radii are tolerable even though 

* This is the result of unpublished calculations by the author, based on cou­
pling coefficients derived by methods due to Unger9 and using coupled-wave 
theory.lo 
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as is held constant by increasing a. At a wavelength of 5 mm and a 
straight attenuation coefficient of 1 db/mile, Rmin-H = 191 meters. This 
result and the numerical constant in (22) are dependent to some extent 
on the wall impedance to the undesired modes used in the numerical 
evaluations referred to above, which was on the order of one-half the free­
space intrinsic impedance. 

VI. CONCLUSION 

For any guided electromagnetic wave, the order of magnitude of the 
direction-determining parameters Rmin (the minimum bending radius) 
and Omax (the maximum abrupt angular change) are uniquely determined 
by the wavelength and transverse beain dimension. Equations (4) and 
( 5) were derived, determining R min and omax for a general guided elec­
tromagnetic wave by inferring the tightness of guidance from the be­
havior of a wave radiated from the open end of the waveguide. Investiga­
tion of specific forms of waveguide with precise criteria for setting limits 
on Rand 0 (as outlined in the abstract) lead to identical functional 
forms for Rmin and Omax , with similar constant multipliers. 

APPENDIX 

Previous workers3
,7 have calculated the diffraction loss at a reflector 

in a maser interferometer, and the same loss per lens would be expected 
in a sequence-of-Iens waveguide if the entire plane outside the edge of the 
lens (of radius equal to that of the maser reflector) were absorbing. These 
losses are plotted vers'us N = a2/LA (where a is the reflector radius) in 
Fig. 3 of Ref. 7 and in Fig. 15 of Ref. 3 for focal length f = L/2. We 
chose No to be that value of N which gives satisfactorily low loss per lens; 
for example, for No = 1, Ref. 7 gives a power loss per lens of one part in 
104 for the lowest-order wave, and for No 1'-.1 1.4 the power loss is one 
part in 106

• Fig. 3 of Ref. 1 shows that 99.8 per cent of the energy of the 
normal mode for infinite lenses lies within the radius r = (LA)! at the 
lens. In practical cases, therefore, No will differ little from unity. 

Another item of interest is the relation between rb of (9) and the field 
amplitude given by previous workers. 7 ,8 The field varies as a function of 
radius r from the axis of the guide according to 

(26) 

where w is the radius at which the field drops to e -1 of its maximum (on 
axis) value. The value of w varies with longitudinal position between 
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lenses; at midway between lenses W = Wo, where 

Wo = (DA/27r)!. 

At the lenses, W = Ws , and for our cases of f = L/2 

WS = (L'A./7r)!. 

It is apparent from (9) and (28) that 

fb = Ws (No7r)!. 

In terms of Ws (10) becomes 

Omax = (No/7r) \'A./ws) 

and (11) becomes 

Rmin 
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Alternating-Gradient Focusing and 
Related Properties of Conventional 

Convergent Lens Focusing 

By S. E. MILLER 

(Manuscript received June 8, 19G4) 

A series of lenses whose focusing properties are alternately convergent and 
divergent (alternating-gradient focusing) is of potential interest in the guid­
ance of light waves, and has previously been used to focus electron beams and 
high-energy particle streams. New information is provided herein on such 
focusing for the case of equal focal length f (but alternating-gradient) lenses 
equally spaced a distance L. 

The alternating-gradient system formed by adding diverging lenses between 
the lenses of an all-converging sequence of lenses is found to have the same 
stability condition as the original system for 0 < L/f < 2. A physical argu­
ment leads to the conclusion that weaker divergent lenses would also leave the 
stability criterion unchanged. 

The focusing effect of the alternating-gradient system is surprisingly close 
to that of an all-converging lens system. After the focal length of each has been 
adjusted to an optimum value, the ray departure from the system axis is only 
1.67 times as great for the alternating-gradient system as for an all-convergent 
lens system with the same spacing of convergent lenses. 

For weak lenses (i.e. 2f / L » 1) the output ray departure due to input ray 
displacement is independent of both the f ocallength and spacing of the lenses, 
and is independent of lens spacing but proportional to focal length for input 
ray slope. 

Both the alternating-gradient system and all-convergent lens focusing ar­
rangements exhibit discontinuities in the maximum ray displacement ver­
sus focal strength relation. 

Viewed over-all, alternating-gradient focusing for light guidance does a 
surprisingly efficient job and may be advantageous over all-convergent lens 
systems if the alternating-gradient arrangement has structural or economic 
advantages. 

1741 
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I. INTRODUCTION 

In research on guidance of light waves for communication we are con­
sidering use of a sequence of lenses of alternately convergent and diver­
gent types. For example, a guidance system using tubular thermal gas 
lenses might employ continuous flow of gas through a tube whose walls 
are alternately warmer and cooler than the gas within. Thus, the mech­
anism used to cause the focusing may have the alternating character, 
and the quest jon comes to the fore - how well can one focus with such 
a structure as compared to the use of a sequence of all-convergent lenses? 

Alternating-gradient focusing has previously been used on electron 
beams! and on particle accelerators.2 The present study discovered an 
error in the previous determination of stability conditions and revealed 
some little known but interesting properties of alternating-gradient focus­
ing. A comparison is made with conventional focusing using all-conver­
gent lenses. 

II. ANALYSIS OF ALTERNATING-GRADIENT SYSTEMS 

One might wonder whether a series of equal-focal-length and alter­
nately converging and diverging lenses would give any net focusing at 
all, since the average dielectric constant along all paths parallel to the 
axis would be the same. It is well known, however, that a divergent 
lens followed by a convergent lens of equal focal length, spaced a finite 
distance less than the focal length, gives a net converging lens, and the 
same is true if the order of the lenses is reversed. Thus, a net focusing 
is to be expected for an infinite series of such lens pairs.! 

We consider a sequence of alternating convergent and divergent lenses 
equally spaced a distance L and of equal focal lengths, f. We follow the 
method of analysis used by Pierce.1 There are two cases to cover, one in 
which the first lens of the array is a divergent lens (obtained by starting 
at n = 0 in Fig. 1) and the other in which the first lens of the array is a 
convergent lens (obtained by starting at N = 0 in Fig. 4, below). 

With reference to Fig. 2, and taking the input ray at plane a to have a 
slope ra' and a displacement ra from the longitudinal axis, the output ray 
from the lens at plane b will be 

rb' = ra' + (l/f)rb. 

At plane c this ray will be described by 

(1) 

(2) 

(3 ) 

(4) 
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n-t m-t n m n+l m+l 

I I I I I I -r-E- --~---E-t-lt 
I~---L---~---L ---+---L---~-- -L ---~---L ---~ 

Fig. 1 - Sequence of lenses - first case. 

Eliminating rb and rb' from (3) and (4) gives 

r, ~ (1 + ~) ra + L (2 +~) r: (5) 

, ( L)' ra rc = 1 + 1 ra + f . (6) 

Hence, with reference to Fig. 1, we can write 

( L) (L)' r n+l = 1 + Y r n + L 2 + 1 r n (7) 

, = (1 +~) '+ ~ _ r n +l rn+l .f rn f f· (8) 

These two equations lead to 

rn+2 - [2 - (1)2J rn+l + Tn = O. (9) 

The solution to (9) is 

Tn = A cos nO + B sin 11 0 (10) 

abc 

I I I 
I I I 

[ ]( I 

1----L----lc---L---J 
Fig. 2 - Lens subsection for Fig. 1. 
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where 

o = cos -1 [1 - ~ (7)'] (11) 

and where A and B are constants to be determined. 
Equation (11) differs from the corresponding equation on page 200 of 

Ref. (1), which is believed to be in error. The correct condition for 
stability, from (11), is 

o < !(L/f)2 < 2 

or 

o < L/f < 2. 

We put in the boundary conditions, at n = 0 

(12) 

(13) 

(14) 

We make use of a general theorem * stating the orthogonality of the effects 
of ro and ro' and seek a solution with those quantities as factors. This 
leads to the following form for rn , using (10), (7), (13) and (14): 

rn = rOkI cos (nO - 'PI) + ro'L k2 sin nO 

where 

[ 
2 ]! 

kI = 1 - (L/2f) 

'PI = I cos-I kI-
I I 

J, _ [(2j/L) + 1] _ [2 + (Llj)] 
~2 - [1 - t(Llf)2]! - sin 0 • 

(15) 

(16) 

(17) 

(18) 

The general form of kI and k2 versus Llj is shown in Fig. 3. Further dis­
cussion will be postponed to a later point in this paper. 

We are also interested in the displacement rm at the output of the 
mth diverging lens (Fig. 1). Using the relation 

(19) 

and using (7) for rn', (15) for rn with appropriate trigonometric rela­
tions, it can be shown that 

rm = rOk3 cos (mO - 'P3) + ro'L k4 cos (mO - 'P4) (20) 

* See Appendix B. 
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Fig. 3 - Coefficients relating input ray slope and displacement to ray displace­
ment at the nth, mth, Nth, and Mth lenses of the alternating-gradient lens sys­
tems of Figs. 1 and 4. 

where 

k, = [1 + ~L/2f)J (21) 

I -1 k -1 I <.pa = cos a (22) 

k4 = 2f/L (23) 
I -1 k -1 I <.p4 = cos 4 (24) 

and () is again defined by (11). Plots of ka and k4 are given in Fig. 3. 
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Equations (15) and (20) give the ray displacements at any lens in the 
system when the input is at a plane adjacent to a converging lens (i.e. 
at n = 0, Fig. 1). Before discussing interesting features of such ray prop­
agation we will give the corresponding solutions for the case where the 
input is adjacent to a diverging lens (i.e. at N = 0, Fig. 4). 

With reference to Figs. 4 and 5, and following a derivation similar to 
that carried out in connection with equations (1) to (9), it is found that 

rN+2 - [2 - (L/f)2] rN+I + rN = 0. (25) 

Note that (25) is identical to (9) and with the change of n into N the 
solution for (25) is again (10) and (11). When the initial conditions are 
put in, at N = 0, rN = ro and rN' = ro', we get 

(2G) 

where 

(L/j)[2 - (L/j)]! = [ 2 J~-
sin () 1 + (L/21) 

(27) 

(28) 

k6 = [(2j/L) - 1] _ [2 - (L/j)] 
[1 - 1(L/f)2]! sin () 

(29) 

Note that k5 is identical to ka in (21). 
For r AI we find 

r AI = rOk7 cos (M () + C(7) + ro'Lks sin (]1 () - cps) (30 ) 

where 

k, ~ L - ~L/2f)J 
CP7 = 1 cos-I k7-

I 
1 

ks = 2j/L 

CPs = 1 cos-I kS-
1 I. 

(31) 

(32) 

(33) 

(34) 

Note that ks and CPs are identical to k4 and CP4 , and that k7 is identical to 
ki . Plots of k5 , k6 , k7 , ks are given in Fig. 3. 

III. RELATIONS FOR A SEQUENCE OF CONVERGING LENSES 

For comparison purposes we will want to refer to the case of a se­
quence of identical convergent lenses equaUy spaced. The analysis is 
similar to that above for the alternating gradient lenses. The results are 



ALTERNATING-GRADIENT FOCUSING 1747 

N-f M-f N M Ntf 

I I I I I 

~---4---t---~--t 
l---L---JL---L---JL---L---~---L---j 

Fig. 4 - Sequence of lenses - second case. 

as follows. Let the lens spacing be s, and the focal length be f. Then the 
displacement rp at the pth lens is 

where 

rp = rOk9 cos (po - 'P9) + ro's kIO sin po 

Iv, ~ [(4fJ!;S_ J 
'P9 = I cos -1 k9-

1 I 
(j/s)! 1 

kw = [1 - (s/4f)]! sin 0 

o = cos-1 [1 - (s/2f)] 

s/f = 2(1 - cos 0). 

(35) 

(36) 

(37) 

(38) 

(39) 

(40) 

The system is stable in the sense that an input displacement ro or slope 
ro' will remain bounded as p is increased if 

o < s/f < 4. 

Fig. 6 shows the values of k9 and kIO for comparison to Fig. 3. 

ABC 

I 
I 

I ~ I 
I I I 
k---L--~--L--j 

Fig. 5 - Lens subsection for Fig. 4. 

(41) 
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Fig. 6 - Coefficients relating ray slope and displacement to ray displacement 
at the pth lens of an all-convergent lens system;! = focal length, s = lens spacing. 

IV. S'rABILI'l'Y COMPARISON 

Since the converging lenses in Fig. 1 or Fig. 4 are spaced a distance 2L, 
a comparison of (41) and (12) shows that the alternating-gradient system 
formed by adding a divergent lens halfway between the convergent lenses 
of an all-convergent lens system has the same stability condition as the 
original system. At a later point it will be shown that this is reasonable 
physically. 

v. TIlE WEAK LENS CASE 

When the lenses are weak, i.e., when 2J/L » 1, the general expres­
sions may be simplified to show some remarkable properties of alternat­
ing-gradient focusing. When the first lens is a diverging one, (15) and 
(20) yield 

rm = rn = ro y2 cos [nO - (7r/4)] + ro'2JsinnO (42) 

and when the first lens is a converging one, (26) and (30) yield 

rN = r M = ro V2 cos [NO + (7r/4)] + ro'2J sin NO. (43) 

These expressions show that for an input ray displacement without 
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slope the maximum displacement of the transmitted ray (as n or N 
varies) is y2 times the input ray displacement, independent of both 
focal length and lens spacing! Also, for an input ray of zero displacement 
but finite slope ro', the maximum displacement of the transmitted ray 
is 21ro', independent of lens spacing L. The angle () is dependent on 1 
and L and goes to zero as 1 ~ 00. 

In an all-convergent lens system the similar condition 41/8 » 1 leads 
to [from (35)] 

rp = ro cos po + ro' VTs sin po. (44) 

In comparing the alternating-gradient system to the all-convergent 
lens system for weak lenses, we see that for an input ray with zero slope 
ro' but finite displacement, ro, the maximum output displacement for 
the alternating-gradient system is y2 times that of the all-convergent 
lens system. For input ray displacement ro = 0 but finite ro', we see that 
the maximum output displacement for the alternating-gradient system 
is larger than for the all-converging lens system by the factor [see (42) 
and (44)]: 

2jro' ( )i 
( .();I. , = 4j /8 . 
J8 2ro 

(45) 

Our assumption of weak lenses made 41/8 » 1, so (45) is a factor of two 
or more. 

In this weak lens case both () and 0 are small angles, and from (11) 
and (39) 

() I'.J L/j 

o I'.J (8/f) i. 

(46) 

(47) 

Using the case of 8 = 2L, which is the alternating-gradient system formed 
by adding a diverging lens between the lenses of an all-convergent lens 
system 

(48) 

Since 4j / s » 1 by our weak lens definition, () /0 is less than unity and the 
period of the alternating-gradient system encompasses a great many 
more convergent lenses than does the all-convergent lens system with 
the same spacing of convergent lenses. This is as would be expected. 

VI. OPTIMUM FOCAL LENGTHS 

We now inquire as to whether there is a best value for the lens strength 
in order to minimize output ray displacement. On the assumption that 
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the sine and cosine terms of (15), (20), (26), (30) and (35) go through 
unity for some number of lenses, the question is whether or not the 
coefficients kl , k2 ... klO have any minima. 

For the all-convergent lens system Fig. 6 illustrates that k9 has no 
useful minimum but that klO, relating input ray slope to output ray 
displacement as in (35), does have a minimum. By setting 

(49) 

we find 

s I - 2 f opt -
(50) 

at which condition klO = 1.0. We note that the displacement rp due to 
ro' is ro'sklO sin po, so we have a minimum in this displacement when kw 
is a minimum provided sin po goes through unity for some number of 
lenses p. This is the most typical case, but there are notable exceptions. 
Suppose, for example, that 0 of (39) is 7r/3, corresponding to s/f = 1; 
then po = 7r/3, 27r/3, 7r, 47r/3, etc., as illustrated in Fig. 7, and I sin po I 
never exceeds sin O. Hence the maximum value of ro's klO sin po is ro's 
for s/1 = 1. It is shown in Appendix A that there is an infinite series of 
such discrete values, but the largest departure of the maximum value of 
ro'skw sin po from klO is 15 per cent, occurring at s/f values of 1 and 3, 
as illustrated in Fig. 14 (see Appendix A). 

Turning now to the alternating-gradient system, the only coefficient 
having a useful minimum is k2 of (15), relating input ray slope to ray 
displacement at the converging lenses of Fig. 1. We find the minimum in 
k2 by setting 

o (51) 

which leads to the equation 

(L/f)3 + 4(L/f)2 - 8 = O. (52) 

Fig. 7 - Diagram of sin po, p = 1,2,3 ... , when 0 = 7r/3. 
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The appropriate root of this equation is 

~ I = 1.237 f opt 
(53) 

at which we calculate 0 = 76.4°, and le2 = 3.33. Fig. 3 shows this mini­
mum is sharper than the corresponding one for lelO of the all-converging 
lens system, Fig. 6. vVe note that le2 sin nO of (15) contains the sin nO/sin 
o factor, so once again (as described in Appendix A) for 0 =,71'/3 and other 
values, the maximum value of k2 sin nO will be somewhat less than the 
value of le2 • 

It is important to compare the optimized focusing effect of the alter­
nating-gradient system to that for the all-convergent lens system. We 
make the comparison on the alternating-gradient system formed by 
adding a divergent lens of equal focal length in between the lenses of an 
all-convergent lens system; then we have s = 2L. The optimized maxi­
mum displacement due to input ray slope is 

ro's = 2ro'L 

for the convergent lens system, and is 

3.33 ro'L 

for the alternating-gradient system. It is remarkable that the focusing 
effect of the alternating-gradient system is so nearly the same as that of 
the all-convergent lens system. In practice it may be advantageous to 
get the focusing action in a manner that inherently reverses itself period­
ically. This analysis shows that such structures are nearly as effective as 
those wherein the focusing effect is always convergent. 

Fig. 3 shows that the focal length which is optimum with respect to 
the input ray slope (le2 ) is also an acceptable region with respect to input 
ray displacement (leI and le3). 

VII. RAY PATHS 

One can get a useful physical feel for the wave propagation by tracing 
the rays in a few of the important cases. 

For the all-convergent lens system optimized according to (50), Fig. 
S shows the ray paths for a zero-slope finite-displacement input ray and 
for a zero-displacement finite-slope input ray.* Here 0 = 90° [see (35)] 
and a period is completed in 4 lenses. As proved in Appendix B, the 

* Note that kg = V2, with 8 = 2f in (36), but kg cos (po - ~g) is always ±1 
for any p. (The angle ~g = 45°.) This is an example of the caution that must be 
exercised in regarding the k's as maximum values of the various terms in rn , rm , 
rp , etc. 
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response to an arbitrary input ray can be obtained by a linear super­
position of the responses shown in Fig. 8. 

For the alternating-gradient system the optimum according to (53) 
corresponds to an angle e in (15), (20), (26) and (30) of 76.4°, which 
makes the ray path periodic only at a very large number of lenses. How­
ever, a very useful feel can be obtained from the ray paths for e = 90°, 
corresponding to L = V2j and giving a value of k2 only slightly larger 
than the minimum value (3.414 compared to 3.33). These ray plots are 
shown in Figs. 9 and 10 for the two types of input rays at the two pos­
sible points in the alternating-gradient system. We note that input ray 
displacement causes the same maximum displacement in the response 
regardless of where it occurs. Input ray slope is much more serious when 

p=o P=I P=2 P=3 P=4 ,--5 --t--s--t--s--l I 
r- __ I I 1-----+1 

l:~I/'~~//_L:~"1-----L-
. I I I """ v/ 

I I 
Fig. 8 - Ray paths in the confocal all-convergent lens system, 8 = 2f. 

it occurs in front of a diverging lens than when it occurs in front of a 
converging lens. Again, the response to arbitrary input rays can be ob­
tained by adding the plotted responses. 

One can gain a little feel for the stability comparison made previously 
by looking at Figs. 11 and 12. Even though the ro term and the ro' term 
of (35) for the all-convergent lens system go to infinity individually 
when s = 4j, a suitable combination of input ray slope and displacement 
remains bounded and this is illustrated in Fig. 11. * Any reduction in 
focal length j causes instability, and any increase in j leaves the system 
completely stable. It is clear that adding a lens of any kind at the mid­
point between lenses in Fig. 11 will not alter the propagation of that ray. 
In Fig. 12 we see that adding a divergent lens in between the converging 

* One can obtain these values of rp from (35) by a suitable limiting process. It 
is helpful to start with the alternative form of (35): 

_ { 1. l+'k . rp - ro cos po + [(4f/8) _ l]t sm po J ro 8 10 sm po. 
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n=o m=o n=l m=l m=2 n=3 n=5 

I I 
I I 
I I 

Fig. 9 - Ray paths for system of Fig. 1, L = v2j. 

lenses will cause reductions in the focal length of the p = 1 converging 
lens to nlake the ray sent on to the p = 2 lens diverge even more; for 
increases in the focal length of the p = 1 lens, the divergent lens reduces 
the angle of the ray sent on to the p = 2 lens. Hence, it is plausible that 
the addition of the divergent lens between the convergent lenses does 
not alter the stability requirement on the focal lengths. 

Given the mathematically-derived condition that divergent lenses of 

Fig. 10 - Ray paths for system of Fig. 3, L = v2j. 
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Fig. 11 - Ray path for 8 = 41 in all-convergent lens system. 

focal length f added to a chain of convergent lenses of focal length f do 
not change the stability criterion as described above, the physical argu­
ment just outlined leads to the conclusion that weaker divergent lenses 
would also leave the stability criterion unchanged. * 

P=I P=2 

r---------s----------r------------------, 
1-------s/ 2 --------1 

,-17 
I \ I 

Fig. 12 - Ray path for I near 8/4 to illustrate effect of divergent lens. 

VIII. CONCLUSION 

Alternating-gradient focusing is surprisingly close to an all-convergent 
lens system in focusing ability, and may be preferred if practical matters 
such as structural features or cost favor the alternating-gradient system. 

* When reading this manuscript, Mr. J. P. Gordon commented that this con­
clusion is in agreement with the work of Boyd and Kogelnik3 which can be shown 
to yield the relation 12 > II - L/2 for the required focal length h of the diverg­
ing lens in terms of the focal length 11 of the converging lens and the spacing L. 
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APPENDIX A 

We examine here the maximum value that the term ra' 8 klO sin po of 
(35) can take as a function of lens number p when our objective is to 
nlinimize the term through appropriate choice of focal length. In the 
body of the article it has been shown that klO has a minimum at 8 = 2f. 
This corresponds to a value of 0 = 7r/2 from (39) and it is evident that 
sin po = sin p 7r /2 is either zero or unity for all integral values of p. 

In the more general case we want to know the value of 

k la sin po = sin po/sin o. (54) 

When it is recognized that p may take on all integral values greater than 
zero it follows that the maximum value of [(sin po)/sin 0] as p varies 
can never be less than unity for any fixed o. 

It is possible for [(sin po)/sin 0] to have a maximum value which is 
smaller than klO = l/sin o. That is to say, sin po does not necessarily go 
through unity even though p ranges from 0 to 00 in integral steps. 

Referring to Fig. 13, the maximum value of sin po will be less than 
unity if 

o (q + !) = 7r /2 (55) 

or 

o = 7r/(2q + 1) (56) 

where q = 1, 2, 3, .... It also is true that sin po will have a maximum 
value less than unity for 

o = r[7r/(2q + 1)] (57) 

where r = 1, 2, 3, 4, ... 
The values of 8/f corresponding to these values of 0 and the resultant 

values of maximum k la sin po are given in Table I. Column 5 shows the 
ratio of klO to the maximum of klO sin po, and is a measure of the error 

Fig. 13 - Diagram of sin po yielding I sin po I < 1 for all p. 
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TABLE I 

1 2 3 4 5 

0 s/1 klO Max. Value of Column 3 ..;-
klO sin po Column 4 

7r/2 2 1.0 1.0 1.0 
7r/3 1 1.15 1.0 1.15 

27r/3 3 1.15 1.0 1.15 
7r/5 0.38 1. 70 1.G2 1.05 

27r/5 1.38 1.05 1.0 1.05 
37r/5 2.G2 1.05 1.0 1.05 
47r/5 3.G2 1. 70 1.G2 1.05 

7r/7 0.194 2.31 2.255 1.023 
27r/7 0.750 1.28 1.25 1.023 
37r/7 1.554 1.023 1.0 1.023 
47r/7 2.444 1.023 1.0 1.023 
57r/7 3.22G 1.28 1.25 1.023 
G7r/7 3.80G 2.31 2.255 1.023 

made in assuming sin po goes through unity. That ratio is l/cos (0/2) 
where 0 is given hy (56). All values for a given q in (57) result in the same 
error, but the various values of r indicate the values of 0 and s/1 at which 
that error will appear. Fig. 14 summarizes the data of Table Ii for p 
ranging up to infinity it is only at the discrete values of 0 given by (57) 
that the maximum of klO sin po differs from klO . 
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Fig. 14 - Maximum value of k10 sin po vs s//. 
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If p were finite and the ratio 8/i was varied, the plot of Fig. 14 would 
presumably show finite-width dips of the same over-all depth as those 
plotted. 

APPENDIX B 

It is the purpose of this appendix to point out that the "thin lens" de­
scription of light ray propagation leads to the following conclusion (see 
Fig. 15): 

The slope and displacement of the output ray of an arbitrary sequence 
of lenses for an input ray of slope ro' and displacement rl is exactly the 
algebraic sum of the slopes and displacements of the output ray found 
(i) for an input ray of slope ro' with zero displacement from the axis, 
and assuming all lens displacements dn = 0, (ii) for an input ray of dis­
placement rl with zero slope and assuming all lens displacements dn = 0, 
and (iii) for an input ray of zero slope and zero displacement and as­
suming one lens displacement at a time is nonzero, summing the ray 
output slopes and displacements thus found over all lens displacements. 

The proof is as follows: For the nth lens in a sequence of lenses (see 
Fig. 1): 

, ,(rn - dn) rn = rn-l - in (58) 

where rn' is the slope of the ray immediately following the nth lens and 
rn is the displacement at the nth lens. We note that the angular lens 
rotation 'Pn does not affect the ray propagation, an approximation which 
implies that 

(59) 

or 

'Pn « 1. 

NO.3 NO.4 
f3 f4, 

I SLOPE=r; I SLOPE=r~ 
I / I I 

~T'. AXIS OF 
__ ~_ LEt'!S SX.STEM 

Fig. 15 - Light-ray path in an arbitrary lens system. 
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We may expand (58) to form 

I I (rl - d1 ) 
rn = ro - ---:--

11 
(60) 

Similarly, the displacement rn at the nth lens is 

r n = r n-l + Sn-lr n-l' (61) 

which may be expanded to 

{
, (rl - d1) 

rn = rn-l + Sn-l ro - 11 
(62) 

which is valid for n ~ 2. 
We may examine each term of (GO) and (62) and find that 

(63) 

m=n d 
rn = Cnro' + Dnrl + ~ {3m I: (64) 

in which An, En, Cn , Dn and the am and {3m are all independent of 
ro', rl and the dm • 

We have thus proven the above-stated conclusion. 
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Analysis of a Tubular Gas Lens 

By D. MARCUSE and S. E. MILLER 

(Manuscript received June 8, 1964) 

If a cool gas is blown into a hot tube, it acts as a positive lens which will 
focus a light beam passing through the tube. 

Using a theory presented in Ref. 3, we give curves which show the temper­
ature distribution in the tube as a function of the distance from the tube axis 
and also as a function of the distance along the axis. 

The focusing power of the lens is described by the difference in phase angle 
between a rayon the tube axis minus a ray at arbitrary distances from this 
axis and also as the second derivative of the phase angle on the axis of the 
tube. The phase curves, as a function of distance r from the tube axis, follow 
very closely an r2 dependence. Expressions are given for the focal length of 
the lens. 

The power consumption of the lens is discussed, and a figure of merit is 
defined as focusing power per watt. The gas used for this lens should be se­
lected such that (n - 1) jk is as large as possible (where n is the index of 
refraction, k the heat conductivity of the gas). 

Using CO2 and a i-inch ID tube 5 inches long heated 20°C above the in­
coming gas, a focal length of 5 feet with a power consumption of 0.325 watt 
is calculated; the focal length is inversely proportional to power consumption 
within certain limits. 

1. INTRODUCTION 

A communications system using light as the carrier of intelligence 
needs an efficient medium to propagate light from transmitter to re­
ceiver. Among the several alternatives, the idea of Goubau and Schwer­
ingl of confining and propagating an electromagnetic wave with a system 
of lenses appears promising. However, in a lens-waveguide system there 
is a wide range of possibilities as to what types of lenses to use. Conven­
tional glass lenses present problems, since they may not only absorb 
light in the glass medium itself, but furthermore present important re­
flection losses which can be only partially avoided by special techniques 
such as coating the lens surfaces or making use of the Brewster angle. 

1759 
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Even if such corrective measures are used, there is still residual reflection 
and scattering of light due to unavoidable surface irregularities. 

It appears that most of the problems connected with glass lenses could 
be overcome if, instead of a high-index medium such as glass, a very low­
index focusing medium were used. If the transition from air into a dense 
medium could be avoided, the problem of light reflection would not exist. 
Gases present themselves as an obvious choice of a low-index dielectric 
medium. Their dielectric constant can be influenced by changing their 
density. A change of density is most easily effected by varying the gas 
temperature. 

D. W. Berreman2 built a successful gas lens by maintaining a tempera­
ture gradient between a hot helix and a cold cylindrical enclosure. Al­
ternatively, D. W. Berreman and S. E. Miller proposed a gas lens formed 
by blowing a cool gas into a hot tube (Fig. 1). Since the gas heats up first 
at the wall of the tube and remains cool longer at its center, it has a 
density distribution of higher-density gas in the center of the tube and 
decreasing density towards the wall. Since an increase in density is ac­
companied by an increase in dielectric constant, it is easy to understand 
that the cool gas flowing through the hot tube acts as a positive lens and 
tends to focus a light beam traveling along the axis of the tube. 

We present in this article some theoretical results of the temperature 
distribution in the gas and the difference in phase angle between two 
light beams, one traveling along the tube axis and the other traveling 
closer to the wall of the tube. This phase difference is a measure of the 
focusing power of the lens. For an economical lens we want maximum 
phase shift with a minimum of thermal power. We present curves show­
ing the power consumption of the lens as well as the ratio of phase differ­
ence to power consumption. These data allow the construction of an op­
timum lens. Different gases give different lens properties. A gas is most 
efficient if the ratio (n - 1)/k is large, where n is the index of refraction 
of the gas and k is its heat conductivity. 

II. TEMPERATURE DISTRIBUTION 

The theory of temperature distribution in a cool gas which is blown into 
a hot tube of constant temperature is presented in Ref. 3. 

WARM TUBE 

COOL GAS (TEMPERATURE, Tw) WARM GAS 

~ (~) ~~~~) ~ 
z=o ~ 

z 

Fig. 1 - Gas lens using forced flow in a tube. 
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It is assumed that the gas flow is laminar and has the radial velocity 
distribution of a viscous fluid 

where 

vCr) = vo[l - (r/a)2] 

r = distance from tube axis 
a = radius of tube 

Vo = gas velocity at r = O. 

The temperature T of the gas is given as 

() = Tw - T 

(1) 

where T w is the temperature of the wall of the tube. It is normalized with 
respect to 

()o = Tw - To 

with To being the temperature of the cool gas before it enters the hot 
tube. ()/()o is expanded in terms of functions Rn(r/a) , which are shown in 
Fig. 2 for n = 0, 1 and 2. Values of Rn(r/a) are listed in Table I. The 
temperature depends on the distance z measured from the beginning of 
the hot tube, the gas velocity Vo , and the following material parameters 

k = heat conductivity measured in caljcm sec deg) 
(deg = degrees Kelvin) 

p = gas density in gram/ cm 3 

Cp = specific heat at constant pressure in caljgram. 

All these parameters depend somewhat on the temperature but are con­
sidered constant in the derivation of the theory. They enter the equations 
in the combination 

() = k/avopcp • (2) 

TABLE 1- R FUNCTIONS OF FIG. 2 

x Ro(x) F(x) Rl(X) R2(X) 

0 1 1 1 1 
0.1 0.9819 0.9805 0.8923 0.753 
0.2 0.9290 0.9261 0.6067 0.206 
0.3 0.8456 0.8432 0.2367 -0.290 
0.4 0.7382 0.7382 -0.1062 -0.407 
0.5 0.6147 0.6175 -0.3399 -0.204 
0.6 0.4833 0.4880 -0.4317 0.104 
0.7 0.3506 0.3535 -0.3985 0.278 
0.8 0.2244 0.2244 -0.3051 0.278 
0.9 0.1069 0.1041 -0.1637 0.144 
1.0 0 0 0 0 
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Fig. 2 - Functions Ro , Rl and R2 vs ria. 

The first three terms of the infinite series describing the temperature dis­
tribution in the tube are 

() 

(}o 
1.477 exp ( - 7.316u ~) Ro (~) - 0.810 exp (-44.36" ~) 

·R. W + 0.385 exp ( -106U~) R, (~) ± 

(3) 
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The approximation is fairly poor at z = O. However, the exponential 
factors in the higher terms of the series drop off very rapidly as z in­
creases so that the approximation is already very good for values of 

(j(z/a) > 0.01. 

Fig. 3 shows 0/00 at r = 0 as a function of (j(z/a). It is apparent that for 
(j(z/a) > 0.05, the distribution of 0/00 drops off exponentially. Fig. 4 
shows the r/a dependence of 0/00 for different values of (j(z/a). 

To make Figs. 3 and 4 more meaningful, we list in Table II the material 
parameters for several gases at 20°C and a pressure of 760 mm Hg. 

III. POWER CONSUMPTION 

The principle of operation of our gas flow lens requires that we heat 
the cool gas inside the hot tube. Even if we neglect all power losses to the 
environment, we have to spend a certain amount of heat power to oper­
ate our lens. For a subsequent study of lens efficiency we need to know 
this basic power consumption. At any given length z of the tube we ob­
tain the power absorbed by the gas as 

1.0 

0.8 

o 
~ 0.6 

a:: 
o 
LL 

~I..g 0.4 

0.2 

o 

P(z) = loa [T(r,z) - To]pcp v(r)27rT dT 

t [ (r)2J [ 0(1' z)J = 27rpcp VoOo 10 l' 1 - ~ 1 - To dr. 

(4) 
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Fig. 3 - Normalized gas temperature on tube axis vs normalized distance 
along tube. 



1764 THE BELL SYSTEM TECHNICAL JOURNAL, JULY 1964 

1.2 
I I 

1.\ 1.00--.... /-- O'i =0 ,,' , / 
( FIRST THREE ) " \ / ( EXACT ~ 

~- .......... TERMS OF SERIES /' \ ~ DISTRIBUTION 
r.... Z / \ 

',0'-=0 .' \ r---- ,a ... " 
r---"'---~ t--.... ~, 

0.043 

~ 
\ 
\ 

\ 

---- ~ 
\ 

~ 
\ 

~085 \ 

" ~\ 

1.0 

0.9 

0.8 

0.7 

8 ~ "" \ 

"" 
'\ \ 

To 0.6 ---r--.... \ \ 

~ \ 
~ "" 

\ \ 
\ 

....... l\. \ 

"" '" ~ \ 
\ 

- ~ 
I' -

'" ~ 1\ \ 

r--.... \ 
............ \ 
~ ~ ~ 

\ 

............... \ 
1\ \ 

............... ~ ~ 

0.5 

0.4 

0.3 

0.2 

0.\ 

~ 
o 0.\ 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 

ria 
1.0 

Fig. 4 - Normalized gas temperature vs radial position with longitudinal posi­
tion as a parameter. 

In order to be able to perform the integration easily, we restrict our­
selves to values of 

u(zja) > 0.05 

which allows us to express e j eo by the first term of (3). In addition, we 
replace Ro(x) by 

Ro(x) "-' F(x) = 1 - 2.06 X2 + 1.06 X3. (5) 

This approximation deviates no more than 2.5 percent from the actual 
value of Ro(x). The values of F(x) can be compared to those of Ro(x) 
in Table 1. The integration can now be performed easily, and we obtain: 

p = ~ a2
pcpvoeo [1 - 0.820 exp ( -7.316u ~) ] . (6) 
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TABLE II-GAS PARAMETERS VS TEMPERA'l'URE 

k Cp avoo = k/pcp 
(n - l)/k 

Gas (cal/cm sec p (cal/gram n - 1 (em sec deg/ 
deg) (gram/cm3) deg) (cm2/sec) cal) 

CO 2 3.93 10- 5 1.84 10-3 0.199 0.107 4.20 10-4 10.7 
NH3 5.90 10-5 0.72 10-3 0.523 0.157 3.48 10-4 5.9 
CH4 7.80 10-5 0.67 10-3 0.528 0.220 4.13 10-4 5.3 
Air 6.28 10-5 1.21 10-3 0.240 0.21G 2.73 10-4 4.35 
H2 41.0 10-5 0.084 10-3 3.39 1.44 1.23 10-4 0.30 
He 35.0 10-5 0.166 10-3 1.25 1.69 0.34 10-4 0.097 

Using p and Cp from Table II, P is in calories/sec. Fig. 5(a) shows the 
power consumption as a function of normalized lens length, az/ a. An 
alternative form of (6) brings out the dependence of P on the flow 
velocity Vo more clearly: 

p = ~ /czOo V [1 - 0.820 exp ( -7.316 ~) J. (7) 

The quantity 

(8) 

has the dimension of velocity and is characteristic of the gas and the tube 
geometry. Fig. 5(b) shows the power consumption as a function of nor­
malized gas velocity, vol V. 

The ratio of V /vo can be related to the time to = z/vo which it takes the 
gas particles on the axis to traverse the tube of length z with the velocity 
Vo and to a time 7 which is defined by 

1 
7 

dT(O,t) 
dt 

Tw - T(O,t)' 
(9) 

7 is characteristic of the heat diffusion rate in a gas which rests in a tube 
whose wall temperature is T w • At t = 0 the gas has the uniform temper­
ature To < Tw . Its temperature at a given radius r and time t is T(r,t), 
so that T(O,t) is the gas temperature at the tube axis at time t. 1/7 is 
the time rate of temperature rise on the axis per degree of temperature 
difference between wall and axis. 

I t is shown in Appendix A that 

V /vo = az/a = 0.173(to/7). (10) 

This shows that V /vo expresses the ratio of the time it takes the gas par­
ticles (on the tube axis) to flow through the tube of length z to the heat 
diffusion rate on the tube axis. Equation (10) may be used to replace 
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Fig. 5 - (a) Normalized power flow to the gas vs longitudinal position. (b) 
Normalized power flow to the gas vs normalized gas velocity. 

v /vo in (7) and in the other places where V /vo or (Tz/a appears, resulting 
(for example) in 

exp ( -7.316 ~) ~ exp (-7.316 !.) ~ exp ( -1.265 ~). 
The parameters lens length z and gas velocity Vo are important variables 
for other reasons, and the first two forms of the exponential may be pre-
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ferred. We may note, however, 

T = 0.173(a2pcp lk) 

and typical values are 0.161 second and 0.08 second for CO2 and air, re­
spectively, when a = 0.125 inch. It is surprising that this time constant 
is so short. 

Another physical meaning one can give V is that it represents that 
velocity of gas flow along the pipe axis which assures that () I ()o drops from 
its initial value of one at the beginning of the tube to 

()I()o = 9.910-4 ~ 10-3 

on the axis at its end. 

IV. FOCUSING ACTION 

A lens focuses because the optical path length varies for rays traveling 
at different distances from its axis. 

We describe the focusing action of our lens by the phase angle of a ray 
traveling parallel to the axis of the structure. The phase angle is given by 

cJl(r,z) = /30 i Z 

n(r,x) dx. (11) 

Here, /30 = 27l" lAo is the frce-space propagation constant of thc light beam, 
and n is the index of refraction of the gas. 

n(r,x) To 
1 + (no - 1) T (r ,x) (12) 

Thc last step is an approximation for ()ol'Po « 1. The temperature in 
( 12) has to be expressed in degrees Kelvin. 

We decompose cJl(r,z) into two parts: 

cJl(r,z) = cp + l/;(r,z). (14) 

The first part 

" ~ f30 [1 + (no - 1) (1 - ~~) ] z (15) 

is independent of the position r of the ray in the gas lens, while the sec-
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ond part 

if; = (3o(no - 1) ~ r O(r,x) dx 
, To Jo 00 

= !3oz(no - 1) ~:; V {0.202Ro W [1 - exp ( -7.316 :,) ] 

- 0.0183R, W [1 - exp ( -44.3 :,) ] 

(16) 

+ 0.00363R, W [1 - exp ( -106 :,) ] + .. -} 
accounts for the different amounts of phase shift in different parts of the 
lens. 

The difference between the phase angle of a ray traveling along the 
lens axis and the phase angle of a ray traveling at a distance r from the 
aXIS IS 

d<P = !3oZ(no - 1) ~o V{0.202(1 - Ro) [1 - exp ( - 7.316 :,) ] 

- 0.0183(1 - R,) [1 - exp ( -44.3~) ] (17) 

+ 0.00363(1 - R,) [1 - exp ( -106~) ] + .. -}. 
This form of .1<1> shows clearly its dependence on flow velocity for a fixed 
tube length z. To study the dependence of .1<1> for fixed flow rate and vary­
ing length, the following form is preferable . 

.1<1> = (3o(a/cr) (no - 1) (Oo/'Po) {0.202(1 - Ro) 

. (1 - exp(-7.316crz/a» - 0.0183(1 - R 1 ) (1 - exp(-44.3crz/a» (18) 

+ 0.00363(1 - R 2 ) (1- exp(-106crz/a» + ... }. 
Fig. 6 shows a plot of .1<1> versus length of lens for r / a = 0.4. That 

means that we compare the phase difference between a rayon the axis 
and another at distance r = O.4a from the axis of the lens. 

Fig. 7 shows the phase difference at a fixed length z as a function of 
gas velocity. In this case, .1<1> goes through a maximum which for 
ria = 0.4 occurs at vo/V = 6.9. The position of this maximum depends 
somewhat on the radius r of the ray used for phase comparison with the 
axial ray. Appendix B gives the theory and Table III gives the values of 
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Fig. 6 - Phase difference between ray at r = 0 and ray at r = OAa vs longitu­
dinal position. 

the position of the maximum volV for different values of ria. Table III 
shows that the position of the maximum does not change much with the 
radial position of the reference ray. 

We can explain physically this maximum in ~cp versus Vo as follows. At 
very low gas velocity the majority of the gas in the tube is at the same 
temperature - the temperature of the walls, T w • It is heated up in a time 
T [see (9)] after entering. With little temperature difference between the 
gas at r = 0 and at r > 0 there is little ~CP. As Vo increases, the gas on 
the axis remains at or near To , but that nearer the walls is heated because 
it flows more slowly [see (1)] and larger ~cp develops. Beyond some ve­
locity, further increases in velocity cause the gas at r = OAa (for ex­
ample) to leave the tube at lower and lower temperatures - i.e., less 
temperature difference will exist between r = 0 and r = OAa because the 
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transit time of the gas through thc tube becomcs less than the thermal 
diffusion time constant T. Thus, at high velocities the Llcp decreases. Note 
that this explanation (and the theory) depends upon laminar flow of the 
gas. If there is radial mixing of the gas, less Llcp would be expected than 
predicted above, and the maximum in Ll<I> versus Vo might not occur. 

The second derivative d2cpjdCrja)2 is a good measure of the effective­
ness of the lens for light rays close to its axis. For a glass lens 

<I> = nf30 dCr) 

where dCr) is the thickness of the lens as a function of the distance from 
its axis. The radius of curvature R of the glass lens is given by 

1 1 d2cp 
Ii - nf30 dr2 . 

In order to be able to take the second derivative of <I> we have to express 
the functions Ro , R1 , and R2 by power series with respect to r j a. For 

TABLE III - MAXIMUM Vo j V FOR VALDES OF r / a 

r/a 
vo/V 

0.2 
6.73 

0.4 
6.9 

0.6 
8.26 
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the second derivative on the axis at r = 0, it is sufficient to know the 
coefficient of (r/a)2 in the expansion. Jakob3 gives a series expansion of 
the R-functions. 

Rn = 1 - i;f3n2(r/a)2 ± 

with f30 = 2.705, f31 = 6.66, and f32 = 10.3. 
We get these values 

(d d(~)'t.= fJ.z(n. - 1) ~. ~~{0.738 [ 1 - cxp ( -7.316 :)] 

- 0.405 [1 - exp ( -44.3 f)] 
+ 0.192 [1 - exp (-106 :)] + ... }. 

(19) 

(20) 

The maximum of this curve as a function of vo/V appears at vo/V = 6.75. 
Fig. 8(a) is a plot of a normalized value of d2ip/d(r/a)2 as a function 

of vo/V, while Fig. 8(b) shows it (with a different normalization) as a 
function of u(z/a). 

The ria dependence of ~cp is shown in Fig. 9. 
In order to show what values the phase difference might actually as­

sume, and also to compare different gases, we have plotted ~ip in Fig. 
10 for several gases and the following geometry and flow rate: 

2a = 0.25 inch 
Vo = 212 em/sec, corresponding to 2 liters/minute or 4.77 miles/hr. 
f30 = 1.07 X 105 em -\ corresponding to ~o = 5890A 
Tw = 343°K 
To = 293°K 

and with the values of no - 1 and u as listed in Table II. These curves 
assume a tube length z so long that no further ~ip would be realized with 
a longer z (i.e., outgoing gas at uniform temperature). 

It is interesting to compare the r / a dependence of ~<p to the simple 
function c(r/a)2. For this purpose we use (17), which is written so that 
~ip = 0 at r = O. Fig. 11 gives the normalized value of ~ip as a function 
of r / a for several values of the gas velocity volVo For comparison the 
function c(r/a)2 is shown by dotted lines. The constant c is adjusted so 
that both curves coincide at r / a = 0.4. The actual curves of.; ~ip are 
surprisingly close to the simple square law dependence in all cases. If the 
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gas lens could be treated as a thin lens, it would act very similar to a 
glass lens with spherically curved surfaces. 

However, the gas lens is not thin and the question presents itself: 
how do different sections of the lens contribute to the over-all focusing 
effect? Fig. 12 shows the phase difference Ll<I> between a rayon the axis 
at r = 0 and a ray at r for a fixed value vo/V = 6.9 for different sections 
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of the lens. The curve showing ~cI> for the section 0 ~ z has already been 
shown in Fig. 11. The other curves show ~cI> in the first i of the lens 
[curve 0 ~ (i )z], the second i[curve (i)z ~ (i )z], and the last i[curve 
(i)z ~ z]. The contributions are surprisingly different at different radii 
and do not resemble simple (r / a) 2 dependences. However, they all add 
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up to the 0 ~ z curve which does resemble the (r/a)2 dependence very 
closely, as was shown in Fig. 11. 

V. FIGURE OF MERIT 

The focusing action of the gas lens becomes independent of the length 
of the lens if cr(z/a) > 1, as Figs. 6 and 8(b) show. We also know that, 
for a fixed length of the lens, there is an optimum flow velocity, as shown 
by Figs. 7 and 8. 

For practical applications one would like not only to obtain an effective 
lens but also to do so with a minimum expenditure of power. It is, there­
fore, interesting to study the lens action, that is, d2CP/d(r/a)2, per unit of 
applied power. We may introduce the ratio . 

(21) 
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as the figure of merit of the lens. From (6) and (20) we obtain 

M - 2{3o no - 1 f F ~ 
- 7rTo' -lc-l1 - 0.820 exp ( -7.316 ~) J (22a) 

with 

F = 0.738 [1 - cxp ( -7.316 :) ] - 0.405 

-[ 1 - cxp ( - 44.3 ~) ] + 0.192 [I - exp ( -106~) J. 
(22b) 
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For a given value of vojV, the figure of merit is proportional to 
(no - l)jk. It is advantageous to make this number as large as possible. 

The figure of merit M, given in (22b), is plotted in Fig. 13. 
The gases in Table II are arranged in decreasing order of (no - 1) /k. 

Of all the gases listed in that table, carbon dioxide is best suited for a gas 
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lens. This does not mean, however, that gases with larger values of 
(no - l)/k cannot be found. 

VI. FOCAL LENGTH 

We have seen that L\cI> varies nearly as (r/a)2. In the region where the 
lens is weak, we may treat it as a thin lens and obtain directly a simple 
expression for focal length. 

For any thin lens it may be shown that the focal length f is given by 

f = !(3o(r
2

/ L\cI» (23) 

where 
L\cI> is the phase shift added on axis as compared to that for a ray at 

radius r 

{3o = phase constant of the region surrounding the lens. 

We obtain L\cI> from (17), which is given by the following for the gas 
velocity set to maximize L\cI> at (r / a) = 0.4 - i.e., at (vo/V) = 6.9: 

L\cI> = 0.839(r/a)2(lh/To){3oz(no - 1). (24) 
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Putting (24) into (23) we obtain the following expression for the focal 
length of a weak gas lens: 

x,2 To 
f = 0.596 - 0 ( 

Z 0 no - 1) . (25) 

If a = 0.125 inch, Z = 5 inches, To = 293°K, and 00 = 20°C, we find 
f f"./ 5 feet using CO2 as the gas and f f"./ 8 feet using air as the gas; the 
power transferred to the gas with CO2 would be 0.0775 caI/sec = 0.325 
watt. 

When the gas lens is not weak, one should take into account that the 
refractive index varies both with radial position and with longitudinal 
position. Work is under way to analyze this very difficult situation. A 
simpler approach, and one which should give a first-order answer for 
gas lenses operated near the velocity producing maximum A<P [see (17)], 
is to assume a medium within the lens 

where 

x = distance (within lens )from start of lens 
r = radius 

na = index of refraction on the axis. 

For the gas velocity (vo/V) = 6.9 it may be shown that 

a2 = 1.6~ ~ (no - 1). 
naa To 

(26) 

(27) 

In other unpublished work the authors have shown that the radial posi­
tion of a ray (or of the axis of a Gaussian beam mode) is 

where 

r = r i cos vll;x + ~ r;~ sin vll;x 
V a2 

r i = displacement of ray at lens input 
r / = slope of ray at lens input. 

(28) 

We can use this general result to specify the focal length of a strong (or 
weak) gas lens with reference to Fig. 14. All input rays with zero slope 
will converge to a point on the axis a distance d beyond the output face 
of the lens (Fig. 14), where 

1 _ /_ 
d = _ /- cot (v a2 t) , 

va2 
(29) 
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Fig. 14 - Diagram defining focal length and position of the equivalent thin 
lens for a thick gas lens. 

t is the length of the lens, and na has been taken as unity. An equivalent 
thin lens may be located a distance f back from the focal point, where 

1 
(30) 

This expression for focal length is valid up to (~t) = 7r/2, at which 
point d = O. For (ya;t) > 7r/2 the rays cross within the lens, per (28). 
For (va; t) « 1 it may be shown that (30) passes into (25) and the 
location of the equivalent thin lens is in the center of the distributed lens. 

E. A. J. Marcatili4 has solved Maxwell's equations for a medium 
characterized by (26) and has found the normal modes for a sequence of 
lenses composed of segments of such a medium. This work relates closely 
to a sequence of gas lenses described in this paper. Experiments with 
tubular thermal gas lenses are reported by A. C. Beck. 5 

VII. CONCLUSION 

When a cool gas is blown through a warmer tube, the gas at the axis 
has a lower temperature than that near the walls. Thus the density and 
refractive index is larger at the axis and a converging lens is formed. If 
the tube were at a lower temperature than the input gas, a diverging lens 
would be formed. 

There is an optimum gas velocity for maximizing the focusing power 
of such lenses, and expressions are given for this velocity. It turns out that 
the optimum transit time for gas through the tube is approximately the 
time constant for temperature changes in a gas at rest in the tube, which 
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for typical gases (air and carbon dioxide) is about 0.1 second in a i-inch 
ID tube. Although not discussed in this paper, it is found that a i-inch 
tube 6 inches long yields (at the optimum velocity for focusing power) a 
Reynolds number well below that at which turbulence is expected. 

Expressions are given for focal length and a figure of merit expressed 
as focusing power per watt of power transferred to the moving gas. 

The best gas is one with a maximum (n - 1)/Ie, where n is the refrac­
tive index and Ie is the heat conductivity. 

APPENDIX A 

Derivation of (10) 

The relation (10) 

can be derived as follows. 

v /vo = 0.173(to/r) (31) 

The time development of a cool gas resting in a tube of wall tempera­
ture Tw can be described as follows 

(32) 

with 

An = (lc/a2pcp )Wn
2 and JO(wn ) = O. 

At t = 0, (32) becomes T(r,O) = To, which is constant throughout the 
tube's cross section. 

As time progresses the exponents Ant become large, so that very soon 
the first term of the series is the only contributing factor. Neglecting all 
the terms except the first, we get 

dT(O,t) 
1 dt I"'V '\ _ Ie 2 5.79 Y 

Tw - T(O,t) = 1\1 - a2pc
p 

WI = Z 

(33) 
T 

and SUbstituting z = voto we get (31). Since we neglected all but the first 
term in the series, (33) repre~ents the asymptotic value which l/T as­
sumes after the initial transients have died down. 

To obtain a feeling for the accuracy of the approximation involved in 
deriving (33), we write down the ratio of the second to the first term in 
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the sum (32) for r = 0: 

WlJ1 (WI) [( ) ] 0 ( t) 
( ) 

exp - A2 - Al t = .666 exp - 4.26 - . 
W 2J 1 W2 T 

This ratio is 10-2 for tl T = 0.986 and is 10-1 for tl T = 0.45. The approxi­
mation is excellent for times t ~ T and is quite good for t > 0.5T. 

For the special example used in Fig. 10 we get for 

APPENDIX B 

The Maximum of (17) 

CO2 : T = 0.161 sec 
aIr: T = 0.08 sec. 

We seek an expression for the value of volV which brings ~CP, equation 
(17), to a maximum: 

d(~<I» 00 

d(v.:J/V) = (3oz(no - 1) To 

{0.202(l - Ro) {1 - exp (-7.316~) (1 + 7.310 ~)} 
- 0.0183(1 - RI ) {1 - exp ( -44.3~) (1 + 44.3~)} 

+ 0.00363(1 - R2 ) {1 - exp ( -106~) (1 + 106~)}]. 

(34) 

We set (34) equal to zero, and noting that the second and third exponen­
tials are small, we neglect them (to be justified by the solutions thus ob­
tained) yielding 

exp ( -7.316 r) (1 + 7.316 r) 
(1 - R1) (1 - R2) 

= 1 - 0.0906 (1 _ Ro) + 0.018 (1 - Ro) . 

(35) 

Equation (35) gives the approximate value of volV at the maximum of 
~<I> for any chosen radius, ria. Additional terms in (34) can be taken if 
more accuracy is desired, which was done in computing the volV for 
ria = 0.2, as given in the body of the paper. 
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Hollow Metallic and Dielectric Wave­
guides for Long Distance Optical 

Transmission and Lasers 

By E. A . .T. MARCATILI and R. A. SCHMELTZER 

(Manuscript received June 12, 1964) 

The field configurations and propagation constants of the normal modes 
are determined for a hollow circular waveguide made of dielectric material 
or metal for application as an optical waveguide. The increase of attenua­
tion due to curvature of the axis is also determined. 

The attenuation of each mode is found to be proportional to the square 
of the free-space wavelength A and inversely proportional to the cube of the 
cylinder radius a. For a hollow dielectric waveguide made of glass with 
v = 1.50, A = lJ.L, and a = 1 mm, an attenuation of 1.85 db/km is predicted 
for the minimum-loss mode, EHll • This loss is doubled for a radius of 
curvature of the guide axis R ~ 10 km. Hence, dielectric materials do not 
seem suitable for use in hollow circular waveguides for long distance optical 
transmission because of the high loss introduced by even mild curvature 
of the guide axis. Nevertheless, dielectric materials are shown to be very 
attractive as guiding media for gaseous amplifiers and oscillators, not only 
because of the low attenuation but also because the gain per unit length of 
a dielectric tube containing H e-N e "masing" mixture at the right pressure 
can be considerably enhanced by reducing the tube diameter. In this applica­
tion, a small guide radius is desirable, thereby making the curvature of 
the guide axis not critical. For A = 0.6328J.L and optimum radius a = 0.058 
mm, a maximum theoretical gain of 7.6 db/m is predicted. 

It is shown that the hollow metallic circular waveguide is far less sensitive 
to curvature of the guide axis. This is due to the comparatively large complex 
dielectric constant exhibited by metals at optical frequencies. For a wave­
length A = lJ.L and a radius a = 0.25 mm, the attenuation for the minimum 
loss TEO! mode in an aluminum waveguide is only 1.8 db/km. This loss 
is doubled for a radius of curvature as short as R ~ 48 meters. For A = 3J.L 
and a = 0.6 mm, the attenuation of the TEol mode is also 1.8 db/km. The 
radius of curvature which doubles this loss is approximately 75 meters. The 
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straight guide loss for the EHll mode for A = lp. and a = 0.25 mm is 57 
db/km and is increased to 320 db/km for A = 3p. and a = 0.6 mm. 

In view of the low-loss characteristic of the T EOl mode in metallic wave­
guides, the high-loss discrimination of noncircular electric modes, and the 
relative insensitivity to axis curvature, the hollow metallic circular wave­
guide appears to be very attractive as a transmission medium for long 
distance optical communication. 

I. INTRODUCTION 

During recent years the potentially large frequency range made avail­
able to communications by the development of the optical maser has 
stimulated much interest in efficient methods for long distance trans­
mission of light. The most promising contenders for long distance optical 
transmission media consist of sequences of lenses or mirrors, highly 
reflective hollow metallic pipes, and dielectric waveguides.1-1o 

In this paper we present an analysis of the field configurations and 
propagation constants of the normal modes in a hollow circular wave­
guide which, because of its simplicity and low loss, may become an 
important competitor. The guiding structure considered here may con­
sist of an ordinary metallic pipe of precision bore whose inner surface 
is highly reflective, or of a hollow dielectric pipe - i.e., one in which 
the metal is replaced with dielectric. Although the transmission charac­
teristics of metallic waveguides are well known for microwave fre­
quencies, this theory is invalidated for operation at optical wavelengths, 
because the metal no longer acts as a good conductor but rather as a 
dielectric having a large dielectric constant. In the subsequent analysis, 
therefore, both the dielectric and metallic guide are considered as special 
cases of a general hollow circular waveguide having an external medium 
made of arbitrary isotropic material whose optical properties are charac­
terized by a finite complex refractive index. If the free-space wavelength 
is much smaller than the internal radius of the tube, the energy propa­
gates not in the external medium but essentially within the tube, bounc­
ing at grazing angles against the wall. Consequently, there is little energy 
loss due to refraction. The refracted field is partially reflected by the 
external surface of the tube and may, in general, interfere constructively 
or destructively with the field inside the tube, decreasing or increasing 
the attenuation. Because of the difficulty of controlling the interference 
paths, it seems more convenient to eliminate the effect completely by 
introducing sufficient loss in the dielectric or, in the case of a glass di­
electric, by frosting the external surface. The field in the hole of the 
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tube is then unaffected by wall thickness. We shall therefore simplify 
the analysis of the hollow circular waveguide by assuming infinite wall 
thickness, as depicted in Fig. 1. 

This structure will be shown to be attractive as a low-loss transmission 
medium for long distance optical communication as well as for optical 
gaseous amplifiers and oscillators. It is known, for example, that in a 
tube containing a He-Ne mixture such that the product of radius and 
pressure is roughly a constant, the gain per unit length is inversely 
proportional to the radius of the tube. l1 On the other hand, we find in 
this paper that the attenuation of the normal modes is inversely propor­
tional to the cube of the radius. Hence there is an optimum tube radius 
for which the net gain per unit length is a maximum. Furthermore, 
because the guidance is continuous, there is no need for periodic focusing. 
Consequently, no restriction need be imposed on the length of the 
amplifying or oscillating tube. 

We begin by analyzing an idealized guide having a straight axis and 
a cylindrical wall. The results are then extended to include the effects 
of mild curvature of the guide axis by finding a perturbation correction 
for field configurations and propagation constants of the idealized 
straight guide. 

II. MODAL ANALYSIS OF THE GENERAL STRAIGHT CIRCULAR WAVEGUIDE 

Consider a waveguide consisting of a circular cylinder of radius a and 
free-space dielectric constant EO embedded in another medium of dielec­
tric or metal having a complex dielectric constant E. The magnetic 
permeability f.lo is assumed to be that of free space for both media. We 
are interested in finding the field components of the normal modes of 
the waveguide and in determining the complex propagation constants 
of these modes. 

The problem is substantially simplified if it is assumed that 

ka = 27ra/X » I v I Unm 

Fig. 1 - Hollow dielectric waveguide. 

T 
I 
I 

2d 
I 
I 
I 

....'t. 

(1) 
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and 

I ("Ilk) - 1 I « 1 (1) 

where k = wYeof..LO = 27r/A is the free-space propagation constant; Unm 

is the mth root of the equation I n- 1(Unm ) = 0, and nand m are integers 
that characterize the propagating mode; v = yel eo is the complex 
refractive index of the external medium; and "I is the axial propagation 
constant of the mode under consideration. The first inequality states 
that the radius a is much larger than the free-space wavelength A. In 
the case of metalization of the external medium, I v I may be quite large 
but is finite at optical frequencies. The second inequality restricts our 
analysis to low-loss modes, which are those whose propagation constants 
"I are nearly equal to that of free space. 

The field components of the natural modes of the most general circular 
cylindrical structure with arbitrary isotropic internal and external media 
have been determined by Stratton.12 This structure supports three types 
of modes: first, transverse circular electric modes whose only field com­
ponents are Eo , Hr and Hz ; second, transverse circular magnetic modes 
whose components are Ho , Er and Ez; and third, hybrid modes with all 
the electric and magnetic components present. The approximate field 
components of these modes are written below. They have been derived 
using the inequalities (1) and neglecting terms with powers of AI a larger 
than one. The superscripts i and e refer to the internal and external 
media, respectively. 

1. Circular electric modes TEom (n = 0) 

(2) 

UOm 

i kyar(v2 _ 1) JO(uom ) 

-i yv2 - 1 
exp i[l);e(r - a) + 'YZ - wt] I 

J 



2. Circular magnetic modes TMom (n = 0) 

E rOm i = J 1 (Ie iJ' ) I 
E zOm

i 
= i ~,aom_Jo(leir) ( ) 

1\ exp i ')'z - wt 

. • lEO J HOOm~ = 11 J:o J 1 (leiT ) 

3. Hybrid modes EHnm (n ~ 0) 

E'nm
i ~ [.1 n-1 (Ie,,.) + ~~;: V v' - 1 .!' n (k,1') J1 

·cos nCO + 00 ) I 

E rnm
i = [In-1 (kiT) + i~~; Vp2 - 1 In(leir) J exp i(')'z-wt) 

. sin n (0 + 00 ) 

I
-

i EO i 
HOnm = - E rnm 

J1.0 

H rnm
i 

- • ~ Eonm
i 

11~ 

H znm
i 

- • I; Eznmi ctn nCO + 00 ) 11 J1.0 

EOnm
e = cos nCO + 00 ) I 

Ernm' ~ sin n(O + 00) ( i kvar~; _ 1) .1n (Unm ) I 
E znm

e = - V p2 __ 1 sin nCO + 00 ) J . exp i[ke(r - a) + ')'z - wt] I 

H e 2 lEO E e Onm = p - rnm 
J1.0 

H znm
e = - · I;: E znm

e ctn nCO + 00 ) 11 J1.0 
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Jt(3.832%)0~ Jt(7.016%)~~ 
TEm TE~ 

Jt(3.832~)pl £ Jt(7.0t6~)p t r 
a "'"""'a 

TMOI TMo2 

(a) CIRCULAR ELECTRIC MODES (b) CIRCULAR MAGNETIC MODES 

"»:;,,,:-;:: .. , 

J_4(11.065~)~~ J2(5.'36~)I~ ~ 
EH-32 EH31 

(c) HYBRID MODES 

Fig. 2 - Electric field lines of modes in hollow dielectric waveguides: (a) circu­
lar electric modes, (b) circular magnetic modes, (c) hybrid modes. 
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where the complex propagation constant "( satisfies the relationships 

k/ = k2 
- "(2 

k/ = J,2k2 
- "(2 

and U nm is the mth root of the equation 

1789 

(5) 

(6) 

As usual, I n I is the number of periods of each field component in the e 
direction, and m is both the order of the root of (6) and the number of 
maxima and minima of each component counted in the radial direction 
within the internal medium. The constant eo appearing in (4) will be­
come of interest later on when we study the waveguide with curved 
axis, because it will admit any orientation of the transverse electric 
field relative to the plane of curvature of the guide axis. 

For n = 0, the modes are either transverse electric TEom (2), or 
transverse magnetic TlVIom (3). The lines of electric field of the TEom 
modes are transverse concentric circles centered on the z axis. The lines 
of magnetic field are in planes containing the z axis. Similarly, the lines 
of magnetic field of the TlVIom modes are transverse concentric circles 
centered on the z axis with the electric field contained in radial planes. 
The electric field lines of the modes TEol , TEo2 , TlVIol and TMo2 are 
shown in Figs. 2(a) and 2(b); each vector represents qualitatively the 
intensity and direction of the local field. 

For n ~ 0, the modes are hybrid, EHnm (4); therefore, the magnetic 
and electric field are three-dimensional with relatively small axial field 
components in the internal medium. Thus the hybrid modes are almost 
transverse. 

Let us examine the proj ection of these three-dimensional field lines 
on planes perpendicular to the axis z of the waveguide. The differential 
equations for the projected lines of electric field in both media are 

1 d1' _ E rnm
i 

r de - EOnm i 

1 d1' E rnm
e 

r de - EOnme • 

(7) 

E rnm i as well as EOnm i contain two terms as given in (4). Both are neces­
sary to satisfy the boundary conditions. If we neglect the second term, 
however, no substantial error is introduced except very close (a few 
wavelengths) to the boundary, where the second term dominates as 
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the first tends to zero. With this simplification, the differential equations 
(7) in both media become identical 

(l/r )(dr/dO) = tan nO. 

Upon integrating, one obtains an equation for the locus of the projected 
electric field lines 

(r/ro) n cos nO = 1 (8) 

where ro is a constant of integration that individualizes the member 
of the family of lines. The electric field of an EHnm mode is different 
from that of EH-nm mode. 

The proj ection of the magnetic field lines is determined in a similar 
way. These equations are 

(r/ro)nsinnO = 1 

for the internal medium and 

(r /ro) nv
2 

sin nO = 1 

for the external medium. 

(9) 

The proj ections of the internal electric (8) and magnetic (9) field lines 
are identical for any given mode except for a rotation of 7r/(2n) radians 
around the z axis. In Fig. 2 ( c) the lines of the electric field in the internal 
medium are depicted for the first few hybrid modes. Again the vectors 
represent qualitatively the field intensities and directions. 

What happens at the boundary? Consider, for example, the projected 
electric lines of mode EHn , as shown in Fig. 3 (a). These field lines 
satisfy (8), an equation which is valid everywhere except near the 
boundary. The boundary conditions are violated in Fig. 3(a) because 
there is continuity not only of the tangential electric component but 
also of the normal component. The internal normal component must be 
v

2 times larger than the external one. Consequently, the electric field 
line must be discontinuous. This result is shown qualitatively in Fig. 
3(b). 

A three-dimensional representation of the field lines is far more com­
plicated than the two-dimensional one depicted in Fig. 2. As a typical 
example, the electric field lines of the EH22 mode are shown in Fig. 4 in 
a three-dimensional perspective. 

The propagation constants of the TEom , TMom and EHnm (n ~ 0) 
modes are determined below (21). It is found that the hybrid mode 
EH_ I n I ,m is degenerate (same propagation constant) with the 
EH I n I +2,m ; i.e., for every hybrid mode with negative azimuthal index 
there is a degenerate hybrid mode with positive aximuthal index. The 
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(a) (b) 

Fig. 3 - (a) Electric field lines of ERn mode violating boundary conditions; 
(b) same ERn mode with electric field lines qualitatively corrected. 

transverse modes TEom and TMom and the hybrid modes EHlm and 
EH2m have no degenerate counterpart. 

If the field components of the degenerate EH_ I n I ,m and EH I n I +2,rn 

modes (4) are added, we obtain new composite modes whose electric 
and magnetic field lines proj ect as straight lines on a plane perpendicular 
to the z axis. Some of those composite modes are shown in Fig. 5. 

It should be noted that if the refractive index of the external medium, 

1il;111 

'::.~:.:~::::'::-::::::':':' .. : .. ).:::::>': 
: ::.~:;: ~: ;":".,:;:"; : .. ' . 

FIG. 4 - Cutaway view of electric field lines of ER22 mode. The axial period 
is grossly exaggerated. 
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EH-zt + EH4! EH-zz + EH 4Z 

Fig. 5 - Electric field lines of composite modes EH_,nl,m + EH 1nl+2 ,m . 

v, is very close to unity, then for each value of m, the TEom , TMom and 
EH2m modes also become degenerate (17), (21) and the sum of the 
components of TEom (2) and EH2m (4) yields a new composite mode, 
as shown in Fig. 6. This mode, together with those in Fig. 5 and the 
EHlm of Fig. 2(c), form a complete set that closely resembles the set 
found for interferometers with plane circular mirrors or for sequences 
of circular irises. l 

Let us now consider the field intensity distribution outside and inside 
the hollow dielectric waveguide. The external field (2), (3) and (4) 
has the radial dependence 

exp [ike(r - a)] 

vr 
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TEoI + EH21 

Fig. 6 - Electric field lines of composite modes TEom + EH 2m • 

From (5) and (20) we obtain, neglecting terms of order (Ala)2 and 
higher, ke = ky p2 - 1. The radial dependence is then 

exp [ik v~(r - a)] 
yr 

If the dielectric is lossy, the refractive index p has a positive imaginary 
part. The external electric and magnetic fields then oscillate with period 
of the order of AI I y p2 - 1 I and decay exponentially in the radial 
direction. The maximum field intensities in the external medium occur 
at the boundary r = a. Being proportional to AI a, these maxima are 
small. 

The field intensity inside the hollow waveguide is more interesting. 
Again if we substitute l' (20) into (2), (3) and (4) and neglect terms 
of the order AI a, only the internal transverse components remain. 

For TEom modes 

(10) 

For TlVlom modes, 

(11) 
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For EHnm modes, 

Eonm
i 

= -/~ Hrnm
i 

= I n-1 (Unm~) cos nO 

Emm' = I~ H'"m' = J"-l (Unm~) sin nO. 

(12) 

The field components of each mode have approximately the same radial 
dependence, varying as Bessel functions of the first kind, and tending 
to negligibly small values at the boundary (6). This approximate radial 
dependence (10), (11) and (12) is reproduced under each mode pattern 
in Figs. 2(a), 2(b) and 2(c). 

III. PROPAGATION CONSTANTS FOR THE GENERAL CIRCULAR CYLINDRICAL 

GUIDE 

In this section we shall determine the propagation constants 'Y, of 
the TEom , TlViom and EHnm modes in the straight hollow guide at optical 
wavelengths. The propagation constants are the roots of the following 
characteristic equation for the general circular cylindrical structure. 12 

They are related to ki and ke by expressions (5). 

[
In'(kia) ki Hn(l) , (If,ea)][Jn'(kia) _ -lki H n (l) , (kea)] 
.In(lcia) - ,---;; Hn(l)(kea) .In(kia) ke Hn(I)(kea) 

( 13) 

This equation is simplified substantially when the approximations in 
(1) are introduced. Since kea » 1, the asymptotic value of the Hankel 
functions may be used 

Hn (1)' (kea) . 
H

n
(l) (kea ) ~ 1 + O(1/kea), (14) 

Since 

~ ~ __ v
2 

__ (~) « 1 
kea (v2 - l)t 27ra 

(15) 

powers of -l/kea larger than one shall be neglected. The characteristic 
equation then simplifies to 

(16) 
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where 

1 
for TEam modes (n = 0) v'v2 

- 1 

v2 

for TlVIam modes (n = 0) (17) Vn v'v2 - 1 

~(V2 + 1) 
for EHnm modes (n ~ 0) . v'v2 - 1 

To solve the characteristic equation for leia we notice that because 
of (1) and (5), the right-hand side of (16) is close to zero. Using a 
perturbation technique and keeping only the first term of the perturba­
tion, 

(18) 

where U nm as before is the mth root of the equation 

(19) 

The validity of (18) is assured provided that the order of the mode is 
low enough so that I Vn I U nm « lea. The propagation constants 'Y can 
then be obtained from (5) 

(20) 

The phase constant and attenuation constant of each mode are the real 
and imaginary parts of 'Y, respectively, 

(3nm = Re ('Y) ~ 2: {I - ~ [~~~J [1 + 1m (~~)]} 
(21) 

"'nm ~ 1m ('Y) ~ (':;;)' ~ Re (vn ) • 

IV. PROPAGATION CONSTANTS FOR STRAIGHT DIELECTRIC GUIDES 

For guides made of dielectric material, Vn is usually real and inde­
pendent of A, so that the phase and attenuation constants arc 
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~nm = 2: {I _ ~ (~::A)'} 
1 
~' for TEom modes (n = 0) 

Vv2 -1' 
!(v2 + 1) 
Vv2 -1' 

for TMom modes (n = 0) 

for EHnm modes (n ~ 0) 

. (22) 

The phase constant of modes in hollow dielectric waveguides have the 
same frequency dependence as modes in perfectly conducting metallic 
waveguides when operating far from cutoff; both transmission media 
are then similarly dispersive. 

The attenuation constants are proportional to )...2ja
3
• Consequently, 

the losses can be made arbitrarily small by choosing the radius of the 
tube a sufficiently large relative to the wavelength ).... 

The refractive index v affects the attenuation of each of the three 
types of modes (22) in different ways. This fact is reasonable on physical 
grounds. TEom modes can be considered to be composed of plane wave­
lets, each impinging at grazing angle on the interface between the two 
media with polarization perpendicular to the plane of incidence. It is 
known from the laws of refraction that the larger the value of v, the 
smaller the refracted power. 

TMom modes may also be thought of as consisting of plane wavelets, 
but with the electric field of each now contained in the plane of incidence. 
For v very close to unity, there is little reflection and the refracted loss 
is high; as the value of v is allowed to become large, each wavelet gets 
close to the Brewster angle of incidence and again the refracted loss is 
high. The minimum occurs for v = 0. 

ERnm modes are composed of both types of plane wavelets. Therefore, 
as is reasonable from the above argument, the attenuation constant 
Cinm has a v dependence which is an average of those of TEom and TMom 
modes. The value of v that minimizes Cinm is v = V3 = 1.73. 

The attenuation constants (22) are proportional to Unm
2

• Some values 
of U nm (19) are presented in Table 1. For a fixed value of n the attenua­
tion constant increases with m. This statement is not true for m fixed 
and n variable. 

Comparing the attenuation constants (22) of the different modes, 
we find that the mode with lowest attenuation is TEol if v > 2.02 and 
ERn if v < 2.02. Most glasses have a refractive index v ~ 1.5, and 
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TABLE I - SOME VALUES OF Unm 

n/m 1 2 3 4 

1 2.405 5.52 8.654 11. 796 
2 or 0 3.832 7.016 10.173 13.324 
3 or -1 5.136 8.417 11.62 14.796 
4 or -2 6.380 9.761 13.015 16.223 

consequently for hollow glass tube EHll should be preferred. The attenu­
ation of this mode (8686all in db/km) has been plotted in Fig. 7 as a 
function of A/a for v = 1.50 using A as a parameter. Typically, for a 
wavelength A = IJL and radius a = 1 mm, the attenuation of the EHll 
mode is 1.85 db/km (~3 db/mile). If the radius of the guide is doubled, 
the attenuation is reduced to 0.231 db/km. 
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Fig. 7 - Attenuation of EHll modes (1.85 ,,2/a3) versus wavelength/radius 
(I' = 1.5). 
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v. HOLLOW DIELECTRIC WAVEGUIDE FOR OPTICAL MASER AMPLIFIERS 

AND OSCILLATORS 

A mode traveling in a hollow dielectric waveguide filled with "masing" 
material experiences a net gain which is given by the difference between 
the amplification due to the active medium and the loss due to leakage 
through the walls. It has been shownll that in a tube filled with the 
right mixture of He and Neat the proper pressure, the gain G is in­
versely proportional to the radius a of the tube. Then 

G = (A/a) db/m (23) 

where the radius a is measured in meters and the constant A is 

A = 0.00066 db. 

On the other hand, we have found that the transmission loss of the 
EHn mode in the hollow waveguide with a refractive index 71 1.50 
is L = 8.686all. From (22) 

L = B(}..2/a3
) db/m (24) 

where the constant B is 

B = 1.85 db. 

The net gain pel' unit length is then 

passing through a maximum at the value of the radius for which 

a(G - L)/aa = o. 
The optimum radius and the maximum net gain are respectively 

aopt = V3 ~ }.. = 91.7}.. 

2 A! 1 10-6 

(G - L)max = 3! B! ~ = 4.81 T db/m. 

For the He-N e mixture, ).. = 0.6328 10-6 m. Consequently 

aopt = 0.058 mm 

(G - L)max = 7.6 db/m. 

(25) 

(26) 

(27) 

Although the diameter of the tube is quite small, the gain per unit length 
is sufficiently large as to make hollow dielectric amplifiers and oscillators 
attractive for experimentation. 
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Present-day confocal He-Ne masers employ tubes whose approximate 
length and radius are 1 m and 3 mm. respectively. The gain per passage 
(23) is 0.22 db (~5 per cent). If a hollow dielectric waveguide with an 
optimum radius 0.058 mm were used, the same gain would be achieved 
with a length of only 0.22/7.6 = 29 mm. This presents an excellent 
possibility for a very compact maser. 

Even for radii larger than the optimum, the hollow dielectric wave­
guide is still attractive. For example with a = 0.25 mm, the gain is 2.6 
db/m, a value far larger than the gain 0.22 db/m obtained for the 3-mm 
radius tube commonly used for masers. 

Nevertheless, for long-wavelength masers the optimum values (26) 
are not practical. Consider for example a tube containing an active 
material which amplifies at A = 10-4 m. Let us assume that the constant 
A is still 0.00066. Then from (26), the optimum radius and maximum 
gain are 

aopt = 9.14 mm 
(28) 

(G - L)mux = 0.0481 db/m. 

The gain is very small. It could be enhanced by reducing the radius and 
by increasing the refractive index v of the walls to a value much larger 
than 1.5. This can be accomplished if metal is used instead of dielectric, 
as is shown in the next section. 

VI. ATTENUATION CONSTANTS FOR 'l'HE STRAIGHT METALLIC GUIDE 

In order to discuss the attenuation characteristics of metallic wave­
guides, we shall need to have some quantitative information about the 
behavior of metals at optical frequencies. We examine as a typical 
example the optical properties of aluminum, even though this may not 
be the most suitable metal. The dispersion characteristics of the con­
ductivity and relative dielectric constants of aluminum have been 
studied extensively by Hodgson/3 Beattie and Conn/4 and Schulz.I5 

The data used below have been taken from a compilation of the results 
of these studies/6 and is presented graphically in Fig. 8. It is evident 
from these dispersion curves that the dielectric constant for aluminum 
is much larger than for ordinary dielectrics and increases monotonically 
with wavelength in the range 0.3JL < A < 4.0JL. 

The circular electric modes have the lowest loss in metallic wave­
guides, while the circular magnetic and hybrid modes are rapidly 
attenuated even for a wavelength as short as 0.3JL. The attenuation con­
stant aO! for the lowest-loss TEOl mode is plotted in Fig. 9 for wave-
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lengths in the range 0.3j.L < A < 4.0j.L for a = 0.25 mm, 0.50 mm and 
1 mm. These data show a considerable improvement over that cor­
responding to the lowest-loss mode EHll for the dielectric guide. We 
saw that for a hollow glass dielectric waveguide, the EHll mode has a 
loss of 1.8 db/km for a radius a = 1 mm and wavelength A = Ij.L. The 
attenuation for the TEol mode for the aluminum guide with the same 
radius and wavelength is only 0.028 db/km. For a wavelength A = Ij.L 
and a radius a = 0.25 mm, the minimum-loss TEol mode for the alumi­
num waveguide has an attenuation constant 0'01 = 1.8 db/km. The 
same attenuation is achieved for A = 3j.L and a = 0.6 mm. The attenua­
tion constant for the TE02 mode under the last two conditions is 0'02 = 
6.05 db/km. For a wavelength A = Ij.L and a = 0.25 mm, the straight 
guide losses for the TMol and EHll modes are approximately 145 db/km 
and 57 db/km, respectively. 

VII. FIELD CONFIGURATION AND ATTENUATION OF MODES IN THE CURVED 

GUIDE 

In order to achieve a more realistic evaluation of the hollow circular 
waveguide for long distance optical transmission, it is necessary to 
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evaluate the effects of mild curvature of the guide axis. This is most 
easily accomplished by determining a perturbation correction for both 
the field configuration and the attenuation constants for the idealized 
straight guide whose characteristics have been described above. 

VIII. FORMULATION OF THE PROBLEM 

Consider the toroidal system (r, 0, z) with metric coefficients 

er = 1 

eo = r (29) 

ez = 1 + r / R sin 0 

as depicted in Fig. 10. In this system of coordinates, a differential 
length is given by 

(30) 

where R is the radius of curvature of the toroidal system and is chosen 
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Fig. 10 - The curved hollow dielectric waveguide and the associated toroidal 
coordinate system (r, 0, Z). 

equal to the radius of curvature of the guide axis, so that the guide wall 
is located at r = a, and the axis of the guide coincides with the curved 
z-axis. In this toroidal coordinate system, Maxwell's equations are 

:0 {(1 + rlR sin O)JCz} - i'YcrJCo + iW€1'(1 + rlR sin 0)0e = 0 

i'YcJCr - ~ {(I + rlR sin O)JCz} + iWE(1 + rlR sin 0)00 = 0 
ar 

~ (rJCo) - ~ JCr + iWET0z = 0 
ar ao 

:0 {(I + rlR sin 0)0z } - i'Yc0o - iw~r(l + rlR sin O)Xr = 0 

i'Ye0r - ~ {(I + rlR sin 0)0z} - iw~(1 + rlR sin O)Xo = 0 
ar 

a () a . 0 ar r00 - ao 0r - 'tw~rXz = 

where we have omitted the common factor 

exp i( 'YeZ - wt) 

in which "Ie is the propagation constant along the curved z-axis. 

(31) 

The toroidal system (r, 0, z) and the curved waveguide degenerate 
into a cylindrical system and a straight guide, respectively, as R ap­
proaches infinity. Maxwell's equations for the straight guide are there­
fore obtained from (31) by letting R -7 00. 
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i'YHr - i Hz + iweEr = 0 ar 

.i (rHo) - .i Hr + iwerEr = 0 ar ae 

.i E - i'VrEo - iwerH = 0 ae z I r 

1803 

(32) 

where "I is the propagation constant for the straight guide, and the 
superscript i and subscripts nm are suppressed. 

IX. SOLUTION FOR THE CURVED GUIDE 

We proceed to solve (31) for the field vectors 8, X and obtain the 
propagation constant "Ie for the curved guide as functions of the field 
vectors E, H and the propagation constant "I of the straight guide. The 
latter quantities are known [(2), (3), (4) and (20)]. We introduce a 
parameter 

u = _k_.~~2(27ra)2~. 
"I - k R UnmA R 

(33) 

The range of interest is that for which the radius of curvature R is so 
large that u « 1. 

Using a first-order perturbation technique, the solution of (31) is 

80 = (1 + ur/a sin O)Eo 

8r = (1 + ur / a sin 0) Er 

8 z = (1 + ur/a sin O)Ez + (iu/lca)(Er sin 0 + Eo cos 0) 

Xo = (1 + ur/a sin O)Ho 

Jer = (1 + ur/a sin O)Hr 

Xz = (1 + ur/a sin O)Hz + (iu/lca)(Hr sin 0 + Ho cos 0). 

(34) 

The effect of curvature of the guide axis is to make unsymmetrical the 
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transverse field configuration of the straight guide. Each transverse 
component is enhanced in the half cross section farthest from the center 
of curvature. 

To a first-order perturbation of (J, the propagation constants of the 
curved and straight guide are identical; i.e., I'c ~ 1'. Nevertheless, know­
ing the field components of the mildly curved structure, it is possible 
to calculate its attenuation constants Ci.nm(R) = Re I'c . 

X. ATTENUATION CONSTANTS Ci.nm(R) 

The mean radial power flowing into the dielectric per unit length 
at the surface of the guide is 

1 },27r 
P r = 2 0 Re [8oXz * - 8zXo*L~1 + aiR sin e]a de. (35) 

The power flow in the axial z direction within the internal medium 
r < ais 

l1 a 127r P z = 2 0 0 Re [8rXo* - 80Xr *]r de dr (36) 

and decreases along z at a rate equal to the radial flow per unit length 
Pr ; i.e., 

(37) 

where Ci.nm(R) is the attenuation constant of the mode under considera­
tion for the curved hollow dielectric waveguide. Consequently 

Ci.nm(R) = !(PrIPz). (38) 

To compute P r we substitute the known field quantities into (35), 
This yields 

j /;- unm2J n2
( U nm ) 127r . 2 . 

Pr = Re 11 J.l.°O 2k2avv2 _ 1 0 11 + (J sme I (1 + aiR sm e) 

.,,2 de r 1 } 

tv' sin' n(e + eo) + cos' n(e + eo) 

for TEom modes (39) 
for TMom modes 
for EHnm modes. 

Terms with powers of AI (27ra) larger than two have been neglected. 
Upon integrating, 

P 
_ R I; unm2Jn2(Unm) 

r- 7r e -1.2-~1 
J.l.o Iii av v- - 1. 
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(1 + !i) 
v2(1 + !(l) 

for TEam modes 

for TMam modes 

1 ~ (v' + 1) [1 + ~ ,/ (1 +on(~l):: ~ ~I 
l ·cos 280)] 

for EHnm modes 

where 

n = ±1 
n ~ ±l. 

(40) 

(41) 

The power P z flowing radially in the guide is obtained by substituting 
(34) into (36) and integrating 

P, = ";' I~o In'(unm) {I + ~ [1 + 2n(n - 2)/unm']}. (42) 

Hence 

(43) 

[ 
1 - n (n - 2) + ~ ~ ( 1) Re y~ 28 J\ 

• 2 4 Un ± 2 + 1 cos a Unm v 
Re -y--==v2=-=1 J 

where <Xnm( (0) = <Xnm is the attenuation constant for modes in the 
straight guide (R = (0) given by (21). The attenuation constant 
<Xnm (R) can also be written in the following form 

(44) 

where 

1 

yv2 - 1 

Vnm(v) 
4 v2 C"y 3 yv2 - 1 U mn 

(45) 
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The values of ReVnm(v) are always positive. Some of them have been 
calculated in Table II for a refractive index v = 1.50. 

The attenuation constant of any mode consists of two terms (44). 
The first coincides with that of the straight guide and is proportional 
to U nm

2A? / a3
; the second term represents an increase in attenuation due 

to curvature of the guide axis and is proportional to a3/'J\2R2unm2. There­
fore the lower the straight guide attenuation constant (small Unm

2'J\2/a3) , 
the larger the loss due to bends and vice versa. From (43) or (45) we 
find that only for the ER±l,m modes, the orientation of the field with 
respect to the plane of curvature influences the attenuation. If 00 = 0, 
the electric field in the center of the guide is in the plane of curvature 
and the attenuation is a maximum. For 00 = ±7r /2, the electric field 
is normal to the plane of curvature and the attenuation is a minimum. 
The ratio of maximum to minimum is mild, however. For the lowest 
attenuation mode ERn and v = 1.50, it is 

Vnm(OO = 0) = 1.6.5. 
V nm(OO = 7r/2) 

(46) 

If I v I » 1, that ratio is 

Vnm(OO = 0) = 4.6. 
V nm(O = 7r/2) 

From equation (43) we find that the radius of curvature which doubles 
the straight guide attenuation is 

_ ~ (271")2 a
3 

Ro - V3 umn 'J\2 

'[1 - n(n -2 2) + ~ On(±l) 
U nm 4 Re 

Re Vv2 
- 1 J! 

2 1 cos 290 
v + . 

VV2 - 1 

(47) 

This value of Ro is only approximate since (43) was derived by assum­
ing (j « 1. 

XI. EFFECT OF CURVATURE ON ATTENUATION OF MODES IN THE HOLLOW 

DIELECTRIC WAVEGUIDE 

For a straight hollow glass waveguide with v = 1.5 and a radius 
a = 1 mm operating typically at a wavelength 'J\ = 1M, the attenuation 
of the lowest-loss mode ERn is an = 1.85 db/km. This loss is doubled 
for a radius of curvature Ro ~ 10 km. For long distance optical trans­
mission a radius of curvature of at least a few hundred meters would 
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TABLE II - SOME VALUES OF Vnm(V) 

n/m 1 2 3 4 

-1 2.57 (1 + 0.326 1.034 (1 + 0.301 0.553 (1 + 0.295 0.347 (1 + 0.293 
cos 200) cos 200) cos 200) cos 200) 

o I TE 
3.22 0.955 0.455 0.265 

TM 7.22 2.145 1.022 0.596 

1 15.5 (1 + 0.246 2.60 (1 + 0.279 1.034 (1 + 0.284 0.554 (1 + 0.286 
cos 200) cos 200) cos 200) cos 200) 

2 5.22 1.55 0.735 0.432 

3 2.57 1.034 0.553 0.347 

4 or -2 1.51 0.737 0.430 0.287 

be tolerable. Therefore hollow dielectric waveguides do not seem suita­
ble for long distance optical transmission. 

On the other hand, the curvature in hollow dielectric waveguides for 
application in gaseous amplifiers and oscillators is not critical. For 
example, if a = 0.25 mm and A = l.u, the straight guide attenuation is 
0.12 db/meter. The radius of curvature which doubles this quantity 
for the lossiest polarization - i.e., with the electric field at the center 
of the guide contained in the plane of curvature - is approximately 
150 meters, a value well within the limits of laboratory precision. Con­
sequently, the hollow dielectric waveguide does remain very attractive 
as a guiding medium for optical amplifiers and oscillators where a small 
guide radius is desirable, thereby making the guide less sensitive to 
curvature of the axis. 

XII. EFFECT OF CURVATURE ON ATTENUATION OF MODES IN THE METALLIC 

GUIDE 

The attenuation constants cxom(R) for the lowest-loss TEom modes 
in the curved metallic guide are given by 

(48) 

where CXom( 00) is the attenuation constant for the TEom mode in the 
straight guide, R = 00. For a radius a = 0.25 mm and wavelength 
A = l.u, the straight guide loss for the lowest-loss TEol mode, CX01( 00) = 
1.8 db/km, is doubled for a radius of curvature of only Ro ~ 48 meters. 
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For A 3JL and a = 0.6 mm, the straight TEo} loss is also 1.8 db/km 
and the radius of curvature that doubles that loss is 75 m. 

XIII. CONCLUSIONS 

The hollow dielectric waveguide at optical wavelengths supports a 
complete set of normal modes that are either circular electric, circular 
magnetic or hybrid. They resemble the modes found in a sequence of 
circular irises not only in field configuration but also in loss discrimina­
tion among them. For hollow metallic waveguides the mode discrimina­
tion is far larger. 

The field configuration and propagation constants have been de­
termined. The attenuation is practically independent of the loss tangent 
of the dielectric but depends essentially on the refraction mechanism 
at the wall. Assuming refractive index of the dielectric, 1.5 for hollow 
dielectric waveguides, the ERn mode exhibits the lowest power attenua­
tion, viz., 1.85 (A2/a3

) db/m. For a wavelength A = IJL and a tube 
radius a = 1 mm, the attenuation is only 1.85 db/km. 

The hollow dielectric waveguide does not, however, seem suitable for 
long distance optical transmission because of the high loss introduced 
by even mild curvature of the guide axis. Nevertheless it remains very 
attractive as a guiding medium for optical amplifiers and oscillators, 
since here a small radius of the guide is desirable. Consequently, curva­
ture of the guide axis is not critical. Filled with "masing" material, the 
hollow dielectric waveguide provides not only guidance but also gain 
which is almost inversely proportional to the radius. For the right 
Re-Ne mixture, the maximum theoretical gain attainable is 7.6 db/m 
provided that the radius is 0.058 mm. But even if the radius is 0.25 mm, 
the predicted gain is still large, viz. 2.6 db/m. 

The metallic waveguide is superior to the hollow dielectric waveguide 
for use in long distance optical transmission. Because of the relatively 
large dielectric constant exhibited by aluminum at optical frequencies, 
the attenuation constant for the lowest-loss mode TEOl is comparatively 
small and less sensitive to curvature of the guide axis. For a radius 
a = 0.25 mm and a wavelength A = IJL, the attenuation constant for 
TEot modes in the straight aluminum guide is only 1.8 db/km, which is 
doubled for a radius of curvature of about 48 meters. For a = 0.6 mm 
and A = 3JL, the TEot straight guide loss is also 1.8 db/km but is doubled 
if the radius of curvature of the waveguide axis is 75m. 

We have considered some of the theoretical problems of the hollow 
dielectric or metallic waveguide. The results are promising. Neverthe­
less, the usefulness of these guides has yet to be proven experimentally, 
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and furthermore the attenuation constants discussed here do not include 
scattering losses due to surface imperfections. 
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A Condition for the ,coo-Stability 
of Feedback Systems Containing a 

Single Time-Varying Nonlinear Element 

By I. W. SANDBERG 

(Manuscript received May 14, 19G4) 

I II the automatic control literature, a feedback system is frequently 
said to be stable if, regardless of the initial state of the system, each 
bounded input applied at t = 0 produces a bounded output. The pur­
pose of this brief is to present a sufficient condition for the feedback 
system of Fig. 1 to be stable in this sense. 

Our discussion is restricted to cases in which g1 ,j, u, and v (in Fig. 1) 
denote real-valued measurable functions of t defined for t ~ O. The 
block labeled 1/; is assumed to represent a memoryless time-varying 
element that introduces the constraint u(t) = 1/;[f(t),t], in which 1/;(x,t) 
is a function of x and t with the properties that 1/;(O,t) = 0 for t ~ 0 and 
there exist a positive constant {3 and a real constant a such that 

a ~ 1/; (x,t) ~ (3, ~ 0 
X 

for all real x ~ O. 
The block labeled K represents the linear time-invariant portion of 

the forward path, and is assumed to introduce the constraint 

vet) = it k(t - r)u(r)dr - g2(t), t ~ 0 (1) 

in which k and g2 are real-valued measurable functions such that 

i oo 
! k (t) ! dt < 00, sup !g2(t)! < 00. 

t~O 

The function g2 takes into account the initial conditions at t = O. We 
do not require that u and v be related by a differential equation (or by a 
system of differential equations). 
Assumption: We shall assume that the response vet) is well defined 
and such that for all finite y > 0 

sup! vet) ! < 00, 
O;£t;£y 

1815 
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Fig. 1 - Nonlinear feedback system. 

for each initial-condition function 92 that meets the conditions stated 
above and each input 91 such that 

sup I 91(t) I < 00. 
t~O 

Definition: We shall say that the feedback system of Fig. 1 is "J.\o-stable" 
if and only if there exists a positive constant p with the property that the 
response v satisfies 

sup I vet) I ~ p sup I 91(t) + 92(t) I + sup I 92(t) I 
t~O t~O t~O 

for every initial-condition function 92 that meets the conditions stated 
above and every input 91 such that 

sup I gl(t) I < 00. 
t~O 

Clearly, if the system is .,coo-stable, then the response is bounded 
whenever the input is bounded. 
Theorem: Suppose that 

(i) with K(s) = roo k(t)e-st dt for Re[s] ~ 0, 
• 0 

1 + !(a + (3)K(s) ~ ° for Re[s] ~ 0, and 
(ii) with h( . ) the inverse Laplace transform of 

K(s) * 
1 + !(a + (3)K(s) , 

!({3 - a) fooo I h(t) I dt < 1. 

Then the feedback system of Fig. 1 is £oo-stable. 
It is of interest to note that condition (ii) is satisfied whenever 

condition (i) is met, a > 0, h(t) ~ ° for t ~ 0, and 

fooo k(t) dt > 0, 

* Condition (i) and our assumption regarding k(· ) imply that h(·) exists, and 
that its modulus is integrable on [0,(0) [see Ref. 1]. 



B.S.T.J. BRIEFS 1817 

for then 

1 100 

!({3 - a)K(O) 
2({3 - a) 0 1 h(t) 1 dt = 1 + !(a + (3)K(O) < 1. 

The theorem can be proved with the techniques discussed in Refs. 2 
and 3. More specifically, consider the relation between J and (gi + g2): 

gl(t) + g2(t) = J(t) + it k(t - r)1f'[j(r),r]dr, t ~ 0 (2) 

and suppose that 

Arguments very similar to those used to prove Theorem 1 of Ref. 2 
and Theorem I of Ref. 3 show that if (a) J satisfies (2), (b) 

sup 1 J(t) 1 < 00 
O;;£t;;£y 

for all finite y > 0, and (c) conditions (i) and (ii) of our theorem are 
satisfied, then there exists a positive constant PI (which does not de­
pend upon gi or g2) such that 

sup 1 J(t) 1 ~ PI sup 1 gl(t) + g2(t) I· 
t~O t~O 

Our theorem is a direct consequence of this fact, in view of (1) and the 
relation between u and f. 
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Thermal Gas Lens Measurements 

By A. C. BECK 

(Manuscript received June 12, 1964) 

The refractive index of a gas is an inverse function of its temperature 
under isobaric conditions. Therefore a cool gas flowing into a heated tube 
will have a lower refractive index near the heated walls than in the 
center, and the combination becomes a convex lens which will focus a 
light beam transmitted through the tube.1 ,2 

A simple arrangement was built to get some information about the 
behavior of such a device. It is sketched in Fig. 1. The gas flowed through 
a 5-inch long electrically heated brass tube with a i-inch inside diam­
eter. The tube was mounted in a large polyfoam cylinder to reduce 
external heat losses. A single-mode light beam from a helium-neon gas 
laser oscillating at A = 0.63 micron was collimated at a dianleter of 
about i inch with glass lenses and then sent along the axis of the heated 
tube, through which a gas was flowing. The light was intercepted on a 
screen about 10 to 20 feet away. When this system, acting like a convex 
lens, is placed in such a collimated beam, the light goes through a focus 
at the lens focal length, and then expands to form a llluch larger area of 
light on the screen. A Foucault knife edge cutting the beam at the focus 
was used for measuring the focal length of the lens. 

The reciprocal of the lens focal length in meters (often called the 
focusing power or convergence of the lens, and usually expressed in 
diopters) is plotted as a function of wall temperature rise on Fig. 2. 
Measurements were made with air and with carbon dioxide at the 
indicated flow rates. Helium was found to give very small effects, as 
expected.2 

It will be noted from Fig. 2 that the lens power increases more slowly 
with flow rates at the higher values. At somewhat higher flow rates it 
flattens off and stops increasing, but at these very high flow rates, gas 
turbulence sets in and laminar flow is no longer present, so accurate 
measurements become impossible. At the flow rates shown on Fig. 2, 
constant and steady light patterns and focal lengths are observed when 
heated gas emerging from the tube is kept out of the light beam. This 
indicates that when laminar flow exists, the gas is very stable in a tube 
as small as this one; therefore steady optical lens effects are obtained. 
At higher temperatures the lens power continues to increase, at least 
up to the temperatures obtainable with this equipment. At the highest 
lens powers there is an effect that appears like spherical aberration, 
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Fig. 1 - Experimental arrangement for thermal gas lens. 
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shown by a concentric pattern of light rings beginning to appear on the 
screen,3,4 but this is very slight in the ranges shown on Fig. 2. 

The brass tube was heated with direct current, and the input electri­
cal power was measured for all points. The electrical power required 
with no gas flow was also measured as a function of temperature. The 
heat power taken away by the flowing gas was the difference between 
these two values at the measured temperature rise. From this informa­
tion, a "figure of merit," defined as the reciprocal of the focal length in 
meters divided by the watts of heat extracted by the flowing gas (diopters 
per watt), can be calculated. 

Representative data, and some comparisons with theoretical values, 
are summarized in Table 1. The theory, notation, and gas constants 
are given by Marcuse and Miller. 2 

Agreement between calculated and measured values is fair for heat 
power consumption of the flowing gas, but not as good for focusing 
power, particularly at large flow rates of the heavy gas. 

The focusing power and figure of merit of these lenses can be im­
proved by using longer sections of tubing, since this one was not op­
timized. They may also be improved by using other gases having a 
higher (n - l)/k ratio, where n is the refractive index and k is the heat 
conductivity of the gas, and by operating at higher gas pressures. 

Thermal gas lenses have short focal lengths with low power consump­
tions, and the effects are remarkably steady. The focusing power can 



1820 THE BELL SYSTEM TECHNICAL JOURNAL, JULY 19G4 

';n 
0:: 
W 
I-

5~---------------------r-------r-------r--~--' 

4 

o AIR 

• CO2 

NUMBERS ARE 
FLOW RATES IN 

LITERS PER MINUTE 

~ 3~----~-------+--~~~--~~-r-------r----~ 

e 
In 
0:: 
~ 2~----~----~~~~---r--~~-r~--~-r----~ 
w 
~ 

-Ill. 

20 40 60 80 100 120 
WALL TEMPERATURE RISE IN DEGREES CENTIGRADE 

Fig. 2 - Lens focusing power versus wall temperature rise. 

be adjusted easily by changing the gas flow rate. Such devices may find 
applications to long distance optical communication systems. 

The assistance of W. E. Whitacre in constructing and setting up the 
equipment is gratefully acknowledged. 

TABLE I - REPRESENTATIVE DATA AND THEORETICAL VALUES 

Figure of 
Flow Rate 1/F (diopters) Power (watts) merit (diop-

Gas (liters/ V vo vo/V ters/watt) 
min) (em/sec) (em/sec) 

calc. me as. calc. meas. calc. meas. 
-- ---- ------

Air 1 27.24 105 3.87 1.67 1.3 1. 74 1.8 0.96 0.72 
Air 2 27.24 211 7.74 1. 95 2.1 2.75 2.9 0.71 0.72 
CO2 1 13.52 105 7.80 3.00 3.8 1.73 2.0 1.73 1.90 
CO2 2 13.52 211 15.6 2.02 4.7 2.49 2.9 0.81 1.62 
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Gas Mixture Lens Measurements 

By A. C. BECK 

(Manuscript received June 15, 1964) 

Different gases have different refractive indexes. If two different 
gases are introduced into different parts of a straight hollow tube and 
allowed to continue in laminar flow, they diffuse into each other slowly 
but remain sufficiently separated so that a refractive index gradient is 
maintained for some distance. It has been suggested by A. R. Hutson, G. 
E. Conklin, and the author that various optical components such 
as prisms and lenses can be obtained by using such gaseous structures. 
These components have very low losses and reflections, with no solid 
surfaces to cause matching or cleaning problems. For these reasons they 
may have important applications in optical communications systems,l,2,3 

A simple structure, sketched in Fig. 1, was built to test this principle 
and to get some information about the performance of a gas mixture 
lens. A cylindrical porous-walled tube with an inside diameter of i inch 
and an exposed length of 3 inches was mounted inside a larger phenolic 
cylinder with its ends blocked to form a gas reservoir. A single-mode light 
beam from a helium-neon gas laser oscillating at A = 0.63 micron was col­
limated at a diameter of about i inch with glass lenses and then sent 
along the axis of the porous tube through which one gas was flowing. 
The second gas was introduced into the tube through the porous walls. 
The light beam was then intercepted on a screen about 10 to 20 feet 
away. If there were no optical refractive effects on this beam, a spot 
about i inch in diameter was seen at these distances, since the beam 
was collimated. A diverging lens increases the spot size without the 
beam going through a focus between the lens and the screen. A con­
verging lens causes the beam to become smaller, go through a focus, 
then expand, forming a much larger spot on the screen at distances of 
many focal lengths. When measuring converging lenses, a Foucault 
knife edge cutting the beam was used to determine the focal point and 
thus the focal length of the lens. 

With this system, diverging lenses are obtained if the gas of higher 
refractive index is introduced through the walls of the porous tube while 
the gas with the lower index flows down the tube parallel to the light 
beam. Conversely, sending the less refractive gas through the porous 
wall of the tube through which the more refractive gas and the light 
beam are passing gives a converging or positive lens. The reciprocal of 
the lens focal length in meters (often called the focusing power or con-
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Fig. 1 - Experimental arrangement for gas mixture lens. 

vergence of the lens, and usually expressed in diopters) is plotted for 
various gas flow rates in Figs. 2 and 3. Three different gas mixtures are 
shown, although other gas mixtures might have even greater focusing 
power. With carbon dioxide-helium and air-helium, focusing power in­
creased with increased flow rate in the range of Fig. 2, but Fig. 3 shows 
that this is not the case for the carbon dioxide-air mixture in the range 
shown there, since focusing power at first increased, reached a maximum, 
then decreased as the carbon dioxide flow rate was increased. For these 
curves, Dextilose paper, No. 17V, was rolled up with about five thick­
nesses to form the porous tube. Other materials work equally well or 
better, porous ceramics, sintered metals, fritted glass and fine copper 
screen showing similar results. 

At the indicated flow rates, the patterns and focal lengths are constant 
and steady when the mixed gases emerging from the tube are kept out 
of the light beam. This shows that the gas mixture is quite stable when 
laminar flow exists in the tube. The tube continued beyond the porous 
region exposed to the second gas for about 1! inches, but greater focusing 
power than that shown here was obtained with longer exit tube lengths. 
This indicates that the gases were still in laminar flow and were not 
completely mixed in this short length, so that focusing continued with 
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Fig. 2 - Lens focusing power versus gas flow rates, air-helium and carbon 
dioxide-helium. 

more length. At higher flow rates, particularly of the gas first introduced 
into the system, turbulence appeared. This broke up the light beam 
and gave unsteady and flickering patterns on the screen. 

Some photographs of patterns observed with gas mixture arrange­
ments are reproduced on Fig. 4. At the upper left, the image of the beam 
is shown with no gases flowing in the tube. The diameter of this spot 
on a screen at any distance was about 1 inch. At the upper right is the 
enlarged spot formed by carbon dioxide flowing down the tube and 
helium introduced through the porous tube walls at rather high flow 
rates so that a short focal length (approximately 6 inches) was obtained. 
This pattern, of course, increased in size as the screen was moved farther 
away. At lower flow rates, giving longer focal lengths, the light pattern 
is quite uniform, but as the focal length is made short, concentric rings 
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Fig. 3 - Lens focusing power versus gas flow rates, carbon dioxide-air. 

of light begin to appear, as can just be seen here. These rings are similar 
to those which appear when spherical aberration forms a light inter­
ference pattern.4 With a 3-inch porous tube, this effect is slight until 
very short focal lengths are produced. However, when the porous tube 
was replaced by two solid brass tubes in line with a gap of about lo inch 
between them at the center of the second gas reservoir, the light pattern 
shown in the photograph at the lower left was obtained. When the 
porous tube was replaced by a solid brass tube having six lo-inch diam­
eter holes drilled symmetrically every 60 degrees around its circum­
ference in a plane located at the center of the second gas reservoir, the 
pattern at the lower right was observed. The use of tubes with different 
numbers of equally spaced holes produced patterns similar to this, having 
an n-fold symmetry where n is the number of holes. The steadiness and 
stability of these patterns of light interference are graphic indications 
of the stability of the gas flow, and the stability of gas lenses. 

There are ways of separating the mixed gases, if desired, by permeable 
membranes or other means so that they can be mixed again in a later 
lens farther along a transmission system. Complete separation is not 
necessary to give lens action. 
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Fig. 4 - Observed patterns. 

Gas mixture lenses can have short focal lengths with moderate gas 
flows. The effects are remarkably steady and constant. The focal length 
is easily changed by changing the gas flow rates. Such lenses may have 
possible uses in optical transmission systems. 

The assistance of W. E. Whitacre in constructing and setting up the 
equipment is gratefully acknowledged. 
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A Circle Diagram for Optical Resonators 

By J. P. GOnDON 

(Manuscript received June 16, 1964) 

A graphical representation of the relationships between the param­
eters of Hermite Gaussian light beams has been introduced recentlyI,2 
by S. A. Collins, .Jr. T. Li has pointed oue that Collins' chart has two 
equivalent forms. Collins' chart relates the spot radius and phase front 
curvature at any position on the beam to the position and spot radius 
of the beam waist. In this note we point out that a similar chart can be 
made which relates the curvature parameters4

,5 of any two phase fronts 
along a Gaussian beam and the spot radii on those phase fronts. The 
curvature parameters are defined as gi = 1 - dIR I , g2 = 1 - d1R2 , 

where Rl and R2 are the radii of curvature of the phase fronts, and d 
is their separation. This new chart directly relates mirror curvatures 
and spot radii in a spherical mirror resonator. 

The equations on which the chart is based are5
,6 

(1) 

(2) 

where WI and W2 are the spot radii on the two phase fronts. If we elimi­
nate W2 and g2 , respectively, from these two equations we get 

( 
1 )2 ( Ad )2 (1 )2 

gl - 2g
2 

+ 7rW12 = 2g
2 

(3) 

and 

(~ _ 7rW22)2 + 2 = (7rW22)2 
7rW12 2Ad gl 2Ad 

(4) 

On a graph whose Cartesian coordinates are Adl7rwl and gi , these two 
equations represent circles of diameters 1 I g2 and (7rW2 2 lAd), respec­
tively, as shown in Fig. 1. The point of intersection of the two circles 
gives the values of WI and gl which satisfy both (3) and (4). A more 
complete chart, similar to. Collins' chart, can be used to read off spot 
radii in a resonator whose mirror curvatures are known, or to find mirror 
curvatures from measurements of the beam spots. As does Collins' 
chart, this new chart has two equivalent forms, which in our case differ 
only in having the subscripts 1 and 2 interchanged. 
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FIG. 1 - Circle diagram for spherical mirror resonators. Cartesian coordinates 
of the important points are indicated, along with some geometrical relationships. 
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Gas Pumping In Continuously Operated Ion Lasers 

By E. I. GORDON and E. F. LABUDA 

(Manuscript received June 26, 1964) 

Gas ion lasers! operate at discharge currents of several amperes in 
small-bore tubing. Under these conditions the discharge acts to pump 
gas from the cathode to the anode2 and pressure differences in excess of 
10: 1 can be established in less than one minute of discharge operation. 
Since the optimum pressure range for laser operation is narrowly defined 
relative to the range of pressures existing in the discharge tube (see Fig. 
1), laser action usually deteriorates or goes out shortly after turn-on. 
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Fig. 1 - Laser output vs pressure at various discharge currents. 

When the discharge is turned off for several seconds to allow the pressure 
to equalize and then turned on again, the output returns to its initial 
value only to deteriorate again. 

By placing a connecting tube of high gas flow conductance between 
the anode and cathode as shown in Fig. 2, the pressure difference between 
the anode and cathode can be virtually eliminated. Tubes operated with 
the connecting tube show no deterioration over long periods of time. 
The tube length and bore are chosen so that the sustaining voltages for 
the two paths are comparable. 

The connecting tube is fashioned in the form of a helix to relieve any 
strains that might develop from differential expansion and because a 
helix provides a convenient means of getting a long length of tubing 
into a small volume. 

The connecting tube also serves to eliminate gas separation or cata-
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Fig. 2 - Photograph of laser illustrating the connecting tube. 

phoresis that occurs when using mixed gases. This is of particular im­
portance in dc-excited laser discharges such as helium-xenon.3 Cata­
phoresis is no special problem in the helium-neon discharges in the current 
range at which they are operated, and the side tube is unnecessary. 

We are indebted to J. T. Bannon, who constructed the experimental 
tubes. 
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