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D2 Channel Bank: 

System Aspects 

By H. H. HENNING and J. W. PAN 
(Manuscript received June 22, 1972) 

This is the first of a series of articles describing the D2 Channel Bank­
from initial conception, system design, circuit development, physical design, 
through manufacture, installation and service. Our objective is to provide a 
com plete story of how one product progressed from identification of need 
through various phases leading from early planning to operating company 
application. 

In this introductory article, the motivation for undertaking the develop­
ment is pointed out, and the reasons for the choice of the various system 
parameters are discussed. The Dl Channel Bank, which was designed for 
exchange application, was the pioneer in digital channel banks. As a 
second generation channel bank developed for toll application, D2 could 
be expected to show significant advances over its predecessor. Of the many 
possible improvements, some would result in incompatibilities with portions 
of the existing plant. In such cases, engineering judgements were necessary 
to determine which of these were warranted by the performance improvements 
they allowed. This article documents the historical evolution of the D2 
Channel Bank system parameters. 

I. INTRODUCTION 

The first digital transmission system used for commercial telephone 
service was introduced by the Bell System in 1962. This system consists 

1641 
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D2 Channel Bank 

of the Dl Channel Bank and the Tl Repeatered Line. 1 The Dl Bank 
uses pulse code modulation to convert 24 voice-frequency signals and 
the associated signaling information into a 1..544 megabits per second 
digital stream for transmission over the Tl Repeatered Line. Because 
it has met its performance and cost expectations, the Dl/Tl system, 
which is also known as "the T-Carrier," has been favorably received 



SYSTEM ASPECTS 1643 

by the telephone companies. Today it is the fastest gro'wing carrier 
facility in the Bell System supplying nearly a million voice channels 
throughout the country. Its success is a direct result of one of the 
characteristics of digital systems-low terminal cost. 

The success of D1/T1 has stimulated planning of a digital com­
munications network. A fully digital network includes both digital 
switching and digital transmission. ]VIost of the effort since 1962, 
however, has been directed towards the development of transmission 
systems for this network. 2

•
3 In this network there will be a hierarchy of 

digital transmission facilities that provide for long-haul transmission at 
high bit rates,4 digital terminals that convert a variety of signals into a 
suitable digital form, and digital multiplexers that can derive several 
smaller capacity digital facilities from a large capacity facility. The 
existing T1lines will become part of this hierarchy. 

Since the D1 Channel Bank was designed primarily for short inter­
office trunks, it does not have all the transmission performance and 
operating features required for toll service. As a result, there was 
appreciable motivation for the development of a new digital terminal, 
the D2 Channel Bank, which is designed to provide economical voice 
trunks for intertoll service, and which can also be used for exchange 
trunks. This article describes the system aspects of the D2 Channel 
Bank. Companion articles describe the various circuits of the D2 Bank, 
production, installation, and continued improvement after initial service. 

II. SYSTEM CHARACTERISTICS 

IVlany objectives and constraints playa significant role in the system 
design of the D2 Channel Bank. First, a channel bank suitable for 
intertoll use must exhibit a performance level superior to that of the D1 
Bank. This is because toll calls may include many digital trunks inter­
connected by switching machines which at present can handle signals 
only in voice-frequency form. In such situations, quantizing noise will 
accumulate because of repeated analog-digital and digital-analog con­
versions. Second, in the digital network envisioned for the future, the 
trunks may be switched in digital form. This means that a signal 
converted into digital form by one channel bank is expected to be 
reconstructed by any other channel bank. A high degree of standardiza­
tion and uniformity is thus required of all such channel banks. Third, 
the D2 Channel Bank must be able to utilize the T1 line which is an 
existing transmission facility in the planned digital hierarchy. 

Compatibility considerations with the D1 Bank and with other 
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domestic and foreign digital channel banks in existence or in develop­
ment have also influenced the system design of D2. Incompatibility 
will affect the problem of digital interconnection between different 
telephone administrations in the future. It will also affect future channel 
bank designs. To be fully compatible, two channel banks must have 
these same attributes: 

(i) number of voice channels 
(ii) sampling rate 

(iii) companding law 
(iv) code format 
(v) overload point 

(vi) signaling format 
(vii) framing format 

(viii) output bit rate. 

If anyone of these attributes is different for two channel banks, then 
digital processing becomes necessary before they can be interconnected 
digitally. Each attribute requires varying degrees of digital processing to 
convert from one standard to another. 

It was recognized in the system design of D2 that it would not be 
feasible to strive for complete compatibility with existing digital 
channel banks for performance reasons, or with future banks because 
international standards were not yet determined. The choices made in 
the design of the D2 Bank were such that complex digital processing 
could be avoided, but simple processing ·would be permissible for possible 
interconnection. The use of simple processing can readily provide 
changes in the code format, signaling format, and framing format. The 
number of voice channels and the output bit rate can be changed easily 
and efficiently if the numbers used by two channel banks form simple 
fractions. This allows an integral number of channel banks on either 
side to be interconnected. Both companding law and overload point 
can be changed by digital processing of low complexity. The most 
difficult parameter to convert is the sampling rate. To change this 
parameter, interpolation between samples is necessary. The complexity 
is equivalent to digital filtering. 

As a result of these considerations, the number of channels, the 
sampling rate, and the output bit rate for D2 are chosen to match 
those of the Dl Channel Bank. This will allow the use of the existing 
Tl digital transmission line to interconnect D2 Banks and, with simple 
to moderate digital processing, allow digital interconnection between 
D2 and other channel banks with 8-kHz sampling. 
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All other attributes of D2 are not compatible with Dl primarily for 
reasons of improved performance. The most important differences are 
the number of digits used per coded sample and the companding law. 
These differences in turn cause other attributes, such as signaling format 
and framing format, to be different. 

2.1 Consequences of Eight Digits Per Coded Sample 

As mentioned earlier, in order to meet noise and distortion require­
ments for toll service, eight-digit PCM is used as compared to seven-digit 
PCl\![ used in Dl. But to increase the number of digits per coded sample 
and still maintain the same sampling rate and output rate, either the 
number of voice channels must be reduced or the portion of output bit 
rate devoted to signaling must be reduced. The latter approach is taken 
because a reduction in signaling rate to one-sixth of that in D1 could be 
tolerated without sacrificing the capability of thy D2 Bank to operate 
with all the signaling systems that are presently handled by the D 1 
Bank. In this way, close to eight-digit PCl\![ performance is achieved. 
The actual format used in D2 is to code each sample into eight-digit 
PClVI in five out of six frames and into seven-digit PCl\1 in the sixth 
frame when the eighth digit is used for signaling. The resultant quanti­
zation noise is about 2 dB above that of full eight-digit PCIVL 

The signaling capacity derived in this way is adequate for all signaling 
systems presently served by the D1 Channel Bank. This includes, for 
example, dial pulse and revertive pulse signaling. Switching systems in 
the future are likely to convert to Common Channel Interoffice Signal­
ing (CCIS) where signaling information for a collection of voice channels 
are sent as a separate digital stream. With CCIS, the signaling circuit 
packs are simply removed, and the performance of full eight-digit 
coding can be realized. 

2.2 Frame Format 

The format of D2 allows for signaling in the present plant and future 
CCIS type signaling. This is accomplished as follows (see Fig. 1). At the 
frame rate of 8 kHz, there are 193 binary digits per frame as determined 
by the T1 transmission line. Each of the 24 voice channels occupies 
a time slot of eight digits. This totals 192 digits leaving the 193rd digit 
available for framing. Because in every sixth frame the "eight" digit in 
each time slot is devoted to signaling, and furthermore, for some switch­
ing systems two signaling paths are required, it is necessary to identify 
a super frame of 12 frames of which the sixth and twelfth frames contain 
the two signaling paths. To accomplish this identification and still allow 
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Fig. 1-D2 bit stream format. 

rapid synchronization of the receiving framing circuitry, the frames are 
divided into odd and even frames. In the odd frames, the 193rd digit is 
made to alternate between 0 and 1. This allows the framing circuit to 
lock on and maintain synchronism. In the even frames, the 193rd digit 
is made to follow a 000111000111 ... sequence. This identifies the sixth 
and twelfth frames as those that follow an 01 transition or 10 transition 
of this digit, respectively. When CCIS signaling is used, there is no need 
to identify the sixth and twelfth frames. The 193rd digits in even frames 
then become available for CCIS signaling. 

2.3. Companding Law and Code Format 

The companding law used in the original D1 Channel Bank is based 
on the nonlinear properties of diodes. * The biasing of the diodes is 
chosen to approximate a fJ. = 100 companding law. 1 Careful selection of 
diodes and stringent temperature control of the diode environments are 
necessary to maintain matching of the compressor and expandor 
characteristics. To meet the requirement that any two D2 Banks may be 
interconnected at random under control of a digital switch, even more 
careful selection of diodes and tighter temperature control would be 
necessary if diode companding was used. For this reason, it is unlikely 
that the digital signals from D1 Banks that are based on diode compand­
ing can be switched to another similar bank with any assurance of 

* Plug-in units will be available for Dl to make its companding law compatible 
with that of D2. 
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performance. At the time D2 was developed, techniques were available 
to achieve nonlinear coding directly. Among these were (i) the techniques 
of coding linearly and processing the result digitally to produce a non­
linear code, (ii) the technique of using a nonlinear feedback network in a 
digit-by-digit coding process, and (iii) the technique of stage-by-stage 
coding where each stage has one digit output and one nonlinear residue 
output. These techniques are capable of producing different classes 
of companding laws. In order to provide the greatest flexibility for future 
channel bank development, the choice was narrowed to two laws that 
can be implemented by any of the above techniques. The two laws are 
(i) the I3-segment approximation to the A-law that was actively being 
considered at that time as the standard for Western Europe, and (ii) the 
I5-segment approximation to the}L = 255 law. 5 The}L = 255 law (Table 
I) was chosen for D2 because it promised better idle circuit noise and 
crosstalk performance.6 Conversion between the ~wo laws is relatively 
simple.7 

The most important property of either law is the digitally linearizable 
property. This allows simple digital processing to convert between 
companded PCl\1: code words to linear PCl\1: code words. In the linear 

TABLE I-CODER THRESHOLD LEVELS AND STEP SIZES 

FOR I5-SEGMENT, }L = 255 CODING LAW* 

Segment End Points Step Size Segment Number 

Xo = 0 
Llxo = 1 

Xl = 1 1 
LlXI = 2 

Xl6 = 31 
LlX2 = 4 2 

Xa2 = 95 
Llxa = 8 3 

X48 = 223 
LlX4 = 16 4 

X64 = 479 
Llxs = 32 5 

X80 = 991 
LlX6 = 64 6 

X96 = 2015 
LlX7 = 128 7 

Xll2 = 4063 
LlX8 = 256 8 

X128 = 8159 

* Points shown are for positive quadrant only; the negative quadrant is sym­
metrical. With the exception of the first, each segment contains 16 steps of equal 
step size Llxn• The output levels are always midway between the threshold points. 
The table is normalized to 8159 so that all values are represented as integer numbers. 
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form, signal processing such as gain change, echo suppression, and 
signaling can be done digitally. Since some processing is expected on 
international connections or other long circuits, this processing point is 
then the logical interface between JL-Iaw and A-law regions. 

To achieve the JL = 255 companded coding, the stage-by-stage ap­
proach was chosen primarily because this approach had the greatest 
promise of achieving the necessary speed to code 96 voice channels on a 
time-shared basis.8 

III. SYSTEM OBJECTIVES 

After the major system characteristics have been determined, a set of 
objectives can be formulated based on reasonable degradations from an 
ideal channel bank. In an ideal channel bank, the sources of degradations 
are (i) idle circuit noise, (ii) quantizing noise, and (iii) overload noise. 
These correspond to small signal, medium signal, and large signal 
characteristics of a PCl\;f system. In a practical system, idle circuit noise 
and quantizing noise are expected to be worse than the ideal. Overload 
noise is not expected to differ from the theoretical value. In addition 
to the degradation attributed to the quantization process, there is also 
the degradation due to the sampling process. Some foldover noise 
(frequency aliasing) is expected due to incomplete removal of signal 
energy above the half sampling frequency of 4 kHz. Filter characteristics 
are designed with sufficient out-of-band attenuation so that this source 
of noise is negligible. 

The voice-frequency transmission objectives set for D2 are listed in 
Table II. 

The objectives on idle channel noise and signal-to-distortion can be 
interpreted as follows. For most of the talker volumes, the objective is 

TABLE II-VOICE FREQUENCY TRANSMISSION 

OBJECTIVES FOR D2 

Overall Idle Channel Noise 
Interchannel Crosstalk Loss 
Signal-to-Distortion Ratio 
C-Message Weighting 

Sine Wave Input 
+3 dBmO to -30 dBmO 
-40 dBmO 

Overload Point 
Frequency Characteristics 

300 Hz to 3,000 Hz 

<23 dBrncO 
>65 dB 

33 dB 
27 dB 

+3 dBmO 

±0.25 dB 
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within 3 dB of the theoretically achievable performance. For very small 
signals such as those produced by noise and crosstalk, the objective 
is within 6 dB of theoretical. Overload point can be set arbitrarily, in the 
sense that every dB of overload results in a dB loss in low signal per­
formance. As in DI, the desired overload point for D2 is near the peak 
of a +3-dBmO sine wave. 

The frequency characteristics of a channel bank is determined pri­
marily by the filters. Toll transmission objectives for D2 require more 
complex channel filters than to Dl. 

IV. SYSTEM DESCRIPTION 

The overall block diagram of the D2 Channel Bank is shown in Fig. 2. 
Per channel equipment includes the channel unit, the transmitting and 
receiving filters and the multiplex and demultiplex gates. Common 
equipment performs analog-to-digital conversion at the transmitting 
terminal and the inverse operation of digital-to-analog conversion at the 
receiving terminal. 

The total cost of a channel bank can be divided into per channel 
equipment and common equipment. Because of the additional oper­
ational and performance requirements necessary for toll operation, the 
per channel equipment is expected to be more elaborate and thus more 
expensive than that for Dl. To offset this increased cost, the cost of 
common equipment can be reduced by sharing it over more channels. 
The most complex common circuits are the coder and decoder, which 
are shared by all 96 channels. Some common equipment is shared by 
fewer channels. Engineering judgment was exercised to decide between 
economy of operation, vulnerability to failure, and effect on working 
channels during repair whenever it was decided to share common 
equipment. 

The equipment configuration of the D2 Bank also entered into the 
considerations concerning the maximum number of channels that can 
be processed on a timeshared basis by common equipment. A major 
portion of the bay space is taken up by the toll trunk channel units 
which contain a considerable amount of bulky components such as jacks 
and relays. Since it was decided to house all the equipment associated 
with the D2 Bank (including power converter and carrier group alarm) 
in a factory-assembled bay, 96 channels was the maximum number that 
could be accommodated on an II-foot, 6-inch bay. Channel banks for 
exchange applications with less voluminous channel units could be 
designed to accommodate a larger number of channels in the same space. 
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4.1 Channel Unit 

The interface equipment between trunk circuits, which arc the 
terminations in a switching machine, and the channel bank, which 
terminates transmission systems, is contained in the channel unit. The 
basic functions performed are: (i) converting a 2-wire voice circuit into 
standard level 4-wire circuit, and (ii) converting the signaling states to 
digital form. These functions enable the switching machine to treat the 
voice channels that are derived by PC1VI techniques as if they were wire 
pairs. Each channel unit serves one channel, hence a fully equipped D2 
Bank contains 96 channel units. 

4.2 Transmitting Terminal 

The transmitting terminal performs analog-to-digital conversion. 
This includes sampling, multiplexing, coding and digital processing. 
First, the signal from each channel unit is amplified and bandlimited 
by a lowpass filter to reject all signal frequencies above 4 kHz. The 
gain of the amplifier is adjusted to establish the correct level for coding 
for each channel. The bandlimited signal is then sampled 8,000 times 
a second by the sampling gate associated with this channel. 

Since a single coder is time-shared to code the signals from 96 channels, 
it is necessary to time multiplex samples from these 96 channels. To 
achieve this in one step places severe crosstalk and noise limits on the 
sampling gates. A two-stage multiplexing scheme eases these problems 
and results in only moderate increase in complexity, since each gate 
in the second stage of multiplexing is shared by many channels. The 
number of channels for the first stage of multiplexing is chosen as 12. 
This number agrees with that of the D1 Bank and most frequency 
division systems. The eight PAM buses, each containing a group of 
12 channels, are multiplexed together in the second stage. The resultant 
multiplex of 96 channels each occupying a time slot of 1.3 microseconds 
is converted sequentially to digital form by the coder. 

The result of coding is a series of pulse-code-modulated digital signals 
called PCM words. These code words are processed by a coder output 
processor prior to its application to a digital transmission line. The 
purpose of digital processing is threefold: (i) the parallel digital output 
must be converted to serial form, (ii) signaling digits must be inserted 
at the appropriate times, and (iii) the digital signal must be split into 
four streams of 1.544 ]Vlb/s each in bipolar format suitable for trans­
mission over T1 lines. 
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4.3 Receiving Terminal 

The receiving terminal performs the inverse operation of the trans­
mitting terminal. It has a decoder input processor to bring the incoming 
digits into a parallel form for decoding by a single decoder, and it uses 
a two..:stage demultiplexing process to distribute the decoded samples to 
the 96 low-pass filters which reconstruct the original signals. 

Whereas it is relatively simple to split the output of the coder into 
four bit streams, combining four incoming bit streams for decoding 
by a single decoder is not as simple. The reason is that the four signals 
can originate from four different channel banks, each with a slightly 
different clock rate. Thus timing and framing signals are recovered 
from the four signals individually. Whereas the use of four separate 
decoders will result in the same apparent complexity as the use of a 
single decoder which requires digital circuits to combine four asyn­
chronous signals, the single decoder approach results in less analog 
circuitry. Digital circuits necessary for single decoder operation are 
simple to build and are more amenable to integrated electronics tech­
nology. 

The decoded samples undergo two demultiplexing steps to redistribute 
the signals to the 96 channels. The procedure is the inverse of the 
one used in the transmitting terminal. The first step demultiplexes the 
output of the decoder into eight groups of 12 channels each, and the 
second step demultiplexes each of the eight signals into individual 
channels for reconstruction by the receiving lowpass filters. In addition 
to demultiplexing, the first step also removes the timing jitter imparted 
to the signal by the process of sharing a single decoder. Since the 
decoder is shared, a digi~al code word arriving on one of the four lines 
must queue up for decoding; the waiting time can be as long as 5 micro­
seconds (one word time slot on the line). This waiting time is absorbed 
by the select and hold circuit, which acts as an analog store as well as 
a demultiplexer. 

V. FEATURES 

One important factor in the system design of the D2 Channel Bank 
is the provision for simplifying the installation and maintenance pro­
cedures including gain adjustments and noise measurements. For 
these purposes, a test panel is built into the D2 bay. This test panel 
contains standard signal sources, signal and noise test set interface 
equipment, and signaling test sets. The test panel provides convenient 
access to standard, permanently installed central office equipment. 
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Flexible jacking arrangements are also provided so that measurement 
of transmission, noise, distortion and crosstalk on all voice channels 
can be accomplished by one man with no portable test equipment. 

5.1 Digital Signal Generator 

To allow D2 to achieve a consistent correspondence between analog 
signals and their digital representation, a digital signal generator 
(DSG) is provided as a unique feature of the test panel. This circuit 
provides an invariant digital reference level for calibration purposes. 
The digitally derived signal consists of a repetitive sequence of eight 
PCIVI words. This signal is defined to be identical to a PCl\1 signal 
that would be produced if a O-dBm sinusoidal test tone of 1 kHz, 
synchronized with the sampling frequency, were encoded by a perfectly 
gain-adjusted transmitting terminal. The eight binary words that 
define the signal are listed in Fig. 3. The signal from the DSG can be 
inserted into anyone of the four incoming PCl\1 lines. 

The DSG greatly simplifies the installation and maintenance pro­
cedures, including gain adjustments and distortion measurements. 
Prior to D2, the line-up of transmission systems required at least one 
man at each of the end terminals. One man would connect a calibrated 
signal at the transmitting end, while another man would perform 

DIGIT , 

1 1 
2 0 
3 0 
4 1 
5 1 
6 1 
7 1 
8 0 

A sin 3
8
17 

1 
0 
0 
0 
1 
0 
1 
1 

A sin 317 
8 

1 
0 
0 
0 
1 
0 
1 
1 

-A sin 317 -A sin 317 
8 8 

CODE WORD SEQUENCE 

1 0 0 0 
0 0 0 0 
0 0 0 0 
1 1 0 0 
1 1 1 1 
1 1 0 0 
1 1 1 1 
0 0 1 1 

Fig. 3-The digital I-kHz reference signal. 
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measurements and adjustments at the receiving end. The D2 Channel 
Bank takes advantage of the fact that the transmission line is digital. 
The digital line does not introduce loss or distortion to the coded analog 
signals. Only the analog circuits of the transmitting terminal and the 
receiving terminal each require adjustment. A terminal adjusted with 
the transmitting section looped to its own receiving section has the 
same transmission performance as that adjusted with distant terminals. 
This permits independent line-up of each terminal without requiring 
the assistance of personnel at the remote terminal location. 

The first step in this procedure is to insert the digital 0 dBmO signal 
into the input line of the receiving terminal. The gains of the voice­
frequency amplifiers are adjusted so that the voice-frequency output 
for each channel is exactly 0 dBmO. Next, the transmitting terminal 
is looped* to the local receiving terminal in order to line up the trans­
mitting section. A O-dBm sinusoidal signal is applied to the voice­
frequency inputs of the transmitting section and the gains of the trans­
mitting voice-frequency amplifiers are adjusted until 0 dBmO is detected 
at the receiving section voice frequency output. 

An important result of this method of line-up is that once the gains 
are aligned with respect to this well-defined digital signal, anyone 
D2 Bank can be digitally switched to any other D2 Bank, or any other 
bank so adjusted, without changes in signal levels and without variation 
in gain. This is a significant step towards the possibility of switching 
the voice signals in their digital form. 

When the terminal is adjusted in this manner, the overload point 
of the D2 Bank is consistently 3.17 dBmO. This is a fraction of a 
quantizing step from the objective of 3 dBmO. 

5.2 Performance 

All of the performance objectives for the D2 Channel Bank have been 
met in the laboratory model during the development of the D2 Channel 
Bank. Difficulty was encountered for the production models with 
regards to the idle channel noise performance. All other performance 
objectives are met by the production models. The original idle channel 
noise objective was based on the fact that, according to the smallest 
step size of the coder near the origin, the theoretical noise floor should 

* Since the transmitting terminal output line is looped to the receiving terminal 
input line, looping can only be accomplished on a 24-channel basis. At initial 
installation procedures, this presents no problem. However, when the bank is in 
service and a single channel is to be lined up, it would be necessary to busy out the 
other trunks on that line prior to looping. In such situations, it may be advantageous 
to use line-up procedures which may involve personnel at both terminals. 
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be about 18 dBrnCO. The original objective of 23 dBrnCO allows 
5 dB greater noise to account for imperfections in multiplexing and 
coding. It turns out, however, that although the mean of the idle circuit 
noise is fairly close to the theoretical noise floor, the standard deviation 
is much larger than anticipated. 

A histogram of idle channel noise of approximately 100 production 
D2 Channel Banks, is shown in Fig. 4. The mean is 18.6 dBrnCO which 
is very close to the theoretical noise floor. The standard deviation is 
1.9 dB. For production testing it was found that a 23 dBrnCO require­
ment is not realistic in view of this large standard deviation. The 
average noise contributed by the D2 Bank remains well below the 
original objective. Because of its large variation, idle channel noise 
on a few channels of a particular D2 Bank can be as high as 26 dBrnCO. 
Since the grade of service9 is based on probability of an unacceptable 
circuit consisting of several channel banks in tandem, isolated above­
average noise in one channel of one link will not increase this probability. 

Signal-to-quantizing noise performance of the D2 Channel Bank 
is shown in Fig. 5. This figure illustrates the performance of two typical 
channels; one with very low idle channel noise, and another with 
relatively high idle channel noise. It is seen that, for medium-to-high 
signal levels, the quantizing noise performance is very close to the 
theoretical ideal performance. For a low-level signal, the idle channel 
noise of the D2 Bank dominates. The small signal performance of the 
coder by itself tested in its own test set exhibits almost ideal signal­
to-noise performance even for small signals.8 

Because the companding characteristics of the coder and decoder 
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Fig. 4-A histogram of idle channel noise of approximately 100 production D2 
Channel Banks. 
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Fig. 5-Signal-to-noise performance of the D2 Channel Bank. 

are controlled by highly precise thin-film tantalum resistors, they are 
expected to be very stable so that field adjustments in any of the 
common equipment were not necessary. Experience with the gain 
stability of the voice-fr~quency amplifiers indicates that analog trans­
mission paths (voice-frequency amplifiers, filters, and gates) have long­
term stability to within 0.1 dB after initial alignment. 

VI. SUMMARY 

This article has summarized th e system design considerations of 
the D2 Channel Bank. The next four articles will cover more detailed 
circuit aspects of (i) the trunk interfaces which includes channel units 
and filters, (ii) multiplexing and coding, (iii) digital processing, and 
(iv) power conversion. The last two articles cover aspects of bringing 
a product into fruition that are often neglected in the literature. These 
are physical design, development for manufacture, testing, and con­
tinued surveillance and product improvement. 
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Traditionally, the design of switching machines has assumed that the 
transmission plant consists of physical wire pairs. Therefore, appropriate 
interface equipment is necessary when a multiplex transmission system is 
substituted for wire pairs. This interface, or per-channel, equipment 
performs such functions as (i) 2-wire to 4-wire conversion to separate the 
two directions of transmission, (ii) detection of signaling and supervision 
information, and (iii) band-limiting and level compensation of the signal 
prior to sampling. Since failures of the multiplex system can cause massive 
service interruptions and tie up switching equipment, provision is made to 
detect such failures and alert the switching machine. 

Design of per-channel equipment is complicated by the number of 
options required to account for the large variety of ways in which switching 
machines utilize wire-pair plant. This article describes the per-channel 
equipment of the D2 Channel Bank and some of the considerations that 
went into its design. 

1. INTRODUCTION 

In PCM terminals, much of the signal processing takes place in 
common equipment, where the cost is shared by many or all channels 
in the system. Although this equipment is more costly than per channel 
equipment because of higher operating speeds and increased complexity, 
a net reduction in the per-channel cost is achieved because of time­
sharing. However, some functions cannot be performed economically in 
this way, and per-channel equipment is needed for this purpose. 

For the case of the D2 Channel Bank, this equipment includes 
(i) the lowpass filters and gates, and (ii) the interface equipment 
between the switching system trunk circuit (or other assigned circuit) 
and the D2 Channel Bank. The latter circuits are concentrated in 
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the channel units which contain the signaling scanning and converting 
circuits in addition to the voice frequency interface circuits. 

Looking at a cross section of the telephone plant will reveal a wide 
variety of switching and transmission equipment in current use. The 
continued effort to improve the quality of service, the rapid growth of 
the telephone plant, and the relatively long life of a switching machine 
have resulted in many switching machines, differing in functions and 
vintage, existing side by side. In addition, communication between 
these different machines has also evolved into many schemes. Any new 
equipment being designed to fit into the existing plant is faced with 
complex compatibility problems. For the D2 Channel Bank, this meant 
that many different types of channel units had to be designed and 
several other types are still in development. 

This paper discusses the design of all the per-channel equipment, 
the manner in which the D2 Channel Bank interfaces with the toll 
and exchange plant, and how it achieves a measure of compatibility. 
Included in the general area of interface compatibility are such con­
siderations as VF circuits, signaling and supervision, alarms and service 
restoration. 

II. CHANNEL UNITS 

2.1 General 

Figure 1 shows the major building blocks that constitute one end 
of a representative 2-wire toll connecting trunk. The location within 
an office of each of the components will differ, depending on the type 
carrier system, the means used to signal over it, and the general office 
layout plan. The D2 Channel Bank was designed as a unitized bay, 
that is, all equipment shown external to the trunk circuit is included 
as part of the transmission terminal. To achieve flexibility, all D2 
Channel Bank per trunk circuitry is concentrated in a plug-in unit 
called a channel unit. This permits the channel bank to be adapted 
to many different trunk types by designing a series of channel units 
with each channel unit type containing that circuitry unique to a 
specific trunk. 

The major functions of the channel units are (i) to provide voice 
frequency circuit level and impedance conversion and to provide 2-wire 
to 4-wire conversion for 2-wire trunks, (ii) to detect local signaling 
and/ or supervision for transmission to the far end terminal and to 
reconstruct, from the received digital signal, the far end signaling 
and/or supervision, (iii) to provide jack access to both the voice 
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frequency and the signaling circuitry of the channel bank for alignment 
and maintenance purposes, and, in some cases, to provide per channel 
restoration capability. The D2 Channel Bank provides built-in per 
channel signaling by periodically time sharing the least significant bit 
of each encoded VF word with a signaling information bit. (A companion 
article concerning digital functions describes the common signaling 
circuitry. 1) Thus, referring to (ii), the channel units provide the neces­
sary signaling interface and conversion to the digital format required 
by the D2 Channel Bank common signaling circuitry. 

2.2 Channel Unit Functional Description 

Figure 2 shows a simplified block diagram of one of the more complex 
types of channel units. The channel unit circuitry itself can be func­
tionally separated into two parts; trunk related and channel bank 
related. The trunk-related circuitry, which is shown to the left of the 
jacks in the diagram, serves to interface with the specific voice frequency 
and signaling circuits of the trunk, and to furnish converted signals 
to the channel bank related circuitry. These circuits account for the 
primary differences between channel unit types. The channel bank 
related circuitry shown to the right of the jacks in the diagram has a 
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Fig. 2-Simplified diagram of a more complex type of channel unit. 

standard output regardless of the channel unit type. Thus there are 
no restrictions on the physical placement of any channel unit type 
within the available 96 channel unit positions in the terminal. 

For the case of the toll trunk and special service channel units, 
there are jacks at the interface between the trunk-related and bank­
related circuits. These jacks are mounted on the faceplate of the channel 
unit. At these points, signals (both voice frequency and signaling) 
appear at standard levels. This permits the restoration of service on an 
individual channel basis. For example, in case of a failure of channel 
bank digroup equipment, a trunk may be processed in the trunk-related 
circuitry in the channel unit associated with the failed channel. The 
output of these circuits are then patched to the bank-related circuitry 
of another working channel unit of similar type,· either in the same 
channel bank or in another D2 Channel Bank. 

Channel units designed primarily for use with exchange area trunks 
are not required to provide per channel restoration capability, hence 
they do not have jack access to standard level signaling circuitry. 
However, the 4-wire voice-frequency patch jacks with the -16 dBm 
transmit, and +7 dBm receive levels appear on all channel units for 
maintenance purposes. 
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2.3 V oice Frequency Circuits 

Both 2-wire and 4-wire trunks are in common use in the telephone 
plant. The D2 Channel Bank requires a 4-wire 600-ohm balanced 
standard level VF circuit at its transmit and receive ports. Therefore, 
all 2-wire channel units have a built-in 4-wire terminating circuit to 
provide the necessary 2-wire to 4-wire conversion. The 4-wire terminat­
ing circuit consists of a 2-transformer hybrid, transmit and receive 
loss adjustment pads, a balance network, and a selection of network 
build-out capacitors. The 4-wire terminating circuit meets all toll 
transmission requirements. 

The 4-wire channel units do not require the hybrid and its associated 
balance network, but they do provide the transmit and receive loss 
adjustment pads. These pads, in both the 2-wire and 4-wire channel 
units, are tantalum thin-film resistor networks controlled by slide 
switches. The attenuation range is 16.5 dB adjustable in 0.1 dB steps. 

As previously mentioned, all channel units provide jack access to 
the 4-wire standard level VF circuit. 

2.4 Signaling 

2.4.1 General Considerations 

The term signaling, as used in this paper, is assumed to include both 
address and supervisory information. Since most switching machines 
are designed to work with physical wire pairs, signaling systems used 
by switching machines are based on wire plant. Different switching 
machines however use the wire plant for signaling in a variety of ways 
as determined by their trunk circuit. Thus it becomes necessary for 
carrier systems including the D2 Bank to provide signaling interfaces 
that imitate the wire plant in a variety of ways. Effort is being made 
by the telephone industry to separate the signaling information path 
from the voice frequency path, especially when signaling information 
is to be transferred from one switching office to another. Economy and 
efficiency of operation will result with the introduction of the proposed 
common channel interoffice signaling (CCIS). While the D2 Bank 
has provisions for carrying a CCIS channel, until CCIS is implemented, 
signaling interfaces must be designed that look like wire plant to the 
trunk circuit of the switohing machine. 

2.4.2 Signaling System Considerations in the Channel Unit Design 

The ~ignaling systems encountered in the Bell System plant that 
were considered in the channel unit design are: 
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(i) Dial pulse 
Ui) Revertive pulse 

(iii) E and M lead 
(iv) Special access. 

Signaling systems (i) and (ii) are used primarily in exchange area 
trunks. Both are considered I-way trunks in that a call can only origi­
nate from the outgoing end. Different circuitry is required in the 
channel units that face the outgoing and incoming ends of these trunks. 
Therefore, different originating and terminating channel units were 
designed for both systems. Dial pulse and revertive pulse both require 
2-state signaling in the forward direction. In the reverse direction, 
dial pulse requires 2-state and revertive pulse requires 3-state signaling. 
Figure 3 is a diagram of a representative channel unit for these signaling 
systems. 

Revertive pulse signaling, being a feedback system, is sensitive to 
round-trip delay. The revertive pulse originate channel unit reduces 
the round trip time somewhat by taking advantage of the fact that 
only 2-state signaling is required in the forward direction, and transmits 
this information in both signaling channels A and B. Because the sig­
naling channels in the D2 Bank are derived serially, transmitting the 
same signaling information in both channels reduces the time to detect 
a signaling transition by a factor of two. 

E and M lead signaling, (iii), is found primarily in toll applications. 
It is a symmetrical signaling system that can be used for both one- or 
two-way trunks. The same type channel unit serves both ends. The 
signaling takes place on the E and M leads which are separate from the 
VF circuit. Two-state signaling is required. Figure 4 shows a diagram 
of a 4-wire E and M channel unit. 

Special access, (iv), is a type of service characterized by a trunk that 
signals toward the station by ringing and toward the office by dial 
pulsing. It is a nonsymmetrical 2-way signaling system. Ground start 
PBX trunks are an example of this type of signaling system. The full 
4-state signaling capacity of the D2 Bank is used in both directions. 
Different channel units are required at each end of the trunk. Figure 5 
is an example of a channel unit designed for this service. 

2.4.3 Detecting the Local Signaling States 

The standard signal conditions that must be detected and recon­
structed by the channel unit fall into three categories: 
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(i) Impedance, high or low 
(ii) Voltage polarity 

(iii) Ringing. 

These conditions must be detected either on a 2-wire loop which also 
carries the voice frequency signal, or on separate leads devoted ex­
clusively for signaling. For the detection of impedance conditions, 
a conversion to dc voltage conditions is made by supplying dc current 
to the loop via a resistive network at the center of the hybrid. In many 
cases, this current also serves as talking battery. The various scanning 
bias networks shown in the example channel units in Figs. 3 to 5 are 
high-impedance resistive- networks bridged on to the circuit. They con­
vert the dc signaling (and supervision) voltage to standard levels suitable 
for sampling by the scanning gates. The scanning gate bias circuitry 
also includes filters to suppress the 8 kHz sampling pulses which would 
feed back to the voice frequency circuit. The scanning gate circuitry 
is similar for all channel units, and consists of a sampling diode, a 
multiplex diode, and two dc isolation capacitors arranged such that the 
bias network will either forward or reverse bias the sampling diode, 
depending on the signaling state of the 2-wire circuit. The transmitting 
channel counter provides a pulse in each channel time slot which 
interrogates the sampling diode in the channel unit. This channel pulse 
is either passed or blocked by the sampling diode and its presence or 
absence is multiplexed on one of the transmitting signaling busses. 

Each scanning gate handles two signaling states. When 4-state 
signaling is required, as shown in the case of Fig. 5, this circuitry is 
duplicated. For the case of revertive pulse signal, where signaling 
round trip delay is a critical requirement, one scanning gate drives 
both signaling channels in the revertive pulse originate channel unit, 
thus doubling the speed at which signaling information is transmitted 
in the forward direction. 

2.4.4 Reconstructing the Far End Signaling States 

Signaling information received from the far end is furnished to the 
channel unit from receiving common signaling on receiving signaling 
bus A (and bus B when required). A balanced channel pulse from the 
receiving channel counter interrogates the receiving signaling bus in 
the select gate. On the basis of the information on the receiving signaling 
bus, the select gate provides a positive or negative pulse to a flip-flop 
contained in the relay driver. The flip-flop bridges the time between 
incoming signaling information samples, and operates or releases a 
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relay the contacts of which restore the far-end signaling condition 
to the near-end trunk. In the example shown in Fig. 3, the far-end 
supervisory state is indicated by the polarity of the battery supplied 
to the near-end switching equipment. As shown in Fig. 5, two additional 
signaling states can be detected by adding another select gate operating 
from receiving signaling bus B analagous to the transmitting end. 

2.5 External Trunking Equipment Option 

Some of the E and M lead signaling-type channel units are designed 
with additional access to the 4-wire, voice-frequency circuits. This 
access permits external trunking equipment (ETE) such as echo sup­
pressors, delay equalizers, voice-frequency filters, etc. to be connected 
with either transmit or receive voice frequency circuits. Figure 4 shows 
how this access is implemented. The mass of additional wiring required 
for ETE necessitates an additional 40-pin connector on those channel 
units with ETE provision. 

2.6 Channel Unit Design Summary 

The difficulty in the design of these circuits has been to accommodate 
large variation of loop length and tolerances of impedance and voltage 
encountered in the trunk circuit. Also, existing wire trunks were designed 
with components and voltages which produce circuit conditions hostile 
to solid state devices. Consequently, relays were used in some cases as 
the most practical device to reliably perform the required function. 
In spite of these problems, the per-channel signaling circuitry is ex­
tremely simple. Economy in providing signaling contributes considerably 
to the low cost characteristic of PCM channel banks. 

III. FILTERS AND SAMPLING GATES 

Lowpass filters are employed for bandlimiting prior to sampling in 
the transmitting terminal as well as for reconstructing the signal after 
de multiplexing in the receiving terminal. The transmitting and re­
ceiving filters and gates are shown in Figs. 6 and 7. The multiplexing 
gates will be discussed in more detail in the next article. 2 

Lumped element LC filters were chosen rather than active RC filters 
because at the time of introduction of the D2 Channel Bank, the large 
quantities of active filters required could not be produced at a cost 
competitive with lumped element LC filters. However, the impedance 
and signal voltage levels for the demultiplexing filters were chosen so 
that it will be possible at a later time to convert production of the 
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11 OTHER 
CHANNELS 

Fig. 6-Transmitting gates and filters. 

demultiplex filter to active RC filters if it becomes economically at­
tractive to do so. 

The transmission characteristics of the transmitting and receiving 
terminals are shown in Fig. 8. The voice-frequency transmission char­
acteristics of the terminal are primarily determined by these filters. 
However, the low frequency cut-offs are due to coupling capacitors 
and the voice frequency transformers at the input and output terminals. 

The transmitting voice-frequency amplifier is a two-transistor circuit. 
The purpose of this amplifier is to provide a good return loss, and to 
provide a means of adjusting the level of the signal in the transmitting 
terminal. The transmitting gain control permits the lineup of signal 
levels in relation to the digital signal, and so permits the possibility 
of digital switching. 

Two-transistor voice-frequency amplifiers are used in the receiving 
terminal to raise the output level to +7 dB at the impedance level of 

11 OTHER 
CHANNELS 

Fig. 7-Receiving gates and filters. 
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600 ohms. A gain control is included to permit per-channel gain adjust­
ments at the receiving terminal. 

IV. MAINTENANCE AND ALARMS 

4.1 Maintenance Access 

In the design of the channel unit, great emphasis was placed on 
having convenient access to each channel for maintenance purposes. 
This resulted in the availability of standard 4-wire voice-frequency 
level and impedance points on all channel units. In the exchange-type 
channel units using loop signaling, 2-wire jacks were provided for use 
in conjunction with signaling tests. 

Some of the E and M channel units were designed with provisions 
for switched maintenance access (SMAS). This system permits an 
operator at a centralized location to detect and condition a particular 
trunk through the switching machine, and to monitor remotely the 
4-wire voice frequency and the signaling leads. For this purpose, . a 
special interface circuit for the D2 Bank was designed. This circuit 
energizes the SMAS relay (Fig. 4) in the channel unit and routes the 
voice frequency and signaling points via a switching network to the 
maintenance center. 

4.2 Alarm Control 

The D2 Channel Bank is equipped with alarm control circuits. 
These circuits monitor power supply voltages, fuses, and coder zero set 
voltages. They also monitor the receiving terminal and its ability to 
maintain synchronization with the incoming bit stream. When a failure 
occurs, the alarm circuit initiates the appropriate action. This includes 
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audible and visual alarms, operation of the carrier group alarm, and 
transmission of the alarm indication to the remote terminal. No action 
is taken by the alarm control circuit unless the trouble condition persists 
for a period greater than 300 milliseconds. This delay time is built 
into the system in order to prevent a complete alarm cycle to be· initiated 
by short hits on the repeatered line, which under normal conditions 
will recover well within this period. The transmission of the alarm 
condition to the remote terminal is accomplished by forcing the second 
digit in all words to zero. Under normal conditions, a long string of 
zeros is extremely unlikely. 

4.3 Carrier Group Alarm 

The carrier group alarm is a trunk processing unit the function of 
which is to disconnect existing calls and make all tr.unks busy when an 
alarm condition occurs. Activation of the CGA starts a timing sequence 
which provides each trunk with on-hook supervision to disconnect 
active channels and to stop charges and then provides the appropriate 
signal to make the trunk appear busy to the switching machine. The 
timing sequence lasts for a minimum of 20 seconds upon the initial 
receipt of an alarm signal, or for 10 seconds after the alarm signal 
disappears. This timing sequence minimizes the susceptibility of the 
CGA to intermittent operation. () 

As is the case with the channel unit circuits, the CG A has to be 
matched to the processing requirements of the particular trunk circuit 
to which it is connected. This selection is done in the channel unit. 
Jumper wires in the channel unit connect together those leads which 
provide the proper sequence and final state necessary to remove that 
trunk from service. However, most channel units are used with different 
trunks or switching machines even though they use the same type of 
signaling and supervision method. Therefore, some channel units have 
CGA options which are selected at the time of initial installation. 

V. RESTORATION 

In addition to manual restoration patching, provision for manually­
initiated protection switching has been made. 

High-priority circuits, remotely monitored unattended offices, or 
other special services sometimes require rapid automatic means of 
restoring service on a failed facility. A special standby D2 Channel Bank 
has been designed which can be used to protect up to ten fully equipped 
D2 Channel Banks. When it is determined that a failure has occurred 
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in one or more digroups of a protected D2 Channel Bank, all of the 
circuits being served by that digroup can be switched en masse to the 
standby bank. The digital line output of the standby bank is simul­
taneously switched to the digital transmission facility originally serving 
the failed channel bank. 

As shown in Fig. 4, the per channel switching occurs at the standard 
level 4-wire VF point, and at a defined E and M like signaling point 
in the signaling circuitry. Provisions for 4-state signaling have been 
included. The actual per-channel switch is performed by a relay in­
cluded in those channel units designed for protection switching and 
designated by the suffix PSW. As with external trunking equipment, 
the PSW channel units also make use of the second connector on the 
channel unit. 

VI. SUl\Il\iARY 

This article has described the per-channel equipment of the D2 
Channel Bank. This includes (i) equipment that is used as the inter­
face between the switching machine and the carrier transmission 
equipment, (ii) the filters and gates that condition the signal for sampling 
and multiplexing, and (iii) provision for maintenance and restoration 
of service in case of failure. This equipment constitutes the bulk of 
the physical space occupied by the D2 Bank and shares about half of 
the total cost. The design becomes complicated due to the large variety 
of trunk circuits and options encountered in the field. 
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Analog multiplexing and coding in the D2 Channel Bank is discussed in 
this article. Multiplexing of the message signals is accomplished in two 
stages. In the first stage, groups of 12 channels are multiplexed together using 
resonant transfer gates. The resulting eight buses,' each carrying pulse­
amplitude-modulated signals of 12 channels, are then multiplexed in the 
second stage. The samples of all 96 channels are presented to a single 
coder. The demultiplexing plan follows the inverse of the multiplexing 
plan. The output of the decoder is first divided into eight buses, and the 
final demultiplexing is accomplished in groups of 12 channels. Because 
the decoding is accomplished by an asynchronous time-shared decoder, 
storing and stretching of the analog samples is necessary to permit removal 
of the time jitter due to the queuing process. 

The coder used in D2 is a nonlinear coder using a compression char­
acteristic called the 15-segment approximation to the J..I. = 255 law. To 
ensure the success of the coder development, a stage-by-stage binary coding 
plan was chosen. The first stage determines the polarity of the signal, 
and the succeeding binary stages determine the amplitude of the com­
pressed signal one digit at a time. To achieve accuracy in the coder with 
available devices, automatic zero-setting circuits are used in a feedback 
loop to control offset deviations. This is in addition to the use of precision 
resistors and precision power supplies for the remaining critical parts 
of the coder. In order to achieve comparable accuracy in the decoder, the 
same stage-by-stage arrangement is also used. Again, automatic zero-set 
feedback loops are used to control drifts. The performance of the coder / 
decoder combination has met the objectives. 

r. INTRODUCTION 

This paper is concerned with the analog multiplexing and the coding 
processes in the D2 Channel Bank. Economies in a digital channel bank 

1675 
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are mostly due to the ability to share complex equipment such as the 
coder among all of the channels. To permit such sharing to take place, 
it is necessary to time-division multiplex the message signals from all 
the channels. This is accomplished by the multiplexing circuits. Because 
of the fragile nature of pulse-amplitude-modulated signals, it is here 
that most of the degradations, other than quantizing noise, are in­
troduced. Great care must be exercised in the electrical and mechanical 
design of the multiplexing and de multiplexing circuits. 

The bulk of this paper is devoted to coding. The presence of a coder 
is characteristic of digital channel banks, since it converts analog signals 
into digital form. The choice of the compression law will be discussed 
here. The method used to achieve the chosen compression law will 
be described. The speed and accuracy achieved by the D2 coder repre­
sented a significant technical advance in the art of analog-to-digital 
conversion. The success in developing and manufacturing this coder 
to the required speed and accuracy proved the basic soundness of the 
approach taken. 

II. MULTIPLEXING 

I t was recognized early in the system design of the D2 Channel Bank 
that time-division multiplexing of the analog signals of all 96 channels 
in one step would present a difficult electrical and physical design 
problem. This is because it would be very difficult to control crosstalk 
and signal interference with a fan-in of 96 to 1. With two stages of 
multiplexing, the fan-in is reduced for the first stage. Greater care 
can then be exercised in the circuits used for the second stage of multi­
plexing since these will be fewer in number and their cost will be shared 
over many channels. Although the number 96 can be factored into 
many different combinations, it was decided to use the 12-8 multiplexing 
plan because the Bell System has traditionally used 12 channels to form 
a basic group in the frequency division multiplexing plan. (See Fig. 1.) 
Two such groups consisting of 24 channels are called a digroup meaning 
two groups. Digroup has also been construed to mean digital groups. 
The second meaning gained popularity because digroups appear pre­
dominately in digital channel banks. 

2.1 The First Stage of Multiplexing 

For the first stage of multiplexing the channels must be sampled 
as well as multiplexed. The sampling rate is 8 kHz. The basic cycle for 
sampling one of the 12 channels is 10.4 microseconds. The resonant 
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96 CHANNELS 

transfer technique is used to perform the sampling. This transfer 
is accomplished in 2.2 microseconds (Fig. 2a). The result of resonant 
transfer is stored in the hold capacitor of the multiplexing bus for 
5.2 microseconds (Fig. 2b). During this time the held sample is available 
for the second stage of multiplexing. After the hold period, clamping 
takes place for the rest of the 10.4-microsecond time to prepare the 
hold capacitor for the next resonant transfer. It is seen that on each 
multiplexed bus of 12 channels the samples are available only half 
the time. It is thus necessary to stagger the operation of sampling in 
pairs so that when a sample is available on one bus ready for the next 
stage of multiplexing, clamping followed by resonant transfer takes 
place on the other bus. 

In a fully-equipped channel bank, there are eight buses, each with 
a holding capacitor, one for each group of 12 channels. Resonant 
transfer and the clamping occur in four of the eight buses simultaneously. 
This permits the use of a single channel counter to drive four resonant 
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Fig. 2a-Resonant transfer. 
Fig. 2b-First stage sampling and multiplexing. 

transfer gates. A shift register of 24 stages is thus shared by 96 channels. 
Resonant transfer is used for this first stage of multiplexing because 
the resultant higher signal levels are more immune to noise and inter­
ference. This is particularly important because the multiplexing bus is 
physically spread over a large area on the D2 bay. 

2.2 Second Stage of Multiplexing 

The second stage of multiplexing combines the sample values from 
each of the eight holding capacitors, and feeds them to the coder for 
conversion into digital form. (See Fig. 3.) This multiplexing is ac­
complished by the use of balanced diode gates that follow the holding 
amplifiers associated with each of the eight holding capacitors. An 
operational amplifier is used for each pair of the diode gates. Thus four 
operational amplifiers are required. The outputs of these operational 
amplifiers are summed at the input of the coder. This arrangement 
permits equipping a channel bank with one digroup at a time and has 
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the further advantage that in the event of a failure of a single amplifier 
or gate, all channels do not have to be disabled to replace the defective 
one. The holding time of the first stage of multiplexing is divided into 
four 1.3-microsecond intervals and four samples are read sequentially 
into the coder during these intervals of coding. As will be explained 
in Section V, in order to provide a full 1.3-microsecond interval for 
zero setting the coder, the transfer gate operation has a timing offset 
every other frame. To permit this timing offset, the holding time at 
the first stage of multiplexing is made slightly longer than 5.2 micro­
seconds. This delays the clamping operation by 0.65 microsecond. 

TRANSFER GATES CODER 

Fig. 3-Transfer gates. 
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III. DEMULTIPLEXING 

On the receiving side after the incoming PClVI code words are decoded 
by a common decoder, the P Al\1: samples are demultiplexed in a two­
stage operation following the inverse pattern of the multiplexing 
operation. First, the P Al\1: samples are demultiplexed into eight groups 
of 12 channels each. Second, the groups of 12 channels are broken down 
into individual voice-frequency channels. 

3.1 Select and Hold 

Because the single decoder in a D2 Channel Bank is shared by four 
asynchronous incoming digroups, queuing takes place at the digital 
input to the decoder.1 Consequently, the PAM samples, as delivered 
by the decoder, are jittered in time with respect to the derived incoming 
clock. This jitter can be as large as 5 microseconds. Removal of this 
jitter is accomplished in the select-and-hold circuit which also acts 
as the first stage of demultiplexing. The details of queuing are discussed 
in the next article. 

At the same time that a digital word is transmitted to the decoder, 
the appropriate selection gate is turned on to steer the decoded P AlVI 
sample to one of the eight holding capacitors (Fig. 4). The samples 
are then ready for the channel pulses to steer them for the second 
demultiplexing stage. The time constant of this capacitor in parallel 
with the input impedance of the holding amplifier is made long so that 
the result of variable holding time will not add any detectable noise 
to the signal. 

In each of the holding capacitors there is a sequence of PAl\1: samples 
representing signals from the group of 12 voice frequency channels. 
Crosstalk can be caused by residual charge from the sample from a 
previous channel. Clamping the capacitor is one way to reduce this 
crosstalk. It is obvious that the same crosstalk performance can be 
achieved by precisely charging the hold capacitor to the ne,,>' sample 
value. This is accomplished by making the time constant of the hold 
capacitor in combination with the output impedance of the driving 
amplifier very small. To protect the amplifier from the high currents 
that would result for such short-time constants, a current limiting 
diode bridge is interposed between the amplifier and the selection 
gates. 

3.2 Final Demultiplexing 

Each select-and-hold circuit is connected to the 12 voice frequency 
receiving filters through balanced diode transmission gates. These 
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Fig. 4-Select and hold. 

gates are under the control of the receiving channel counters and they 
demultiplex the 12 sequential PAM: samples held by the select-and­
hold. Voice frequency filters then reconstruct the signal from the 
P AIVI sample. Since the four incoming digroups are expected to be 
asynchronous, there are four sets of receiving channel counters of 
24 stages each-one set for each digroup. The receiving channel pulses 
generated by the channel counters are derived from the incoming 
line. Thus they are not influenced by the asynchronous queuing logic 
of the decoder. 
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IV. CODING PLAN 

For peNI coding of message signals, it is well known that a non­
uniform assignment of code words to various amplitudes is necessary. 
This is because message signals can be expected to have a dynamic 
range of over 40 dB.2 In the D1 Bank, this nonuniform coding step 
size is achieved by compressing the signal with a nonlinear circuit before 
coding and expanding the signal after decoding. The nonlinear circuit 
that does the compression and expansion is called the compandor and 
the transfer characteristic of the compressor is called the compression 
(or companding) characteristic. For uniform signal-to-distortion ratio 
over a wide dynamic range, a logarithmic compression characteristic 
is required. A pure logarithmic function cannot be used since the 
function approaches minus infinity at zero. Various approximations 
to the logarithmic characteristic have been proposed. The one proposed 
by the Bell System is called the wlaw,2 and the one proposed by the 
British is called the A_Iaw. 3

•
4 Both of these laws become linear at the 

origin. The D 1 Channel Bank uses the nonlinear properties of diodes 
to approximate the ,u-Iaw characteristic. The resultant compression 
characteristic falls somewhere between the ,u- and A-laws. During the 
initial planning of the D2 Channel Bank a new family of compression 
laws was proposed. These are called the digitally linearizable com­
pression laws. These laws are piecewise linear approximations to the 
logarithmic laws. Furthermore, coders using these transfer charac­
teristics have step sizes that are related to each other in powers of 

TABLE I-CODER SEGMEN'l'S 

Coder Input Segment Step Size 

8159 
000 256 

4063 
001 128 

2015 
010 64 

991 
011 32 

479 
100 16 

223 
101 8 

95 
110 4 

31 
111 2 

0 
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twO. It is thus possible to take the resultant binary code words repre­
senting the compressed signal amplitudes, to translate them easily 
into binary code words representing the linear or uncompressed signal, 
and to do so without incurring any additional quantizing noise degrada­
tions and with the linear step sizes no smaller than the smallest step 
sizes of the compressed code words. 

There was some disagreement as to the exact detail of these digitally 
linearizable laws. The Bell System proposed a 16-segment law, sym­
metrical about the origin, with the center two segments having the 
same step size, and each succeeding outer pair of segments having 
step size double that of the previous pair of segments. This is called 
the I5-segment approximation of the J.L = 255 compression law. The 
definition of the I5-segment compression law is shown in Table I and 
also illustrated in Fig. 5. At the same time CCITT in Europe favored 
a similar I6-segment approximation where the inner four segments 
are made to have the same step size and the next succeeding pairs of 
outer segments doubling in step size. This is called the I3-segment 
approximation to the A-law. In comparing the two compression laws, 
one can find that the smallest step size used by the I5-segment ap­
proximation is about one half the step size used by the I3-segment 
approximation. This tends to give the I5-segment law better idle channel 
noise and crosstalk performance. However, for the same number of 
digits, the I5-segment law necessarily has slightly larger step sizes in 
the outer segments. It has been argued that the potential performance 
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Fig. 5-15-segment Jl. = 2.55 compression characteristic. 
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capabilities of the 15-segment law cannot be achieved with present 
technology. This is largely true as can be seen by the performance of 
the production D2 Channel Banks. The 15-segment law was chosen 
for the D2 coder because (i) the slightly lower signal-to-distortion 
performance at mid-to-upper signal levels as compared to the 13-
segment law is not significant, and (ii) it allows the potential for future 
improved performance so that the 15-segment law can be made to 
be the standard for future digital channel banks as well. 5 

4.2 Output Code Format 

The choice of the output code format is important because of the 
desire to make this the standard for future channel banks also. The 
Dl Channel Bank used the ordinary binary code where negative signals 
are expressed as the complement of the corresponding positive signals. 
An alternative to the ordinary binary code is the signed binary code 
or folded binary code where the first digit indicates the polarity of the 
signal, and the following digits indicate the magnitude. It has been 
shown that the folded binary code is superior to the ordinary binary 
code in masking transmission errors when a speech signal is carried.6 

This is because, with the ordinary binary code, an error in the first 
or most significant digit will always cause an amplitude error of half 
range, whereas with the folded binary code, a transmission error in 
the first or sign digit causes an error which is proportional to the signal. 
Since speech signals have the highest probability at zero, the average 
error voltage caused by a transmission error would also tend to be 
small. 

A second choice concerning the output code format is whether 
magnitude should be transmitted in straight binary or its complements. 
For the folded binary code, the two choices result in different densities 
of pulses on a transmission line. When the magnitude is transmitted 
straight, small signals or no signal results in a very low density of ones 
being transmitted on the line. This could cause timing problems in 
the repeatered line. When the inverted binary code is transmitted, 
small or no signal would cause a very high density of ones on the trans­
mission line. This would result in a strong timing signal in the repeater 
line. However, in a cable containing many digital transmission systems, 
a dense pattern of pulses would result in greater amounts of crosstalk 
from one system to another. For the ordinary binary code, there is 
no reason to make a choice since negative values have code words 
which are the exact complement of positive values. 

The inverted folded binary code was chosen as the output code 
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format because it is thought that maintaining good timing performance 
in the repeatered line is important. The reduced timing error in the 
repeatered line would then leave more margin for amplitude degradations 
due to crosstalk. Compromise alternatives have been considered. 
For example, it is possible to invert every other bit at the output. 
This was proposed for the I3-segment approximation to the A-law. 
Compared with the inverted folded binary code it has both advantages 
and disadvantages, and the net difference was not considered significant. 

v. THE CODER DESCRIPTION 

Many methods are available that can be used to code an analog 
sample into a compressed binary code according to the I5-segment 
approximation to the f..I, = 255 compression law. The nonlinear char­
acteristics of diodes used in the D 1 Bank are not suitable because 
they do not yield a piecewise-linear approximation. The digitally 
linearizable property permits the sample to be initially coded into 
a linear code \vhich can then be followed by digital processing to achieve 
the compressed code. A desirable property designed into either the 
I5-segment or I3-segment code is that it permits a coder design using 
either the feedback arrangement or the stage-by-stage coding arrange­
ment. For the feedback arrangement a local decoder is used, and the 
digits are determined sequentially by a single comparator. The local 
decoder consists of a linear binary decoder which determines the steps 
within each linear segment, followed by a ladder attenuator which 
determines the slope of the compression law. * The stage-by-stage 
coding method was chosen for D2 primarily because transmission 
gates and control logic in integrated-circuit form were not available 
at the time of development. Stage-by-stage coding does not use trans­
mission gates. It is more complex, but within a D2 Bank the coder 
constitutes a very small fraction of the total cost. 

5.1 Coding Method 

The nonlinear coder consists of an arrangement of tandem stages, 
one stage for each of the eight digits.8 Each coding stage produces 
two outputs, a digit output and a residue output. The residue is the 
input to the next tandem stage. This arrangement is illustrated in 
Fig. 6. The tandem stage method can be applied to any logarithmic 
compression coding characteristic including linear coding and piecewise­
linear approximation to logarithmic compression laws. 

* A more detailed discussion of coder types can be found in Ref. 7, pp. 583-592. 
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Fig. 6-Tandem stage coder. 

Residue and digit output characteristics for the first three coding 
stages are plotted versus the amplitude of the PAM sample, E in , in 
Fig. 7. Stage 1 determines the polarity of the sample, Dl. Its residue 
is proportional to the magnitude of the sample. Each of the remaining 
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Fig. 7-Residue and digit characteristics. 
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stages produces one digit of the binary code representing the magnitude 
of the sample. The compression characteristic is generated by con­
trolling the break-points and relative slopes of the residue segments. 

Logarithmic compression coding is possible with this technique 
because the logarithmic curve has the property that it is congruent 
to itself by magnification and translation. 

5.2 Polarity Stage 

The first coding stage, the polarity stage, determines the polarity 
of the sample to produce the sign digit D1, and full-wave rectifies 
the P AIVI sample amplitude to produce the residue. The configuration 
of this stage is shown as Fig. 8. The stage consists of a high-gain in­
verting amplifier with nonlinear feedback and a digit detector. It 
is a combination half-wave rectifier and precision slicer. Assuming 
the high-gain inverting amplifier and no reverse conduction in the 
diodes, any input current, J in = Ein/R, at the summing node of the 
amplifier, must result in conduction through one of the two feedback 
paths which contains either diode Dl or D2 . Any input voltage E in 
greater than zero results in conduction through D2 while an input 
voltage less than zero results in conduction through Dl . The voltage 
and current relationships for the stage are shown in Fig. 8. The very 
steep slope of Ed in the vicinity of zero E in results from the V-J char­
acteristic of the feedback diodes. For the silicon diodes used in the 

R1 = R 
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D1 

Fig. 8-Polarity stage. 
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coder, this slope is greater than 200 mv per micro amp of diode current. 
The digit detector, which is a coarse threshold detector, senses the 
polarity of the voltage Ed and produces the one or zero code output 
for Dl. The full-wave rectifier characteristic is produced by combining 
the current 13 transmitted through the path of resistor R1 with the 
half-wave rectified current II at the summing node of the next coding 
stage. 

5.3 Binary Stage 

A typical binary coding stage is shown in Fig. 9. The input current 
lin (lin is the output current or residue of the previous tandem stage) 
is combined with a reference current I ref • I ref defines the slicing level 
of the half-wave rectifier stage. As in the polarity stage, any net current 
at the summing node must result in conduction through one of the 
two feedback paths. Input currents greater than the reference current 
result in conduction through D2 while input currents less than the 
reference result in conduction through Dl . Voltage and current re­
lationships for the stage are shown in Fig. 9. As in the polarity stage, 
a digit detector senses the polarity of the voltage Ed , and produces 
the one or zero code output for the digit. The digit detector also controls 
the switching of a reference current, I p , which, when added to II and 
12 at the summing node of the next stage, produces the required residue 
characteristic for binary coding. 

The binary coding stage is a precision slicer producing a binary 
digit with one-zero transitions at lin = I ret , and producing a sawtooth 

K1R R 11 -
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liN D1 

~ Ip 

12 

K2R R 

IR E F ~ DIGIT 
DETEC-
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lip -E REF Ip liN 

DIGIT 
OUTPUT +E REF 

Fig. 9-Binary coding stage. 
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residue with different slopes to give the desired compression char­
acteristic. For an arbitrary J.1., the gain ratio and reference current for 
the first stage after the polarity stage are given by: 

gain ratio = v' 1 + J.1. 

1 
I ref = Ip 1 + [gain ratio] 

where Ip is the peak current. 
For the next stage, the gain ratio is the square root of that of the 

previous stage or 

(1 + J.1.)l. 

and 

and so on. The gain ratios and reference currents for the 15-segment 
J.1. = 255 compression characteristic are summarized in Table II. 

The recurrence relationship between each succeeding gain ratio 
described above is discontinued at the fifth stage. Had this been con­
tinued, an exact J.1. = 255 compression law would result. By forcing 
the gain ratios to be one for stages five through eight, a piecewise 
linear approximation to the wlaw results. Since the only gain ratios 
used are powers of two, the resulting coder step sizes are related to 
each other also by factors that are powers of two. This is due to the 
choice of J.1. such that 

1 + J.1. = 22N. For J.1. = 255, N = 4. 

5.4 Coder Timing 

The step discontinuities in the residue output of each binary coding 
stage correspond to transitions of the binary digits. These discontinuities 

TABLE II-CODING STAGE PARAMETERS 

Reference Gain Ratio 
Stage Irer/Ip KdK2 

2 1/17 16 
3 1/5 4 
4 1/3 2 

5-8 1/2 1 
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are produced by the digit detectors switching reference currents J p 

during the coding interval. Sample amplitudes near a transition are 
likely to cause a change in digit output, and a switching of the reference 
current at the last coding instant. All succeeding stages must then 
respond to this transient and settle to new outputs. Use of the resultant 
code word during this transient interval would result in coding errors. 
It is this response time that limits coding speed. 

These errors are prevented by sequentially c10cking digit detectors 
for the binary stages to define the time during the coding interval when 
each digit output can change state. These times are indicated in Fig. 10. 
The 1.3 J.LS coding interval is divided into eight 163-ns phases defined 
by the 6.176-mHz clock. Coder control (CC) pulses of various widths 
clock the digit detectors: when a coder control pulse is high, the digit 
output can change state, and when it is low, the digit output is inhibited 
from changing state. 

The detector for D2 is allowed two clock phases to makes its digit 
decision and is then inhibited by CC2 from making further changes, 
the detector for D3 is given three clock phases to make its digit decision 
and is then inhibited by CC3 from making further changes, the detector 
for D4 is given four clock phases to make its digit decision and is then 
inhibited by CC4, etc. This clocking sequence is followed through D6. 
D7 and D8 are inhibited simultaneously at Phase 7. Since the polarity 

CODING INTERVALS n+1 

6 MHz CLOCK I I I I I I I I I I I I I I I I I I I I 
CC2= 02 

CC3= 03 

CC4= 04 -.J 
CC5 = 05 L-J L-J 
CC6 = 01 AND 06 LJ LJ 
CC7 = 07 AND 08 ______ ~r___l~ ______ ~r___l~ ______ _ 

C7 = READ 01-06 

n + 1 

C3=REA007AN008 I I I 
-------n~-~1-------------n~------------n~+~1-

Fig. IO-Coder timing diagram. 
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digit, D1, has no effect on the residue passed forward to the binary 
coding stages, it is given until Phase 6 to make its digit decision and 
is clocked by CC6. 

Digits are read into the appropriate coder output processor by phases 
of the 6-mHz clock. D1 through D6 are read out at Phase 7 by C7. 
At that time, D7 and D8 have just been inhibited by CC7 and may not 
have settled to a solid one or zero logic status. Read out of these digits 
is delayed until the next available processor read time, C3 (each of the 
four processors operates at one fourth of the 6-mHz clock rate). D7 and 
D8 are stored in the digit detectors until Phase 4 of the next coding 
interval by inhibiting them with CC7. 

5.5 Coder Accuracy 

Numerous coder parameters determine the accuracy to which input 
samples are coded. Among these are: 

(i) reference voltage supplies, 
(ii) reference resistors, 

(l:ii) ratio of amplifier gain resistors, 
(iv) summing node bias current and offset voltage. 

The significance of the coding error introduced by these parameters 
depends on which coding stages are affected and the amplitude of the 
sample being coded. Obviously, errors introduced in the input coding 
stages are more significant than comparable errors in the latter stages, 
and a given error is most significant when the coding step size is smallest. 

The effect of coding errors can be illustrated by a simple example. 
Current levels in the coder are chosen such that the peak input voltage 
to the coder, Ep , results in a peak residue current I p = 7 rna. At the 
input to the second coding stage, the smallest step sizes, those on the 
inner segment, correspond to a residue current of approximately 1.7 J..I.a. 
The effect of a current error of 3.4 J..I.a, which could be introduced by 
summing node offset at the input of this stage, is illustrated in Fig. 11. 
This error has resulted in the omission of four code words at the origin 
of the transfer characteristic. This abrupt step in the characteristic 
would result in excessive idle channel noise and crosstalk as well as 
degraded gain tracking and distortion performance in message channels. 

The magnitude of coding errors could be controlled by placing 
stringent and costly stability requirements on reference voltage supplies, 
resistors, and summing node offset. Instead, two simple automatic 
zero-set loops are used to maintain alignment of the coding segments 
adjacent to the origin. 
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Fig. II-Coding errors. 
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Automatic zero-set loops are operated in a housekeeping coding 
interval set aside at the end of every two frames, or 250 p,S. The coder 
input during this interval is taken to be zero (although the input from 
the transfer gates need not be zero volt). The first loop, AZS1 in Fig. 12, 
samples Dl. If the digit is a one, the zero set current into the polarity 
stage is adjusted to move the digit toward a zero. When the digit output 

~ 'ZSR 

01 05 

Fig. I2-Automatic zero-set loops. 
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is zero in the zero set interval, the current is adjusted to move the 
digit toward a one. The change in I zs1 between sampling intervals 
(250 J.ls) is held to a fraction of the smallest coding step. Thus, this loop 
dithers the polarity stage at its one-zero transition. 

Since the polarity stage is at its transition, the 'residue is at the tip 
or folding point of the full-wave rectifier "vee" characteristic. This 
information is vital to the operation of the second loop, AZS2. During 
the zero-set interval a reference current, I zsr , equal to 7-1/2 steps, 
corresponding to the transition of D5, is switched into the node of 
stage 5. This current is not present during normal message channel 
coding intervals. With this input current and the polarity stage at its 
transition, stage 5 should be at its onc-zero transition. By injecting 
a correction current, I zs2 , at the second stage the AZS2 loop, sampling 
D5 and functioning similar to AZS1 dithers stage 5 around this transition. 

During the zero-set interval, the coder is forced to the digit-five 
transition at the middle of the innermost segment independent of any 
errors introduced by stages two through four. When I zsr is removed 
during normal coding intervals, the segments adjacent to zero input 
are aligned. Any error in coding on these segments is due to stages 
five through eight. These stages resolve the residue input to stage 
five into 16 uniform steps, a task requiring only modest accuracy. 
Coding errors that would have resulted from static imperfections 
in stages one through four without the zero-set loops have been shifted 
from the inner segments to the segments where the step sizes are larger 
and a fixed coding error is less significant relative to the step size. 
The current I zs1 serves the function of the slicing reference for stage 2 
and precisely cancels any summing node bias current of this stage. 

Each zero-set loop (Fig. 13) is a simple bang-bang servo with an 
integrator. The state of the digit is clocked as the input to a one-shot 
multivibrator during the zero-set interval. If the one-shot does not 

[>::-_I_Zs
_ a_ 

Fig. 13-Zero set. 
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operate, current source I discharges the voltage on capacitor C. When 
the one-shot does operate, current source 21 is connected to charge C 
with a net current equal to I. Loop parameters I and C are chosen 
such that the change in 1z8 between sampling intervals is a fraction 
of the smallest coding step. 

Precision resistors determine the gains of the coding stages and, 
with reference voltage supplies, determine fixed and switched reference 
currents. These resistors define the coder compression characteristic. 
Thin-film tantalum nitride resistor networks are used to ensure coding 
accuracy. The ratio of two resistors determines the gain of each path 
of a coding stage. These gain resistors are fabricated in networks 
consisting of four resistors, two for each gain path of the stage. A 
typical resistor network is shown in Fig. 14. Gain resistors are specified 
to have a ratio tolerance of ±0.1 percent for the input stages to 2 
percent for the latter stages. Reference resistors are fabricated as 
networks consisting of the fixed and switched reference for each summing 
node. Absolute tolerance requirements range from ±0.25 percent to 
2 percent. Computer simulations and actual measurements have 
confirmed the necessity and the adequacy of these requirements. 

5.6 Zero Code Suppression 

In order to insure adequate timing information for the T1 line re­
peaters, the D1 Channel Bank suppresses the all zeros code. In so 
doing, the density of ones is at least one eighth, and the longest run 
of zeros is fourteen. To comply with the same constraint, the all zeros 
code in D2 is also suppressed and replaced by the code word 00000010. 

Fig. 14-Thin-film gain-resistor network. 
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The next to the last digit is changed to a one because the last digit 
is reserved for signaling in one sixth of the frames. 

It has been argued that, since the average density of ones in D2 is 
higher than that in Dl, and since the probability of code words with 
sparse ones following one another is much smaller than that in Dl, 
zero code suppression is not really necessary. It is included because 
the additional complexity is very small. 

VI. DECODER 

The nonlinear decoder has an expansion characteristic that is the 
inverse of the 15-segment approximation to the J..L = 25.5 compression 
characteristic of the coder. The decoder is time-shared over four asyn­
chronous digroup inputs. Words to be decoded are written in parallel 
into a register in the decoder by one of four decoder input processors. 
The word remains in the store for the approximately 1.2 J..Ls decoding 
interval until reset by the decoder clock. Digits Dl through D5 are 
decoded in tandem stages very similar to those used in the coder. 
Because these digits represent linear divisions within segments, and 
because accuracy is no longer critical, digits D6 through D8 are decoded 
by summing binary-weighted currents at the node of the first tandem 
stage, which is for D5. 

A typical decoding stage is shown in Fig. 15. The binary state of 
the digit controls a switched reference current, J p , at the input of the 

ON 

Fig. 15-Typical decoder stage. 
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stage and determines which gain segment is used for the stage. The 
gain ratios of these stages are the inverse of the gain ratios for the 
corresponding coder stages given in Table II. A fixed reference current, 
I ref , shifts the output to produce a residue of constant polarity. This 
output, 10 , is the input to the next decoding stage. 

Zero set is used in the final decoder stages in a manner similar to 
that for the coder. A known signal is used as input to the last two 
stages. Although the decoder does not make decisions, the equivalent 
digit output point, which is the junction of the output of the operational 
amplifier and the steering diodes, is tested for polarity and the zero 
set correction currents are adjusted according to that result. 

VII. SIGNALING 

During signaling frames (every sixth frame of PCM words) only 
seven data digits contain information about the amplitude of the sample: 
The eighth data digit contains signaling information. Different values 
are produced by the decoder for 7 -digit and 8-digit words in order 
to minimize quantizing error. This is illustrated in Fig. 16 which is 
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an overall CODEC transfer characteristic in the vicinity of zero input 
for 7 -digit and 8-digit decoding. 

VIII. PERFORMANCE 

The measured performance of a production coder-decoder com­
bination (CODEC) is shown in Fig. 17. Sine waves are generally used 
as input to measure the performance of a typical production CODEC 
rather than Gaussian noise which has a distribution that resembles 
speech more closely. Sine waves are not only easier to generate and 
measure but they also have the property that localized errors can be 
detected in the coding and decoding process with greater sensitivity 
and accuracy. A Gaussian-distributed signal would exhibit a smoother 
curve over the same defects. This difference is particularly evident in 
the theoretical signal-to-noise performance of an ideal CODEC when 
sine waves are used as inputs. This is illustrated in Fig. 18, where each 
step of the CODEC transfer characteristic manifests itself in a cyclic 
oscillation in the signal-to-distortion curve, and each segment of the 
piecewise linear approximation manifests itself in a cyclic oscillation 
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of the envelope. With a Gaussian signal such fine structures are not 
evident. Furthermore, the Gaussian signal, because of its high peak 
factor, exhibits the overload characteristic early so that the accuracy 
of the outermost segment cannot be tested. 

The theoretical signal-to-distortion curve is indicated in Fig. 17 
for comparison with the measured performance. It can be seen that 
the typical performance of a production CODEC is very close to that 
of an ideal CODEC. Due to noise and crosstalk in the D2 bay the 
measured performance of the CODEC in the D2 Bank is not as good 
as that of the CODEC alone. 

A photograph of the transfer characteristic of the CODEC is shown 
in Fig. 19. Only the transfer characteristic of the innermost segment 
is shown since this is the most critical area of the CODEC performance, 
where offsets will be most evident and errors in step size are most 
pronounced. If the entire transfer characteristic is plotted, only the 
step size for the outer segments will be obvious. The inner segments, 
being only one-128th the length of the outermost segment, will not 
exhibit visible steps at all. 
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Fig. 19-CODEC transfer characteristic-only the inner two segments are shown 
representing 1/255 or 0.4 percent of the total range. 

IX. SUMMARY 

This article has discussed the analog multiplexing and coding aspects 
of the D2 Channel Bank. Multiplexing and de multiplexing are ac­
complished in two stages to ease the timing and crosstalk problems. 
Coding is accomplished by a digit at a time stage-by-stage coder. 
Its performance is very close to that expected of an ideal CODEC. 
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This article describes the generation of timing signals and processing 
of digital information in the D2 Channel Bank. The transmitting portion 
of the D2 Channel Bank, which has four digital outputs, operates under 
the control of a single synchronous timing circuit. Because the four digital 
inputs to the receiving section of the D2 Bank are generally asynchronous, 
independent timing circuits are used for each of the four inputs. In addition, 
a separate clock is used in the receiver section .to operate a single decoder 
shared by the four digital inputs. 

Digital processing of the transmitting terminal includes the serializing 
of the coder output, inserting of signaling and framing information, and 
converting the binary code into a bipolar format for transmission over 
the Tl digital line. To perform the inverse operation just mentioned, 
the receiving portion of the D2 Bank must extract timing information 
from the received digital signal and recover the framing information so 
that the decoded PCM words can be properly demultiplexed. In addition, 
queuing logic must be performed to permit sharing a single decoder among 
four asynchronous inputs. 

I. INTRODUCTION 

The digital functions necessary in the D2 Channel Bank include 
the generation of control signals and the processing of digital informa­
tion. The four digital outputs, called digroups, of the D2 Channel Bank 
are synchronous. A single crystal oscillator followed by a countdown 
chain is used to provide timing information for the operation of the 
entire transmitting section. The four incoming digital signals, however, 
are not expected to be synchronous. Independent extractions of the 
line clock for each of the four incoming digroups must be provided. 
This is followed by four independent countdown chains. Since a single 
decoder will be shared among the four incoming digroups, an inde­
pendent timing supply is used for decoder operation. 

1701 
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Signals to be processed in the transmitting section of the D2 Bank 
include the PCM words from the coder which must be serialized and 
separated into four outgoing digital streams, and signaling information 
from the channel units which must be multiplexed along with the 
PCM code words. To provide for the proper demultiplexing of the 
information at the distant receiver, framing information must also 
be added to the signal. Automatic search and verification of the framing 
pulse is performed by each of the countdown chains to insure the proper 
demultiplexing of the digital signals. Asynchronous sharing of a single 
decoder and a fast framing search procedure represent unconventional 
approaches taken in the system design of the D2 Channel Bank. This 
article will describe circuits that perform the above two functions 
as well as the more straightforward operation of timing and digital 
processing. 

II. TRANSMITTING SECTION TIMING 

2.1 Requirements 

Operationally, the 96 channels are divided into four independent 
digroups of 24 channels each. However, the four digToups of the D2 
Channel Bank are treated synchronously on the transmitting side. 
They share a single timing generation circuit. The requirements for 
transmitting timing are dictated by both the output format and circuitry 
requirements. First, channel pulses occurring at an 8-kHz rate are 
necessary for the operation of the sampling gates. Four channels, one 
from each digroup, are sampled simultaneously. Thus 24 channel 
pulses, staggered in time and placed on separate leads, are required 
for the first stage of multiplexing. The first multiplexing stage results 
in eight groups of 12 channels each. The samples of four of these groups 
are staggered with those of the other four. Second, these samples are 
sequentially transferred to the coder by transfer gates operated by 
group pulses. Thus eight group pulses are needed for this final multi­
plexing with each of the eight group pulses repeating at a 96-kHz rate. 
Third, the digit-at-a-time sequential nature of coder operation requires 
control pulses. Six coder control pulses, each on separate leads, and 
each repeating at 772 kHz are necessary. In order to provide for proper 
phasing of the coder control pulses, a crystal clock of 6176 kHz is used 
at the head of the countdown chain. Fourth, the output format requires 
the insertion of the framing pulses at a 2-kHz rate, and requires the in­
sertion of signaling framing pulses repeating at 667 Hz. Finally, the 
output bit streams applied to the four transmission lines require a 
clock of 1544 kHz. 
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2.2 Timing Circuitry 

Figure 1 is a block diagram of the countdown chain used to produce 
the clocks in the transmitting section. The major use of each frequency 
is also indicated in the figure. Combinations of pulse trains produced 
by this chain are used wherever necessary to provide proper phases 
and duty cycles. The lowest frequency of 667 Hz provides for the 
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Fig. 1-Transmitting timing: a block diagram of the countdown chain used to 
produce the clock in the transmitting section. 
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insertion of the signaling framing bit, which is a repeating pattern 
of 111000, and controls the insertion of the signaling bits for all 96 
channels. The 4-kHz signal controls the insertion of the main framing 
pulses which have the alternating pattern of 1010. The main framing 
bit and the signaling framing bit alternately occupy the 193rd bit 
in each 125-microsecond frame of each of the four digroups. 

Even though the first stage of multiplexing is accomplished in groups 
of 12, 24 channel pulses are necessary because while a sample from one 
channel is obtained and held for further multiplexing, the sample from 
another channel must be clamped in preparation for a new sample. 
This requires that two staggered sets of 12 channel pulses be generated. 
Figure 2 indicates a portion of the timing near the framing pulse. The 
straightforward counting down of the frequency is modified by the 
insertion of a gap for zero setting of the coder. As mentioned in a 
companion article,l accuracy of the coding is achieved in part by a 
zero-setting circuit operating on the output of the coder when the 
coder is connected to a known reference signal. The time for this house­
keeping chore is the gap which is present in the output frame format 
when the framing pulses are being inserted. This time, which is about 
650 nanoseconds, is only half the interval that the coder normally 
takes to code a sample. To provide for a full 1300-nanosecond gap for 
the zero-setting circuit, the coding operation is offset in time by 650 
nanoseconds every other frame so that two framing intervals can be 
lumped together. This also requires that the timing offset must be 
removed at the output so that framing pulses can be properly inserted 
for transmission. 

III. RECEIVING SECTION TIMING 

lVluch of the receiving section timing is similar to the transmitting 
section timing to the extent that channel pulses, framing pulses, and 
signaling framing time must all be derived. Since the receiving timing 
chain should be synchronous with the incoming signal, and since four 
independent incoming digroups are expected, four independent count­
down chains are used in the receiver. Each of these four countdown 
chains is driven by a 1544-kHz clock extracted from the incoming 
line (Fig. 3). Unusual aspects of the receiving timing circuitry are 
the framing search procedure, and the operation of a shared decoder. 

3.1 Frmning 

Framing is necessary at the receiver to bring the timing generation 
at the receiver into phase with respect to the incoming line, so that 
the digits can be properly identified for decoding and demultiplexing. 



DIGROUP 1 
(EVEN CH.l --

DIGITAL FUNCTIONS 

"""1---- I 
DIG ROUP 2 1 1 I 

(EVEN) ---_--"I/"" I 1"'-----__ _ 

DIGROUP 3 _ 
(EVEN) 

DIGROUP 4 
(EVEN) 

I I I 

I I I ........... 
,I : -----
I I I 

1- : L..-----
~_~6~~:_+_SAMPLE~ ________ HOLD _______ ~ 

CH CH.12 -1- CH.12 I 
. I 

DIG ROUP 1 

1705 

HOLD 
CAPACITOR 
WAVEFORM 

EVEN 
TIME SLOTS 

DIGROUP 2 EVEN CH.-TRANSFE~ PULSE,-.... r---1'--______ +I_________ CODER 

I I TRANSFER 

---------------+I--~~ : } 

DIGROUP 3 ________ -+I __ "'-___ ~r___J ... _~: ----- PULSES 

DIGROUP4 I r--1!-____ _ 
I ~----TRANSFER---~ 

CH. 12 I 
DIGROUP 1 -------....&..I_~L } (ODD CH.) 1 ~--__ -.~ I 

DIG ROUP 2 -------t-..,.I---~~ I HOLD 
ODD 1 I CAPACITOR 

DIG~g~P3 ________ -11 __ .;."----, I I I ~ADVDE~~:EM 
I ,-----r------+I----- SLOTS 

III~ I 
DIGROUP 4 I .~ I I 

ODD I I CLAMP SAMPLE I r---- -~~~~-- ----=-4 ~-EVEN-+-- ·CH.--~ 
I CH. 13 

DIGROUP 1~ I IL..-
'--TRANSFER PULSE-ODD CH. 

DIG ROUP 2 ~ ______ ...;.I ____________ ...J!"""l..._ 

1 

------~~ ... ---+I-----------------------------DIGROUP 3 

DIG ROUP 4 __________ ---Jr-1!-_______________ _ 
1 

GROUP r--1'--_______________ __ 
FRAME '-- ___ TRANSFER ___ ~ 

1- CH.24 . I 

DIGROUP 1 

DIGROUP 2 

DIG ROUP 3 

DIG ROUP 4 

CODER 
TRANSFER 

PULSES 

LINE 
SIGNALS 

Fig. 2-Transmitting timing: a portion of the timing near the framing pulse_ 

Framing is accomplished by searching and verifying the framing 
pattern which was inserted at the transmitting end. The requirement 
on a framing circuit is that it should accomplish the search for the 
framing pulse within a certain time. Whenever the synchronization 
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Fig. 3-Receiving timing: each of four countdown chains is driven by a 1544-kHz 
clock extracted from the incoming line. 

of the receiver with the incoming signal is inadvertently lost due to 
error conditions, the signaling information will be incorrect. The 
requirement that reframes be accomplished within 50 milliseconds 
insures that although the telephone customer will receive no useful 
signal during this 50 milliseconds, at least he will not be disconnected. 
Because framing pulses in D2 are inserted every 250 microseconds as 
compared to every 125 microseconds for Dl, a simple bit-by-bit search 
strategy, such as that used in Dl, will result in a reframe time up to 
200 milliseconds long. Therefore, a more sophisticated reframe procedure 
is used in D2. 
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As is usual in framing circuits, there are two modes of operation. 
The normal mode is the in-frame mode where the framing bit is checked 
for the alternating 1010 pattern. Occasional deviations from this pattern 
are ignored so that isolated line errors will not cause the framing circuit 
to initiate a false search. This flywheel action is achieved in the form 
of a capacitor store where about four closely-spaced errors are necessary 
to cause the framing circuit to enter the out-of-frame mode. 

When a framing circuit enters the out-of-frame mode, the search 
procedure is initiated. Two 8-bit registers are used by the framing 
circuit in order that eight bits of the received stream may be examined 
at a time for possible candidates for the framing pulses (Fig. 4). N or­
mally, these two 8-bit registers are used by the decoder input processor 
for the queuing operation. This will be discussed later in this article. 
During the out-of-frame mode, these registers are transferred for use 
by the reframe circuit. One register is used to storfj the incoming in­
formation bits. This is called the I register. The second register is 
used to note which of the bits in the I register are still suitable candidates 
for the framing pUlse. This is called the S register. At the start of the 
reframe procedure, eight consecutive incoming bits are stored in the 
I register. These saved bits are then compared with eight consecutive 
incoming bits occurring two frames (0.25 milliseconds) later. A true 
framing bit should exhibit the alternating 1010 pattern. Any other 
bit position is assumed not to have this property on the long term but 
mayor may not exhibit this property on the short term. The new 
eight bits replace the old eight bits in the I register. A comparison is 
made during this replacement between the old and the new to see if 
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Fig. 4-Two 8-bit registers which are used by the framing circuit so that eight 
bits of the received stream may be examined at a time for possible candidates for 
the framing pulses. 
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any of these pulses are still candidates for the framing pulse. The result 
is stored in the S register. If the first of the eight pulses fails to qualify 
as the framing pulse, both the I and the S registers will shift one position 
allowing the second pulse to occupy the first position and making room 
for the next pulse at the end. It is thus possible for the registers to 
shift up to eight bit positions if all eight bits fail to meet the test. No 
shift takes place, however, if the first position exhibits the 10 alterna­
tion, even though the succeeding positions do not. This fact, though, 
is noted in the S register. In so doing, as soon as the first position fails 
the test, the succeeding bit positions could be rapidly passed over. 

During the out-of-frame mode, a single detected violation of the 
alternating pattern will disqualify a particular bit position as a possible 
framing pattern. Thus line errors could cause a legitimate framing 
pulse to be passed over. The reframe time will exceed 50 milliseconds 
when this happens. With the expected line error rates of 10-6 or better, 
such incidences will not be frequent enough to cause concern. When 
an alternating pattern has persisted for about 2.5 milliseconds during 
its examination, the corresponding bit position will be considered as 
the framing pulse. The in-frame mode will then be entered. Again 
isolated errors will be ignored, and the I and S registers returned to 
their former function in the decoder input processor. By testing the 
framing position for 2.5 milliseconds in which time ten checks are made, 
the incidence of falsely returning to the in-frame mode due to informa­
tion pulses exhibiting the alternating pattern on the short term will 
be small. When it happens, the penalty is a slightly increased reframe 
time since the out-of-frame mode must be re-entered. 

By using a window of eight bits, the reframe time of about 43 milli­
seconds is achieved. The standard deviation is about 5 milliseconds. 
Increasing the number of bits stored and compared at one time would, 
of course, reduce the reframe time further. For example, with a pair of 
16-bit registers, the reframe time is calculated to be 26 milliseconds. 
However, the 43 milliseconds of reframe time is adequate, and permits 
the sharing of these registers with the decoder processor. 

IV. CODER OUTPUT AND DECODER INPUT PROCESSING 

4.1 Coder Output Processor 

The coder output processor is basically a parallel to the serial con­
verter. In the D2 Channel Bank the coder output must first be split 
into four outgoing streams. Thus, there is a coder output processor 
for each of the four digroups. Parallel outputs from the coder are written 
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sequentially into one of four shift registers from which the serial in­
formation stream is read out. In addition, after 24 channels have been 
processed, the framing bit is added to the register following the last 
bit of the 24th channel. As mentioned previously, the coder operates 
with a timing offset between the even and odd frames to provide for 
zero-setting. This offset is absorbed by the shift register where extl'a 
storage is provided. Signaling information is inserted at the proper 
frames in the eighth bit position of each word. This insertion takes 
place in the coder from which it enters one of the four coder output 
processors. 

4.2 Decoder Input Processor 

A single decoder is shared by four incoming digroups for decoding 
the PCM code words into analog samples. A simple queuing logic is 
used. The deco~er has its own clock which oper-ates at a rate higher 
than four times the incoming rate of each line. Each incoming digroup 
has a decoder input processor associated with it. These processors 
use two 8-bit registers. A complete 8-bit word is stored in one of the 
registers to wait for decoding. During this wait, the second register 
will be receiving the following serial 8-bit code word. The decoder 
timing circuit causes the decoder to poll each of the four decoder input 
processors. Whenever the decoder cycles to a particular processor and 
there is a complete 8-bit word ready for decoding, these eight bits are 
transferred to the input register of the decoder. 

Since the decoder timing is faster with respect to any of the incoming 
lines, the decoder will at times find only partly filled serial-to-parallel 
registers. In this case, the decoder processor will not transfer any code 
words, and the decoder will rest for that period before moving on to 
the next processor. This variation in time between the arrival of a 
complete code word and the decoding time is one complete queuing 
cycle. Thus, at least two registers must be used in each processor to 
accommodate this delay (Fig. 5). It can be shown that even with a 
very sophisticated queuing logic, two registers are still needed for 
each digroup because the maximum delay cannot be less than three 
decoding times. 

Removal of this delay variation is accomplished in the analog store 
of the select-and-hold circuit. Channel pulses derived from the incoming 
line sample the output of the select-and-hold circuit at the proper time 
position in the demultiplexing process, and thus provide uniformly 
spaced PA1\1 pulses to the receiving lowpass filter. 

Timing for the decoder is provided by a separate 820-kHz oscillator. 
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This is divided down to provide four phases of 205 kHz for use in 
polling the decoder input processors. This frequency must be high 
enough above the expected incoming word r~1te of 192 kHz to avoid 
queuing overflow during higher than normal incoming word rates 
caused by line jitter, and low enough to provide ample time for decoder 
settling. Another factor affecting the choice of the rate is the desire 
to minimize the effects of any beating frequencies between the incoming 
word rate and the decoding rate. The choice of 205 kHz meets these 
criteria. 

Whenever the decoder becomes idle because an 8-bit word has not 
yet fully arrived at the input processor for digroup 4, the decoder will 
use this interval for zero setting. 1 With a line rate of 192 kHz, and a 
decoder cycling rate of 205 kHz, the rate of occurrence of no decoding 
is approximately 13 kHz for each digroup. 

V. TRANSMITTING AND RECEIVING COMMON SIGNALING 

Common signaling circuits in both the transmitting and receiving 
sections of the D2 Bank control the routing of signaling information 
from the channel units to the output bit stream and back. The signaling 
states of a particular channel are sampled by the appropriate channel 
pulse at the channel unit. Two signaling paths, allowing up to four 
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signaling states for each channel, result in two samples from each 
channel unit. These samples are multiplexed on two buses and sent 
to the transmitting common signaling circuit. The above action repeats 
every frame. During the sixth frame of a twelve-frame cycle, and only 
then, samples on one of the buses are sent to the coder where they take 
the place of digit 8, the least significant information pulse. During 
the twelfth frame, samples from the second bus are similarly sent to 
the coder. 

To allow the receiving end to properly identify these signaling digits, 
signaling framing information must also be inserted in the 193rd position 
of every other frame. These bits follow the pattern 111000, completing 
a cycle every twelve frames. The frame following the signaling framing 
bit change from zero to one is defined as the frame containing signaling 
information in the eighth bit of every word for signaling path A. The 
frame following the one-to-zero change contains signaling information 
for signaling path- B. In this manner, two signaling paths per channel 
are provided, each with a signaling capacity of 667 Hz. 

At the receiving end, the frames containing the signaling bits are 
identified by testing the signaling framing bit. The locations of the 
signaling framing bit are indicated by the main framing pulse which 
shares the 193rd time slot in alternate frames. As with other receiving 
timing circuits, each digroup contains a separate receiving common 
signaling circuit. Each circuit extracts the eighth digit of each word 
during the appropriate frame, and places it on one of two buses, one 
for signaling channel A and the other for signaling channel B. The 
appropriate channel pulse gates the information on the buses to the 
individual channel-unit flip-flops which, in turn, drive the relays to 
reproduce the signaling information of the transmitting end. 

The receiving common signaling circuit also controls the operation 
of the decoder during the signaling frame. Since only seven of the eight 
digits contain PCM information, the decoder is prevented from using 
the eighth digit for decoding. During these frames the decoder operates 
as a seven-digit decoder. 

The transmitting and receiving common signaling circuits are de­
signed so that they may be replaced by common-channel interoffice 
signaling (CCIS) plug-in units. When this is done, the. CCIS bit stream 
will take the place of the signaling framing bits directly. This provides 
for a 4-kilobit per second channel. At the same time, the substitution of 
the eighth bit for signaling information will not take place and the full 
potential of eight-bit coding will be realized. At the receiving end, the 
decoder will no longer be asked to perform seven-digit decoding. 
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VI. SUMMARY 

This article has discussed the system and circuit aspects of the 
digital functions in the D2 Channel Bank. The unique features of the 
D2 Channel Bank in this respect are: 

(i) Circuitry to accomplish fast framing by use of storage, 
(ii) Asynchronous operation of a single decoder shared by four 

incoming lines, and 
(iii) Signaling circuits that can later be changed for common­

channel interoffice signaling systems. 
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The D2 Channel Bank requires a variety of voltage sources to operate. 
Some have lenient regulation requirements, while a few have extremely 
tight tolerance requirements. To derive these voltage sources from a 48-volt 
central office supply with a minimum of complexity and good conversion 
efficiency, a tailored design is chosen where, for the less critical voltages, 
a single switching regulator is used to supply a dc-to-dc converter with 
several dc voltage outputs and, for the critical voltage sources, series-type 
regulators are used. 

I. INTRODUCTION 

The D2 Channel Bank depends on a variety of power supply voltages 
for its operation. The Power Systems Converter Circuit (PSCC), 
driven by the minus-48-volt central office battery source provides the 
seven regulated dc voltages required by the D2 Channel Bank. 

By using a high-powered switching-type regulator for primary 
regulation followed by a dc-to-dc converter for voltage transformation, 
high efficiency and compactness are achieved. Series-type regulators 
with high-gain feedback circuits are used to stabilize the voltages 
for three of the outputs where very stringent voltage requirements 
exist. 

Overvoltage turn down, interlocking of critical voltages, voltage 
tracking and overcurrent protection are also provided. The switching 
regulator and dc-to-dc converter are designed to operate at commutating 
frequencies above 20 kHz to eliminate acoustical noise. 

The power supply is packaged to facilitate manufacturing, testing, 
and maintenance. The unit is arranged to be mounted in the same type 
rack as the rest of the D2 Channel Bank. 

1.1 Requirements 

The power supply requirements are shown in Table 1. It is seen that 

1713 
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TABLE I-D2 BANK ELECTRICAL REQUIREMENTS 

Output Current Output Trouble Maximum Ripple 
Voltage Range Voltage Voltage 

(Volts dc) (Amperes dc) Tolerance (%) (Volts dc) <20 kHz >20 kHz 

+24 2.1- 4.4 ±5 +27.6 5 mV p-p 24 mVp-p 
-24 0.9- 2.2 ±5 -27.6 5 mV p-p 25 mV p-p 
-12 1.8- 3.8 ±5 -1.5.0 36 dBrnC 100 mV p-p 
-5 2.2- 5.0 ±10 * * * 
+5 3.5- 10.0 ±4 + 5.30 50 mV p-p 50 mVp-p 
+32 0.055-0.11)0 ±O.75 +38.0 5 mV p-p 40 mV p-p 
-32 0.035-0.100 t -38.0 5 mV p-p 40 mVp-p 

NOTE: The output voltage tolerance, trouble voltage and maximum ripple apply 
for an input voltage range of 42 to 53 volts dc and an ambient temperature 
range of 10 to 50 degrees Centigrade. 

* No requirement specified. 
t The minus-32-volt output must track the plus-32-volt output to within ±0.375 

percent. 

the first four of the voltages in Table I have relatively lenient require­
ments, whereas the last two, because they are used to generate ref­
erence currents in the coder, have extremely tight requirements. The 
plus-5-volt supply is also considered more critical than the first four 
because, although the allowed percentage variation is comparable, 
the absolute allowable voltage variation is quite small. Furthermore, 
because that voltage is used to power integrated circuits that are 
sensitive to overvoltages, greater protection is required. 

The plus-24- and minus-24-volt supplies are used primarily for the 
channel counters, which are realized in blocking-oscillator form. The - 5 
and -12 are utility biasing voltages used for most DPD transistor circuits. 

1.2 Powering Plan 

The PSCC is divided into five sections, shown in Fig. 1. Four of these 
are plug-in units. The four plug-in units connect physically to the 
converter frame, the fifth section, which is hardwired into the D2 
bay. The converter frame contains most of the filtering for the input, 
and for all of the outputs. It has no active elements. The switching 
regulator is the primary regulator in this circuit. It converts the un­
regulated minus-48-volt dc input into a regulated minus-24-volt dc 
voltage. The regulated minus-24-volt dc is one of the outputs, and is 
also used as the input for the converter. The converter inverts (converts 
to ac) the dc input and, by means of step-up and step-down trans­
formers and rectifiers, furnishes six different dc voltages. Three of 
these voltages, minus 12 volts, minus 5 volts, and plus 24 volts, are 
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delivered to the load through the necessary filtering in the converter 
frame. Thus a single switching regulator is shared by four output 
voltages. The other three voltages are fed to the inputs of three precision­
series-type regulators. The precision regulators deliver plus 5 volts, 
plus and minus 32 volts to the load. Figure 1 illustrates the relationships 
of the circuitry among the various units. The filters shown for the 
input and output leads are physically in the converter frame. 

II. REGULATORS AND CONVERTERS 

2.1 Switching Regulator 

The PSCC was designed to use a primary regulator in order to 
eliminate the need for separate regulators for each of the seven outputs. 
Only the three outputs with very tight tolerances have separate series 
regulators, and the power dissipation in these is held to a minimum 
because of the preregulation provided by the primary regulator. A 
switching-type regulator is used as the primary regulator in the PSCC 
because of the high efficiency that can be achieved with this type of 
circuit. 1 

,2 

The switching regulator is illustrated in Fig. 2. The operation of 
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the switching regulator can be described briefly as follows. A simplified 
schematic is shown in Fig. 3. The unregulated minus-48-volt central 
office battery is connected to the regulated minus-24-volt load through 
a switch and filter inductor. By sensing the output voltage, comparing 
it against the voltage developed across a reference diode, and amplifying 
the resultant error signal, the off-time of three switching transistors 
connected in parallel are controlled to produce the regulated output. 
The on-time of the switching transistors is controlled primarily by 
the current in the secondary winding of the current transformer. This 
secondary current decreases exponentially with time due to the ex­
ponentially increasing exciting current in the transformer primary 
which subtracts from the constant primary current. This secondary 
current is used to keep the switching transistors in saturation and 
when the current falls below the level required to keep the switching 
transistors in saturation, switching occurs and the switching transistors 
turn off. The dc output voltage is derived by integration of the train 
of pulses from the switching transistors through the use of a large 
inductor with a fly-back diode and an output filter capacitor. 

To increase the reliability of the switching regulator, the three 
high-power switching transistors are driven by another power tran­
sistor. These are arranged in a Darlington configuration to reduce the 
switching time and to provide current sharing among the paralleled 
units. The amplifier section of the switching regulator is located III 
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Fig. 3-Simplified schematic of the switching regulator. 

an enclosed container within the switching regulator plug-in unit. 
This feature is used to protect the amplifier from the electromagnetic 
interference generated in the switching regulator and the dc-to-dc 
converter. A current limiter is used to protect the regulator against 
excessive current during turn-on and in the event of an output short. 

2.2 DC-to-DC Converter 

The dc-to-dc converter is shown schematically in Fig. 4. The con­
verter, which operates from the regulated minus 24 volts dc supplied 
by the switching regulator, operates at approximately 24 kHz, which 
is beyond the audible range and so prevents objectionable disturbance 
to operating personnel. The converter consists of two main sections; 
the drive oscillator and the power converter. 

The switching frequency of the drive oscillator is determined by the 
volt-seconds required to saturate the base drive transformer used in 
conjunction with the oscillator switching transistors. The base drive 
transformer alternately drives the two switching transistors into 
saturation and cut-off, thereby producing a square wave output across 
the primary of the oscillator transformer. 

The power converter is driven by the square-wave base drive signal 
supplied by the output winding of the oscillator transformer. The 
high-power switching transistors in the power converter, therefore, 
also operate in a class "D" mode and generate a square wave. The 
switching duration is kept very short, thereby limiting power dis­
sipation in the converter. The square wave generated by the high-power 
switching transistors is applied across the primary of four output 
transformers, the five secondary windings of which supply the voltages 
to the rectifiers and filters for the six outputs. 

2.3 Plus and Minus 32-V olt Regulators 

The plus and minus 32-volt regulators are high-gain series regulators 



1718 THE BELL SYSTEM TECHNICAL JOURNAL, OCTOBER 1972 

1--DRIVEosruLATOR---II---po~~oomER---~ 

I I I 
I I I 
I ~~tEE 
I TRANS-"---+--' I FORMER 

OSCIL­
LATOR 
TRANS- H--+---t--, 

FORMER 

OUTPUT 
TRANS­

FORMER 

RECTIFIER 
AND 

FILTERS 

I I I 
I I I I L _________ ~L __________ ~ 

INPUT ~ 

Fig. 4-DC-to-DC converter. 

which derive their input from the plus and minus 45-volt outputs of 
the converter. 

Both the plus and minus 32-volt regulators consist of a series­
regulating transistor, a current amplifier, a differential error detector 
and a voltage reference. The series-regulating transistor acts as a 
variable series resistance and absorbs the difference between the partially 
regulated dc input voltage, and the highly regulated dc output voltage. 

Since the minus-32-volt regulator must track the plus-32-volt out­
put to within ±O.375 percent, the error detector section of the minus-
32-volt series regulator is connected across the plus and minus 32-volt 
outputs. Therefore, when the plus-32-volt output changes, the voltage 
change is also sensed by the minus-32-volt error detector. This arrange­
ment causes the minus-32-volt regulator to track any change in the 
plus-32-volt output. 

To protect the regulators in the event of an output short circuit, 
a zener diode is connected across the series transistor. It protects the 
transistor by limiting the maximum collector-to-emitter voltage of 
the transistor to the breakdown potential of the zener, until the 32-volt 
circuit breakers operate and shut down the regulators. 

2.4 Plus-5-V olt Regulator 

The plus-5-volt regulator is a high-gain series-type regulator which 
derives its input from the plus-7-volt output of the dc-to-dc converter 
through special filtering located in the converter frame. To reduce the 
power dissipation in the transistors used in the series element, the 
circuit uses a unique arrangement of paralleled transistors and resistors 
as shown in Fig. 5. 

The operation of the series element can be described briefly as follows: 
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a portion of the input current flows through transistor Q2 and its 
series resistor R2, and the rest of the current flows through a parallel 
branch made up of transistor Q1 and series resistor Rl. The voltage 
drop developed across resistol' R1 increases the effective base-to-emitter 
voltage of transistor Q1 and forces more base current into transistor Q2. 

Under normal conditions, most of the input current flows through 
Q2 and resistor R2. Resistor R2 dissipates most of the power developed 
across the series element, because Q2 operates near saturation. When 
the input voltage decreases due to changes in line or load, transistor 
Q2 saturates, and a greater portion of the input current flows through 
Ql. However, the voltage across Q1 also decreases so that the power 
dissipation in Q1 is maintained at a safe level. 

A separate bias voltage is required by the plus-5-volt regulator to 
provide sufficient voltage to operate the differential error detector and 
voltage reference circuits. 

III. PHYSICAL DESIGN 

The PSCC is packaged as shown in Fig. 6. The overall width of 21 
inches and depth of 12 inches was fixed by the bay requirements. The 
height of 16 inches was determined by the component density as il­
lustrated later in this article. 

Construction in the form of plug-in units was chosen for ease of 
manufacturing and field maintenance. The plug-in unit concept also 
contributed to lower cost, which was a design consideration. This 
type of unit also conforms to the D2 System philosophy of shipping 
separately all units that are not bay wired. The four plug-in units, 
i.e., dc-to-dc Converter (CONVERTER), Switching Regulator (REG-

INPUT BIAS SUPPLY REGULATED 
OUTPUT 

r-<' 

Fig. 5-Paralleled transistors and resistors used in the circuit of the plus-5-volt 
regulator. 
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Fig. 6-D2 Channel Bank-J87327 A power supply prototype, front/side view. 

AIVIP), plus-5-volt Regulator (+5V REG) and the plus and minus 
32-volt Regulator (±32V REG), are of different widths due to the 
amount of circuitry contained in each one. The largest unit weighs 
20 pounds and the smallest unit weighs 4 pounds. Figure 7 shows the 
front/left/top view of the dc-to-dc converter illustrating the typical 
compactness of all the plug-in units. The plug-in units are held in 
place by i-turn quick-release fasteners, and handles are provided for 
easy removal of the units for maintenance. The panel located on the 
left side of the converter frame contains the main control apparatus 
and may be released from the converter frame by means of two i-turn 
quick release fasteners for ease of maintenance. 

An electromagnetic interference shield is located between the 
switching regulator and the series regulators to prevent the radiated 
noise from affecting the circuits in the series regulators. 

3.1 Shielding 

The stringent noise requirements dictated by the D2 system required 
the shielding of the noise radiating components. Figure 8 displays the 
shielded compartment located at the rear of the converter frame with 
its cover removed. The compartment contains the interconnecting 
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Fig. 7-D2 Channel Bank-J87327B power supply prototype (converter), front/ 
left/top view. 

wiring for the plug-in units and the input and output filtering. All 
leads that enter or leave this compartment are filtered by feed-through 
capacitors or feed-through filters. These capacitors and filters restrain 
the longitudinal conducted noise on the input and output leads. The 
cover when fastened in place will confine any EMI noise radiating 
from within the compartment. 

3.2 Plug-in Construction 

Figure 9 shows an exploded view of the dc-to-dc converter illustrating 
the method used to achieve low junction temperatures in the power 
semiconductors. The transistors are mounted on a massive extruded 
aluminum heat sink which projects 1-1/4 inches beyond the front 
panel to insure adequate air flow for convection cooling, thereby mini­
mizing the temperature at the semiconductor junctions and within 
the unit. The angle framework construction is used to provide easy 
access to any of the five sides for assembly and maintenance. The 
open type of construction also provides for good air flow through the 
unit, thus contributing to the low equipment temperature. This method 
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of construction, coupled with the use of heat sinks, eliminates the 
need of a fan or blower for forced convection thus assuring additional 
reliability of the Power Supply. 

IV. FEATURES AND ALARMS 

4.1 Special Electrical Features 

The D2 Bank transmission equipment requires special electrical 
features from the PSCC. The minus-32-volt output must track the 
plus-32-volt output very closely. A difference in the absolute value 
of these two voltages causes a shift in the voltage reference used for 
the coder and the decoder modules, and even a small reference voltage 
change can produce an error in the pcm code. Interlocking is required 
for the plus- and minus-24-volt outputs to provide simultaneous turn-on 
of the two outputs, and to remove the plus 24 volts when the minus-24-
volt output falls below minus 18 volts in order to prevent destructive 
overheating of circuits biased by the plus and minus 24 volts. 

Fig. 8-D2 Channel Bank-J87327 A power supply prototype (chassis), rear view, 
shield cover removed. 



POWER CONVERSION 1723 

Fig. 9-Exploded view of dc-to-dc converter. 

4.2 Alarm System 

The D2 Bank bay must have all seven of the PSCC output voltages 
available in order to operate. Therefore, an extensive alarm system 
was designed so that, in the event of a PSCC failure, the affected system 
would be removed from service, the operating personnel alerted, and 
the location of the failure flagged to minimize down time. 

To provide the alarm features, there is a circuit breaker in series 
with each of the outputs, and also one in series with the input. The 
circuit breakers will self-trip on input or output overloads. The circuit 
breakers associated with the three highly-regulated outputs (+5V, 
+32V, -32V) will also be tripped by their respective high-voltage 
shutdown circuits. The 24V circuit breaker may also be tripped by 
the low-voltage shutdown circuit on the minus-24-volt output. 
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Since all of the outputs would be affected by a high voltage at the 
output of the switching regulator, the INPUT circuit breaker is tripped 
by the minus-24-volt high-voltage shutdown circuit in the event of 
a switching regulator failure. 

Whenever any of the PSCC circuit breakers trip, or when the output 
of the switching regulator is lost, a front panel alarm light is lit and 
an internal relay operates. One pair of contacts on the relay are used 
to busy the affected trunks out of service and another pair of contacts 
on the relay are used to light a bay alarm light and to activate an office 
alarm bell. 

V. SUMMARY 

The power-systems converter circuit described here features many 
design innovations. High-power switching regulator and converter 
operation above 20 kHz, resulting in silent operation with low power 
dissipation. A switching regulator used as the sole regulator for four 
outputs and as a preregulator for three other outputs. A plus and minus 
32-volt regulator which provides precision tracking of the plus-32-volt 
output by the minus-32-volt output. A five-volt series regulator design 
producing low dissipation in the series transistors, and very reliable 
operation. The use of plug-in modules for ease of field maintenance, 
trouble shooting and repair. These features introduced several chal­
lenging problems in the area of electromagnetic noise suppression 
and mechanical design. 
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The D2 Channel Bank is designed to provide simplified engineering, 
installation, and maintenance. Integral voice-frequency alarm and access 
are provided in a packaged shop-wired frame with a centralized built-in 
test capability to facilitate initial line-up, testing, and trouble shooting. 

Circuits are implemented with discrete components and with thin-film 
and silicon-integrated circuits. Low cost, reliable assembly and wiring 
techniques are employed. The frame organization and circuit partitioning 
provide a functional arrangement of circuits with good electrical isolation 
between critical multiplexing and coding functions. 

An introductory program and an on-going reliability program have 
demonstrated the adequacy of both equipment and documentation. In 
the first 21 months of operation, approximately 3 percent of the circuit 
packs shipped have failed in initial line-up or in-service. This compares 
favorably with the performance of similar systems, and recent design 
modifications are expected to result in substantial improvements. 

r. INTRODUCTION 

The D2 Channel Bank multiplexes and codes the telephone traffic 
carried by 96 two-way toll-grade trunks into 4 two-way 1.544-megabit 
signals for transmission. Companion articles in this series discuss 
system aspects of the D2 Channel Bank, and the design of the circuits 
which embody it. This paper discusses the physical design of the D2 
Channel Bank. This includes activities that have circuit information 
as input and, as output, the specification of a manufacturable design 
to Western Electric. The D2 introductory program and an on-going 
reliability program intended to ensure satisfactory service to the 
Operating Companies are also discussed. 

II. PHYSICAL DESIGN OBJECTIVES 

The primary goal of the physical design of the channel bank was 
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a manufacturable design which would satisfy the performance and 
cost objectives for toll service. An analysis of the cost of the DI Channel 
Bank equipment as installed for toll-connecting service indicated that 
a considerable portion of the installed cost was attributable to en­
gineering, installation, and maintenance. Objectives for the D2 Channel 
Bank, therefore, included simplified engineering, installation, and 
maintenance, as well as low manufacturing cost. 

Operating Company engineering and installation would both be 
simplified if the channel bank could be furnished in a "packaged" 
frame containing all of the voice-frequency equipment associated with 
the channel bank. This contributes to simplification of installation 
because the only wiring required would be that which brings the trunks 
to the channel bank and takes the digital signals to the transmission 
facility and back. Additional simplification of installation would result 
if the wiring could be identical from the Intermediate Distributing 
Frame to the channel bank for all types of trunks, and if the wiring 
could terminate in the same way regardless of the particular option 
used in the channel banks. 

In order to simplify maintenance, a number of objectives were 
established. First, all apparatus was to be pluggable to minimize outage 
time and circuit packs were to be compatible on an individual basis, 
so that circuit packs need not be replaced in sets. Centralized controls 
and indicators were to be provided for simplified line-up and fault 
diagnosis. Further simplification was planned by eliminating the need 
for setting carrier-group alarm options and the need to store voice­
frequency attenuator pads. 

III. SYSTEM CONFIGURATION AND FEATURES 

The physical design of the D2 Channel Bank was customized to 
satisfy the system and electrical requirements of a toll digital channel 
bank. An early decision to provide 96-channel coding (four digroups 
of 24 channels each) in a single coder required modular physical ar­
rangements based on multiples of four digroups to be used in 7-foot, 
9-foot, and II-foot 6-inch (2.1, 2.7, and 3.5 meters) frame heights. 
Figure 1 shows the layout for the II-foot 6-inch frame which houses four 
digroups and Fig. 2 shows the 7-foot version consisting of a triple bay 
frame housing eight digroups. An expandable 9-foot version houses 12 
digroups in a four-bay arrangement. A D2 Channel Bank standby 
bay is also available in II-foot 6-inch, 9-foot, and 7-foot frame heights. 
I t is designed to provide protection switching for the D2 Channel Bank 
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on a digroup basis. Forty digroups may be protected by one D2 standby 
bay. 

The interface between the voice-frequency plant and the common 
equipment of the channel bank is provided by the channel unit. The 
channel units mount in the center of the 11-foot 6-inch frame separating 
the transmitting and receiving common equipment. The 7-foot and 
9-foot versions preserve the same arrangement of channel units and 
common equipment so that factory wiring is identical for all frame 
codes. Eight VF leads are brought to each channel unit from the inter­
mediate distributing frame (IDF) which permits the various channel 
unit codes to be intermixed with identical wiring. 

In addition to matching the particular types of trunk circuit to the 
channel bank, the channel unit provides standard signal level (trans­
mission level of -16 dB, transmit, +7 dB, receive), and signaling 
jack access for maintenance as well as patching. Inter-bay patch jacks 
are also provided to facilitate restoration patching. 
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On certain channel unit codes, additional access is provided to allow 
for connection to external trunk equipment such as echo suppressors 
or delay equalizers, and for additional access to remote maintenance 
or to automatic protection switching. 

Additional voice-frequency. equipment included in the factory wired 
frame, as shown in Figs. 1 and 2, consists of the carrier group alarm 
(eGA) and the switched-maintenance access system (SMAS) connector. 
In addition to standard office alarm interfaces, an E2 status and control 
interface* is provided at the test shelf. Energy for the dc-to-dc power 
converters in each frame are supplied from -48V office battery via a 
fuse panel. 

* This allows remote monitoring and control of the channel bank ,at a distant 
centralized location. 
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The test shelf, mounted at a convenient height for craftsman opera­
tion, houses several circuit packs which form a built-in test facility. 
The test shelf is shown in Fig. 3. The facility includes a filter for meas­
uring crosstalk resulting from a 1000-Hz test tone when applied at 
the 4-wire input of a channel bank. It is used in conjunction with 
access provided on the test shelf to the centralized transmission and 
noise-measuring system and to the milliwatt supply. A digital signal 

Fig. 3-Test shelf. 
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generator provides the digital equivalent of a O-dBmO level test tone 
as required for receiving gain adjustment of each voice channel. The 
talking test circuit is used to monitor transmission and noise on a 
high-impedance bridging basis and permits talking on the facility for 
maintenance and trouble shooting. In addition, alarm control circuitry 
on the shelf indicates various failure conditions, and provision is made 
for looping the digital signal for fault isolation. A miscellaneous jack 
unit is provided with jack, key, and lamp positions for order wires 
and jack-ended call numbers. The intent is that these features will be 
engineered by the operating companies to suit their individual needs. 

In addition to the built-in test facility and the centralized trans­
mission and noise measuri~g system (or their portable equivalent), 
a volt-ohm milliammeter and a portable trouble-locating test set are 
required for trouble-locating tests on the common equipment. 

IV. PHYSICAL DESIGN CONSIDERATIONS 

4.1 Circuit Partitioning and Organization 

The constraints of circuit performance, operation, reliability, main­
tenance, and manufacturing cost are significant factors in circuit 
parti tioning. 

In the channel bank, functional partitioning was a primary con­
sideration in order to provide adequate performance of critical circuit 
functions and to provide simplified factory testing and maintenance. 
A case in point was the decision to design the coder and decoder as 
single-circuit packs in spite of the large size of these functions. 

In view of the multi-stage multiplexing scheme and 96-channel 
coding, considerable thought was given to minimizing the number 
of working trunks placed out of service by a circuit-pack maintenance 
removal. A notable exception was the packaging of eight per-channel 
gate and filters on a single circuit pack rather than placing the gate 
and filter on its channel unit. The need to place the gate and filter in 
close proximity to the multiplex and coding functions in order to 
minimize the length of the critical PAM bus was an overriding con­
sideration. 

An analysis of circuit function versus packaging volume indicated 
that a 5- by 10-inch (12.5 X 25 cm) printed wiring board was optimum 
for channel units and that a 6- by 10-inch (15 X 25 cm) printed wiring 
board was an appropriate choice for common units. This also provided 
a good pin match to the "908" series Western Electric 40-pin connector. 
Large functions could be accommodated within this scheme by the 
use of module boards and a second connector. 



PHYSICAL DESIGN AND INTRODUCTION 1731 

The arrangement of channel units and common-unit circuit packs 
is shown in Fig. 4. This arrangement was chosen to provide isolation 
of transmitting and receiving common equipment, and to provide for 
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an orderly signal flow from the PCM input through the decoding and 
demultiplexing common functions to the channel units. The opposite 
direction of transmission is similar in physical arrangement. This gives 
good isolation of low-level analog signals and high-level digital signals 
and minimizes critical lead lengths. 

The channel units for each of the four digroups are arranged in three 
adjacent vertical columns of eight units each. Each column of channel 
units is associated with the transmitting gate and filter circuit pack 
directly above it and the receiving gate and filter circuit pack directly 
below it; This facilitates level adjustment in the gate and filter circuit 
packs. 

4.2 Framework and Circuit Pack Mounting 

The D2 Channel Bank employs the transmission standard 23-inch 
(58 cm) unequal-flange cable-duct frame. The circuit packs are flush 
mounted with the wide flange of the frame for good appearance and 
to provide a full duct for cabling. 

A flexible multiheight circuit pack mounting or shelf assembly was 
designed to accept the diversity of channel bank functions. The shelf 
is shown in Fig. 5 which is made from three identical die-cast alu­
minum parts that form the top, bottom, and rear of the assembly. 
The casting provides circuit pack guides and mounting slots for con­
nectors with a 50 percent open area for ventilation. The use of a single 
part guarantees accurate alignment of card guides to connectors. The 
rear piece is trimmed to provide a shelf height from 5 to 10 inches 
in I-inch increments. The side plates are fabricated with an integral 

Fig. 5-Flexible multiheight circuit pack mounting or shelf assembly. 
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mounting bracket for assembly to the frame. The design provides a 
minimum circuit pack module width of seven-eighths of an inch with 
a maximum capacity of 24 circuit packs per shelf. Circuit packs of up 
to five module widths are used. Additional features include a notched 
locking bar for retaining circuit packs and for digroup designation. A 
rear plastic cover provides protection to the terminals. 

The heat dissipation for the II-foot 6-inch version of the channel 
bank is 720 watts. Thermal analysis and temperature measurement 
indicated satisfactory operation and reliability in the required range 
of office ambients from 2°C to 49°C. In some cases, relocation of com­
ponents was necessary to eliminate hot spots in order to achieve the 
desired thin-film resistor aging characteristics. 

The frame features a low-impedance power feed and ground system. 
The power supply voltages are distributed to the circuit packs by 
means of laminated distribution bars which have up to seven layers. The 
shelf assemblies for the transmitting and receiving sections of the 
frame contain an insulated ground plane at the rear within the connector 
field. Insulated ground straps separately connect the ground planes 
to the power supply to provide a radial single-point ground system 
within the frame. 

Wiring volume within the frame is considerable as a result of the 
voice frequency interface requirements. For example, connections to 
the SMAS connector, to the carrier group alarm, to external trunk 
equipment require twelve, eleven, and eight leads per channel, re­
spectively. The provision of protection switching necessitates an ad­
ditional eight leads per channel. The voice-frequency input requires 
768 (96 by 8) 24-gauge wires which are cabled from the IDF directly 
to the channel units. In retrospect, the elimination of a terminal strip 
at the top of the frame proved to be a poor choice since damage has 
occurred during installer wiring at the channel units. Future bays will 
have all voice frequency leads connectorized, which will correct the 
problem and further simplify installation. 

4.3 Circuit Pack Design 

The D2 circuit packs consist of an epoxy-glass printed wiring board, 
and a plastic faceplate and handle. Discrete components, thin-film 
and silicon integrated circuits mount through holes in the boards for 
connection by mass soldering. Printed wiring board modules mount 
on the master printed wiring board to realize large functions that 
could not be otherwise accommodated by a single planar board. 

Epoxy glass was chosen as a board material because of its mechanical 
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strength and stability. Heavy apparatus could be accommodated 
without requiring the use of metal supporting frames. Epoxy glass 
permitted the use of plated-through via holes for codes where minimum 
circuit area and path length was desirable. Gold fingers are provided 
for contact to the "908"-type connector. The faceplates are constructed 
of fire-retardant PVC, and provide cavities for test points and a handle 
to facilitate removal. The circuit-pack code and title are placed on 
the faceplate for easy identification. In addition, color-coded handle 
labels are provided for identification of special service trunks. 

Figure 6 illustrates a typical channel unit. All channel units are 
two modules (1-3/4 inches) wide. Jacks mounted on the faceplates 
provide standard level (-16 dB, +7 dB) access for maintenance and 
patching. Dark grey faceplates are used on channel units to distinguish 
them from common circuit packs. Thin-film loss-adjusting pads are 
provided for adjusting office losses over a range of 0 to 16.5 dB in 
0.1 dB steps. Options on certain types of channel units are controlled 
by screws which are screwed down to insert the option and unscrewed 
to remove the option. The options provide for loop resistance com­
pensation, network built out capacitance, and for matching trunk 
characteristics to the carrier group alarm. On certain codes of channel 
units, a second connector is provided to allow for access to external 
trunk equipment such as echo suppressors or delay equalizers, and 
for additional access to remote maintenance or to automatic protection 
switching. 

Figure 7 shows a typical common-unit circuit pack. In Fig. 7, note 

Fig. 6-Typical channel unit. 
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Fig. 7-Typical common-unit circuit pack. 

the alignment of components on a single axis to facilitate machine 
insertion. Figure 8 shows the most complex circuit pack in the terminal, 
namely, the coder, which contains over 840 components. The module 
boards employ connectors to provide interconnection between boards 
which facilitate assembly and repair. 

Table I summarizes the type and number of printed wiring boards 
used in the channel bank. Note that the packaging density is 5 .. 5 com-

Fig. 8-Coder-the most complex circuit pack in the terminal. 
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TABLE I-PRINTED CIRCUIT BOARDS 

Master boards ....................................... 207 
Module boards ...................................... 496 

703 

Number of different boards ........................... 90 

Maximum components on single-space circuit pack 
with modules ...................................... 388 

Maximum components on single-space circuit pack 
without modules ................................... 292 

Maximum components on any circuit pack .............. 890 (coder) 

53 square inches usable board area 
5.5 components per square inch 

ponents per square inch (one component per square centimeter). 
Table II summarizes the type of circuit components used in the 

channel bank. The terminal is realized primarily with discrete com­
ponents, although 19 codes of thin-film precision networks are used 
for multiplexing and coding, and one family of silicon-integrated 
logic circuit is used for digital processing. Figure 9 shows an assembly 
containing thin-film resistor networks. The resistor end-of-life tolerance 
is 0.04 percent absolute, and 0.02 percent in resistance ratio. 

Selection criteria for components included minimization of code 

TABLE II-COMPONENTS 

Quantities shown are for fully-equipped bay with 96 dial-pulse-orig channel 
units, but does not include power supply components 

Resistors. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 9380 
Diodes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 5739 
Capacitors. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 4833 
Transistors. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 2006 
Varistors. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 735 
Transformers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 574 
Attenuators................................. 384 
Jacks... . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . .. . . . 309 
Potentiometers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 213 
Connectors. .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207 
Filters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193 
Relays. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106 
Inductors .... '. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130 
Integrated circuits. . . . . . . . . . . . . . . . . . . . . . . . . . . 68 
Networks ............................ " . . . . . 51 
Special thin-film resistors. . . . . . . . . . . . . . . . . . . . . 23 
Miscellaneous switches, keys, etc.. . . . . . . . . . . . . . 55 

Total. .......................... 25,946 
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Fig. 9-An assembly containing thin-film resistor networks. 

types consistent with performance and cost objectives. Good reliability 
was a key concern, and components were derated to assure satisfactory 
life. The predicted total channel-bank failure rate is 114,000 FU (Failure 
Units) corresponding to a mean time to failure of 8760 hours. This 
compares favorably with similar equipment. (The actual failure rate 
during the life of the D2 Performance Study was 6300 hours mean 
time, or 1.4 the predicted rate. This represents the first two years of 
service.) 

v. INTRODUCTORY PROGRAM 

5.1 AT&T Introductory Program Planning 

As enunciated by the American Company, the Introductory Planning 
Program for New Transmission Systems involves four activities: 

(i) Organization of AT&T, Bell Laboratories, and Western Electric 
managing teams to coordinate the introduction of each new 
product. 

(ii) Development and continuous monitoring of schedules for all 
necessary activities needed to assure smooth introduction of 
the new product. 

(iii) Establishment of a close working relationship with the Operating 
Companies in the early stages of development to assure that 
field needs are met. 
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(iv) Organization of follow-up programs for initial production to 
verify proposed operation of field conditions and adequacies of 
written Bell System Practices (BSP's). 

The fourth point applied to the activity of the Laboratories per­
formed during the initial manufacture and during the initial installation. 

5.2 Initial Installation 

Following a number of AT&T, Bell Laboratories, and Western 
Electric tri-company meetings, the Western Electric Quality Service 
Management (QSlVI) Organization chose a Los Angeles central office of 
the Pacific Telephone and Telegraph Co. for the New Product Survey 
of the D2 Channel Bank. As the survey is organized, participation of 
personnel from all three companies is required as a means of implement­
ing and evaluating the New Product Survey. 

The QSM Organization provided observers at the chosen site to 
monitor the adequacy of packaging, bay and circuit pack installation, 
including related documentation (Western Electric drawings, installa­
tion handbooks, and Bell Laboratories BSP's). 

An expedited repair procedure to enable Bell Laboratories and 
Western Electric personnel to quickly repair and evaluate circuit pack 
failures was implemented with the cooperation of the Western Electric 
l\1errimack Valley Works merchandising organization. 

A summary of problems found during the New Product Survey was 
submitted to members of the team within four months after the survey 
began. The group reviewed these problems, and referred them to the 
responsible organizations for corrective action. The New Product 
Survey served its purpose most effectively in the identification of 
problems in the areas of packaging and bay wiring. 

VI. RELIABILITY PROGRAM 

6.1 Objectives 

In the early part of 1964, it became increasingly clear to the Bell 
Laboratories and Western Electric personnel involved in the repair 
of D1-T1 circuit packs that a thorough study was required to examine 
the reliability of these plug-ins. Thus began the first effort within the 
transmission area to record a history of failures for circuit packs of a 
given transmission system. 

Beginning in 1964, the DI-Tl Repair Study was able to clearly 
identify problem areas associated with individual circuit pack codes, 
and served as a means of providing the development organization with 
clearly defined current engineering experiences through these reports. 
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In 1967 it became evident that a more detailed accountability of 
D1-T1 failures was necessary to evaluate improvements made in the 
various circuit packs, design changes incorporated into the D1 bays, 
as well as trouble-shooting procedures used by Operating Company 
craftsmen. A further problem uncovered was the excessively large 
number of plug-ins returned for repair with no-trouble-found (NTF). 
As a means of providing more valid data concerning the overall reli­
ability of D1-T1, a study was begun in the Operating Company central 
office to evaluate initial lineup and in-service performance of this 
system. 

These two studies were the forerunners for the D2 Repair Study 
and the D2 Performance Study. The objective of these studies is to 
determine: 

(i) the nature and scope of D2 circuit packs troubles 
(ii) the adequacy of BSP's and craftsmen usage 

(iii) the nature of channel bank outages 
(iv) the cause of no-trouble-found returns 
(v) the results of circuit pack improvements 

(vi) the requirements for telephone company circuit pack spare 
inventory. 

6.2 D2 Repair Study 

The Repair Study is intended to continue throughout the manu­
facturing interval. Data for this program are collected by Western 
Electric personnel at the repair locations which are presently the 
Merrimack Valley Works and the Los Angeles Service Center. The 
Repair Study examines and analyzes information on all D2 apparatus 
returned for repair. 

During the first year and a half of repair, the information received 
from Western Electric repair locations was manually analyzed by 
physical design personnel. Quarterly summaries of the results were 
provided' for general information to outside organizations, while con­
stant feedback was provided to development organization personnel 
for action as required. 

During the second quarter of 1972, the outputs of the incoming 
data were summarized and analyzed through a computer program 
written and maintained by a programming support group. 

6.3 Performance Study 

The purpose of the D2 Performance Study, as stated earlier, is 
to provide a means of evaluating the nature and scope of D2 troubles 
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beyond the simple analysis of individual circuit pack failures. Data 
for this program are provided by central office craftsmen at three 
locations. These are the Los Angeles and San Diego regions of Pacific 
Telephone, the Chicago area of Illinois Bell Telephone, and the Dallas 
area of Southwestern Bell. The basic objective is to obtain information 
on craftsmen-BSP-equipment interactions and thus determine where 
there are defects or weaknesses in the BSP or the equipment. When 
difficulties are experienced by craftsmen in either equipment, line-up 
routines, or in connection with in-service failures, they fill out a form 
reporting the nature of the failure. If the trouble is one involving the 
return of apparatus for repair, the craftsman identifies the circuit pack 
with a sticker serialized to agree with the number on the form he is 
returning. In this way, it is possible to correlate the craftsman's report 
with repair information received from the repair center. In this con­
nection, the incidence of no-trouble-found is of particular interest. 
The Performance Study, as originally planned, was completed in 
December, 1971, after a life of 1-3/4 years. 

6.4 The Results of the D2 Repair and Performance Studies 

The D2 Performance Study and its interaction with the D2 Repair 
Study has provided a means of analyzing D2 outages much more 
rapidly than for other transmission systems in the past. 

Approximately 1000 digroups of D2 apparatus were installed in the 
three performance-study locations during the life of the study. This 
quantity of installed digroups represents a significant percentage of 
D2 digroups installed through the entire country during this period. 

During the life of the study, 782 circuit packs were replaced during 
initial line-up representing a 2.8-percent replacement of all circuit 
packs shipped. One hundred seventy-five circuit packs were replaced 
on an in-service basis, and reflected an actual replacement rate of 
1.4 times that which was predicted on the basis of component FU 
rates for a fully equipped N2 Channel Bank. The actual equipage 
of D2 Channel Banks during the life of this study was 2.8 digroups 
per bank. Although some individual circuit pack codes reflect high 
replacement rates, the overall replacement rate was shown to be far 
better than previous transmission systems had experienced during 
such early stages of production. The actual initial lineup replacement 
rates of common plug-ins have shown significant reductions which 
reflect craftsmen experience and product improvement. This drop-off 
with time is shown in Fig. 10. 

A further area of concern has been the high initial-lineup replace-
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Fig. lO-Replacement rates for D2 circuit packs. 

ment rate of D2 power supplies, and this continues to present a problem 
at the close of the Performance Study. In-service replacement rates 
for the power supply plug-ins appear reasonable at 1.5 the predicted 
rate. 

The Performance Study is the quickest means of uncovering the 
broad patterns of failure which develop during initial production. 
The information received through the D2 Repair Study is, however, 
significant in that it reflects all plug-ins returned for repair from the 
Operating Companies. It further provides us with a means of examining 
changes incorporated into existing products by relating failure to 
dates of manufacture and series numbers appearing on the faceplate 
of each plug-in. 

One means of evaluating craftsmen's performance is to examine the 
relationship between plug-ins removed and no-trouble-found with the 
equipment when it is repaired at the Service Center. In the case of D2, 
the no-trouble-found (NTF) rate for repaired plug-ins is approximately 
one-half that of its predecessor. A further examination of NTF re­
movals shows that, in the case of 86 multiple plug-ins removed (that 
is, for a single failure, more than one plug-in is removed), only four 
cases were reported of no-trouble-found in any of the removals. This 
supports other evidence of the adequacies of the D2 BSP routines 
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and of the ease in which craftsmen were able to go through line-up 
and trouble-shooting procedures with the equipment. 

The overall replacement rate of D2 plug-ins received from all 
Operating Companies is 2.8 percent. When no-trouble-found rates 
are subtracted from replacements or all plug-ins returned for repair, 
the failure rate for returned plug-ins drops to 2.4 percent. 

As noted, the failure rate of D2 common circuit pack in-service 
failures is presently 1.4 times higher than predicted. With the improve­
ments being incorporated into the various plug-ins which have shown 
excessive replacement and failure rates, it is expected that this ratio 
will drop to approximately 1.1 by the end of 1972. 

Further work is presently under way to establish relationships between 
failure rates and circuit outages. A standard spare ratio based on reli­
ability considerations is being compiled which will permit the Operating 
Company to reduce their present inventory of D2 spares which currently 
amounts to approximately 10 percent of the total installed circuit 
packs. It is expected that this number will drop to between 4 and 6 
percent and will reflect a substantial cost reduction to the Operating 
Companies. 
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D2 Channel Bank: 

Manufacturing and Testing 

By J. E. D. BATSON, JR., and J. W. GORMAN 
(Manuscript received June 28, 1972) 

Previous articles in this issue have covered the design concepts of the 
D2 Channel Bank. This article is about the contribution by Western 
Electric, the manufacturing and supply organization for the Bell System. 
The discussions will focus on the effort at Western Electric, J'v[ errimack 
Valley Works which includes bay and circuit pack manufacturing. Al­
though certain portions of these topics are rather routine to those in manu­
facturing, they will be briefly mentioned in order to give completeness in 
explaining how a new product line is put into production. This article 
thus serves to give the reader a better understanding of how a product is 
introduced by telling, in narrative form, the D2 Channel Bank story. 

I. INTRODUCTION 

Manufacturing of the D2 Channel Bank takes place at lVIerrimack 
Valley and Kearny Works of the Western Electric Company. The 
introduction of any new system by Western Electric involves con­
siderable effort by many locations within the system. This article will 
concentrate on those activities at lVIerrimack Valley which are directly 
associated with the manufacture of circuit packs and bays for the D2 
Channel Bank. 

Manufacturing development for the D2 Channel Bank began in 1965, 
and ended with the first shipments late in 1969. Major activities during 
this period were (i) early development (ii) construction of field trial 
units (iii) production planning (iv) test planning and (v) initial pro­
duction. The project is presently on a continuing production basis. 

1.1 Early Development 

For those concerned with development to manufacture the D2 
Channel Bank, the first stage was to become familiar with the details 
of the product and to make preliminary production plans. One of the 
first steps in this operation was to establish an estimated cost. This 
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was a difficult task since the design work was not complete at the time. 
However, the known factors were calculated and the rest estimated 
using judgment gained from experience. Next, a schedule was estab­
lished for completion of the design and development work in order 
to determine an availability date. This date and the pricing informa­
tion were used with technical information from Bell Laboratories to 
transmit Engineering Letters to telephone companies that described 
the system. As development progressed, the data was updated to take 
into account new information. 

Product engineers began studying the system for areas of new tech­
nology. One example was the precision thin-film resistors used in the 
coder and decoder. Steps were taken to ensure that these resistors 
could be manufactured in time for initial ·production. Models were 
made and submitted to the Laboratory for approval in this area of 
new technology. 

At the same time, test engineers began studying D2 to learn how 
to test it efficiently and at a reasonable cost. One engineer from Mer­
rimack Valley was assigned to Bell Laboratories, Holmdel to work 
directly with the design engineers during their final design stages. 
His specific duties were: 

(i) Write preliminary test specifications. 
(ii) Estimate test set requirements. 

(iii) Coordinate test requirements with test set capabilities. 
(iv) Learn the details of the D2 system. 
(v) Establish personal contacts between the two engineering groups. 

1.2 Field Trial 

As the design of the D2 Channel Bank approached completion, a 
field trial was planned. Several bays and their circuit packs were con­
structed and installed in the Philadelphia area for evaluation. All 
equipment for the field trial was manufactured in the model shop at 
Merrimack Valley. This was the first direct contact with the actual 
product for most engineers in the group. 

During field trial production, the product engineers had their first 
real opportunity to learn what kind of problems to expect in manu­
facturing this new channel bank. These problems were concerned with 
assembly techniques, module board handling, integrated circuit mount­
ing and many others. 

The magnitude of this project also became apparent during this 
period, as the nearly 160 different codes of circuit packs or module 
boards were assembled. 
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Test engineers used this time to good advantage by setting up 
"mucket" facilities and actually testing units. If available, preliminary 
test specifications were used to prove their adequacy. This procedure 
established a small group of test engineers who began to have a detailed 
understanding of the intricacies of the D2 Channel Bank's operation. 
Time spent during this period was repaid many times over during the 
difficult days of early production. 

Another beneficial aspect of this period was the beginning of close 
relationships between individual Bell Laboratories and Western Electric 
engineers. The two parties discussed the problems as they came up, 
and arrived at solutions. This small operation repeated many times over 
a few months became a good foundation for mutual understanding. 
The authors feel strongly that these relationships were one prime factor 
in the successful introduction of this product. 

II. PRODUCTION PLANNING 

With the field trial complete, preparations were made to begin 
manufacturing the circuit packs and bays of the D2 Channel Bank. 
When a new product is introduced, many different organizations play 
an active role. In keepi~g with the scope of this article, only those 
engineering activities directly associated with the product will be 
discussed. The reader should be aware that this is the tip of the iceberg 
representing only a fraction of all the necessary activities. 

2.1 Drawings 

Before any product can be built, appropriate drawings must be 
made and distributed. This 'was one of the major tasks due to the 
many codes of module boards and circuit packs. 

Initially, Laboratories' Design Information (LDI) is transmitted 
to Western Electric for a preliminary analysis of each code. Both 
Product and Test Engineers at Western Electric review the LDI, 
which usually consists of a schematic, stocklist, and a proposed layout, 
so that any particular assembly problem or test problem which might 
arise can be anticipated. Previous agreements between Bell Laboratories 
and Western engineers had established ground rules for the proposed 
layouts that included considerations for ease of manufacturing. This 
was done to reduce the huge load on the Western drafting organization. 

N ext, the Western drafting organization began preparation of the 
official manufacturing drawings. The draftsmen familiarized themselves 
with the schematic and proposed layout. 

Variations from the proposed layout were initiated by the draftsman 
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or engineer when alternates were seen that would substantially reduce 
the cost. An example of these changes was the elimination of a module 
board from certain codes of channel units when a method was found to 
incorporate the components on the main board. These proposed design 
variations were checked with Bell Laboratories, particularly when 
critical circuits such as the coder or decoder were involved. 

The draftsman's layout was checked for accuracy by another member 
of the drafting organization, and the art master was made,_ usually by 
the original draftsman. 

Prints of the formal drawings were sent to the product engineer for 
final analysis and approval. By working closely with the draftsman on 
the physical layout of the circuit, the product engineer's main task 
was to check the artwork against the schematic. With this accomplished, 
signatures were affixed making the drawings official. 

2.2 Production Facilities 

In planning for production facilities, the following phases of manu­
facturing were given attention: (i) initial low-volume production when 
the processes were unfamiliar to the shop personnel. (ii) intermediate 
volume production when the processes were familiar to some personnel 
and yet unfamiliar to the new personnel required for the increased 
volume, and (iii) normal expected future volume which will have a 
normal amount of experienced shop personnel with mechanized and 
automated production machinery to supplement the hand assembly 
requirements. 

2.2.1 Manufacturing Layouts 

Manufacturing layouts are the detailed instructions for the assembly 
of the various circuit packs. The initial set was written using the in­
termediate volume of production as a guide. This was done because a 
shop goes through the low-volume stage rather quickly. It would have 
been a waste of time to put too much effort on methods that would 
have only a short life. 

Industrial engineers played an important role in writing layouts. They 
supplied base hour rate information for each assembly operation in the 
layout. Where possible, standard rates were used for normal operations 
such as inserting components, soldering, etc. Any new processes were 
estimated and later refined with actual time-motion studies. Accurate 
rate information is essential to a successful product. If the rates are 
too loose, the price of the product will be adversely affected; if too tight, 
the shop personnel will be frustrated in their efforts to meet these rates 
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and could cause a severe morale problem. Industrial engineers also 
contribute by designing the individual work positions and visual aids. 

2.2.2 Manual Assembly 

Good manual assembly bench layouts are essential to efficient manu­
facturing in early low-volume production. They are equally valuable 
on larger volume production in the area of impractical automatic 
assembly and low-volume miscellaneous codes. 

The typical D2 manual assembly position consists of a five-foot­
wide standard bench position and chair. On this bench position is a 
semicircular rack which holds from 16 to 28 individual removable 
stacking bins (Fig. 1). Precut and formed components are held in 
these numbered bins and are available for insertion into a printed 
wiring board as called for on the associated visual aid. If more than 28 
different components are required for this position, an additional rack 
can be used. 

Fig. I-Hand insertion position showing components in the rack and the board 
holder with PWB. 
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In the center of this semicircular arrangement is a spring-loaded 
device for holding the printed wiring board so that both hands of the 
operator are free for assembly work. The usual hand tools for this 
operation are also available. New and completed work is stored behind 
the operator on a hand truck. 

2.2.3 Visual A ids 

Visual aids are essential in any assembly shop if efficient use of time 
and a high degree of quality is to be expected. Two visual aids used in 
the D2 Channel Bank shop proved to be very helpful to the hand 
assembly personnel, semiautomatic machine insertion operators, and 
to the inspectors. 

The inspection of interfacial "C" strap connections, which are the 
first items put on the printed wiring boards, is made faster and more 
accurate with the aid of a sheet of black phenolic cut to the same shape 
as the printed wiring board to be checked. Holes were drilled in the 
same location as each "C" strap connection with the remainder of the 
black phenolic being left blank. This configuration allows the inspector 
to see only the "C" strap connection area and makes it quite easy to 
determine if a connection has been omitted or not soldered. See Fig. 2. 

The other type of visual aid is used where some complexity is involved 
in hand assembly of components. This visual aid consists of a color 
photograph of the printed wiring board with a series of numbers showing 
where components are to be inserted. These numbers indicate the 
correspondingly numbered bin where the operator will find the proper 
component. Those components actually inserted by the operator are 
shown on the visual aid. The industrial engineer specifies these com­
ponents which will result in the most efficient learning pattern for 
the operator. See Fig. 3. 

2.2.4 Component Insertion Machines 

High-volume production requires the use of automatic machinery 
whenever possible. In manufacturing the D2 circuit packs, many of 
the components are inserted using automatic insertion equipment. 
Components with either axial or radial leads are inserted. 

Axial components such as diodes, resistors and capacitors are in­
serted using Dual Center Distance (DCD) and Variable Center Distance 
(VCD) insertion machines (Fig. 4). The VCD is capable of inserting 
components on centers varying from 1 to 3 cm. The variability feature 
permits a maximum number of components on a circuit pack to be 
inserted. The DCD machine is used primarily for inserting "bulk" 
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Fig. 2-C-strap inspection template. 

components. The insertion machines are controlled by either a punched 
tape or by a small computer. 

The normal work table has two positions: one rotated 180 degrees 
from the other. This permits polarized components such as diodes and 
tantalum capacitors to be inserted without stocking both polarities 
on the sequencer. A modified work table has recently been introduced 
with four positions at 90-degree intervals permitting even more com­
ponents to be inserted. Radial leaded components are inserted using 
similar commercial equipment. ' 

2.2.5 Component Sequencing 

A normal part of any automatic component insertion operation is 
component sequencing. In this operation, the components are taken 
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Fig. 4-Axiallead component insertion machine. 

from reels of identical components and put onto reels of mixed com­
ponents programmed for a specific circuit pack. The only exception 
to this general rule is in the insertion of diodes (458 series). Since they 
are used extensively throughout many of our circuit packs, we found it 
practical to use one machine to insert only these diodes. Proper polarity 
is achieved by stopping the machine after all diodes of one polarity are 
inserted, reversing the board and inserting the remainder. 

An axial leaded sequencer was purchased from a commercial supplier. 
This machine has the capability of selecting from 39 types of compo­
nents, sequencing in the reverse order to which they are to be used and 
then taping and winding the components on a reel. Only 39 types of 
components can be used on one code. A very thorough study was made 
to determine the maximum utilization of the machine and the maximum 
coverage of components and circuit packs. 

The radial leaded 257-type resistors are used numerously throughout 
the D2 circuit packs. A commercial machine takes the container in 
which the resistors are shipped and vibrates the resistors down a track 
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where they are sequenced automatically first onto a conveyor, and 
then to a taping station. This sequencing machine has positions available 
for 30 different values of resistors. These positions can be changed for 
different circuit packs. As in the axial leaded component sequencer, 
maximum utilization was determined for the machine to cover as many 
codes as much as possible with a minimum of change over. See Fig. 5. 

The possibility of selecting the wrong value of 257 resistor for a 
particular machine head appeared to be quite high. Also, the 257 type 
does not lend itself to rapid visual identification of component values. 
Therefore, a test station was designed to measure the value of each 
resistor on its way to being taped. See Fig. 6. The only resistor that 
is sequenced here is a 257 J which has a 3-percent tolerance. Test limits 
were set at 5 percent in order to detect gross errors but not to interfere 
with normal product variation. After introducing this operation, a 
further benefit was soon discovered. The sequencer would occasionally 
remove small chips from the resistors which changed their values slightly 
(5 to 10 percent). These chips were nearly invisible and might not 
have been detected by any other tests in our shop. This caused us to 
closely examine the various mechanical features of the sequencer to 
find and eliminate the source of the chipping. 

Fig. 5-Resistor containers on radial sequencer machine. 
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Fig. 6-Resistor taping station on radial sequencer machine with test station 
in background. 

2.2.6 Mass Soldering 

Much material has been written about the benefits of mass soldering 
and its acceptance in the printed wiring board field. The major con­
siderations of the mass soldering machine for the D2 shop were quality, 
reliability, and ease of maintenance. Several units were investigated 
before one commercial machine was accepted. 

2.3 Precision Thin Film Resistors 

The D2 film circuits include 19 resistor codes with two to six resistors 
per code. The resistors range in value from 150 to 77,000 ohms. Several 
codes have initial resistance tolerance requirements of 0.04 percent 
absolute, and 0.02 percent matching when specified at 38°C operating 
ambient temperature. These exceptionally tight tolerances were re­
quired for circuits in the coder and decoder in order to attain the high 
level of precision to ensure toll grade performance for the D2 Channel 
Bank. 
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The D2 Channel Bank precision resistor networks were the first 
film-integrated circuits processed in the l\1"errimack Valley Process 
Capability Laboratory (PCL). The reasons for the introduction of this 
project through the PCL were to evaluate lead frame bonding, precision 
anodizing to extremely tight tolerances and to prove in the PCL 
facilities. 

The initial work in the PCL brought the following recommendations: 

(i) Reduce the numbers of circuit sizes to aid future production 
inventory control of prescored substrates. This was before laser 
scribing was introduced as a production tool. 

(ii) Change from the Ta-Ni-Cr-Cu-Pd metal system to Ta-Ti-Au, to 
allow the use of stable gold-gold thermo-compression bonds 
for the lead frames. Minor changes in contact pad locations 
permitted a common lead frame to be used on all circuit sizes. 
This lead frame allowed simultaneous bonding instead of the 
individually bonded nail-headed leads. 

(iii) Reposition resistors to permit the use of a single substrate 
anodizing head for all codes to minimize the anodizing tool cost. 1 

These recommendations were carried out and reasonable yields were 
realized in production through the use of a computer-directed thin-film 
trim anodization processor and tester, which would optimize total 
adjustment time with respect to a minimum chance of overshoot. 

The capability of trim anodization to precise resistor values depends 
not only on the basic absolute accuracy and repeatability of measure­
ment, but also on the method of controlling the percent resistance 
change per anodization cycle. Using constant current as the anodization 
power sources, one method of controlling the percent resistance change 
is by reducing the current. Another method is to reduce the time per 
anodization cycle. These considerations led to a binary step approach 
which would allow for a total variation of 50 percent in the anodization 
constants and still not overshoot by more than one binary step. A 
moderately-fast precision-measuring system coupled with a small proc­
ess control computer was used to obtain an efficient shop set up and 

2 use. 

III. TESTING AND SHIPMENT 

Concurrent with the production planning, test planning took place. 
It included the development of an overall test philosophy and the design, 
prove-in, and introduction of 14 new test sets to the production floor. 
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3.1 Test Philosophy 

The development of a test philosophy involved considerations of 
the product to be tested (both physical and electrical), and the methods 
to use for both an inexpensive and thorough test. The philosophy 
evolved gradually with inputs from the test engineers, Bell Laboratories 
engineers, and shop supervisors. The following test philosophy was 
adopted for the circuit packs: 

(i) Component verification and circuit pack integrity test, 
(ii) Moduk test, 

(iii) Circuit pack test, 
Uv) Common equipment terminal test. 

For the bays, a two-step procedure was adopted: 
(i) Back plane wire test, 

(ii) Bay wire test. 

These elements will be discussed in greater detail. Supporting the 
test philosophy are the test specifications (called X-Specs). These are 
Bell Laboratories controlled documents. For the D2 project, however, 
most X-Specs were initiated by the Western Electric test engineer 
who had the responsibility for designing the test facility for the code. 
Many discussions concerning testing techniques and parameters to 
be tested were held as the X-Specs began to take form. These discus­
sions had the dual purpose of educating the Western engineer to design 
considerations in the product and the Bell Laboratories engineer to 
testing methods in the manufacturing environment. The net result 
was a set of test specifications that both parties were happy with and 
that formed a well planned foundation for the design of test facilities. 
We feel, particularly as products become more complex, that test 
considerations must be included during the design of the product. 
Based on our experience in D2, the test and design engineers should 
begin discussions very early in the design of the product. 

3.2 Component Verification and Circuit Pack Integrity Test 

The circuit packs in the D2 Channel Bank are characterized by 
discrete components attached to double-sided printed wiring boards. 
Some of these boards are very densely packed as shown in Fig. 7. 
Testing such a circuit pack would be easier if there were a way to 
check the overall integrity of the board and to measure the components 
to specified tolerances. To accomplish these ends, a commercial test 
set was purchased. The test set uses punched tape control to set the 
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Fig. 7-DM2 Circuit pack. 

input parameters for each test. A vacuum fixture and spring loaded 
plungers give random access to the circuit pack under test. See Fig. 8. 
The tests are made automatically (about 1000 per minute) with any 
defects being printed on paper tape for analysis. 

The effect of parallel components is removed by using the guarding 
technique. In Fig. 9, let Rx be the unknown resistor with Ro and Ri as 
parallel components. A specified voltage is supplied at point A by the 
input amplifier. A ground is put at point Z by the test set. The other 
side of Rx (point B) is connected to the input of an operational amplifier. 
Since this point is a virtual ground, no current flows through Ri . The 
current through Ro does not affect the measurement. The current 
through Rx is sent into the op amp and is easily measured. 

Each circuit pack is tested twice; the first pass is for overall card 
integrity; the second pass is an actual component check. Some of the 
typical tests used on the first pass are as follows: 

(i) Continuities-most "long" paths on the card are checked for 
continuity, especially those paths that have C-straps or plated­
through holes. 

(ii) Shorts-tests for solder crosses on both sides of the circuit pack 
are made. 

(iii) Diodes-forward voltage drop is measured. For example, the 
458 series is measured to 0.7V ± 10 percent. This has proven 
sufficient to detect most diode failures. 
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(iv) Zener diodes-measured to specified voltage ±10 percent. 
(v) Transistors-junctions CB and BE are tested to O.7V ±20 

percent. 
(vi) Transformers and Relays-resistance of windings measured to 

±20 percent. 
(vii) Jacks-continuity through jack contacts. 

After the first pass, the defects are removed and the unit is given a 
second test. Resistors are measured to slightly more than their rated 
tolerance. For example, a 257 J-type resistor with a 3-percent rating is 
tested to 3-1/2 percent. Capacitors could be measured but are not in 
our application. Most have small values and would be very difficult 
to check. Capacitors are given an implied test during the functional 
test of the circuit pack. 

3.3 Module Test 

Some of the circuit packs cqntain modules which are attached to 
the master board. The modules are given a functional test prior to 

Fig. 8-Component verification test fixture. 
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Fig. 9-Circuit diagram of "guarding" technique. 

mounting on the master board. This test simulates the actual operating 
conditions of the module in the circuit pack. Input and output im­
pedances are carefully matched. Driving voltages and currents are 
chosen to duplicate actual conditions. The purpose of this test is to 
eliminate the work of removing a module if it causes a test failure and 
in some cases to test a specific function that would be difficult to test 
in the complete assembly. For example, the zero code suppression of 
the coder is checked during a module test. 

3.4 Circuit Pack Test 

Each circuit pack is given a complete functional test during the 
testing procedure. In general, the unit-under-test is placed in a circuit 
that simulates conditions in the bay. Actual D2 circuit packs are used 
to provide the input signals and output loads. This technique provides 
the same operating conditions found in the bay. Test measurements 
are divided into two categories: digital and analog. 

The digital measurements are made with an oscilloscope. Factors 
such as pulse height, width, rise time and phase relationship are meas­
ured for all pulses as they leave the circuit pack and for specific in­
ternal wave forms. The present test sets are manual or semiautomatic 
in operation. 

However, increased volume permits the introduction of automatic 
pulse-measurement techniques. When the automatic sets are completed, 
the original manual sets will be used for analysis and repair of defects. 
This is the normal evolution of test sets. 

Analog circuit packs are tested in a different manner. Basically, 
they are tested within a complete operating system. 
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A test set ( Coder-Decoder Test Set) has been designed which is a 
two-digroup system with the transmitter looped into the receiver. The 
unit-under-test is plugged in as a replacement for one of the units in 
the test set. The unit then is tested using transmission measurements 
such as noise and signal-to-distortion. On some units, internal wave 
forms are examined for specific attributes. 

All circuit packs are "margin" tested to reduce the chances of in­
compatibility. In margin test, the power voltages to the unit-under­
test are raised or lowered by 10 percent, while the voltages to the load 
circuits are held fixed. This is an attempt to find the marginal failure 
that will cause trouble later in the field. The 10-percent figure is based 
on twice the allowable deviation of the bay power supplies in order 
to allow for differences in bays and other circuit packs. In most cases, 
the same performance limits apply to a unit under margin test as to 
a unit powered with the normal voltages. 

The testing method described is referred to as "testing product with 
product". It is not a perfect test method since the selection of "stand­
ard" units within the test set is not well defined. An alternative method 
would be to actually measure the output of individual circuit packs 
after stimulating them with artificial circuits. This method has its 
hazards also. All inputs must be well defined and exactly simulated. 
The detectors must be sensitive enough to detect small traces of noise 
and other imperfections on waveforms such as a PAM sample. We must 
also be able to define exactly how much signal degradation is permis­
sible in each unit of the entire channel bank. Not that the alternative 
technique is impossible, the authors merely feel that this is impractical 
to implement for a new system that is still going through its growing 
pains. 

3.5 Terminal Test 

All of the common equipment circuit packs are given a terminal 
test. In this test, groups of units are plugged into an actual D2 bay. 
Measurement of idle circuit noise, signal-to-distortion, gain tracking 
and crosstalk are made. Additional tests of signaling and alarm circuits 
are made. Most of these tests are duplicates of tests that will be made 
by the operating companies. The rationale for making these tests is 
to provide the customer with an assurance that his product is free 
from incompatibilities. Many design improvements have been initiated 
as a result of difficulties in this test area. This is expected when the 
complexity of the completed system is considered. The terminal test 
also gives engineers the opportunity to continuously monitor system 
performance and to detect unfavorable trends. 
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The Terminal Test Set was designed to provide random access to 
each of the 96 channels in the D2 bay. To accomplish this, two Western 
Electric crossbar switches were mounted to each bay. See Fig. 10. 
These switches (each a 10 by 10 matrix) can be individually cont~olled 
to allow for random access to one channel in the transmitting and 
receiving sections. The test set itself contains a minicomputer which 
controls the crossbars and the measuring instruments. Operation is 
automatic after an initial alignment of the system. This set could be 
used (with minor modifications) to test any voice frequency channel 
bank. All that would be necessary to adapt to another system is a 
different program for the computer and a scheme to attach the crossbar 
switches to the bay. 

3.6 Data Collection 

A data collection and reduction scheme is needed for any complex 
test system. To be reliable, the data should be collected automatically. 

Fig. lO-Crossbar switch attached to D2 bay. 
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Such an automatic system was designed into an early version of the 
Terminal Test Set. 3 Each test reading was sent via a Data-Phone link 
to a process control computer. The computer stored the readings of a 
complete system test (304 readings) and at the end of the test gave 
the following outputs: 

(i) A UNIT SUMMARY of averages by test number. 
(ii) A set of punched cards with all 304 readings. 

(iii) Update of a history file of readings. 

Each week or on demand the history file was printed out. The cards 
were available for off-line analysis such as histogram plots, trend studies 
and others. See Fig. 11. Although the data collection feature was not 
included in the newest Terminal Test Set, these data have given us a 
very complete picture of how the D2 Channel Bank met its requirements 
and which tests should be worked on to improve the performance. It 
also gave a data base to evaluate the effects of any major change to 
the system. 

3.7 Bay Test 

The D2 bays are given a wire verification test and shipped directly 
to the customer. Two steps of testing are used: a process test and a 
final bay test. 

In the process test, each shelf backplane is given a wire verification. 
A tape-controlled test set checks for continuity « 5 ohms) and in­
sulation (> 1 megohm at 500 volts) for all wires. 

For final test, a larger tape-controlled test set is used to test all 
wires for opens and shorts as in the process stage. Additional tests are 
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made on the Carrier Group Alarm by operating the various relays in 
these circuits. Another test is made to see if all the empty terminals in 
the bay are really empty. 

The test sets used for bay test are generally purchased from outside 
suppliers. They are functionally similar, and use a punched tape to 
supply the input parameters. In the D2 bays, the test program has 
about 8000 tests and takes about ten minutes to run. Defects are printed 
for analysis and repair. 

Programming these test sets requires supplying a list of wires to be 
tested and specifying the type of test to be made. Creating a test pro­
gram by manual methods would be very laborious. Therefore, a com­
puter program that generates the test tape has been developed. 4 The 
program, which runs on a general purpose computer, is general in 
nature and is not restricted to any specific type of bay. Test tapes for 
other product lines have been produced using this program. 

There are two inputs to the program: 

(i) A Fixture List telling how the test set is connected to the product. 
(ii) A Wire List telling how the product is wired and the type of 

test desired. 

The output is a punched tape which is capable of controlling the test 
set. The program has the following features: 

(i) Validation of fixture and wire listings. 
(ii) Addition of empty terminal tests. 

(iii) Automatic sorting and printing of multiple wire runs. 
(iv) Listing of Machine to Product Points. 
(v) Punching of cards of the test program. 

3.8 Shipment 

D2 circuit packs are packed for shipment in two ways: in systems 
according to various list structures and singly for channel units and 
spares. 

In systems packaging, the circuit packs are packaged by list number. 
Each circuit pack is fitted into a corrugated shipping container with 
grooved polystyrene inner details that guide and hold the printed 
wiring board. 

The spare circuit packs and channel units are packaged in individual 
containers made of two pieces of expanded polystyrene to support the 
circuit pack properly. The packaged unit is then inserted into a form­
fitting corrugated sleeve and secured at the ends with gummed tape. 
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Similar-shaped circuit packs use similar containers to keep the number 
of different containers to a minimum. 

The advantages of using individual containers are (i) the existence 
of suitable reusable containers in which to return defective units from 
the operating companies to the repair centers and (ii) the freedom in 
stocking circuit packs by the Merchandising organization. 5 

IV. INITIAL PRODUCTION 

The initial production phase began in the summer of 1969 and con­
tinued for approximately six months until the first systems were shipped 
in December 1969. This was an exciting time as all the planning and 
organizing began to show results. It was also a period characterized 
by close cooperation between Bell Laboratories and Western Electric 
as all the final details were examined and reconciled. 

As finished drawings of each code and its detailed piece-parts became 
available from drafting, models were constructed in the shop. Both the 
supervisory and assembly personnel became familiar with the details 
of each code. They also contributed valuable advice on potential 
trouble areas. When the shop and engineering found trouble areas, 
solutions to correct them were proposed to Bell Laboratories. By this 
time, close personal relationships between the individuals had formed. 
Thus, both sides respected the advice and judgment of the other. 
Problems were discussed; solutions were synthesized; and final cor­
rective action was formulated in a highly efficient manner. 

After models were built, they were turned over to a Western Electric 
test planning engineer. He examined the electrical performance of the 
unit, using the experience he gained during the field trial evaluation 
period. Again, problem areas were discussed with his Bell Laboratories 
counterpart and solutions were formulated. Once the test engineer was 
satisfied with a unit, he shipped it to the Bell Laboratories engineer 
for final evaluation. 

By October of 1969, most of the circuit packs had had their initial 
evaluation. An actual production bay was erected in our shop and the 
final evaluation phase, prove-in of the system, began. This was one of 
the busiest periods of the entire project. As the system gradually took 
shape in the bay, each circuit was closely examined for proper operation. 
The results of this examination were fed back to the individual circuit 
pack test in an effort to duplicate actual operating conditions. The entire 
group, Bell Laboratories and Western, equipment and circuit engineers, 
were collectively working on the single project of final prove-in of the 
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D2 Channel Bank. Traditional lines between designer and manufacturer 
were set aside as each individual contributed according to his ability. 
It was a proud moment when the first system was packed and sent to a 
customer. 

v. CONTINUING PRODUCTION 

With the first systems shipped to the customer, Western is now in a 
continuing production phase. Some aspects of this phase are customer 
support, cost reduction, and design improvement. 

5.1 Customer Support 

Western Electric takes the position that a customer should be satis­
fied with a system he purchases. A new system is likely to cause some 
difficulties in the earliest installations. Therefore, we have traveled to 
a few field installations in order to offer assistance. The primary purpose 
of these trips is to get the equipment on-line and make money for the 
telephone company. 

We at Western benefit from these trips by finding inadequacies in 
our own production methods. In the first year, Western Electric en­
gineers made four trips to field sites due to requests from the telephone 
companies. In each case, the engineers (including the authors) returned 
with a greater appreciation of how the units arrive and how they are 
used in the field. This valuable information was fed back to our as­
sociates for corrective action. In addition to field trips, we consulted 
with operating company personnel by telephone to offer assistance in 
solving installation and line-up problems. The customer support effort 
has provided the required installation assistance and also brought 
information back to Western to improve the product. 

5.2 Cost Reduction 

Cost reduction is a very important part of all Western Electric 
product lines. The Bell System strives to continue to offer service at low 
prices in spite of rising costs of labor and materials. Cost reduction is 
one tool used to achieve this end. 

In the case of a project such as the D2 Channel Bank, cost reduction 
can come from sources such as circuit redesign, physical redesign, 
component substitution, and automation. One particular case, which 
included these elements, is discussed to show the technique of cost 
reduction. 

The case involved the filter and gates in the transmitting section. 
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This unit had a large number of module boards and LC filters mounted 
in metal cans. It had some redundant circuitry and it was produced in 
high volume. 

One aspect of the case was to reduce the number of module boards 
from 19 to 1. This involved a relayout of the circuit and repositioning 
circuit clements from the many small module boards to one larger 
module board. 

The reason for a savings at this point may not be obvious and so 
will be expanded. Previously, the unit had 19 modules of six different 
codes. Each one was a different size and shape. Some were used once; 
others were used eight times per circuit pack. 

All these odd sizes and shapes discouraged the use of automatic 
component insertion, mass soldering, etc. In addition, each individual 
PWB had a cost that was significant. The use of only two PWB's, 
one main and one module board, saves in material costs and also allows 
the use of automatic equipment. 

Another portion of the case was to remove the metal cans from the 
filters. This may seem elemental and even a reflection on the designer's 
ability when he specified the cans. Actually, this is far from obvious. 
Removal of the cans included a detailed study of the effects of crOS8-
modulation and other circuit effects. This investigation showed im­
provement in crosstalk performance and no degradation in any other 
parameters. Removal of the cans would have been extremely risky if 
attempted before the system was well characterized and being routinely 
produced. 

Another part of the project is to utilize Cap-Pak in place of discrete 
capacitors. Cap-Pak is an assembly of groups of capacitors mounted 
in a common case similar in shape to a transformer. Savings result from 
reduced labor effort in the manufacture of the capacitors and reduced 
labor effort in inserting the capacitors. 

The example above is a typical large cost reduction case. Numerous 
small cases are constantly in progress as the manufacturing engineer 
constantly searches for ways to improve his product. 
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Loss, coupling, and delay differences among the 1nodes of multimodefibers 
influence their transmission characteristic in a c01nplicated way. An 
approximation of the modes by a continuum, leads to a c01nprehensive 
description of these interrelations. We relate the mode power distribution 
to the far-field output and calculate these distributions as functions of the 
fiber length and the input. We report measurements of the far-field dis­
tributions at various lengths of a cladded low-loss multimode fiber. A 
com pm-ison of theory and experiment yields a quantitative estimate of the 
mode coupling involved. We associate this coupling with random irreg­
ularities of the fiber configuration and straightness, and construct a quanti­
tative nwdel of such irregularities. 

I. INTRODUCTION 

Some sources considered for use in optical communication systems 
have a spatially incoherent or multimode output and require overmoded 
fibers for efficient transmission. The fibers consist of a highly trans­
parent core surrounded by a cladding of lower refractive index. Liquid 
core prototypes with losses as low as 20 dB/km have been built. 1 Solid 
mutimode fibers have slightly higher 10sses.2 A recent study of their 
propagation and dispersion characteristics3 showed a rather intricate 
behavior complicated by the fact that hundreds of modes could propa­
gate simultaneously. These modes underwent a perpetual mixing process. 
The attenuation coefficient appeared to vary from mode to mode causing 
a relatively fast loss of the high-order modes. 4 An increase of delay with 
mode number (and fiber length) was observed as expected, but mixing 
and attenuation seemed to influence this relationship in a complex way. 

An exact knowledge of the processes involved is of considerable 
interest not only to understand the sources of loss in the fiber, but in 
order to determine the signal distortion in long fibers. I t has been 
predicted5 that under certain circumstances increased mixing reduces 
the signal distortion (ultimately forcing all energy to propagate at an 
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average velocity). But it remains to be determined what actual signal 
improvements can be gained in practice from this effect. Previous 
investigations of these problems,5.6 although suited to show the concepts 
involved, were limited to model studies involving relatively few modes. 

In this work, we replace the modes by a continuum. This results in 
a relatively simple differential equation which describes the power 
distribution as a function of time, fiber length, and the continuous mode 
parameter. The differential equation can be solved rigorously for certain 
conditions which satisfactorily match experimental results. Explicit 
relations result which describe the propagation characteristics as a 
function of the modal coupling, attenuation, and delay coefficients. 
The coupling is then related to specific imperfections of the configuration 
or straightness of the fiber. 

This paper is primarily devoted to the time-independent solution of 
the problem. Signal distortion and, specifically, the (baseband) impUlse 
response of long fibers can be derived from a slight modification of 
the above equations and this will be done in a subsequent paper. The 
concept underlying our results developed from experiments with solid­
core fibers3 but, in the meantime, measurements of long liquid-core 
fibers7 have proven that these fibers follow the same concept. 

II. TRANSITION TO MODAL CONTINUUM 

For large mode numbers, the characteristic mode parameters change 
so little between neighboring modes that their discrete values can be 
replaced by one continuous variable. Consider the two-dimensional 
dielectric guide-a thin film, for example-sketched in Fig. 1. We assume 
that the relative index difference 

A = 1 _ nc 
n 

(1) 

between core index n and cladding index nc is small compared to unity. 
In that case, the critical angle* for total internal reflection 

(2) 

is small as well, and we can use small-angle approximations In the 
following relations. 

Within the high-index material, the field distribution of the mth 
mode is essentially sinusoidal (see Fig. 1) with transverse wave number 

* Defined here as the angle measured from the reflecting surface (see Fig. 1). 



.+. 
I 
I 
I 
I 
I 

2a 
I 
I 
I n 
I 
I 

'f 

FIBER 

MODAL 
/'FIELD 

POWER FLOW IN FIBERS 

LENS 

___ FOCAL __ 
LENGTH 

1769 

SCREEN 
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7rm 
U=-

2a 
(3) 

where 2a is the guide width. If k = 27r/i\. is the free-space wave number, 
the propagation direction of a mode (i.e., its representative plane wave) 
follows from 

U mi\. 
{} = nk = 4an· 

Because of Snell's law, this angle becomes 

mA 
{}out = 4a 

(4) 

(5) 

outside of the guide. In the far field (or the focal plane of a lens), the 
plane waves are concentrated about the directions + {}out and - {}out • 

The aperture of the guide determines the angular concentration of the 
two far-field "spots." If the guide width is 2a, the spot width is of the 
order of A/a. . 

As we learn from (4), the propagation directions of neighboring 
modes differ by 

A{} =-~ 
4an 

(6) 

and hence by i\./4a outside the guide. The modes thus form a partly 
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overlapping sequence of spots in the far field, ordered according to 
mode number. Consequently the far-field distribution represents a 
direct image of the modal power distribution. 

The transition to the modal continuum uses a continuous angle (J 
instead of the discrete values (4). In this way, we arrive at a continuum 
of plane waves which, in the following, will be represented by rays. 
The power distribution P«(J) , in this continuum, is obtained by replacing 
(Jout by (J in the (average) far-field power distribution. 

The cylindrical configuration lacks part of the conceptual clarity 
associated with the plane-wave representation, but a formal similarity 
permits us to arrive at an equivalent ray model which is satisfactory for 
almost all problems related to multimode fibers. We refer again to 
Fig. 1, considering now a cylindrical core of radius a imbedded in 
cladding material. The modal field distributions are given by Bessel 
functions. In the case of a small index difference, there are degenerate 
mode pairs (HEz+1,q and EHz-1"J whose transverse mode number u is 
determined by the qth root of the Bessel function8 

Jz (ua) = O. (7) 

Here l is the azimuthal order number. Fig. 2, which lists a few low-order 
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Fig. 2-The order numbers of degenerate fiber modes plotted versus ua and the 
effective group number m = 2au/7r. 
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roots, has the purpose of indicating how much the exact roots deviate 
from the approximation 

(8) 

which is to be used in the following. The group with q + ll2 7, for 
example, which has ua = 22 according to (8), is marked by vertical 
lines in Fig. 2. 

Most problems of interest in multimode fibers (coupling, scattering 
loss, delay) require only the transverse wave number u for a satisfactory 
description of each mode. Furthermore, u can be related to a propagation 
angle 0 and a far-field angle Oout-in exact formal agreement with (4) 
and (5)-through an Hankel transformation of the mode field at the 
fiber end. This transformation shows that a mode of azimuthal order 1 
produces l far-field spots located on a circle which is defined by the 
angle Oout of (5). Figure 1 illustrates the situation if viewed as a meri­
dional cross section through a cylindrical configuration. 

These facts suggest a description of the cylindrical modes by a single 
mode number 

m = 2q + l. (9) 

Equations (1) through (6) then obtain for the cylindrical guide as they 
do for the slab. The important difference is hidden in the fact that 
m of (9) comprises a group of modes with different q and l. As can be 
seen from Fig. 2, the number of possible combinations for a given m is 
the nearest integer below m12. As mentioned earlier, every combination 
of q and 1 represents two (degenerate) modes. Consequently, each m 
describes a group of (approximately) m modes. In the far-field pattern, 
this mode group covers an annular area of "radius" Oout and approxi­
mate "width" Ala. 

The transition to the continuum again converts 0 to a continuous 
parameter. But 0 is now considered as a radial variable which covers 
the solid angle 7rO~ . We have a conceptual model which consists of a 
continuum of rays within the cone 7rO~, whereby the modal power 
distribution P(O) is obtained by replacing Oout in the (average) far-field 
power distribution by 0 of (4). 

To compute the total number of modes, we determine the highest 
possible group number me = 4anOjA by inserting Oc into (4). If we 
consider also that each group has m modes; and each mode has two 
possible states of polarization, we have for the mode volume 

:t 2m = (4an) 
2 

2~. (10) 
m=l A 
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A comparison with the more accurate number (27ran/'A/.1 from Ref. 8 
gives an indication of the quality of the approximations used here. 

III. POWER FLOW EQUATION 

For the sake of simplicity, the following derivation is based on a 
model which seems to have limited validity at first glance. We assume 
that mode coupling takes place only between next neighbors. It will 
become apparent later that the error involved in this approximation is 
small if other modes couple also, but the coupling strength decreases 
sufficiently fast with the mode spacing. There is experimental evidence3

,7 

that a mechanism of this kind is indeed present in real multimode fibers. 
Fig. 3, for example, shows a measurement performed with the solid-core 
multimode fiber mentioned previously.2,3 The core diameter was 55 ,um, 
the relative index difference .1 = 0.0046, and the nominal loss 33 dB/km. 
About 700 modes could propagate. By injecting a very narrow cone of 
light (through an index-matching cell), we excited about 150 of the 
low-order modes. This was measured by scanning the. far-field of the 
output after 30 cm of fiber. Similar measurements with longer fibers 
revealed a slow but steady increase in the number of excited modes 
(the angular far-field width) with fiber length. This slow increase is 
considered as strong evidence of a power exchange which favors near 
neighbors and decreases rapidly with mode spacing. 

To simplify matters, let us again consider the two-dimensional case 
first. As long as the coupling mechanism is a statistical process, we can 
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fiber which propagated 700 modes. 
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ignore the individual mode fields and obtain the power distribution 
directly from some form of power rate equations.9 These consider the 
variation dP m in the power Pm of the mth mode along a guide increment 
dz. In the time-invariant case, the variation dP m has two causes: (i) dis­
sipation and loss (scattering) to the outside, which we comprise in a 
term -amP",dz; (ii) coupling to other modes. Our simplified model 
assumes coupling between neighboring modes only. Thus, if dm is the 
coupling coefficient between the modes of order m + 1 and m, we have 

The transition to the continuum requires power differences to be 
replaced by differentials. Especially, we set 

P m+1 - Pm dPm 
Om+l - Om = ---;{ii' (12) 

With Om - Om-l = ~O from (6), we can rewrite (11) in the form 

dPm P + (d dPm d dPm- 1) dz = -am m ~O m dO - m-l -ao . (13) 

The remaining difference requires an analogous transition 

(14) 

After replacing the index m everywhere by a functional dependence of 0, 
we finally obtain the power flow equation 

ap = -a(O)P + (~O)2 ~ [d(O) ap]. az ao ao (15) 

In the cylindrical case, the index m stands for a group of m modes. 
To obtain the power equation for the mth mode group, we must there­
fore sum (11) over all m members. The coefficients am and dm depend 
only on m, and hence are the same for all group members. 10 However, 
the coupling to the lower group (m - 1) can occur only between m - 1 
members. Thus 

m d~zm = -mamPm + mdm(Pm+1 - Pm) + (m - l)dm- 1(Pm- 1 - Pm). 

(16) 

Using (12) and a transition analogous to (14), we obtain 
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ap P ()2 1 a ( ap m) az = -am m + A() m a() mdm ao . (17) 

With the help of (4) this finally leads to 

ap = -a(())P + (A())2 .! ~ [()d(()) ap] . az () a() a() (18) 

Because of the symmetry involved, we can expand a in the form 

a(()) = a o + A()2 + ... , 
where a o comprises loss common to all modes. A loss of this kind can 
later be accounted for by multiplying the final solution by a term 
exp (-aoz). For the moment, we ignore this part of the loss. Among 
the higher orders, the term A()2 is the most important one, because it 
essentially comprises the loss caused at the core-cladding interface. 
This is so because the power density at the interface increases quad­
ratically with the transverse wave number u of a certain modes and 
hence quadratically with (). In the following, we retain only this im­
portant term. 

The coupling coefficient d(()) requires the same expansion. Its zero­
order term is essential and cannot be accounted for later on. Although 
no estimates exist on the magnitude of other terms, the following 
derivation merely retains this first term. Its physical significance will 
become clearer as we proceed. Thus with 

or 

2 ( A )2 D = (A()) do = 4an do, 

we can write (15) and (18) in the form 

and 

ap 
az 

ap _A()2p + D a
2

JJ... for the slab, az a()2 

2 D a ( ap) -A() P + (j a() () a() for the fiber. 

(19) 

(20) 

(21) 

(22) 

The form of the last terms in (21) and (22) identifies next-neighbor mode 
coupling as a diffusion process in the continuum. 

Solutions that are independent of z can be obtained from the sub­
stitution 
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(23) 

where l' denotes a (power) attenuation constant related to the "steady­
state" solution Q. Equations (21) and (22) take the form 

a2Q 
D ao2 = (Ao2 

- I')Q for the slab, (24) 

and 

D a ( aQ) 2 e ao 0 ae = (A 0 - I')Q for the fiber. (25) 

The first of these equations is satisfied by the Hermite-Gaussian, and 
the second by the Laguerre-Gaussian polynomials; both are well known 
from the theory of the open resonator. The attenuation parameters l' 
associated with each of these solutions increase with the order of the 
polynomial. 

Both for the slab and the fiber, the solutions of least loss have the 
form 

(26) 

with 

(27) 

The power loss associated with this distribution is 

for the slab, (28) 

and 

for the fiber. (29) 

The distribution (26) constitutes an optimum balance between the loss 
in high-order modes and the steady outflow of power into those modes 
through coupling. It is assumed, of course, that the critical angle Oc is 
so large compared to 8 00 , that the steady-state distribution (26) is not 
significantly influenced by the boundary relations at 0 = Oc. If this 
is not the case, the solutions of (24) and (25) have to take these boundary 
relations into account. 

IV. BUILD-UP FROM GAUSSIAN INPUT 

Any z-dependent solution of (21) or (22) can of course be constructed 
from the infinite set of solutions of (24) and (25). But in the case of the 
fiber, there is a certain interest in special solutions which have an 
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arbitrary Gaussian input 

Pin. = Po exp [-02/8~] (30) 

as initial condition. This is because it is convenient to study multimode 
fibers by using a Gaussian laser beam for excitation. A high-power lens 
converts this beam into the angular Gaussian distribution (30). By 
observing the change in P(O) with fiber length, and the loss as a function 
of various (Gaussian) input distributions, one obtains valuable infor­
mation on the power flow in the fiber. 

Since both the input and the steady-state are Gaussian, it is reason­
able to try the solution 

P = f(z) exp [- 02/ 82(z)]. (31) 

Although this approach is useful both for the two- and the three­
dimensional configuration, we shall concentrate in the following on the 
fiber only. Introducing (31) into (22) yields the two differential equations 

d8/dz = - ~ 8
3 + 2D/8 (32) 

and 

df/dz = -4Df/82. (33) 

We can solve the first of these equations for 8 and obtain 

82 = 8~{tanh 'Yoo(z + zo)} 

coth 'Yoo(z + zo) 
(34) 

with the steady-state parameters 8 eo and 'Yeo from (27) and (29). The 
choice of tanh or coth and the coefficient Zo are determined by the 
initial conditions. Eq. (33) can be solved with the help of (34) and yields 

f = fo{Sinh 'Yeo(z + zo)}. (35) 

cosh 'Yoo(z + zo) 

A Gaussian input stays indeed Gaussian, its width approaching monoto­
nically that of the steady state. The transition function is the hyperbolic 
tangent if the input width is smaller than the steady-state width and the 
hyperbolic cotangent in the opposite case. For the initial conditions (30), 
the solutions (34) and (35) can be written in the form 

(36) 
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and 

(37) 

To obtain the total power in the guide, P(O) must be integrated over 
all angles up to Oe . If we assume, as previously, that P(O) is sufficiently 
small at the critical angle Oe and beyond, we can extend the integration 
to infinity. With (31), the total power is 

271'" ilX> P( 0) OdO = 71'"/82
• (38) 

The power loss per unit length is consequently 

(39) 

By using the differentials d81dz and d/ldz from (32) and (33), we obtain 

'Y(z) = A 8 2 (z). (40) 

With (27) and (29) this can also be written in the form 

'Y(z) 8 2(z) 
~= 8~' (41) 

The ratio (41) is plotted in Fig. 4 versus the fiber length for some specific 
input conditions. The plot illustrates the loss, the solid angle covered 
by the fiber output and, since this is proportional to the mode volume, 
also the number of modes propagating in the fiber. 

If the measured width 8(z) is small compared to the steady-state 
width 81X> , we can approximate (36) by 

(42) 

In this case, because of (27) and (29), 8 2 (z) is a straight line with the 
slope 

8~'Y1X> = 4D. (43) 

Thus measuring 8 2 (z) under these conditions yields directly the coupling 
parameter D. The approximate linear increase of the data in Fig. 3 is 
an indication of the validity of (42). A straight-line approximation of 
the measured data yields 

D = 7.10- 5 rad2/m. (44) 

This value represents a first approximation for the zero-order coupling 
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Fig. 4-Calculated increase of mode volume and loss with fiber length. The data 
are related to the steady-state values. 

coefficient do which, because of (20), becomes do = 16 m- I at the measur­
ing conditions (a = 50 JLm, A = 0.63 JLm). The range of the measured 
data is not sufficient to draw any conclusions on the size of higher-order 
coefficients in d(B). 

V. TWO SOURCES OF COUPLING 

MarcuselO has studied a dielectric slab guide with slightly distorted 
interfaces. He finds that two modes are coupled if the surface imper­
fections comprise a component of wavelength A that coincides with 
the "beat wavelength" between the two modes. The beat wavelength 
is the distance in which the phase difference between two modes increases 
to 271". It can be calculated from the wave number 

2 2 2)1 1 u
2 

{jm = (k n - u 2 ~ kn - 2 kn (45) 

of the mth mode. With u from (3), we obtain for two neighboring modes 
of order m and m + 1, 
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A = 271" 4a 
f.l f.l =0' 
iJm - iJm+l 

(46) 

This is also the distance that a ray of angle e requires to complete a 
zigzag period in a slab of width 2a. 

To describe the distorted slab walls, let us define a "power" spectrum 
cP(l/ A) of the (random) deviations o(z) from ideally straight interfaces. 
If the irregularities of both walls are uncorrelated, the coupling coeffi­
cient dee) between adjacent modes is10 

1 (nk)2 4 (e) d=2 (; ecP 4a ' (47) 

Using this relation and (20), we can calculate the spectrum associated 
with the measured coupling parameter D of (44): The result 

(48) 

suggests a decrease of cP with the fourth power of the (spatial) frequency 
1/ A. 

This result permits us to estimate the coupling among nonadjacent 
modes. As is evident from (45) and (46), modes which differ by a 
small number r have the beat wavelength 4ra/e. Because of (48), 
coupling among such modes decreases with the fourth power of their 
order difference. It is this rapid decrease which permitted us to neglect 
all coupling except that between next-neighbors in (11). The error 
involved in this approximation can be estimated for the case that the 
power distribution pee) changes slowly within r~e. In that case, 

Pm+r - Pm dP f 
em+

r 
- em ~ de or r« m. (49) 

The transition from (11) to (15) then allows us to lump the coupling 
of all modes from m to m + r in the coefficient dm = dee) which assumes 
the form 

00 1 71"4 

d L 4 = 90 d ~ 1.08d. 
r=l r 

(50) 

This suggests that the relative error in our approximation is as small 
as 8 percent. 

Random bends in the guide are another source of coupling. This 
problem has been studied by tracing rays through a randomly curved 
slab guide. ll The result relates the statistics of the ray angle e to the 
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"power spectrum" C(I/ A) of the curvature components. Reference 11 
demonstrates that components of wavelength A predominantly influence 
rays with the same zigzag wavelength. For a short guide length z, the 
probability distribution of the ray angle () is found to have a variance 
which increases as 

(51) 

where O'"~ is the variance at the input. 11 These results presuppose Gaussian 
statistics, for which the probability to find a ray at () has the form 
exp (- ()2 /20'"2). 

Let us compare this distribution to the distribution 

P (()) = exp [- ()2/ 8 2
] 

of (31). For negligible mode attenuation, the width of this Gaussian 
is given by the simple relation (42). Like the variance of (51), it grows 
linearly with length. A comparison of the growth factors involved must 
take the factor 2 into account which enters because of the definition of 
the variance. This leads to the relation 

C(±) = ~ D. (52) 

To compare this result with ¢ of (48), let us consider correlated 
deviations of the form 0 sin (27rz/ A) at both walls. Twofold differentia­
tion with respect to z transforms this into a curvature component of 
the form (27r/ A)20 sin (27rz/ A). Accordingly, we can relate the curvature 
spectrum to a spectrum of (correlated) irregularities 

¢c(±) = (A/27r)4C. (53) 

This result transforms (52) into 

(54) 

The factor 2 which distinguishes this result from (48) results from the 
correlation of the wall deviations assumed in (53) contrary to (48) ;10 to 
represent a curved slab, the deviations must be equal and in phase. 

Irregularities of this kind couple only modes which differ by an odd 
order number r = 1,3, .... Coupling across even numbers results from 
irregularities in anti-phase or-in the case of the fiber-from irregularities 
of at least twofold cross-sectional symmetry. Specific parts of the spec­
trum ¢(1/ A) are likely to be dominated by certain kinds of irregularities. 
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The region of interest is determined by A = 4a/ () and was in our case 
between A = 1 and 10 mm. Since these lengths are significantly larger 
than the core diameter (150 .um), we believe that bends were the domi­
nant source of coupling. The following example therefore uses the 
relation (52) for a quantitative estimate of the irregularities involved. 
Although (52) applies specifically to the slab model, we shall combine 
it with the fiber data (44), confident that this will illustrate at least 
the orders of magnitude involved. 

To obtain a more tangible description of the random curvature, we 
assume it to be composed of randomly distributed singular deviations 
of the kind illustrated in Fig. 5a. We model these deviations by single­
period sinewaves of the form 0 sin (27rz/ A). Essentially, only those with 
a width larger than A/2 contribute to the curvature spectrum at A. 
If there are 'Y] of those per unit length, the curvature spectrum has 
approximately the valuell 

C = 87r4
'Y] 02

/ A2 

in the vicinity of A. Because of (52) 

2 A2D 
'Y]O = 327r2' 

(55) 

(56) 

Fig. 5b evaluates this relation for the case of the fiber measured. Plotted 
is the density 'Y] versus the amplitude 0 for ray periods (and angles) of 
interest. For example, an average of 1000 singular irregularities per meter 
would account for the coupling measured, if their magnitudes obeyed 
the relation 0 = 15.10-6 A. That would mean that the magnitude of the 
irregularities increases linearly with their length reaching a value of 
15 nm at A = 1 mm. 

VI. CONCLUSIONS 

A comprehensive description of a multimode fiber by one differential 
equation is possible, if the modes are approximated by a continuum. 
Under certain realistic conditions, this equation has a rigorous solution. 
We calculate here the far-field output distribution as a function of fiber 
length and compare this to experiments performed with a low-loss 
multimode fiber. We find neighboring modes to be coupled by an average 
1.6 percent per mm. Coupling among other modes seems to be at least 
an order of magnitude less. 

Among the possible sources of coupling taken into consideration, we 
believe random bends to be the most likely. In this case, the curvature 
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spectrum has a value of 2.10-7 mm -1 in the region of spatial ferquencies 
between 0.1 and 1 mm- I

• Another equivalent description of this result 
is by small hump-shaped deviations from straightness-on the average 
1000 of them per meter-the magnitude of which increases propor­
tionally to their length and is about 15 nm for a length of 1 mm. 

The theory derived here can be modified to include the velocity dif­
ferences among the modes and, in this way, to describe the impulse 
response in the presence of coupling and loss. This will be the subject 
of another paper. 
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Pulse Propagation in a 
Two-Mode Waveguide 

By D. MARCUSE 

(Manuscript received May 2, 1972) 

The results of an earlier paper, describing pulse propagation in multi­
mode dielectric waveguides with random coupling, are specialized to the 
two-mode case. Because of their greater simplicity, the results for this 
special case provide more insight into the mechanism of pulse shortening 
due to mode coupling. The two-mode theory yields a formula for the width 
of a pulse carried by coupled guided modes that is found to hold also for 
four modes, so that it may be true for an arbitrary number of modes. This 
formula [eq. (23)] contains only the measurable distance required to 
establish the steady-state power distribution and the length of uncoupled 
pUlses. The pulse length formula is identical with Personick's important 
result. Our treatment suggests that the characteristic length appearing in 
this formula may be accessible to measurement. 

r. INTRODUCTION 

In a series of earlier papers, the theory of multimode propagation in 
dielectric waveguides was analyzed with the help of stochastic coupled 
power equations. 1

-
3 The propagation of Gaussian-shaped pulses in a 

waveguide with randomly coupled modes was treated quite generally 
for N modes in Ref. 3. The theory was based on the following form of 
the stochastic coupled po-wer equations: 

aa
Pv + 1 aaPt

V = -CXvPv + t hviPI' - Pv). 
z Vv 1'=1 

(1) 

P v is the average power in mode v, Vv the group velocity, CX v is the atten­
uation coefficient of mode v in the absence of coupling to other guided 
modes, and hvl' is the power coupling coefficient. To second order of 
perturbation theory, and assuming a Gaussian shape (in time) of the 
input pulse, the solution of (1) can be expressed as:3 

P ( ) ~ ~ k.B(i) -ao(i)z {_(t - Z/V)2}. 
v Z, t = ~ ~ti t V e exp f1td2 (2) 

1785 
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!:::.ti , the width of the ith Gaussian function in (2), is given by 

!:::.ti = 2(T2 + 4a~i)z)t. (3) 

The input pulse with half width T and amplitude G. is assumed to be 

p. = G. exp ( - ::). (4) 

The coefficient k i appearing in (2) is determined by the input pulse 

(5) 

The vectors with components B~i) and the parameters a~i) are the 
ith eigenvectors and eigenvalues of an algebraic eigenvalue problem 
defined in Refs. 2 and 3. The parameter a~i) is the second-order pertur­
bation of the eigenvalue a~i) and is defined as follows: 

N {t (1 - .!)B~i)B~i)}2 
(i) '"' .=1 v. V 

a2 = L...J i i 
j=l a o - a o 

(6) 
jr<i 

v is the average group velocity. 
This approximate theory of pulse propagation in multimode wave­

guides holds for random coupling between the guided modes under the 
assumption that the correlation length of the coupling function is short 
compared to the distance over which the mode power p. changes 
appreciably. 

II. APPLICATION TO THE TWO-MODE CASE 

In its full generality, the theory of multimode pulse operation is hard 
to evaluate. Computer solutions are being provided in Refs. 2 and 3. 
Here we want to derive expressions for the special case of two modes, 
that allows us to gain more insight into the meaning of the theory. The 
two-mode case has been treated previously by several authors.4.5 Our 
results are thus not all new. 

For two modes, we write h12 = h21 = h. We now have to solve the 
eigenvalue problem2

•
3 

(ao - a1 - h)B1 + hB2 = O}. (7) 

hB1 + (a o - a2 - h)B2 = 0 

The equation system (7) has the solution 
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h + a, ~ a, _ [(a, ~ a,)' + h'T 
h + a, ~ a, + [(a, ~ a,)' + h'T 
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(8) 

(9) 

for the first and second eigenvalue. The two components of the first 
eigenvector are 

(1) h 

B, ~ [(a, ~ a,)' + h'J{a, _ a, + 2[(a, ~ a,)' + h'JT (10) 

{a, - a, + 2[(a, ~ a,)' + h'JT 
2[(a~ ~ a,)' + h'J (11) 

The components of the second eigenvector can be expressed in terms of 
the components of the first eigenvector. 

III. DISCUSSION OF THE TWO-MODE CASE 

In the special case al = a2 = 0 we have the eigenvalues 

a~1) = 0 

and 

while the eigenvectors are 

and 

B(1) - ...L 
I - v'2 

B?) 1 
v'2 

2h, 

(12) 

(13) 

(14) 

(15) 

(16) 

There are several interesting features apparent in this special solution. 
In the absence of loss, both modes carry equal power. We see im­
mediately from (15) and (16) that the sum of the squares of the com­
ponents of each eigenvector adds up to unity, while the inner product 
of the two vectors vanishes. This is a general property that is also shared 
by the solutions (10) through (12). 



1788 THE BELL SYSTEM TECHNICAL JOURNAL, OCTOBER 1972 

The "loss coefficient" a~l) of the term with i = 1 in (2) vanishes, so 
that this term does not decrease in amplitude as the pulse moves along 
the z-axis. The "loss coefficient" a~2) of the second term of (2) (with 
i = 2) is equal to twice the coupling coefficient h, so that this term 
becomes vanishingly small for large values of z. This too is a general 
feature of (2). The lowest order eigenvalue a~l) is smaller than all other 
eigenvalues, so that only the first term of the series (2) remains for large 
values of z while all the other terms have become vanishingly small. 
Even though a~l) is not zero in the general (lossy) case, the multimode 
waveguide always reaches a steady state which is described by the first 
term of the series expansion in (2), provided that the modes are coupled. 
Only in the lossless case do we find a~l) = O. It is noteworthy that the 
"loss terms" exp (- a~ i) z) (i > 1) all become vanishingly small even 
in the absence of losses. A steady-state distribution of mode power 
versus mode number is thus established that is independent of the 
initial excitation of the waveguide. The decay of the higher-order terms 
in (2) does not necessarily indicate power loss. We see indeed, from the 
solution (16), that the sum of the components of the second eigenvector 
adds up to zero indicating that no power is carried by the second term 
(i = 2) of (2) in the absence of loss. The individual terms of (2) must not 
be confused with waveguide modes. They have no independent physical 
meaning except for the first term with i = 1, which is the steady-state 
power distribution. It is apparent that it is sufficient to study the 
behavior of the first term in (2) alone, since all other terms (the second 
term is the only other term in the two-mode case) become negligible 
for large values of z. 

We can easily define a characteristic distance that is required for 
the steady state to establish itself. Once the exponential factor 
exp (a~l) - a~2»)z has become small, the steady state is reached. We 
thus define the characteristic length as follows 

K 
Ls = (2) (1)' 

a o - a o 

(17) 

The parameter K is a number of order unity. For K = 1 we have 
exp (a~l) - a~2»)Ls = lie. Thus K = 1 is too small to consider the steady 
state as reached. However, we can still define L8 by (17) with K = 1. If 
we use K = 4.6, we have exp (a~l) - a~2»)Ls = 0.01. This number is 
small enough to consider the second term in (2) as negligibly small. 
For the two-mode case we obtain from (14) and (17) for the case of 
low losses 
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8 2h 
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(18) 

Finally, we study the steady-state pulse width which follows from (3), 
with i = 1. We also neglect T in this equation, assuming that the pulse 
has spread to a size much longer than the input pulse. From (6), (8), 
(9), (10), and (11) we find 

h 1 
At1 = 4AT [(0:2 - 0:1)2 + 4h2]i y'L' (19) 

We used z = L, with L designating the length of the waveguide. The 
factor AT, the width of the pulse in the absence of coupling, is defined as 

(20) 

Compared to the width AT of the uncoupled modes, the pulse length 
in case of coupled modes is improving with length. The pulse width 
formula can again be considered in the two limiting cases. If 0:2 - 0:1 « h 
we have 

(21) 

This formula shows clearly that the pulse length shortens with increased 
coupling strength. In the other extreme, h « 10:2 - 0:1 I , we have 

h 
At1 = 4AT [(0:2 _ 0:1)3L]~ (22) 

It appears strange at first that the pulse length now increases as the 
coupling strength is increased. However, in this mode of operation, the 
pulse length is primarily determined by the differential loss of the two 
modes. If both modes travel uncoupled, one will die out while the other 
carries the pulse all by itself. In this case, the pulse width is determined 
only by the dispersion of the surviving mode, which is not included in 
our theory. For h = 0, we thus obtain a vanishing pulse length. As 
the coupling is increased, power is flowing from the lower loss mode to 
the high loss mode so that the pulse width is increased by the different 
delay time of each mode. It is thus clear that a small amount of coupling 
causes the pulse to lengthen. 

Finally, we combine the formula (21) for the low loss case with the 
formula (18) defining the characteristic length that indicates where 
the steady state is reached. We thus obtain the interesting result 
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2 (L)! 
Atl = vi; AT L8 . (23) 

The factor in front of this equation becomes unity if we use K = 4. We 
have seen that this value is large enough to ensure that steady state is 
essentially reached. Equation (23) has been derived by Personick. 4 We 
see from our derivation that the characteristic length lc in Personick's 
formula can be interpreted as the length that is required to reach the 
steady-state power distribution. 

Equation (23) was derived for the case of only two modes. It is 
tempting to use this equation also for the multimode case. In order to 
test the mode dependence of this formula, I solved the four-mode prob­
lem under the assumption that all off-diagonal elements of hvJ1. vanish 
with the exception of the elements directly adjacent to the main diagonal. 
All non-vanishing elements of hvJ1. were set equal to the same value h. 
For the lossless case, and assuming that the inverses of the group 
velocities are evenly spaced, the following formula was obtained for 
the four-mode case. 

2 (L)! 
Atl = 0.79 vI~ AT L8 . (24) 

L. is again defined as the length required to achieve the steady state. 
AT is the length of the uncoupled signal for the four-mode case. Since 
(23) and (24) are essentially identical [(24) is even slightly more favor­
able], it might be assumed that (23) may hold independently of mode 
number. 

Equation (23) was derived for the case where the coupling coefficient h 
is larger than the loss coefficients al or a2 . In the opposite case, where 
the losses determine the rate at which the power distribution approaches 
the steady state, no simple relationship exists between L. and At. 
Formula (23) is quite useful for estimating the length of the Gaussian 
pulse if the distance L. , at which steady state is reached, can be ob­
served. If it is known that radiation losses are small compared to the 
coupling coefficient h, the conditions exist for which (23) was derived. 
However, it may well be that the region of dominance of radiation 
losses over coupling strength is different for different modes. Experi­
ments have shown that the coupling mechanism in optical fibers consists 
of two parts.6 A Rayleigh-type background with a wide mechanical 
Fourier spectrum is responsible for most of the radiation losses, while 
a very sharp peak at zero frequencies of the mechanical power spectrum 
is responsible for most of the coupling between guided modes. The 
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broad spectrum causes more radiation loss for higher-order modes, 
provided that the coupling is caused by core-cladding interface irregu­
larities. The narrow peak at zero mechanical frequencies couples lower­
order modes much more strongly than high-order modes, because of 
the closer spacing (in ,a-space) of the low-order modes. 3 The combined 
effect of these two spectral regions causes a steady-state distribution 
that favors the lower-order modes. In this situation, it may still be 
possible to estimate the pulse performance of the multimode waveguide 
by ignoring those modes that do not carry power in the steady-state 
distribution and interpret tJ.T as the pulse length that would be obtained 
by the remaining modes in the absence of coupling. The steady-state 
distance L., is best observed by launching only the lowest-order modes 
and measuring the distance that is required until the power versus mode 
number distribution ceases to change its shape. 
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Fluctuations of the Power of 
Coupled Modes 

By D. MARCUSE 

(Manuscript received May 2, 1972) 

Using perturbation theory, an expression for the variance of the power 
of each mode of a multimode waveguide with randomly-coupled modes is 
derived. The variance builds up from zero to a constant value as a function 
of z (length along the waveguide). For most cases of interest, the variance is 
equal to the square of the average power. This means that the power of each 
mode of a system of randomly-coupled modes of a multimode waveguide 
fluctuates like the short-term time averaged power of a narrowband electrical 
signal the voltage of which is a random variable with Gaussian probability 
distribution. 

1. INTRODUCTION 

The behaviour of waves propagating in multimode waveguides can 
be described by coupled equations for the amplitudes of each mode. 1 

This description is rigorous, but has the disadvantage that the coupled 
wave equations usually cannot be solved. It has been shown that a 
much simpler description is possible if we limit our interest to knowledge 
about the average power carried by each mode. 2

-
4 Coupled equations 

for the average mode power have been derived and applied to the 
problem of wave propagation in multimode dielectric waveguides.4.5 

However, the description of multimode waveguides in terms of average 
power is incomplete unless some information is available about the 
fluctuations of the actual power about the average value. With the help 
of the same perturbation approach that was used to derive the coupled 
power equations,4 we derive in this paper a differential equation for the 
variance of the power. 

The result of our perturbation theory is expressed in terms of the 
cross-correlation and the average power of the modes. In order to 
evaluate this expression, we need to make several assumptions. It has 
been shown in an earlier paper5 that the average power settles down 
to a steady-state distribution of power versus mode number that is 
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independent of the initial excitation of the waveguide. Using this concept 
of the steady-state distribution and the further assumption that the 
cross-correlation between the modes is small, we can solve the differential 
equation for the variance. We find that the variance builds up from zero 
values at z = 0, to a constant value which is equal to the square of the 
average of the mode power. The relative fluctuation of the power of 
each mode is thus 100 percent. This means that the power in each of the 
randomly-coupled modes behaves like the short-term time-averaged 
power of a narrowband electrical signal the voltage of which is a Gaussian 
random variable. 

II. DERIVATION OF THE DIFFERENTIAL EQUATION FOR THE VARIANCE 

Our starting point is the set of coupled wave equations for the slowly 
varying wave amplitudes (envelops) A which are defined by 

(1) 

with av being the rapidly oscillating mode amplitude. The coupled 
wave equations can be expressed in the form4 

(2) 

z' is used as a convenient reference point. The parameters (3v are the 
propagation constants of the modes. The coupling coefficient can be 
expressed as a product of a constant term times a function of z. 

CVI' = KVl'f(z). (3) 

If we define 

Kvv = 0, (4) 

we can drop the restriction J.L ~ v in (2). Conservation of power leads 
to the relation4 (the asterisk indicates complex conjugation) 

Kl'v = -Kvt· (5) 

The perturbation theory uses the approximate solution of (2) 

Av(z) = Av(z') + t, KVI'Aiz') 1~ f(x)ei(fJ.-fJ~)X dx. (6) 

The power of mode v is 

Pv(z) = 1 av 12 = e-a.(z-z') 1 Av 12. (7) 

a v = - 2Im{3y is the power attenuation coefficient of mode v in the 
absence of coupling. Throughout our derivation we assume that the 
losses are so slight that we can approximate exp ( - av(z - z'» by unity. 
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We use the loss term in (7) only to modify our equations for the lossy 
case. 

The variance of the power of mode v is defined as 

(I1P p)2 = (P;) _ P; , 
with the simplified notation 

The derivative of the variance can be written with the help 
(replacing the exponential term by unity) 

!~ ( p)2 _ {fA A* dAp A*) + } _ pA dPp. 2 dz 11 p - \ v v dz p c.c. p dz 

(8) 

(9) 

of (7) 

(10) 

The expression c.c. indicates that the complex conjugate of the first 
term in the bracket must be added. The derivative of the average power 
has already been evaluated so that we do not need to express it in terms 
of the wave amplitudes. With the help of (2), (10) can be written as 
follows: 

~ ! (aP,)' = {~(A,A: A,A~f(z»K .. e'''·-·')' + c.c.} - P, d!,. (11) 

We now follow the technique that was developed in Ref. 4. We replace 
all the amplitudes in (11) with the approximate solution (6), but keep 
only terms up to second order in Kpp.. The first-order terms vanish 
if we assume that t(z) is statistically independent of A(z'). This assump­
tion is justified if we let z - z' be much larger than the correlation 
length of t(z). For the same reason, we write the ensemble average of 
products of the field amplitudes with terms containing t(z) as a product 
of an ensemble average containing only amplitude terms, times an 
ensemble average of a term that contains only t(z). We thus obtain 

! ~ (I1P)2 
2 dz v 

= {2: [Kpp.Kpa(AaA~ Ap.A~)ei(2.B.-.Br.Ba)z 
p., a 

· f~ (t(z)t(x»ei(.B.-.Ba) (x-z) dx + 2Kvp.K~a(ApAt Ap.A~)ei(.Ba-.BI')z 

· f~ (t(z)t(x»e-i(.B.-.Ba) (x-z) dx + Kvp.Kp.a(ApA~ AaA~)ei(.B.-.Ba)z 

· f (f(z)f(x»e''''-'')('-') dx ] + c.c} - P, ~ h,,(P, - p,). (12) 
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The amplitudes Ai are understood to have the argument z'. The last 
term was obtained by using the lossless coupled equations for the average 
power derived in Ref. 4. The power coupling coefficient is defined as4 

(13) 

The power spectrum F(f3. - f3~,) is the ensemble average of the absolute 
square value of the Fourier coefficient of f (z). 

The next step in the derivation is based on the realization that only 
nonoscillatory terms contribute appreciably to the growth of the 
variance as a function of z. We thus neglect all but the non oscillating 
terms in (12). This procedure is reinforced by the fact that the ensemble 
averages of cross terms of amplitudes are likely to be smaller than the 
ensemble averages of absolute squares of the amplitudes. The first 
term in (12) causes some concern since it appears that there may be 
several combinations of f..L and 0 in addition to f..L = 0 = v that contribute 
nonoscillatory terms. However, the uneven spacing of the modes along 
the f3 axis makes it appear unlikely that combinations of modes can be 
found for which the exponent of the exponential funcJiion in front of 
the integral vanishes. However, even if a few such combinations could 
be found, we could still consider the term belonging to such combinations 
as small because of the lack of correlation between the amplitude coeffi­
cients belonging to different modes. Since K/l/l = 0, we find that the 
first term in (12) does not contribute appreciably to the derivative of 
the variance and can be neglected. The integrals can be expressed in 
terms of the power spectrum of the function fez) as was shown in Ref. 4. 
We thus obtain, with the help of (5) and (13), and dropping all oscillatory 
terms 

(14) 

Assuming that p.(z') ~ p.(z), we use z as the argument of p • . Finally, 
we introduce losses into the theory. The example of the coupled power 
equations serves well to illustrate the procedure. Neglecting losses we 
obtain4 

(15) 

According to our derivation, we have used the approximation P. 
( 1 A. 1

2
). Using (7), we obtain 

d(1 Av 12) = ( P + dP.) a.(z-z') 
dz a.. dz e . (16) 
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The left-hand sides of (15) and (16) are identical according to our 
derivation. By substituting (16) and assuming again that a(z - z') « 1, 
we obtain 

(17) 

Equation (17) is identical with equation (29) of Ref. 4. There, we 
introduced the loss simply as a phenomenological parameter. Our 
present treatment shows how the loss term can be obtained directly 
from the derivation based on perturbation theory. By applying the 
same reasoning to (14), we obtain 

d 2 2 ~ ~ ~ ~~ 
dz (~Pv) = -Kv(~Pv) + 2 f=t hvll [2((Pv - PV)(PIl - PIl» + PVPIl]· (18) 

The parameter Kv is defined as 
N 

Kv = 2av + 2 L: hVIl . (19) 
Il=l 

We regrouped the terms under the summation sign in (18) in order to 
express (P.PIl ) in terms of the cross correlation «(Pv - P.)(PIl - P Il». 
Integration of (18) yields, finally, the desired expression for the variance 
of the mode power 

(~Pv)2 = (~p.)~=o + 2e- KvZ 

. i Z 

eKvX t, hvll [2((Pv - PV)(PIl - P Il» + P.PIl] dx. 

(20) 

Equation (20) is the solution of the variance problem. The expression 
in brackets under the summation sign can be positive or negative, so 
that the variance can increase or decrease with increasing z. 

III. EVALUATION OF THE VARIANCE FOR SPECIAL CASES 

In order to be able to evaluate the general expression (20) for the 
variance, we would need to know the cross correlation and the average 
power as functions of z. The average power can be obtained by solving 
the coupled power equations. However, the cross correlation is not 
known. It appears reasonable to assume that the cross correlation may 
be small in many cases of practical interest. One would not expect to 
obtain small values of the cross correlation for only two modes because 
as one mode gains power the other must lose an equal amount of power. 
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However, for large numbers of modes, it appears reasonable to expect 
that the cross correlation between different modes may be small. 

It is known from the theory of coupled power equations that the 
distribution of power versus mode number settles down to a steady 
state.5 Once the steady state is reached, each mode decays with the 
same attenuation coefficient. The shape of the distribution of average 
power versus mode number remains unchanged, but its level decreases 
exponentially with a power attenuation constant a 8 • If we launch a 
power distribution at z = 0 that corresponds to the steady-state distri­
bution, we obtain power averages that do not change with z except for 
a common exponential decay term. Assuming, therefore, that the cross 
correlation is negligible and that the steady-state power distribution 
is launched into the guide, allows us to solve (20) immediately. Using 
P v = Pvoe- a•z we obtain for (~Pv);=o = 0 

_L.l_v = 2 e L hvJl. --;;!!:!!-
A P {1 _ -(Kp-2 a s)Z N P}! 

Pv(Z) Kv - 2a8 Jl.=l Pvo 
(21) 

with Kv given by (19). Equation (21) represents the relative fluctuation 
of the power of mode v. It shows clearly that the relative fluctuations 
build up from zero to a constant value which is reached when the 
z-dependent exponential function in (21) becomes negligibly small. 
The shape of the steady-state power distribution depends on the interplay 
between the coupling between the guided modes and the loss of power 
to radiation. The loss coefficient a v that appears in the coupled power 
equations (17), depends on the mode number. Usually higher-order 
modes suffer more losses than lower-order modes. Modes with a large loss 
coefficient carry only little power once the steady-state power distri­
bution is reached. l\10des with small average power are of little interest. 
Concentrating on those modes that carry appreciable amounts of power 
allows us to neglect the attenuation coefficient a v that appears implicitly 
in (21) through relation (19). If all the guided modes couple strongly 
to each other, they are also strongly coupled to the radiation field, thus 
losing a large amount of power by radiation. Since reasonably low loss 
operation is of most interest in practical applications, we can limit our 
discussion to the situation where only neighboring guided modes are 
coupled to each other. This means that hvJl. is small for large values 
of I J.1. - v I . The sum over hvJl. thus extends only over those values of J.1. 

which are close to v. The steady-state power distribution is continuous 
in the sense that neighboring modes carry nearly equal amounts of 
power. Neglecting the small steady-state loss coefficient as compared 
to the sum over the coupling coefficients hvJl. , and using the fact that 
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the power of neighboring modes is nearly equal, allows us to obtain 
for z -7 00 from (21) the important relation 

(22) 

IV. DISCUSSION OF THE RESULT 

The relative fluctuation of the power of those modes that carry 
appreciable amounts of power is approximately 100 percent. Such 
fluctuations are not unusual, however. The short-term time-averaged 
power carried by a narrowband electrical signal, the voltage of which 
is a Gaussian random variable, is known to fluctuate in the same way. 
The probability distribution for P v can, in analogy to the electrical case, 
be assumed to be 

W(Pv) = ! exp (_ ~v). 
P v P v 

(23) 

From this analogy we can immediately state that the relative fluctua­
tions of the power of M modes (assumed to be uncorrelated) is equal 
to M- 1

/
2

• 

The fluctuations that we are considering do not occur in time at the 
output of any given waveguide. They are fluctuations of random vari­
ables in an ensemble sense. If we were to measure the power in a given 
mode for each of a large number of similar waveguides, we would 
expect to obtain results that fluctuate according to (22). Equation (22) 
thus tells us the accuracy of predicting the value of the power in a given 
mode on the basis of the coupled power equations. Since it is very hard 
to measure the power carried by one individual mode of a multimode 
waveguide, we are more likely to observe the power PM in a fairly large 
number of M modes simultaneously. In this case, we expect to obtain 
fluctuations according to the law 

!1PM 1 
PM = VM· (24) 

It is helpful to remember that the power of all N modes does not fluc­
tuate at all. 

v. CONCLUSIONS 

We have discussed the problem of the relative fluctuations of the 
power in individual modes of a multimode waveguide in the case that 
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the modes are coupled by a random coupling function. Our discussion 
was limited to the c.w. case and does not directly apply to pulsed 
operation. We derived the general expression (20) for the variance of 
the power in terms of the cross correlation and the average power carried 
by the modes. Under the assumption that the modes are approximately 
uncorrelated among each other, and assuming further that only neigh­
boring modes are coupled, we found that the relative fluctuations are 
nearly 100 percent. This result is reminiscent of the fluctuations of the 
short term time averaged power of a narrowband electrical signal the 
noise voltage of which is a Gaussian random variable. 

Cross correlation between the modes can either increase or decrease 
the fluctuations depending on the sign of the cross correlation term 
in (20). It is reasonable to assume that the sign ,vould tend to be nega­
tive. As stated earlier, coupling between only neighboring modes is 
necessary for low loss operation. If mode v should, at a given point on 
the z axis, carry more than the average amount of power, we conclude 
that this power has been transferred from the neighboring mode (or 
modes) J1. so that this mode is expected to have less than the average 
amount of power. The sign of the two factors in the cross correlation 
term must thus be different so that the term assumes a negative sign. 
This qualitative discussion indicates that correlations among the modes 
would tend to reduce the variance (!1Pp)2. I have observed fluctuations 
of the mode power as large as those predicted by this theory in numerical 
solutions of coupled line equations with random, band-limited coupling 
function. This "experimental" result confirms the assumption that cross 
correlation between modes does not appreciably reduce the variance 
of the power fluctuations. 
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This paper discusses the scattering losses of dielectric slab waveguides 
that are caused by higher-order grating lobes of the sinusoidally distorted 
core-cladding interface. The results of this paper are used in a companion 
paper to evaluate the radiation losses of multimode guides with intentional 
mode coupling. A.n exact system of equations is derived for the amplitudes 
of all grating orders. This system is used to derive first- and second-order 
approximations that hold for small amplitudes of the sinusoidal interface 
distortion. The theory is used to derive formulas for the average power loss 
coefficient for first- and second-order scattering processes. 

I. INTRODUCTION 

Scattering losses III dielectric waveguide caused by core-cladding 
interface irregularities have been studied extensively by means of 
first-order perturbation theory. The principle result of this theory can 
be stated as follows: 1 Two modes with propagation constants {3v and {3p. 

are coupled only if a Fourier component of the core-cladding interface 
function exists the mechanical frequency of which, cp, satisfies the 
relation 

cp = I {3v - {3p. I . (1) 

The propagation constants {3v and {3p. may both belong to guided modes 
or one may belong to a guided mode while the other belongs to the 
continuum of radiation modes. Coupling of a guided mode to radiation 
modes results in power loss of the guided mode. This first-order coupling 
process is very strong and leads to high radiation losses if suitable 
Fourier components of the mechanical core-cladding interface irreg­
ularity function exist. 

The result of first-order perturbation theory can be understood by 
viewing the core-cladding interface as a diffraction grating. 2 Since it 

1801 
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modulates the phase of the incident wave passing through it, the dielec­
tric interface acts as a phase grating. The guided modes of dielectric 
waveguides can be decomposed into plane waves. 3 This decomposition 
is particularly simple in the case of the modes of a slab waveguide. 
The following discussion is thus applied to this structure. Two plane 
waves are superimposed to form a traveling wave in the z direction-the 
direction of the waveguide axis-and a standing wave in the direction 
transverse to the z axis. The coupling coefficients for guided mode 
coupling and the radiation loss coefficients can be calculated by solving 
the plane wave scattering problem at the dielectric interface.4 The 
geometry of the problem is shown in Fig. 1. For clarity of discussion, 
it was assumed that the incident plane wave approaches the interface 
at right angles. The actual plane waves making up the guided mode 
of the slab waveguide approach the interfaces at grazing angles. Figure 1 
is drawn with a sinusoidally distorted core-cladding interface. In this 
case, the incident plane wave decomposes into a wave that continues 
to travel in the original direction after passing the interface and into 
a reflected wave plus a series of side lobes that are labeled by positive 

0 
__ TRANSMITTED 

.... WAVE 

-1 

SCATTERED 
WAVES 

MEDIUM 2 
-2 2 INDEX n2 

(CLADDING) 

L 
z 

MEDIUM 1 
-3 3 

BACKSCATTERED 
INDEX nl -2 2 WAVES 

(CORE) -1 

--- REFLECTED 
WAVE 

0 

WAVE 
r-- INCIDENT PLANE 

Fig. I-A sinusoidally deformed dielectric interface functions as a phase grating. 
The figure shows the propagation vector of an incident plane wave (labeled 0) and 
reflected as well as transmitted plane waves of the higher-order grating lobes. 
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and negative integer numbers. These are the lobes of first, second, and 
higher order of the phase grating. If the incident plane wave make as 
grazing angle with the interface, the situation is essentially the same; 
the only difference being that some of the grating lobes form imaginary 
angles and are consequently evanescent instead of traveling waves. 
The zero-order lobe does not pass if the incident wave meets the inter­
face at less than the critical angle for total internal reflection. Its 
angle is thus imaginary and only an evanescent wave exists on the far 
side of the interface while the incident wave is strongly reflected. The 
transmitted first-order grating lobes may both have imaginary angles. 
In this case, there are only scattered reflected waves in the core of the 
waveguide that can combine to a new guided mode provided that their 
angles correspond to one of the allowed directions for guided modes. 
If one of the transmitted first-order side lobes emerges on the far side 
of the interface with a real angle, it causes power to radiate into the 
space outside of the waveguide core. This radiation is lost to the guided 
wa ve and must be counted as power loss. 

For small amplitudes of the sinusoidal core-cladding interface irreg­
ularity, the amplitudes of the grating lobes decrease rapidly with 
increasing grating order. The first-order grating lobe corresponds to 
the contribution of first-order perturbation theory and is indeed the 
only contribution of real interest if the core-cladding interface irreg­
ularity has a small amplitude. With increasing amplitude of the interface 
irregularity, the higher-order grating lobes become increasingly im­
portant. Their importance is enhanced by the fact that the angles of 
the second-order grating lobes may be real even when the transmitted 
first-order lobes both have only imaginary angles. This means that, to 
first-order of perturbation theory, no scattering loss exists. It is thus 
necessary to study the higher order grating responses in order to obtain 
information about scattering losses in case the first-order theory predicts 
no scattering loss at all. 

The study of these higher-order grating lobes and the derivation of 
power loss coefficients for the higher-order processes is the object of this 
paper. It is possible that the grating problem has been solved before 
to the accuracy that is attempted here. Because of the enormous volume 
of literature that exists on scattering problems, relevant papers may 
have escaped the author's attention. However, the application of the 
grating theory to the waveguide loss problem is probably new. 

We derive coupled equation systems for the amplitudes of the grating 
lobes and use these exact equations to obtain first- and second-order 
approximations in a straightforward way. Perturbation solutions of 
the exact equation system are particularly appropriate, since each 



1804 THE BELL SYSTEM TECHNICAL JOURNAL, OCTOBER 1972 

higher-order solution can be computed from the known lower-order 
solutions with no need to recompute the lower-order solutions each time 
the order of perturbation theory is increased by one. Formulae for the 
first- and second-order scattering loss process from a sinusoidal core 
cladding interface irregularity are derived. The results of this paper 
will be used in a companion paper5 to calculate the loss penalty for 
intentional mode mixing in multimode waveguides. 

II. PLANE WAVE SCATTERING AT A SINUSOIDAL INTERFACE 

We consider the problem of a plane wave that impinges on the 
interface between two dielectric media. The interface is described by 
the function 

fez) = a sin ¢z. (2) 

If only first-order scattering is considered, more general shapes of fez) can 
be synthesized by superposition of sinusoidal functions. For higher-order 
processes, mixing of the sinusoidal terms occurs so that the descrip­
tion of scattering from more general interfaces becomes complicated. 
The incident plane wave is given by (the time dependence is eiwt

) 

Ey Ae-i( KiX+!3iZ) (3) 

Hx 
(:3i A -i(Kix+!3iZ) (4) -- e 

WP,o 

Hz 
= ~ Ae- i (Ki X +!3i Z ). (5) 

WP,o 

The coordinate system is shown in Fig. 1. It is assumed that no variation 
of either the field components or the material parameters exists in y 
direction so that we can symbolically write 

a 
ay = o. (6) 

The remammg three field components Ex, Ez, and Hy vanish. The 
parameters Ki and {:3i are connected by the following equation 

(7) 

The refractive index nl belongs to the medium from which the plane 
wave approaches the interface, and k is the free space propagation 
constant. 

The reflected and scattered waves are expressed as superpositions of 
plane waves. We thus have in medium 1 
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Ey = i: B((3)ei
(t1X-

f3
Z) d(3 

Hx = -~ foo (3B((3)e i
(t1X-f3

z
) d(3 

WJ.L -00 

Hz = -~ foo aB((3)e i
(t1X-f3

z
) d(3, 

WJ.L -00 

with 

rr = (nie - (32)1/2, 

and similarly in medium 2 

Ey = f_: C((3)e- i
(PX+

f3
Z) d(3 

Hx = -~ foo (3C((3)e- i
(PX+

f3
Z) d(3 

WJ.L -00 

Hz = ~ foo pC((3)e- i
(Px+f3

z
) d(3, 

WJ.L -00 

with 
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(8) 

(9) 

(10) 

(11) 

(12) 

(13) 

(14) 

(15) 

The boundary conditions at the dielectric interface require the 
tangential component of the electric field Ey and the tangential com­
ponent of the magnetic field 

(16) 

to be continuous [1' is the z derivative of the interface function (2)]. 
The boundary conditions thus lead to the two equations: 

Ae- i
(Kif+f3i

Z
) + i: B((3)ei ( t1

f-
f3z

) d(3 = i: C((3)e- i
(Pf+f3

z
) d(3 (17) 

and 

(Ki - (3d')Ae- i
(Ki!+f3

iZ
) - f_: (rr + (3f')B((3)e i

(t1
f

-
f3

Z) d{3 

= i: (p - (3f')C((3)e- i
(Pf+f3

Z
) d(3. (18) 

In order to remove the z dependence from the equation, we multiply 
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with exp (-i{3'z) and integrate over z from - 00 to 00. This procedure 
transforms the equations to the following form: 

AF(Ki , {3i - (3') 

+ i: B({3)F(-u, {3 - (3') d{3 = i: C({3)F(p, {3 - (3') d{3, (19) 

and 

AG(Ki , {3i , (3') 

+ i: B({3)G( - u, {3, (3') d{3 = i: C({3)G(p, {3, (3') d{3 (20) 

with 

F(11, {3 - (3') = i: e- il 'l!C
z

l+Cf3-fJ'lzl dz, (21) 

and 

G(11, {3, (3') = i: [11 - {3!'(z)]e- il
'l!Czl+Cf3-f3'lzl dz. (22) 

It is shown in the Appendix that F and G are related in the following 
way: 

G(11, {3, (3') = 112 + {32 - {3{3' F(11, {3 - (3'). (23) 
11 

Substitution of (2) into (21) yields 

F(11, {3 - (3') = i: e-ia'l sinq,
ze- iCf3 -fJ'lz dz. (24) 

The first exponential function under the integral sign can be expressed 
as a series in terms of Bessel functions with the help of the generating 
function of the Bessel functions. The remaining integration yields delta 
functions so that we obtain 

00 

F(11, (3 - (3') = 271' 2: J v(11a) o[{3 - (3' + v¢]. (25) 
v=-oo 

Substitution of (23) and (25) transforms the equation systems (19) 
and (20) to the form 

00 

2: {-B({3v)Jv(uva) + C({3-v)Jv(p-va)} 
v=-oo 

00 

= A 2: Jv(Kia) O({3i - (3' + v¢), (26) 
v=-oo 
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and 

.t~ {n:k' ~ i3.i3' B({3.)J.( <T .a) + n:k' ~_;- .i3' C({3- ,)J .(p_.a)} 

The following abbreviations were used 

{3v = {3' + vq, 

U v = (nie - (3;)t 

arid 

1807 

(28) 

(29) 

(30) 

We know from the theory of phase gratings2 that only discrete plane 
waves appear in the reflected and transmitted beams. This and the 
appearance of the delta functions on the right-hand side of (26) and (27) 
suggest that the solutions should be of the form 

00 

B({3) = L b" o({3 - (3i - p.q,), (31) 
,,=-00 

and 
00 

C({3) = L C" o({3 - (3i - p.q,). (32) 
,,=-00 

Substitution of (31) and (32) into (26) and (27) and comparison of the 
coefficients of the delta functions of equal arguments leads to two 
infinite equation systems for the unknown coefficients b" and c" . 

00 

L {-bn+vJv(un+va) + cn-vJv(Pn-va)} = A In(Kia) , (33) 
v=-oo 

and 

~ {u! - Vq,({3i + nq,) b J ( ) 
£..J n+v v un+va 

v=-oo Un + v 

+ p! + Vq,({3i + nq,) J ( )} = K~ - nq,{3i AJ ( . ) 
Cn- v v Pn-va n K,a . 

Pn-v Ki 
(34) 

The equation system (33) and (34) is exact. An exact solution appears 
impossible to obtain. However, the equation system is very convenient 
for obtaining perturbation solutions of arbitrary order. It is also possible 
to obtain a solution that is exact in the limit q, ~ o. 
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The reflected and transmitted fields follow directly from (8), (12), 
(31), and (32). In medium 1 we obtain for the reflected field 

00 

Ey = 2: bJ.lei (lTl'x-{3l'z). (35) 
J.l=-oo 

The field in medium 2 is 

(36) 

The parameters UJ.l and PJ.l are defined by (29) and (30). However, now 
we must use these equations with {3J.l = {3i + J-Lcp· 

III. SOLUTION FOR cp ~ 0 

In the limit cp ~ 0, an exact solution of the equation systemf? (33) 
and (34) can be obtained. If cp = 0 is assumed, we use the facts that 

Pv = Po 

to write (33) and (34) in the form 

00 

(37) 

(38) 

2: {- bn+vJv(Kia) + cn-vJ v(poa)} = AJn(Kia) (39) 
v=-oo 
00 

2: {Kibn+vJv(Kia) + pocn-vJv(poa)} = KiAJn(Kia). (40) 
v=-oo 

It is now possible to eliminate Cv from the equations and obtain an 
equation system for bv alone, 

(41) 

Similarly, we obtain by eliminating bv 

~ 2Ki 
v~oo cn-vJv(poa) = Ki + Po AJn(Kia). (42) 

These equations can be solved with the help of the addition theorem for 
Bessel functions 

00 

2: In+v(x)Jv(y)eiv9 = I n(R)ein8 , (43) 
v=-oo 

with 
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(44) 

With 0 0, we obtain R = x - y so that we see immediately that 

Ki - Po A ) bp. = + JP.(2Kia (4S) 
Ki Po 

is the solution of (41). Since J -v(x) = J v( -x) (for integer values of v) 
it is also apparent that 

(46) 

is the solution of (42). 
The solutions (4S) and (46) are exact for ¢ = O. One might expect 

that ¢ = 0 describes a plane dielectric interface so that no side lobes 
should be expected. Even though it is true that all the sidelobes coincide 
for ¢ = 0, the solutions (4S) and (46) do hold approximately even if 
¢ ~ 0. The sinusoidal shape of the interface is apparently built into 
the equation system (41) and (42) even though ¢ does not appear 
explicitly. The solutions (4S) and (46) are approximations that hold 
if k¢ « 1. These solutions show that the amplitudes of the side lobes 
are proportional to Bessel functions. This result is well known from the 
theory of phase gratings. 2 

IV. PERTURBATION SOLUTIONS 

For our purposes, the solution for k¢ « 1 is of little use. Therefore, 
we proceed to derive approximate solutions that hold for 

ka« 1. (47) 

We use the following approximations for the Bessel functions of small 
argument 

2 
Jo(x) 1 

x 
(48) 

4 

J1(x) -J -l(X) = ~ (1 _ ~2) (49) 

2 

J 2(x) = J -2(X) 
x 

(SO) = S· 

In addition, we assume that bo and Co are zero-order terms, b± 1 and C±l 

are of first order, and b±2 and C±2 are of second order. 
By neglecting all but zero-order terms in (33) and (34), we obtain 

to zero order of approximation for n = 0, 
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-bo + Co = A } 

O"obo + poCo = KiA 
(51) 

Taking n = 1, we obtain to first order 

(52) 

The corresponding equation system for b-1 and C-1 is obtained by 
using n = -1. It has exactly the same form as the equation system (52) 
and is obtained by replacing bl with -b_ 1 , Cl with -C- 1 and<t> with -<t>. 

Finally, we obtain the second-order approximation by setting n = 2 
and keeping only terms up to second order 

2 

- b2 + C2 = ~ (K~A + O"~bo - p~co) - ~ (0"1 b1 + PICI) 

2 

0"2b2 + P2C2 = ~ {Ki(K; - 2<t>f3i)A - 0"0[0"; + 2<t>(f3i + 2<t»J bo (53) 

- Po[p; + 2<t>(f3i + 2<t»Jco} 

+ ~ {[O"~ + <t>(f3i + 2<t»Jb1 - [p; + <t>(f3i + 2<t»]cd 

The equations for b-2 and C-2 are obtained by replacing b2 with b_2 , 
C2 with C-2 , b1 with -b_1 , C1 with -C-1 , and finally <t> with -<t> in (53). 

It is immediately apparent that each order of approximation follows 
from the preceding order. We can thus solve all the equations (51), 
(52), and (53) in succession. Each time we need solve only two equations 
with two unknowns. The result of the previous approximation is then 
used to obtain the next higher order of approximation from the next 
equation system. 

The solutions of these equations are listed below. 

(54) 

(55) 



HIGHER-ORDER LOSS PROCESSES 1811 

(56) 

The coefficients b- 1 and C- 1 are obtained from (55) by changing the sign 
in front of the terms and changing the subscripts 1 to -Ion the right­
hand side of the equation. The signs of b_ 2 and C- 2 are the same as those 
of the coefficients in (56). We obtain these coefficients by changing 
the signs of the subscripts on the right-hand side of the equations. For 
ka « 1 and k¢ « 1 the equations (45) and (46) can be shown to be 
identieal with (54), (55), and (.56). 

The amplitudes may belong to plane traveling waves or to evanescent 
waves. Whether a ·wave is of the propagating or evanescent type depends 
on whether the parameters CY,.. and p,.. are real or imaginary. For real 
values we obtain traveling waves while imaginary values indicate that 
the field decays exponentially with increasing distance from the interface 
indicating an evanescent wave. The propagation constant in z direction, 
13,.., is obtained from (28) by replacing 13' with f3i • We thus have for 
traveling as well as for evanescent waves 

Jl. = 0, ±1, ±2, (57) 

V. CALCULATION OF SLAB WAVEGUIDE LOSSES 

Since the guided modes of the slab waveguide can be expressed as the 
superposition of two plane waves, whose propagation vectors form 
equal but opposite angles with the z axis, we can use our present results 
immediately to calculate the radiation losses suffered by the guided 
slab waveguide modes. 4 Our calculation applies to TE modes. However, 
for slight index differences the losses of TE modes and TM modes are 
nearly identical. The slab waveguide geometry is shown in Fig. 2. 

The radiation losses of slab waveguide modes have a somewhat 
complicated dependence on either frequency or slab width, since the 
interference of the waves scattered at one of the two dielectric interfaces 
with the radiation from the other interface-and also the interference 
with radiation that is reflected at the opposite interface-has to be taken 
into account. However, these interference effects cause only fluctuations 
about an average value. If we content ourselves with establishing only 
the average loss value, disregarding the fluctuations, the description of 
radiation losses is greatly simplified. We also gain the advantage of 
obtaining simpler mathematical expressions. In the spirit of this sim-
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Fig. 2-Cross section of the slab waveguide. 

plification, we consider all scattered power as lost-with the exception of 
those waves that are captured in the core-disregarding incomplete 
reflection from the other dielectric interface and interference with the 
directly scattered radiation. The amount of power scattered per unit 
length of the waveguide is 

(58) 

The electric and magnetic fields in this expression are only the scattered, 
untrapped part of the field, exclusive of the incident field. The sub­
scripts 1 and 2 refer to the fields in mediums 1 and 2. With the assump­
tion that only one side lobe is instrumental in dissipating power by 
radiation we can write 

Sx = 2~ (O"-v 1 b- v 12 + P-v 1 C- v 1

2
). 

wlJ. 
(59) 

The subscript v assumes the values 1 and 2 for first- and second-order 
light scattering. The negative values must be used (v is now assumed to 
be positive) because 0" -v and P-v must be real since evanescent waves 
do not carry power. 

The power attenuation is 

Sx 
a = 2Szd· (60) 

Sz is the power pe runit length (unit area in the three dimensional case) 
that is carried by the plane wave in z direction. The total power carried 
by this one plane wave component in z direction inside of the waveguide 
core of width 2d is thus 2Szd. The ratio of the power lost (per unit 
length along the waveguide axis) divided by the power carried by the 
wave is the power loss per unit length. Actually, two plane waves are 
needed to describe the guided mode in the slab waveguide. However, 
thus far we have considered only the scattering loss from one of the 
two interfaces. It is sufficient to consider that each of the two plane 
wave components scatters from one interface. Inclusion of the scattering 
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from both interfaces introduces a factor of two in the numerator of (60). 
However, another factor of two is introduced in the denominator by 
adding the power of the other plane wave to the total power carried by 
the guided mode. The expression (60) thus holds for the scattering 
loss of the guided modes provided that both interfaces contribute an 
equal amount to the power loss. Using the following expression for the 
power flow density in z-direction, 

(61) 

we obtain the general expression for scattering losses from a dielectric 
slab waveguide with sinusoidally deformed core-cladding interfaces 

(62) 

The index v indicates the order of the scattering process. Taking v = 1, 
we obtain with the help of (55) the scattering loss contribution from 
the first-order grating lobes 

K;(ni - n~)e 2 

2{3i(U-l + p-1)d a . 
(63) 

We used the fact that Ki is real, while Po is imaginary, so that we have 
1 Ki + Po 12 = K; - p~ = (ni - n;)e. 

The loss contribution of the second-order side lobes follows from (56) 
and (62) with v = 2. 

a4K;(ni - n;)k2 
2 2 

a2 = 32{3i(U-2 + p-2)d [4U-l + U-2P-2 + (I'i - 2')'.':'1) ]. (64) 

The l' parameters are defined by the equations 

(65) 

and 

(66) 

We have tacitly assumed that the first-order side lobe belongs to an 
evanescent wave if the loss contribution of the second-order side lobe 
is being considered. The parameters I'i and 1'-1 of (65) and (66) are 
consequently assumed to be real quantities. If the first-order side lobe 
propagates in medium 2 as a traveling wave, the second-order side lobe 
also gives rise to a traveling wave. However, since the contribution 
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from the grating lobe of first order is much stronger than that from the 
second-order lobe, we can neglect the loss contribution (64). If first­
order scattering does occur, it is the predominant effect. Only if first­
order scattering contributes only an evanescent wave, and does not 
cause radiation loss, must the second-order loss process (64) be con­
sidered. 

VI. DISCUSSION 

We have calculated the loss contributions that result from the grating 
lobes of first and second order when a plane wave impinges on the 
sinusoidally deformed interface between two different dielectric media. 
Not all grating orders belong to traveling waves. Some grating orders 
cause evanescent waves in medium 2 and guided waves in the core so 
that they do not contribute to radiation loss of a guided wave in medium 
1. The first-order radiation loss coefficient (63) is proportional to (ak)2 
while the second-order radiation loss coefficient (64) is proportional 
to (ak)4. If both processes are effective simultaneously, the lower order 
process is dominant. Whether the second-order process is the only cause 
of radiation loss, or whether both first- and second-order processes are 
acting simultaneously depends on the magnitude of the mechanical 
frequency cp of the sinusoidal interface distortion. If l' -1 of (66) is real, 
the first-order side lobe belongs to an evanescent wave, and only the 
second-order side lobe is causing radiation losses. When 1'-1 is imaginary, 
both first- and second-order side lobes carry away real power. Equation 
(64) is not applicable in this case since it was derived under the assump­
tion that (65) and (66) are both real. However, if first-order radiation 
losses are possible, the second-order loss coefficient gives only a small 
contribution to the total radiation loss. 

It is interesting to compare the result of our present theory with 
earlier results obtained from a modal analysis of the slab waveguide 
problem. From equation (79) of Ref. 1, we obtain in our present notation 

a2k2(n~ - n;)K~ [ P-1 cos2 U_1d 

a = ( -.l) P:1 cos2 
U_1d + U:1 sin

2 
U-1d 

4(jid 1 + d 
1'i 

+ P-1 sm U-1 . • 2 d ] 
2 • 2 2 2 

P-1 sm U-1d + U-1 COS U-1d 
(67) 

Equation (67) is modified for the case that both interfaces are sinusoi­
dally distorted, but with a random phase relationship between the two 
sinusoidal functions. The radiation loss (67) is considered to be an 



HIGHER-ORDER LOSS PROCESSES 1815 

ensemble average over slab waveguides with all possible phase relation­
ships between the sinusoidal distortions of the two interfaces. In 
addition, we used the expression 

(68) 

which represents the eigenvalue equation of the even TE modes of 
the slab waveguide. 

It was shown in equations (39) and (40) of Ref. 6 that the average 
value of the expression in brackets of eq. (67) is given by 

2/ (0" -1 + P-1). (69) 

Combining (69) with (67) makes it apparent that the average value of 
the slab waveguide radiation loss is identical to the loss coefficient (63) 
that was derived from the plane wave model. The only remaining 
difference can be explained as stemming from the fact that the actual 
width 2d of the slab must be replaced by the effective slab width 

2d( 1 + 'Y ~d) (70) 

which is caused by the exponential field tail reaching out into the 
cladding. 

The plane wave model used in this paper does not include the inter­
ference effects of waves originating from the two interfaces, and from 
the reflection of the scattered light from the opposite interface. But the 
averaging processes that were involved in converting the precise 
scattering loss coefficient of the slab waveguide theory into the loss 
coefficient derived from the plane wave model may be expected to be 
effective in a real waveguide. If the phase of the sinusoidal interface 
distortion varies slowly and randomly along the waveguide, the phase 
average that is already incorporated in (67) may actually occur. The 
average over the expression in brackets in (67) would occur either with 
randomly changing slab half width d, or with randomly varying mechan­
ical frequency ¢ of the sinusoidal interface changes. The loss formula (63) 
is much simpler than (67), and is of actual practical value for the 
indicated reasons. The same averaging process involved in the first-order 
loss coefficient (63) is also implicit in the second-order loss coefficient 
(64). 

Second-order scattering couples two modes JJ and fJ, if their propagation 
constants satisfy the condition 

I f3v - f3/1 I = 2¢. (71) 
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Mode v is a guided mode, while mode J1, can be either a guided or a 
radiation mode. Equation (71) replaces eq. (1) for first-order scattering. 
Higher-order processes have similar coupling laws with the order of 
the process multiplying the mechanical frequency ¢. 

Second-order scattering losses are of importance for intentionally 
coupled multimode operation. J\1ode coupling reduces the pulse delay 
distortion that is caused by the different group velocities of the modes. 
It is possible to design the core-cladding interface irregularities in such a 
way that all guided modes (with the exception of the last) are coupled 
to each other without coupling to the continuous spectrum of radiation 
modes by first-order processes.7 However, radiation losses via second­
and higher-order processes are still possible. The discussion of second­
order losses for intentionally coupled multimode operation is the subject 
of a companion paper. 5 

APPENDIX 

Proof of the Relation (23) 

We begin by using the fact that a sinusoidal function with an infinite 
argument can be regarded as zero. This assertion is the basis for the 
following definition of the delta function: 

~() l' 1 sin xA ux = Im----
A->oo 71' X 

(72) 

vanishes everywhere except at the point x = O. The singularity of the 
delta function at x = 0 is caused by the appearance of x in the denomi­
nator. Without this denominator, we are justified to define 

lim sin xA = O. (73) 
A->oo 

Using eq. (73), we write the following identity 

o = lim - 2i sin [7Jf(A) + ((3 - (3')A] 
A->oo 

= lim fA .!l e-i['1f(Z) + ({j-{j') zl dz 
A->oo -A dz 

= i: -i[7Jf' + ((3 - (3')]e-i['1f+({j-W)Zl dz. (74) 

It was assumed that f( -z) = -fez). From the last line of (74), we 
obtain immediately 
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f OO f'e-i[~f+({3-{3')Zl dz = _{3 - {3' foo e-i[~f+({3-{3')zl dz 
-00 rJ -00 

or 

(3f'(z)Je-i[~f(Z) + ({3-{3') zl dz 

= rJ2 + {3({3 - (3') foo e-i[~f(z)+({3-{3')zl dz. (75) 
rJ -00 

From the definitions (21) and (22) it follows that (75) is identical 
with (23). 
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Pulse spreading caused by the different group velocities of the guided 
modes of a multimode waveguide can be reduced by providing intentional 
coupling between the modes. Coupling among the guided modes inevitably 
leads to radiation losses. This loss penalty is discussed for two types of 
loss processes. We consider that the highest-order mode loses power by 
second-order coupling to the continuous spectrum of radiation modes. We 
also consider a loss process that is caused by nonresonant coupling of 
guided modes to lossy neighboring modes. Both loss processes can cause 
a substantial loss penalty. However, the loss penalty can always be reduced 
by limiting the intentional coupling to fewer of the guided modes, allowing 
the highest-order modes to die out. The discussion is based on a slab wave­
guide model. 

1. INTRODUCTION 

Higher-order loss processes have been discussed in a previous paper. 1 

The idea of loss processes of different orders is based on perturbation 
theory. Two modes of a dielectric waveguide are coupled if their pro­
pagation constants obey the relation l 

I f3v - f31' I = mcp. (1) 

cp is the mechanical frequency of the Fourier spectrum of the coupling 
function; m is a positive integer that specifies the order of the coupling 
process. If m = 1, mode jJ is coupled to mode J.1. by a first-order process, 
m = 2 indicates a second-order process, etc. For small values of a/Ao , 

(a is the Fourier amplitude that belongs to the mechanical frequency cp; 
Ao is the free space wavelength of the light in the waveguide) the coupling 
strength is proportional to (a/Ao)m so that the coupling decreases with 
increasing order of the coupling process. If mode jJ represents a guided 
mode, mode J.1. may either be a guided or a radiation mode. In the latter 

1819 



1820 THE BELL SYSTEM TECHNICAL JOURNAL, OCTOBER 1972 

case, mode v loses power by radiation. An explanation of the coupling 
process in terms of diffraction gratings is given in Ref. 1. 

There is a different loss process that cannot be understood in terms 
of higher-order grating lobes. Consider two guided modes. Mode 2 is 
inherently lossless, while mode 1 suffers high loss. If we couple these 
two modes by means of a first-order process, a large amount of loss 
will be transferred from the lossy mode to the hitherto lossless neighbor. 
However, even if we couple these two modes by means of a sinusoidal 
coupling function the mechanical frequency of which does not satisfy (1) 
for any integer m, some loss will be imparted from the lossy mode to the 
inherently lossless mode. If both modes were lossless, no significant 
amount of power would be interchanged among them if (1) is not satisfied 
for m = 1 (or any other integer). We call such a coupling process 
"nonresonant coupling." The small amount of power that flows momen­
tarily from mode 1 to mode 2 is returned in the next instant because 
the phase relationship required for continuous power flow from one 
mode to the other does not exist. However, if mode 1 is lossy, mode 2 
transfers a small amount of power to mode 1 (even via the nonresonant 
coupling process) that can not be returned since some of the power is 
already dissipated in the lossy mode 1. This nonresonant coupling 
process has the effect of imparting some of the high loss of one mode 
to a neighboring mode. The attenuation coefficient that results is derived 
in the Appendix. 

In this paper, we calculate the loss penalty that stems from intentional 
mode coupling in a multimode slab waveguide caused by these higher­
order processes. Reference 2 presents the theory of pulse propagation in 
multimode waveguides in the presence of first-order coupling between 
the guided modes. The purpose of the coupling is to reduce pulse 
distortion. 3 It was pointed out that it is possible to couple all the guided 
modes by a first-order process without causing first-order radiation 
losses. 2 This possibility arises from the fact that the modes of a slab 
waveguide are arranged in {3 space, such that the spacing between 
neighboring modes increases with increasing mode number. Because of 
the coupling law (1) with m = 1, it is possible to couple all the guided 
modes, except mode N, by providing a spectrum of mechanical fre­
quencies that has a proper Fourier component for coupling at least the 
nearest neighbors of all the modes. However, mode N is not coupled 
to mode N - 1 if the Fourier spectrum has an abrupt cutoff so that 
no mechanical frequency exists that satisfies the relation 

{3N-l - {3N = cpo (2) 

Residual losses result from the fact that it is unrealistic to assume a 
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Fourier spectrum with an abrupt cutoff. Residual coupling between 
mode N - 1 and mode N is then possible via the tail of the Fourier 
spectrum. l\lode N is necessarily coupled by first-order processes to the 
continuous spectrum of radiation modes so that mode N - 1, being 
coupled to mode N, suffers loss which causes power loss to the entire 
ensemble of coupled guided modes. We must now consider the effect 
of higher-order processes. Even with a Fourier spectrum \vith perfectly 
abrupt cutoff, mode N - 1 is coupled to the spectrum of radiation 
modes by second- and higher-order processes. Assuming small amplitudes 
for the Fourier coefficients, we neglect processes of third- and higher­
order and discuss radiation losses caused by the second-order process. 
We shall see that substantial losses can result even via the second-order 
loss mechanism. However, luckily, we can readjust the intentional 
coupling between the guided modes to prevent first-order coupling not 
only to mode N but also to mode N - 1. The distance (in (3 space) 
between mode N - 2 and the continuum of radiation modes is then 
greater than 2¢ so that the second-order loss process is no longer possible. 
The uncoupled modes (uncoupled from the remaining guided modes) 
lose power by being coupled to the radiation field. lVlode N loses power 
very rapidly because it is coupled by means of a first-order process. 
Mode N - 1 loses power by means of a second-order process. If the 
loss caused by coupling of the guided modes to mode N - 1 was bother­
some, its loss is certainly sufficient to prevent pulse distortion by power 
flowing along in this mode. It is thus clear that radiation losses can be 
reduced by limiting the intentional coupling to the lower-order guided 
modes leaving a few of the higher-order modes to die out because of 
their high radiation losses. 

In a similar manner, nonresonant coupling between the lossy mode N 
(coupled by a first-order process to radiation modes) and the neigh­
boring guided modes N - 1, N - 2, etc., influences the loss behavior 
of the intentionally coupled guided modes. The loss penalty caused by 
this nonresonant coupling mechanism is considered separately from the 
higher-order loss process mentioned earlier in order to assess the separate 
influence of each mechanism. Again, it is advantageous to uncouple 
some of the higher-order modes from the lower-order guided modes 
since the nonresonant coupling process decreases in strength with 
increasing distance (in (3 space) of the guided modes from the lossy 
mode N. 

II. SUMMARY OF COUPLED POWER THEORY 

The coupled power theory presented in Ref. 2 was based on the 
stochastic partial differential equation for the average power of the modes 
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aP. + 1 aP. = P + ~} (P P ) -a.. L..J ~.p. p. - •. 
az v. at p.=1 

(3) 

The power loss coefficient a. , for mode v with group velocity v. , incor­
porates heat losses as well as radiation losses. However, heat losses will 
be ignored in our present discussion. For slab waveguides with random 
core-cladding interface perturbations, the coupling coefficient assumes 
the form 

"" ~ ( n~k)t' 0, :)' o. F(fJ, - i3.). 
2d

2 
1 + 'Y.d 1 + 'Yp.d cos e. cos ep' 

(4) 

The mode angle e. is defined in terms of the refractive index n 1 of the 
core, the free space propagation constant k and the propagation con­
stant {3. of the vth mode. 

The parameter 'Y. appearing in (4) is (112 = cladding index) 

'Y. = ({3; - n;e)1/2 

(5) 

(6) 

and d is the slab half width. The function F(¢) is the ensemble average 
of the square of the Fourier transform of the core-cladding interface 
function. It will be referred to as the "power spectrum." For the purpose 
of this paper, we assume that F(¢) is constant from zero to the cutoff 
value ¢c of ¢. For ¢ > ¢c we assume that F(¢) = o. 

For sufficiently large values of z, we obtain the following approximate 
solution of (3)2 

( ) 2r B O) -ao(l)z [(t - Z/V)2] 
p. Z, t = ~t k1 '0 e exp - ~t/2 ' 

with the full width of the Gaussian pulse given by 

~t = 2(r2 + 4a~l)z)1/2. 

(7) 

(8) 

The input pulse is determined by its half width r and amplitude G. 

p.(O, t) = G. exp ( - ::). (9) 

The coefficient k1 is given by 

(10) 
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B~!) and a~l) are defined as the first eigenvector and eigenvalue of an 
eigenvalue problem the details of which can be found in Ref. 2. The 
parameter a~l) appearing in (8) is the second-order perturbation of the 
eigenvalue: 

(11) 

The superscript j identifies B;~) and a~j) as the jth eigenvector and 
eigenvalue of the eigenvalue problem; v is the average group velocity. 
It is convenient to use the parameter (7 ~ 0 is assumed) 

R = ~ = 4v~IF 
AT (1. _1)vL 

VN VI 

(12) 

that was introduced in Ref. 2 as a measure of the improvement of the 
pulse distortion of coupled modes compared to the uncoupled case for a 
guide of length L. AT is the length in time covered by the signal arriving 
in the many uncoupled modes traveling with different group velocities. 
It is desirable to make R as small as possible by means of coupling 
between the guided modes. 

Finally, we quote the formulas for the power loss coefficients. From 
Ref. 1 we obtain for the second-order loss attributable to the second­
order grating lobe 

a\2(n~ - n;)k2 
2 2 

a = 32{3 ( + ) l [40"-1 + 0"-2P-2 + (I' - 21'-1) ]. (13) 
" 0"-2 P-2 () 

In addition to the parameters already defined earlier, we have 

(3g = propagation constant of the guided mode, 

fez) = a sin cjJz, core-cladding interface distortion, (14) 

d = slab half width, 

K = (n~k2 - (3~)!, 

0" -1 = [nik2 
- ({3" - cjJ)2]!, 

0"-2 = [nik2 
- ({3" - 2cjJ)2]!, 

1'-1 = [({3" - cjJ)2 - n;k2]!, 

P-2 = [n;k2 
- ({3" - 2cjJ)2]!, 

I' = l{3~ - n;k2]!. 

(15a) 

(15b) 

(15c) 

(15d) 

(15e) 

(15f) 
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The mode power loss coefficient as for nonresonant coupling is derived 
in the Appendix. 

1 N 1 Kp,s 12 a2 

as = "2 ~ (alJ/2)2 + ((3p, _ (38 _ ep)2 ap, . (16) 
IJ"'· 

The power loss coefficient of the JLth mode is ap" 1 KIJV 12 is the factor 
of F (ep) in (4) and a is defined in (17). 

III. POWER SPECTRUM OF A SINE WAVE WITH RANDOM PHASE 

The second-order radiation loss formula and the loss formula for 
nonresonant coupling to lossy modes were derived for sinusoidally 
deformed core-cladding interfaces. We expect that these results remain 
valid, at least approximately, even if the sinusoidal interface variation 
has a random phase. This random phase assumption is important to 
ensure the validity of certain averaging procedures that were involved 
in deriving equation (13). A purely sinusoidal interface variation with 
constant phase is not likely to occur in practice. For this reason, we 
derive the relation between the amplitude a of the sinusoidal interface 
variation, and the power spectrum F(ep) of the Fourier spectrum of 
the sinusoidal process with random phase. We are using the idea of a 
sinusoidal core-cladding interface distortion and the concept of a flat 
power spectrum of this function with a definite cutoff "frequency" 
as though they were compatible with each other. It appears possible 
that a suitable probability distribution for the random phase of the 
sinusoidal process could be found that would approximate the desired 
flat power spectrum. However, we make no effort to investigate the 
compatibility of these ideas, and use them simultaneously in order 
to gain an order of magnitude estimate of the loss penalty from higher­
order loss process that results from intentional, ideal coupling between 
the guided modes. 

In order to establish the desired relation between the amplitude 
a of the sinusoidal function fez), describing the core-cladding interface 
irregularity and the power spectrum of this function, we introduce 

fez) = a sin [epz + ,p(z)], (17) 

with the mechanical frequency ep, amplitude a, and random phase 
,p(z). The power spectrum is related to <t) by the following equation 

1 fao (a 2 sin2 (epz + ,p) = - F(ep') dep'. 
7r 0 

(18) 
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The symbol ( ) indicates an ensemble average. We assume (without 
justification) that the power spectrum has the shape 

F(cf/) = {P = const for 0 ~ cf/ ~ ~c (19) 

o for ~'> ~c • 

Since the ensemble average of the square of the sine function is 1/2, 
we obtain from (18) and (19) 

2 
~ 7ra 
F=-· 

2~c 
(20) 

The assumption of the flat power spectrum with cutoff, (19), ensures 
that to first order of perturbation theory no power loss occurs provided 
that ~c is chosen such that 

I f3n-l - f3n I > ~c • (21) 

All modes with mode number jJ < n are coupled to each other, while 
no first-order coupling to the guided modes N ~ jJ ~ n and to the 
radiation modes is possible. The residual losses that still exist are thus 
caused by the higher-order processes that are the object of our study. 

We are using ~ = ~c in the eqs. (15) through (16). 

IV. DISCUSSION OF THE EFFECT OF SECOND-ORDER LOSS 

We are now ready to calculate the loss penalty that has to be paid 
for coupling the guided modes with a coupling function the power 
spectrum of which is given by (19). We assume that the loss mechanism 
is second-order coupling of mode N (the highest-order guided mode) 
to the continuous spectrum of radiation modes. We are ignoring the 
fact that the highest-order mode is usually coupled to the radiation 
modes by means of a first-order process. However, our assumption is 
not unrealistic since we can regard mode N as the last of the guided 
modes that is still coupled to all the other modes, but which is not 
the mode nearest to the continuous spectrum of radiation modes. If, 
for example, mode N is to be taken as being the next to last guided 
mode, it need not be coupled to the last mode by a first-order process, 
but can itself be coupled to the continuous spectrum of radiation modes 
by means of second-order coupling. We are thus using the loss coefficient 
of equation (13) for (XN appearing in (3) while setting (Xv = 0 for jJ ~ N. 

Figure 1 shows the loss penalty for the 3, 5, 10 and 20 mode case. 
Since our model is a slab waveguide, the guided modes are the TE 
modes of a slab. Both core-cladding interfaces of the slab are considered 
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Fig. I-Loss penalty caused by second-order radiation losses of mode N. ex is the 
power loss coefficient. R is the improvement factor (ratio of pulse width of coupled 
modes to pulse width of uncoupled modes). N is the number of modes. 

to be distorted with the power spectrum of the distortion function given 
by (19) and (20). We assume in our model that the index ratio of core­
to-cladding index is n1/n2 = 1.01 with 1/1 = 1.5. The values of kd are 

kd 16.5 for 3 modes 

kd 35 for 5 modes 

kd 70 for 10 modes 

kd 145 for 20 modes. 

The loss is the steady-state loss per kilometer. We thus assume implicitly 
that the steady-state distribution is reached, and that the loss is the 
decrease in power of the steady-state power distribution. (See Ref. 4 
for an explanation.) The steady-state loss is plotted as a function of 
the improvement factor R defined by (12). R = 0.1, for example, 
means that the width of the pulse carried by the coupled guided modes 
is ten times narrower than it would be in the absence of coupling. The 
loss penalty increases rapidly with the number of modes. If the third 
mode of a total of three modes is coupled by the second-order process 
to the radiation field, an improvement by ten, R = 0.1, causes very 
little radiation loss. However, we see from Fig. 1 that the loss penalty 
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for the 20-mode case is already more than 100 dB/km. This shows that 
even the losses caused by second-order coupling of the highest-order 
mode to the radiation field can cause intolerably high losses if the coupl­
ing between the guided modes is strong enough for R to reach R = O.I. 

However, to keep the proper perspective, it is important to note 
that the loss caused by this second-order mechanism would be reduced 
to zero simply by uncoupling the highest-order mode, and restricting 
the coupling between the guided modes [by reducing the width of the 
spectral distribution (19)] to mode 1 through N - 1. There are still 
other losses to contend with. One of these mechanisms will be discussed 
in the next section. However, second-order losses can be rendered 
harmless by this device. 

I t is of interest to know how large an amplitude of the sinusoidal 
core-cladding interface distortion with random phase is required to 
cause a given improvement factor R. This question is answered by 
Fig. 2. The curves of this figure extend below the value R = 1, since 
values of R > 1 are of no interest. They are also limited to values of 
ka < 1, because for larger values of ka our perturbation theory becomes 
meaningless. The figure shows clearly that an improvement factor of 
R = 0.1 can only be reached for fairly large values of lea. In the 20-mode 
case, we find ka = 1 for R = 0.1 so that we are approaching the limit of 
applicability of the second-order perturbation theory used to derive 
the coupling coefficient (4) and the loss coefficient (13). 

v. DISCUSSION OF THE EFFECT OF NONRESONANT COUPLING 

Weare now considering the nonresonant loss mechanism that led to 
eq. (16). We are using this equation in the following way. We assume 

10-1r---~--~---+---+--~~--~~+-~~--~---+----~~ 

R 

10-2r---~---+---+---+----+---4---+-~~--~--~----~--~ 

10-3~~~ __ ~ __ ~~~ ____ ~ __ ~ __ ~ __ ~~~~~ ____ ~ __ ~ 
10-3 10-2 10- 1 10 

ak 

Fig. 2-Improvement factor R as a function of ak. (a = amplitude of sinusoidal 
core-cladding interface distortion, k = 27r /'11.0). 
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that the highest-order mode, mode N, is coupled strongly by means of a 
first-order process to the radiation field. The loss coefficient for this 
case can be found in equation (63) of Ref. 1. Next, we consider the 
loss that is transmitted from this high-loss mode to its neighbors. We 
use eq. (16) to compute the losses of mode N - 1, N - 2, etc., suc­
cessively substituting the loss value of each successive iteration to 
obtain the loss of the next lower mode. We stop at the last mode that 
is already coupled by a first-order process to the remaining guided 
modes. The loss penalty that results from coupling this mode to all 
the other guided modes is being considered here. 

Figure 3 shows the loss coefficients for the 10-mode case. The curve 
on the extreme left is the loss coefficient of mode 10 that loses power 
via the first-order process to the radiation modes. The modes labeled 
s = 9, 8, 7, etc., suffer loss because of nonresonant coupling to mode 
10. The different slopes of these two sets of curves is caused by the 
fact that the first-order loss process is proportional to (ak)2 while the 
nonresonant losses are proportional to (ak)4. For a given value of 
ak, the losses decrease rapidly with decreasing value of s. However, 
it is surprising how high the losses caused by nonresonant coupling are 
if ak = 1. Figure 4 shows the same data for the 20-mode case. 

E 
-" 
a: 
w 
c.. 
!Xl 
"0 
~. 

106 

105 

104 

103 

102 

10 
10- 3 

LOSS COEFFICIENT OF EO, (17) 
kd = 70 

10- 1 

ak 

10 

Fig. 3-Mode loss as a function of ak. s is the mode number. The loss is caused by 
nonresonant coupling of the modes N - 1, through mode s to the lossy mode N. 
The first-order loss of mode N(N = 10) is the curve on the left of the figure. 
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10 
ak 

Fig. 4-Same as Fig. 3, with N = 20. 

Figure 5 shows the loss penalty that results from nonresonant coupling 
of mode N - 1 to the lossy mode N, while modes 1 through N - 1 
are coupled to each other by the resonant first-order process. The loss 
penalty is again plotted as a function of the improvement factor R. 
Figure 5 shows an interesting phenomenon. Whereas the curves for 
N = 3 and N = 5 are straight, the curves for N = 10 and N = 20 are 
bent. The reason for this difference in behavior can be explained if we 
consider the shape of the steady-state distribution of mode power P v 

versus mode number v. All along the curves for N = 3 and N = 5, 
the steady-state power distribution is fiat; that means we have equal 
power in all the modes. On that portion of the curve labeled N = 10 
that is parallel to the curves with N = 3 and 5, we find also that equal 
power is carried by all the modes in the steady state. However, when 
the curve begins to bend over, ,ve enter a region where the steady-state 
power distribution begins to change, favoring the lower-order modes. 
The loss penalty is correspondingly far less in that region than it would 
be if the original slope of the curve had been maintained. This is not 
surprising if we consider that only very little power remains, even in 
the steady state, in the higher-order modes that couple strongly to the 
lossy mode N - 1. By redistributing the steady-state distribution, the 
multimode waveguide manages to operate with lower losses. We thus 
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Fig. 5-Loss penalty caused by mode coupling among all N - 1 modes and 
nonresonant coupling of mode N - 1 to mode N. The independent variable is the 
improvement factor R. 

find the paradox that, for equal values of R, the 5-mode guide can be 
lossier than the 10- and 20-mode guide. However, the improvement 
in the value of R is obtained not by stronger coupling of all the guided 
modes, but primarily by a reduction in the number of modes that still 
carry power. 

The remaining figures show what happens if we couple fewer guided 
modes to each other allowing the higher-order modes to die out due to 
radiation losses. Figure 6 shows the 5-mode case with 4 and 3 guided 
modes coupled to each other. The improvement in the loss penalty 
that results from dropping mode 4 from the set of coupled guided modes 
is substantial. 

The same behavior is shown for the 10-mode case in Fig. 7. Again 
it is apparent how much improvement in the loss penalty can be gained 
by dropping successively the higher-order modes from the set of coupled 
guided modes. Only the curve with n = 9 behaves anomalously. The 
change in slope can again be explained by the change in the steady-state 
distribution. The region with gentler slope corresponds to a steady-state 
distribution that no longer carries equal power in all the modes but 
favors the lower-order modes. 

This tendency to flip from a steady-state distribution with equal 
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Fig. 7-Same as Fig. 6 for N = 10. The curve labeled n = 9 departs from the other 
curves because of a change in the steady-state power distribution. 
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10 

power in all the modes to one that favors lower-order modes is even 
more apparent in the 20-mode case shown in Figure 8. We also see in 
this figure that if we want to operate with an improvement factor of 
R = 0.1, and tolerate a loss of 1 dB/km we must uncouple 6 modes 
from the total of 20 modes allowing only the lowest 14 modes to couple 
among each other. 

VI. CONCLUSIONS 

We have studied the loss penalty that results from higher-order loss 
processes. We have considered two different cases. In both cases, we 
let most of the guided modes be coupled by a first-order resonant process. 
In the first case, we assumed that the highest-order mode is coupled 
to the radiation modes only by means of a second-order process. High 
losses can still result if we want to achieve a good pulse spreading 
reduction by means of strong coupling of the guided modes. The loss 
penalty increases very rapidly with increasing mode number for a 
fixed value of the improvement factor R. However, by limiting the 
coupling to one less guided mode, allowing the highest-order guided 
mode (or more accurately the two highest-order guided modes) to die· 
out, the loss penalty from this second-order process disappears. 
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There are other processes that still cause a loss penalty even if we 
drop the two highest-order modes. The lossy modes impart some of 
their loss to their neighbors via a nonresonant coupling process. The 
loss penalty from this mechanism can still be high. Again it helps to 
limit the coupling to fewer of the lower-order modes by reducing the 
width of the power spectrum of the coupling function. By proper design 
of the coupling process, the loss penalty for a given improvement factor 
can be kept in tolerable limits. By uncoupling some of the higher-order 
modes, we pay an additional loss penalty in the transient before the 
steady-state distribution has established itself, provided that all modes 
are excited equally at the beginning of the waveguide. 

Our results were obtained by using the model of the slab waveguide. 
However, they allow an estimate of the performance of the round optical 
fiber if we keep in mind that the total number of modes of the round fiber 
is the square of the mode number of the slab waveguide. The 10-mode 
case of the slab waveguide thus corresponds to a 100-mode round optical 
fiber. The members within each family of modes with equal circum­
ferential field distribution (the same value of v in cos v¢) are coupled 
among each other by diameter changes of the fiber core. Each family 
of this kind behaves similarly to the modes of the slab waveguide studied 
here. Weare thus able to use the results of the slab waveguide to draw 
conclusions about the expected behavior of round optical fibers. 

APPENDIX 

Derivation of Equations (16) 

As a starting point we use the coupled wave equations. 5 

day .- + ~ () dz = -'t{3va v f=i CVJ.L Z aJ.L. (22) 

J.Lr'v 

The propagation constants ~v are assumed to be complex quantities, 
CVJ.L are the coupling coefficients and a v are the mode amplitudes. With 
the slowly varying mode amplitudes Av defined by 

(23) 

the system of coupled wave equations is transformed into the following 
form 

(24) 
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We now assume that only one of the modes, mode s, is strongly excited 
at Z = 0, while all the other mode amplitudes vanish initially 

v ~ s. 

In the vicinity of z = 0, we thus obtain approximately 

dAy = c (z)A ei(pv-P.) z for .....L. s dz V8 8 V 7'-

and for v = s (since P8 is assumed to be real we write Ps = (3s) 

dAB = ~ ()A i(fJ.-P,,)z 
d 

L...i csp. z p'e . 
s p.=l 

P.;C. 

(25) 

(26) 

(27) 

In analogy with the Wigner-Weisskopf method,6 we next assume that 
the z dependence of the mode amplitude As is given by 

(28) 

The determination of the unknown constant as is the objective of the 
following calculation. Substitution of (28) into (26) and subsequent 
integration results in 

Ap.(z) = As(O) i Z 

cp.s(x)e1i (PrfJ.)-(a./2»)x dx. (29) 

At this point it becomes necessary to specify the z dependence of the 
coupling function CVp.(z). We want to determine the effect of nonresonant 
coupling but are, nevertheless, interested in the influence of a periodic 
coupling function. For simplicity it is convenient to assume that the 
coupling coefficients are of the following form 

( ) a K -iq,z Cp.s Z = v2 p'se . (30) 

It is a well-established fact that the coupling coefficient can be decom­
posed into a constant part Kvp. times a function of z. If mode coupling 
is caused by core-cladding interface irregularities of dielectric wave­
guides, the z-dependent function describes directly the shape of the 
core-cladding interface deformation. 4 Ordinarily, we would expect to 
see a sine or a cosine function instead of the exponential function that 
appears in (30) provided that the core-cladding interface distortion 
is purely sinusoidal. But a sinusoidal function can always be decomposed 
into two exponential functions. We keep only one of these two terms. 
This approximation is justified if we consider near-resonant coupling. 
Only terms with small values of Pv - pJ.l - ~ will be seen to give a sub-
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stantial constribution. The term iJv - iJll- + cp, that would result from 
the neglected part of the sinusoidal function, is large and therefore 
makes only a slight contribution to the coupling process. 

With the help of (30), we obtain from (29) 

It can be shown that for lossless guides the relation eVil- = -Cll-~ is re­
quired.7 We use this relation in our present case since it must be ap­
proximately true even for lossy guides. We then obtain from (30) 

(32) 

Substitution of (28), (31) and (32) into (27) yields 

(33) 

In order to proceed further, we assume that mode s was inherently 
lossless prior to being coupled to the other modes. We also assume that 
the losses of the remaining modes are high. Since it appears reasonable 
to expect that a. must be smaller than any of the loss coefficients of 
the other modes (these loss coefficients are the imaginary parts of iJll-) 
we can neglect the exponential term in (33) for large values of z so that 
we obtain 

(34) 

The coefficient a. is a complex quantity. Its imaginary part contributes 
only a slight change to the propagation constant of (3 •• We are in­
terested only in its real part. We write 

- all-
(31l- = (31l- - i 2' (35) 

In the denominator of (34), we neglect a. compared to all- and obtain 
finally for the real part of a. (which we write again a. for simplicity) 

(36) 
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Equation (36) is the desired approximation. We assume that 

(37) 

but require {3Jl - {3. ~ ¢ in the spirit of the nonresonant coupling as­
sumption. Even for high loss modes we assume that the following rela­
tion applies 

aJl «¢. (38) 

It is apparent that replacement of {3Jl - {3. ¢ in the denominator of 
(36) with {3Jl - {3s + ¢ would lead to much smaller values of a • . If we 
had used the sine or cosine function instead of the exponential function 
in (30), we would have obtained an additional term with {3Jl - {3. + ¢ 
(in the denominator) in (36). This additional term is much smaller 
than the leading term of as , so that our approximation (30) appears 
justified. 
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A linear phase modulator is a useful component in a short-hop radio 
system using digital modulation. Such a 1Jwdulator has been designed, 
built, and tested for ft.-level operation at a carrier frequency of 300 A1Hz and 
for a line rate of 20 megabits. 

In this paper, the design and the performance of the modulator are 
presented. Measurements on the phase modulator show that the performance 
is in agreement with the theory. 

I. INTRODUCTION 

A linear phase modulator is a useful component in a short-hop radio 
system using digital modulation. 1

•
2 A possible application of this 

modulator in a digital radio system is shown in a block diagram in Fig. 1. 
A shared delta modulator multiplex operating at a line rate of 20 
megabits is an example of a digital multiplex which could be used in 
such a system. 3 The output binary signal of this multiplex can be 
converted into a baseband pulse sequence by a 4-level block coder.4 

The modulator described in this paper satisfies the requirements for 
the above application. It is based upon the original Armstrong circuit, 
which is well suited to large baseband bandwidths and is reasonably 
linear for low modulation indexes. 5 An analysis of distortion for the 
type of baseband signal used in this application is discussed by C. L. 
Ruthroff and W. F. Bodtmann in Ref. 1. 

The output of the phase modulator is at an IF frequency of 300 MHz. 
It can be converted in a linear mixer to any desired RF frequency in the 
microwave or millimeter-wave range, and can be amplified for trans­
mission by an injection-locked oscillator amplifier.6 

II. DESCRIPTION OF THE MODULATOR 

A block diagram of the modulator is shown in Fig. 2. A quartz crystal 
oscillator provides a 300-l\!lHz stable carrier frequency. The baseband 

1837 
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Fig. I-Block diagram of a solid state transmitter for a digital radio system. 

signal is modulated in a double-sideband suppressed-carrier amplitude 
modulator. At the output of this modulator another carrier, 90 percent 
out of phase with the first, is added to the sidebands. The combined 
low-index phase-modulated signal then passes through an amplifier 
and a times-four frequency multiplier. The output signal from the times­
four multiplier is converted in a double-sideband balanced mixer to the 
original carrier frequency of 300 MHz as described in Ref. 1. The 
unwanted output frequencies from the mixer are eliminated by a lowpass 
filter, and the required phase-modulated signal is obtained. A limiter is 
not used as indicated in Ref. 1 because sufficient amplitude compression 
occurs in the harmonic generator. 

2.1 Double-Sideband Suppressed-Carrier Amplitude Modulator 

Carrier suppression by a double-sideband balanced mixer is a well 
known technique.7 By using a conventional mixer, an isolation of about 
30 dB between any two ports can be obtained. The spectrum of the 

BASEBAND ,-------. 
SIGNAL 

_90° 
PHASE SHIFT 

Fig. 2-Block diagram of linear phase modulator. 
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double-sideband suppressed-carrier amplitude-modulated signal with a 
modulation index of 0.2 is shown in Fig. 3. The suppression of the carrier 
is not sufficient, and could cause distortion, particularly if the quadrature 
carrier is to be reintroduced at the receiving terminal.s This can be 
explained best by considering the phasor diagrams of Fig. 4. Figure 4a 
shows the ideal case, in which the carrier is totally suppressed and the 
quadrature carrier is added without causing any distortion. Figure 4b 
shows a case in which the carrier is not sufficiently suppressed, and the 
remaining component of the carrier changes the phase of the quadrature 
carrier resulting in a phase error. To suppress the remaining component 
of the carrier, a signal of equal amplitude and 180 degrees out of phase 
with the carrier is added to the output signal of the mixer. This is 
illustrated in a block diagram in Fig. 5. The carrier from the local 
oscillator is divided into two parts, one of which goes to the mixer, and 
the other, after undergoing the required changes in amplitude and phase, 
is added to the output signal from the mixer. The spectrum of the 
resultant signal from the adder is shown in Fig. 6. Note that the carrier 
is suppressed by 58 dB. The carrier suppression is insensitive to changes 
in oscillator level; a change in the amplitude level of the crystal oscillator 
signal by 1 dB results in a change in the amplitude level of the carrier' 
by a fraction of a decibel. 

2.2 Frequency Multipliers 

2.2.1 Times-Four Multipl'l'er 

A maximum peak deviation of ±37r / 4 radians is required in a 4-level 
PSI( system. If the modulator output is multiplied by four, the required 
peak deviation in the modulator before multiplication is then 37r/16 
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Fig. 3~Carrier suppression of a double-sideband balanced mixer. 
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Fig. 6-Carrier suppression by improved double-sideband suppressed-carrier 
amplitude modulator. 

radians. To obtain thi:'l magnitude of deviation, a resistive multiplier 
circuit is used. The conventionally designed circuit employs two Schottky 
barrier diodes. The input and the output matching sections are five­
element O.I-dB-ripple Tschebyscheff filters.9 Variable air trimmer 
capacitors and hand-wound coils of No. 14 bare copper wire are the· 
elements of the filters and the idler networks. 

The performance of the multiplier is measured by applying the 
phase-modulated sine-wave with a carrier frequency of 300 MHz. The 
frequency of the baseband signal is varied from 5 MHz to 25 MHz in 
5-MHz steps. The peak phase deviation is kept constant at 0.1 radian. 
The output spectrum of the multiplier corresponding to each baseband 
signal frequency is recorded on the same photograph, which is shown in 
Fig. 7. Ideally, the conversion loss of the multiplier should be the same 
for each baseband signal frequency. The frequency response of the 
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mixer used in the double-sideband suppressed-carrier amplitude mod­
ulator is not flat for these baseband signal frequencies; this is shown in 
Fig. 8. The frequency response of the mixer is reflected in the output of 
the multiplier shown in Fig. 7. 

2.2.2 Times-Three lIf ultiplier 

A times-three multiplier is used to convert the output carrier fre­
quency of the times-four multiplier to the frequency of the carrier source 
as shown in Fig. 2. This multiplier need not have a broad bandwidth. 
The technique used for the design and fabrication of the times-three 
multiplier is the same as that used for the times-four multiplier. 

2.3 90-Degree Phase Shifter 

An accurate gO-degree phase shifter is made from twisted wire 
distributed elements using the method described in Ref. 10. The coupler, 
which has a crossover frequency of 300 MHz, is made of twisted pairs of 
FORMEX wire separated from the ground plane by polyethylene 
dielectric. 

2.4 Lowpass Filter 

A three-element O.l-dB-ripple Tschebyscheff filter is used to eliminate 
the unwanted output frequencies from the mixer. Two variable air 
trimmer capacitors and a hand-wound coil of No. 14 copper wire are 
the elements of this lowpass filter. 

III. MEASURED PERFORMANCE 

The performance of the phase modulator was measured for sine-wave 
and square-wave baseband signals with various output phase deviations 
from 0.1 to 371"/4 radians. For any specific input phase deviation, the 
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Fig. 8-Frequency response of the mixer. 
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290 295 300 305 310 290 295 300 305 310 
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Fig. 9-0utput spectrum of the phase-modulated signal from the adder. (a) 0.1 
radian phase deviation. (b) 3'11-/16 radian phase deviation. 

amplitude levels of the carrier and the sidebands of the phase-modulated 
signal can be computed (see Appendix A); the spectrum of the output 
signal from the adder can then be inspected to verify the input phase 
deviation as shown in Fig. 9. When the signal passes through the times­
four multiplier, the required output phase deviation is obtained. The 
output spectra of the modulator for a 5-MHz baseband signal with 
output phase deviations of 0.4 and 377"/4 radians are shown in Fig. 10. 

The detected phase-modulated signal can be compared with the input 
baseband signal by using a phase detector as shown in a block diagram 
of Fig. 11. The output signal of the detector is calculated as described in 
Appendix B; Figure 12 shows the calculated results for sinusoidal 
baseband signal with the phase deviation of 77"/4 and 377"/4 radians. The 
measured results for 5-MHz and 20-MHz baseband signals with 0.4 
and 377"/4 radians phase deviation are shown in Fig. 13. 
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Fig. lO-Output spectrum of the phase modulator for 5 MHz sinusoidal baseband 
signal. (a) 0.4 radian phase deviation. (b) 371"/4 radians phase deviation. 
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Fig. ll-Block diagram of the phase detector. 

IV. CONCLUSIONS 

Comparing the calculated and the measured results, particularly of 
Figs. 12b and 13b, it is clear that the phase modulator is performing as 
expected. Further, it has been demonstrated that this phase modulator 
is suitable for a line rate of 20 megabits. The carrier frequency is stable 
as it is derived from a quartz crystal oscillator. All these aspects make 
this phase modulator a useful component in a short-hop radio system­
especially in coherent phase-shift-keyed PCIVI systems. 
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APPENDIX A 

The expression for a carrier which is phase-modulated by a sinusoidal 
signal can be written in the general form: 

M(t) = Ae cos (wet + Xl COS wmt). (1) 

(a)e~ 

(b) (c) 

Fig. 12-Calculated output signal from the phase detector. (a) rr/4 radian phase 
deviation. (b) 3'71-/4 radians phase deviations. (c) Curve (a) is imposed on curve 
(b). 
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Fig. 13-Photographs of the input baseband signal and the corresponding output 
signalfrom the phase detector. (a) 0.4 radian phase deviation. (b) 371-/4 radians phase 
deviation. (c) 0.4 radian phase deviation. (d) 371"/4 radians phase deviation. (e) 
0.4 radians phase deviation. (f) 371"/4 radians phase deviation. 
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Here, Xl is the peak phase deviation in radians. Now 

M(t) = A,{J o(X,) cos w,t + J,(X,) cos [(w, + wm)t + ~J 

+ J,(X,) cos [(w, - wm)t + ~J -J,(X,) cos (w, + 2wm)t 

+ J,(X,) cos (w, - 2wm)t + .. -}- (2) 

Equation (2) shows that the magnitudes of the sidebands, relative to the 
carrier, can be determined by the Bessel coefficients. 5

•
s 

For a peak phase deviation of 0.1 radian, 

JO(X1) = 0.9975 

J1(X1) = 0.04994 

J 2(X1) = 0.00125 

JO(Xl) - 19.97396 JJ0
2((XXll» = 798. 

Jl(Xl) -

Converting in decibels, 

20 log (J O(Xl») = 26 dB 
J1(Xl) 

I ( JO(Xl») dB 20 og J
2
(X

l
) = 58 . 

In other words, the difference in the energy level between the carrier 
and the first sidebands is 26 dB, and between the carrier and the second 
sidebands is 58 dB for 0.1 radian peak phase deviation. This is shown in 
Fig.9a. 

Similarly, for a peak phase deviation of 37r/16 radians, 

JO(X1) = 0.9149, J1(Xl) = 0.2823, J 2(X1) = 0.04226 

and 

I ( JO(Xl») dB 20 og Jl(Xl) = 10.2 

I ( JO(Xl») dB 20 og J
2
(X

l
) = 26.65 . 

Note that the difference in the energy level between the carrier and the 
first sidebands is 10.2 dB, and between the carrier and the second 
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sidebands is 26.65 dB as shown in Fig. 9b. Values of In(x) are obtained 
from Ref. 11. 

For the phase deviations of 0.1, 0.4, 371'/16, and 371'/4 radians, the 
calculated difference in the energy level between the carrier and the 
sidebands are shown in Table I. 

TABLE I-THE CALCULATED DIFFERENCE IN THE ENERGY LEVEL 

BETWEEN THE CARRIER AND THE SIDEBANDS FOR VARIOUS 

PHASE DEVIATIONS 

Difference in the energy Difference in the energy 
level between the carrier level between the carrier 

Phase deviation and the first sidebands and the second sidebands 
in radians in dB 

0.1 26 

0.4 13.8 

311"/16 10.2 

311"/4 -26.3 

APPENDIX B 

The phase-modulated signal can be expressed by 

ep = sin [wet + Xl COS wmt] 
where 

We = 271'/e , Ie = carrier frequency 

in dB 

58 

33.7 

26.7 

-24.3 

Wm = 271'1 m, 1m = baseband signal frequency 

and 

Xl is the peak phase deviation in radians. 

In a phase detector, ep is multiplied by cos wet, and the low-frequency 
part of the output is 

eo = sin (X I cos wmt). 

The values of eo are calculated with respect to t, and are plotted for the 
following cases 

(i) Xl = 71'/4, Ie = 300 MHz and 1m = 5 MHz 
(ii) Xl = 371'/4, Ie = 300 MHz and 1m = 5 MHz. 
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Figures 12a and b show the curves plotted for case (i) and (ii) respec­
tively. For comparison, the curve of case (i) is imposed on the curve of 
case (ii) , which is shown in Fig. 12c. 
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The successful operation of an n-channel two-phase charge-coupled 
device has been ach1:eved. The asymmetry in the surface potential profile 
necessary to force the charge to move unidirectionally was obtained by ion 
implanting a nonuniform doping distribution in the Si substrate under each 
gate. A n eight-stage shift register with a length per stage of 80 pm was made, 
and was operated as both a digital and an analog device. There are two 
ways to clock the device. Either both clock lines are driven with square waves, 
out of phase by one half of a period, or one clock is held at a fixed DC 
potential while the other is driven with a square wave. Using the latter 
method, the charge transfer efficiency was better than 99.9 percent per 
transfer over the clock frequency range of 103 Hz to 6.5 X 106 Hz. 

I. INTRODUCTION 

In a charge-coupled device, as described by Boyle and Smith,l charge 
moves successively from the semiconductor region under a given elec­
trode to the region under the next electrode. For information to be 
transferred from one end of the resulting shift register to the other, it 
is necessary that the charge always move in the same direction. Until 
now, the way this directionality has been typically achieved is by the 
use of three or more clock lines. 2

-
4 In this type of structure, when charge 

is transferred from one electrode to the next, the electrode behind the 
one transferring charge is kept at a potential which repels the free 
charge and thereby prevents backward flow. The electrode to receive 
charge, meanwhile, is made more attractive to charge than the one 
giving up its charge. It can be seen that this arrangement requires three 
electrodes (at least) for each packet of charge and that each one must 
be driven by a different clock line. 

The use of three clock lines (as opposed to two) has significant 
topological disadvantages because with three clock lines there must be 
crossovers. These have been fabricated by a diffusion into the semi­
conductor surface. 2 This diffusion must be contacted once for every bit 
which is undesirable from the standpoint of yield and packing density. 

1849 
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This problem is exacerbated when connection is made to a three-phase 
shift register in a serpentine layout. Since the serpentine layout typically 
provides the most compact register, the three-phase device is normally 
limited to applications in which a straight layout is permissible, as for 
example, in an imaging device. 

The serpentining problem can be overcome if a CCD with four clock 
lines is employed;3,4 however, this device requires two layers of metal­
lization, and fabrication problems may occur due to the present state 
of development of that technology. 

In view of these difficulties, the fabrication of a two-phase CCD is 
considered an important goal in the development of charge-coupled 
devices; it requires no crossovers, utilizes only one layer of metallization, 
and can be easily laid out in a serpentine configuration. 

The design, fabrication and operation of a simple eight-bit two-phase 
shift register will be discussed in the following three sections of this 
paper. A final section is devoted to conclusions. 

II. DEVICE DESIGN 

In a two-phase CCD, when an electrode is giving up its charge, both 
adjacent electrodes are biased to attract that charge. Moreover, they 
must be equally attractive to the charge because every other electrode 
is tied together; consequently, directionality must be achieved by 
associating a potential barrier with each electrode. The directional 
transfer imposed by such a barrier is shown schematically in Fig. 1. 
The potential barrier near the left end of the region under each electrode 
prevents backward flow of charge. While its asymmetrical location under 
the electrode is important, the shape of the barrier is not critical in 
determining whether charge flow will be directional or not, but higher 
speed would be expected if the right side of the barrier is sloped to 
encourage charge flow in the forward direction. 

The desired surface potential barrier can be obtained by implanting 
into the p-type silicon substrate a shallow layer of boron ions in a 
narrow stripe geometry as shown in Fig. 2. Charge-coupled device 
operation requires that the entire region under each gate be in deep 
depletion, so the boron implant must be light enough to be totally 
ionized and depleted. The resulting negative charge layer assures that, 
for a given value of applied voltage VA' the surface potential, <P8 ,has 
a lower value in the implanted region than in the unimplanted region. 
Theheight of the potential barrier ~CP8 is simply the difference between 
these values. 
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Fig. I-Sequence of plots of surface potential vs position with free carrier density 
shown cross hatched. The height of the barrier is typically ",5V. One complete 
transfer is shown. 

A one-dimensional solution of Poisson's equation can be obtained to 
give ¢s as a function of V A for the deep depletion condition. It is assumed 
here "that the doping profile is characterized by a constant density 
N Al highly doped region to a well defined depth Xl , and the background 
density, N A2 (see Fig. 3). This approximate profile is sufficient to show 
the major consequences of a shallow charge layer. The results of the 
calculations are 

V2{1 - ~1 + NAI (~ - I)} , 
N A2 CPsl 
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Fig. 2-Cross section of the two-phase charge-coupled device which was fabricated 
(the actual device made has 8 bits, only 4 are shown here). 

where V FB is the flat-band voltage and 

eXl dNA2 

exiNAl 
'P.I = ~ 

where fa and fox are the permittivities of the Si substrate and the Si02 

film respectively and d is the Si02 thickness. 
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Fig. 4-Curves of surface potential vs applied voltage for various values of surface 
doping. 

The parameters CPR1 and V 1 are the voltage drops across the Si deple­
tion region and Si02 , respectively, when the depletion layer width Xd 

is the same as Xl • The results of eq. (1) are plotted in Fig. 4 for several 
values of N A1 ; it was assumed that N A2 = 1 X 1014 cm -3, Xl = 2 X 10-5 

cm and d = 1 X 10- 5 cm. Each curve has two regions of distinctly 
different behavior: the first extends from the origin to the knee, shows 
CPs varying slowly with respect to VA' and corresponds to the condition 
Xd ~ Xl ; beyond the knee, the curve is nearly linear and corresponds 
to Xd > Xl • The point indicated on each curve corresponds to Xd = Xl , 

and the associated value of Qs = eX1N A1 is the total charge per unit 
area in the heavily doped region. 

The effect of increasing N A1 for a given X is to increase the height of 
the barrier between implanted and unimplanted regions. The barrier 
height also depends on applied voltage. It is zero for an applied voltage 
equal to the flat-band voltage, but it is essentially constant for voltages 
large enough to insure Xd > Xl. Operation with V A dropping into the 
region where the barrier is lower than its maximum is permissible, even 
though an instantaneous decrease in V A (and consequently V n) during 
the transfer process, would permit some of the charge to flow backwards 
over the shrinking barrier. Actually, V A has a finite time derivative so 
some charge is transferred forward before V A reaches its minimum. This 



1854 THE BELL SYSTEM TECHNICAL JOURNAL, OCTOBER 1972 

initial transfer of charge is extremely fast. Using calculations made by 
Strain and Schryer5

, an n-channel device with 25f.L electrodes, half of 
the charge is transferred in 5 ns. For a IOf.L electrode, only 1 ns is required. 
Therefore, if the pulse generators driving the clock lines have rise times 
of several ns, the barrier can shrink by at least a factor of two with no 
loss of charge. This is because the amount of charge being held back 
by the barrier decreases faster than the barrier height decreases. 

Typical surface potential values during operation are illustrated in 
Fig. 5. Two curves are shown; one is for the unimplanted region (1 X 1014 

cm-3 p-type), and the other is for the implanted area (7.5 X 1016 cm- 3 

p-type, Xl = 2 X 10-5 cm). The circled points A, B, C and D determine 
the operating parameters of the CCD: the peak-to-peak variation in 
the clock voltage is determined by the voltage difference ~ V A between 
points Band C, while the potential well depth ~<P8 is determined by 
the separation of points A and B or of C and D. 

The lower value of applied voltage (VA - V FB = 3 volts) was chosen 
to make the barrier approximately half of its maximum value. The 
larger value of V A (VA - V FB = 11 volts) was chosen to make the 
surface potential at the top of the barrier under the receiving electrode 
equal to the surface potential in the unimplanted region under the 
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Fig. 5-Curves of surface potential vs applied voltage for both implanted and 
unimplanted regions (implant 7.5 X 1016/cm3, depth O.2J.L). Also indicated are the 
driving voltage used and corresponding surface potentials. These are the parameters 
of the device fabricated. 
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electrode giving up charge. Any value of VA - V FB greater than 11 volts 
could also be used. Since these values of V A are convenient, the values 
of N Al , N A2 , and Xl (1014

, 7.5 X 1016, 2 X 10-5 cm) used for Fig. 5 
were also used in the device that was fabricated. 

In the design of the device, transfer across the spaces between the 
electrodes had to be considered also. Calculations made by Krambeck6 

have shown that for a p substrate with a doping of 1014/cm3 and a 
thermally grown Si02 insulator, the gaps should not interfere with 
transfer. The interelectrode spacings were made 5j.L, and the width of 
the electrodes was made 35j.L. The implanted regions were offset from 
the left edges of the gates by 5j.L and were 5j.L wide. These parameters 
give a device which is practical to fabricate and is capable of moving 
useful amounts of charge at high rates. The construction, testing and 
operation of this CCD will be described in the next section. 

III. EXPERIMENTAL RESULTS 

3.1 Processing 

The fabrication of the device involves five steps reqUIrmg photo­
lithography. Four of these use standard planar processing: diffusing 
the input and output diodes, diffusing the channel stop, etching the 
contact holes and etching the metallization. The fifth photolithographic 
step is needed to obtain the ion implanted pattern. For this, the photo­
resist is used as the mask and 1.5 X 1012/cm2 of boron is implanted. 
The boron is activated with a high temperature anneal. 

A photograph of a completed device is shown in Fig. 6. Along with 
the sh~ft register itself, several test structures have been fabricated 
as well. Two MOS capacitors appear in the lower left-hand corner of 
the photo, one in which the entire region under the gate has been 
subjected to the ion implantation, and the other which is completely 
devoid of any implant. 

3.2 Pretest 

The MOS capacitors were used to determine the operating charac­
teristics of the shift register. The three major measurements that are 
required are: (i) surface potential CPs as a function of applied voltage VA; 
(ii) generation time Tg for the buildup of an inversion layer in the Si 
and (iii) surface state density Nss . The first measurement gives info"r­
mation regarding the height of the potential barrier, the second gives 
an indication of the low frequency limit of device operation, and the 
third relates to the charge transfer efficiency.4 

The measurement techniques are based on the use of ramps for 
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Fig. 6-Photograph of a completed device. 

capacitance measurements. Surface potential as a function of applied 
voltage is obtained by integrating the deep depletion C-V curve as is 
indicated in the following equation7 

I VA ( C(V)) 
<Ps(VA ) - <Ps(VREF) = 1 - ~ dV 

V REF ox 
(2) 

where V REF is some convenient reference voltage and C(V) and Cox are 
the capacitance at some voltage V and the oxide capacitance respec­
tively. The deep depletion C-V curve is obtained using the "fast ramp" 
techniqueS and the integration is done by simply operating the elec­
trometer used to measure the displacement current as a coulombmeter. 
Surface potential curves for the test structures are shown in the photo­
graphs in Fig. 7. The curve in Fig. 7a is for the unimplanted sample, 
and that in Fig. 7b for the implanted specimen. These curves are similar 
in appearance to the calculated curves in Fig. 5. At large positive values 
of V A , the difference in surface potential !1<ps for a given V A is essentially 
constant and equal to 6.3 volts. This value for the potential barrier 
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height corresponds to a total implanted charge density of approximately 
1.3 X 1012 cm -2 which is 80 percent of the original dose. 

In order to obtain a value for the generation time Tg , the square 
wave response of the surface potential was measured. The positive­
going portion of the square wave causes the MOS capacitor to be 
driven suddenly into deep depletion, and CPs assumes a large value, 
then while the applied voltage remains at its peak value, an inversion 
layer builds up at the silicon surface, causing CPs to decay toward its 
equilibrium level. The negative-going portion of the square wave drives 
the sample into accumulation, and CPs is a constant throughout this half 
cycle at a level which is approximately one volt below the inversion 
equilibrium value. Photographs of CPs as a function of time are displayed 
in Fig. 8. The response curves show the decay of CPs followed by an abrupt 
change to a constant value corresponding to the accumulation condition. 
The signals for both capacitors to lie of their initial value in Tg = 0.1 s 
which implies a lower frequency operating limit of a few hundred Hz. 

The surface state density N •• in the implanted test capacitor was 
determined by the method of comparison of high frequency (106 Hz) 
and low frequency (quasistatic) C-V curves.9 The derived distribution 
is shown in Fig. 9. As shown in the Appendix, this surface state density 
is too low to cause visible loss in an 8-bit CCD. 

The above tests showed that while the properties of the oxide-silicon 
interface were not ideal, they were good enough to permit operation of 
the CCD. In particular, the tests of CPs , vs V A showed that a 6-volt 
potential barrier does exist between implanted and unimplanted regions 
under the same electrode. Also the -3-volt flat band voltage indicated 
that the positive charge in the oxide (1"'..15 X 10111 cm2

) was in the range 

t 
4' 
+ 

E 
~ 
> 
L!'l 

Fig. 7-Measured curves of surface potential vs applied voltage. (a) unimplanted, 
(b) implanted 1.5 X 1012/ cm2 boron. 
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Fig. 8-Surface potential vs time after application of a step in voltage applied. 
(a) implanted, (b) unimplanted. 

which insured transfer across the gap between electrodes.6 The. value 
of flat-band voltage is quite convenient since, from Fig. 5, it permits 
the use of 0 volt as the lower value of V A • 

3.3 Shift Register Operation 

To find if the device actually worked as predicted, the circuit of 
Fig. 10 was used. This circuit includes two diodes; one at each end of 
the shift register. These provide a convenient way of introducing 
minority carriers at one end, and of removing and sensing that charge 
after it has passed through the entire register. The operation of the 
device is as follows: the two diodes are normally held in reverse bias 

12 
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Fig. 9-Calculated values of surface state density vs position in the forbidden gap. 
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Fig. lO-Circuit used to test the device. 
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PROBE 
FOR 

SCOPE 
INPUT 

of about 15 volts to prevent injection of charge. The clock bias can be 
driven in either of two ways. These are ,shown in Figures lla and lIb 
respectively. In one of these modes, both clock bias are driven with 
square waves, while in the second, only one square wave is used. This 
latter mode has the obvious advantage that no synchronization is 
necessary. The two modes give the same operation because charges move 
in response to differences in potential. Inspection of Figure 11a and lIb 
shows that the difference between voltages on the two clock lines as a 
function of time is essentially the same for both. As long as the input 
diode is held at a fixed voltage of 15 volts, no charge is injected, and 
ZERO's are sent through the shift register. The only output is that 
caused by capacitive coupling between the clock lines and the output 
diode pad. 

To provide charge input, a negative pulse is applied to the input 
diode while a positive pulse is being applied to the first electrode in 
the shift register. Electrons will flow out of the n-diffusion into the 
region under the electrode at a rate dependent on the relative voltage 
between the two. The process is illustrated in Fig. 12. The surface 
potential under the first electrode ultimately becomes equal to that in 
the diode. When the negative pulse ends, any excess charge flows back 
into the diode. The resulting packet of charge is then transferred step 
by step to the other end of the shift register, and is finally transferred 
into the second diode when the last electrode is driven to the substrate 
potential. This charge changes the diode voltage by an amount depen­
dent on the total capacitance between the diode and ground. This 
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Fig. ll-Voltages used to drive the clock lines. (a) Two clock method and (b) One 
clock method (this was actually used to drive the device). 

voltage decays to zero with a time constant dependent on the resistor 
Rl in Fig. 10. 

If a series of intermixed ONE's and ZERO's is fed into the shift 
register, the output should show a temporary voltage drop ~V = Q/C, 
where Q is the stored charge and C is the output capacitance. For this 
device, Q is determined by the activated implant density (1.2 X 1012

/ cm2
) 

and the area of the region which stores charge (10- 5 cm2
). Therefore, 

Q is 1.9 X 10-12 coulombs and change in output voltage should be 
1.9/C volts where C is in pF. 

The results, with a clock frequency of 1.5 MHz, are shown in the 
top photograph in Fig. 13. The lower trace shows the pulses applied to 
the input diodes, and the upper trace is the output voltage. The output 
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swing caused by Q is 0.02 volt. It is clear that shift register action has 
been obtained since the output is delayed 8 cycles as it should be. This 
confirms the feasibility of guiding charge in a charge-coupled device 
by the implantation of properly chosen amounts of boron. 

Measurements of transfer efficiency 'were carried out at several 
frequencies, two of which are shown in Fig. 13, and the results are shown 
in Fig. 14. The loss is too small to measure at 6.5 MHz, and it is esti­
mated that a loss of 0.1 percent per transfer. Thus the loss increases 
from less than 0.1 percent per transfer below 6.5 MHz to 2 percent 
per transfer at 17 MHz. 

So far the device has only been discussed as a digital shift register. 
However, intermediate amounts of charge may also be injected to 
demonstrate operation as an analog shift register. To accomplish this, 

NEGATIVE ,/ 
PULSE ON ~ 

INPUT DIODE \ 

I 
I 

\ 
\ 
\ 

Fig. 12-Surface potential at input of shift register during injection of charge. 
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Fig. 13-Top photo: Input (lower trace) and output (upper trace) during operation 
of the shift register at 1.5 MHz. Middle and lower photos are output of a single 
ONE at 5MHz and 17 MHz respectively. 
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Fig. 14-Loss per transfer vs frequency (measured). 
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it is necessary to modulate the height of the input pulses so the rate of 
charge flow and the total amount of charge injected during each cycle 
have values between those previously used. This modulation was ac­
complished by placing a ramp generator in parallel with the input pulse 
generator. The resulting input waveform is shown on the bottom trace 
of Fig. 15. The output shows a ramp delayed eight periods of the 
clock frequency. 

---_._=- = _.-

1::,-= .• , •• ,,-r-=- ,---

l ~,- 'I=~= 

IJ 1"1 
II I I n 

0.5V/cm 

20f.LSEC/cm 

Fig. IS-Input and output (top trace) during operation as an analog device. 
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IV. CONCLUSION 

The successful operation of an 8-bit n-channel two-phase CCD fabri­
cated using ion implantation has been achieved. The device performed 
in the frequency range of 1 kHz to 6.6 IVIHz with no discernible loss 
(;SO.l%/transfer). At 17 IVIHz, it was 2%/transfer. The shift register 
was also operated as an analog delay line. 

The surface potential barrier under a portion of each gate necessary 
for unidirectional charge transfer was realized by ion implanting 
1.5 X 1012 boron ions/cm2

• This gave rise to a measured barrier height 
of approximately 6 volts. 

The use of the ion-implanted barrier makes possible considerable 
simplification of the structure. There is only one layer of metallization 
and no crossovers or crossunders. l\10reover, the simplification caused 
no sacrifice in performance, since the device showed more efficient 
high-frequency operation than any previously reported CCD. 
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APPENDIX 

Previous calculations4 have shown that when the charge in a ZERO 
is a substantial fraction of the charge in a ONE, and square waves are 
used to drive the clock lines, there is virtually no loss caused by surface 
states. However, the implanted barrier represents a new feature with 
respect to surface state loss analysis. 

The region that was implanted, and as a result contains a potential 
barrier, is exposed to a high concentration of free carriers only when 
transferring a ONE. There is essentially 1).0 free charge in this region 
at other times (refer to Fig. 1). As a result, when a ONE passes the 
barriers, some of the surface states in that region capture charge. This 
charge may be divided into three parts. Part one is charge which is 
re-emitted before the ONE has completed its transfer. This charge 
rejoins that in the ONE, and has no effect on loss. Part two is charge 
which is emitted too late to catch up, and is therefore dropped into 
the ZERO or ZERO's following the ONE. The remaining charge is still 
trapped when the next ONE arrives. The charge lost by this second 
ONE is the difference between the charge in the traps when it arrives, 
and the trapped charge when it leaves. This is the charge referred to 
as part two above. 
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Let us follow what happens to the charge which is trapped as a ONE 
crosses the barrier. The charge rejoining the ONE needs no further 
consideration. Charge which is emitted during the succeeding half cycle 
can travel either forward or backward, since the barrier region in ques­
tion is at a potential maximum. As a result, one half of the charge 
emitted during this half cycle is lost. The amount of this charge can be 
determined as follows: Assume that all of the traps, the time con­
stants of which are between r /2 and r (where r is the period of the 
clock frequency), will emit their captured charge during this half cycle. 
The number of such traps is Nss(E) ·kT·ln(r/0.5r), where Ns.,(E) is 
the density of traps, per e V and per cm 2 , the position of which in the 
forbidden gap makes their emission rate l/r. (It will be assumed that 
Ns.(E) does not vary significantly for a few kT.) Then the charge lost 
per unit area of potential barrier during this half cycle is 

(3) 

The formula to convert position in the gap to period of the clock line is 

or 

f = 3 X 1010 exp [-(Ec - E)/kT], (4) 

where Nc is conduction band effective density of states, en is the capture 
probability, and Ec - E is the depth of the state below the conduction 
band edge. Formula (4) can be used to determine the appropriate value 
of E in formula (3). 

Suppose n ZERO's now follow the ONE. During the n cycles required 
for these to pass, no free carriers cross the barrier. However, the surface 
states continue to emit trapped charge. This goes on from t = r to 
t = (n + l)r. The total amount of charge emitted during this period is 
therefore 

N 8 .(E)·kT·ln ((n + l)r/r) 

or 

N •• (E)·kT·ln (n + 1). 

Not all of this charge is lost however, because the charge can flow 
backward or forward. The charge which flows backward during the 
time between (n + !)r and (n + l)r will join the ONE following the 
n ZERO's and therefore does not contribute to loss. This backward 
flowing charge is 

!Nss(E) ·kT·ln((n + l)r/(n + !)r). 
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The net loss per unit area of potential barrier is 

L'l = !N •• (E) ·lcT·Zn2 + N •• (E) ·kT·Zn(n + 1) 

- !N •• (E) ·kT·Zn(n + lin + 2) 

or 

L = !N S8 (E)kT[ln(2n + l)(n + 1)]. (5) 

Equations (4) and (5) can now be used to calculate expected loss 
per transfer vs frequency. For the experimental measurements of loss 
per transfer, n = 1. Therefore 

L = 1.3N •• (E)kT. 

As an example at Ec - E = 0.3 eV, from Fig. 10, Nss = 1011 Icm2 
-

e V. Therefore L = 0.33 X 10101 cm 2 • From (4), the frequency is 2.7 X 
105 Hz. Since the area of the potential barrier is 2.5 X 10-6 cm2

, the 
charge lost per transfer is 0.13 X 10-14 coulombs. The charge storage 
capacity is 2 X 10-12 coulombs which gives a loss per transfer figure 
of 0.07 percent. This compares to the "measured" loss of less than 
approximately 0.1 percent. This low loss is directly attributable to the 
two-phase structure, since only a small fraction of the surface states 
(those in the implanted region) can cause any loss. 
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Almost-Coherent Detection of 
Phase-Shift-I(eyed Signals Using an 

In jection -Locl(ed Oscillator 

By M. EISENBERG 

(Manuscript received August 18, 1971) 

We analyze a proposed scheme of detection of phase-shift-keyed signals 
using an injection-locked oscillator the bandwidth of which is much less 
than the modulation rate. The output of the oscillator is a carrier with 
essentially all of its modulation removed. We analyze the effect of noise and 
signal modulation on the phase of this reference tone and compute its effect 
on the probability of detection error. If a suitable encoder and decoder are 
used for the transmitted signal, this technique can provide nearly ideal 
coherent demodulation. 

1. INTRODUCTION 

The two generally recognized methods of detection of phase-shift­
keyed (PSK) signals are coherent detection and differential detection. 
Coherent detection has been shown to be optimum in the presence of 
Gaussian noise,l but, due to the difficulty of storing an absolute phase 
reference at the receiver, it is seldom used in practice. 

In a recent paper/ B. Glance showed that an injection-locked oscil­
lator, the locking bandwidth of which is much less than the modulation 
rate can, under certain conditions, be used to derive a phase reference 
from the input signal itself; This is actually a form of a quadrature 
reference system, where the phase of one quadrature remains essentially 
unkeyed, and is used to provide the reference tone. 3

•
4 In this paper, we 

examine the effectiveness of this scheme for a two-phase PSK system 
where the modulation is a random digital signal and additive Gaussian 
noise is present. We derive an expression for the probability distribution 
of the reference phase, and from this calculate the average probability of 
a detection error. We find that if the modulation rate is much greater 
than the bandwidth of the oscillator, and if a suitable encoder and 
decoder are used, the method very nearly approaches the ideal perform­
ance of coherent detection. 

1867 
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II. LOCKING EQUATION ANALYSIS-ZERO ORDER SOLUTION 

A portion of the received signal is used as the input to the injection­
locked oscillator. This signal may be represented as 

x(t) = v2 A cos [wt + O(t)] + net), (1) 

where A is the signal power, w is the carrier frequency, and O(t) is the 
phase modulation. The received signal is assumed to be contaminated by 
additive white Gaussian noise, net), with double-sided spectral density 
N o/2. If w is sufficiently close to the natural oscillator frequency, Wo , 

locking will occur and the output of the oscillator will be 

.y(t) = v2 B cos [wt + OCt) - cf>(t)], (2) 

where B can be assumed to be constant. 5 cf>(t) is the phase difference 
between the input and output signals of the oscillator. In the case of 
interest, the total phase modulation of the oscillator output, 'fI(t) = 
OCt) - cf>(t) , is small, and yet) is used as the phase reference in the coherent 
detection of the remaining portion of the received signal. 

In the absence of noise, the phases of the input and output signals of 
the oscillator are related by the well-known locking equation6 

dcj>(t). dO(t) 
dt + Asmcf>(t) = w - Wo + dt' (3) 

where 2A is the locking bandwidth of the oscillator. This equation takes 
the same form as that for a first order phase-locked loop.7 The effect of 
the noise at the input has been analyzed by Viterbi.8 The effect is to add 
an additional term to eq. (3), 

dcj>(t). dO(t) A, dt + A sm cf>(t) = w - Wo + dt - A n (t), (4) 

where n'(t) has the same statistics as net). We rewrite eq. (4) in terms of 
'fI(t). 

d'fl(t) . A dt + A sm ['fI(t) - OCt)] = Wo - W + A n'(t). (5) 

For the case of zero input phase modulation, i.e., OCt) 0, eq. (5) 
becomes 

d'fl(t). A dt + A sm 'fI(t) = Wo - w + A n'(t). (6) 

Using Fokker-Plank techniques, Viterbi derived from this equation 
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p(-r]) , the steady-state probability density of 11. For w = Wo the solution is 

ea' COB '1 

P(l1) = 27rlo(cl) ' (7) 

where lo(·) is the zeroth order modified Bessel function of the first kind, 
and a2 = 4A2/NoL\ is the signal-to-noise ratio in the bandwidth of the 
oscillator. For a » 1, this distribution for 11 small is nearly Gaussian 
with mean zero and standard deviation 1/ a. For W ~ Wo the distribution 
becomes centered about the point {3 = sin- 1 (wo - w)/ L\. In the case, 
a » 1 and I(wo - w)/ L\ I « 1, {3 ~ (wo - w)/ L\ and for 11 small, the 
distribution is very nearly equal to 

ea' COB ('1-{J) 

P(l1) ~ 27rlo(a2) . (8) 

We now consider the case (j(t) ~ O. In a binary PSI{ signal, (j(t) is a 
waveform of the form 

(j(t) = I: anP(t - nT), (9) 
n 

where an = ±1, and pet) is assumed to be a pulse which is nonzero only" 
over the range 0 < t < T. For the moment we assume zero noise. The 
resulting equation is 

d~~t) + L\ sin [l1(t) - (j(t)] = Wo - w (10) 

which we rewrite as 

d~~t) + L\ sin 11(t) cos (j(t) - L\ cos 11(t) sin (j(t) = Wo - w. (11) 

Our technique for the solution of this case will suggest a method of 
handling the stochastic problem when the noise term is reintroduced. 

The exact solution to eq. (11) is difficult or impossible to obtain for 
general (j(t). Let us therefore take advantage of the fact that T « 1/ L\ to 
derive a differential equation, the solution of which approximates that 
of eq. (11). 

We assume that there exists an interval of length T with the property 
that T« T« 1/ L\, and we take the average of eq. (11) over T. Letting ( ) 
denote this averaging operation, i.e., 

1 ft+ (T/2) 

(l1(t) = - l1(U) du 
T t-(T/2) 

(12) 
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there results 

d<~~t» + ~<sin 11(t) cos e(t» - ~(cos 11(t) sin e(t» = Wo - w. (13) 

Choosing 7 « II ~ insures that 11(t) is very nearly constant over the 
interval of averaging, for, from eq. (10), we have Id11(t)ldtl ~ ~ + 
Iwo - wi ~ 2~. Consequently, 11(t) ~ <11(t» and the quantities sin 11(t) 
and cos 11(t) may be taken outside the averaging operator. 

d(~~t» + ~ sin (11(t»(cos e(t» - A cos (11(t»(sin e(t» ~ Wo - w. (14) 

On the other hand, the choice 7 » T insures that there will be many data 
pulses over the interval of averaging. Thus the quantity (cos e(t» is very 
nearly constant and is equal to 

1 rT 

C == (cos e(t» = T J
o 

cos pet) dt. (15) 

(Table I lists the value of this quantity for three important pulse shapes.) 
Since we usually have no control over the transmitted message, the 

quantity (sin e(t» will not, in general, be time-independent. However, a 
scheme has been suggested by C. L. Ruthroff and W. F. Bodtmann9 in 
which, through the use of a simple encoder and decoder, this quantity 
can be made very nearly equal to zero. 

TABLE I-VALUES OF C AND (J' FOR THREE PULSE SHAPES 

pet) 1 jT 
C = T 0 cos p( t) dt 1 iT 

(J' = T 0 sin pet) dt 

raised cosine 

~ [1 - cos 2;tJ J (eo) eo o 2 cos 2 J (eo) . eo 02 sm 2 

positive sine 

• 7f' 
Jo(eo) 

~ t J 2k + 1(eO) eo sm T t 
7f' k=O 2k + 1 

rectangular 

eo ,0 ~ t ~ T cos eo sin eo 
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The encoder is a device which stores a block of N bits of the message, 
and counts the net difference of + l's and -1's contained in the block. 
It also keeps a separate count of the net difference in + l's and -1's 
which have been sent over the entire past history of the message. The 
entire block is transmitted either with normal polarity, or with reversed 
polarity, in such a way as to cause the accumulated count to come as 
close as possible to zero. Preceding each block is a single "code" bit which 
specifies the polarity of that block. (The code bits are included in the 
counts.) The decoder decodes the message in an obvious manner. 

We assume that OCt) is the output signal of such an encoder. Assuming 
'T » NT, we have 

(sin O(t) ~ 0, (16) 

so that our approximating differential equation becomes 

d'Y}o(t) c· ( ) ~ + Ll sm 'Y}o t = Wo - w. (17) 

We call the solution to this equation the "zero-order approximation to 
'Y}(t)" • 

We note that this equation has the identical form as eq. (10) for the· 
case of zero modulation. Thus the "zero-order effect" of the modulation 
is to reduce the effective value of the locking bandwidth by a factor C. 

In Figs. 1 and 2, we demonstrate the above results. In both figures, 
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Fig. 1-11(t) with square-wave modulation. 
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Fig. 2-'I)(t) with random modulation. 

Ll = 7r/80T. The lower curve of Fig. 1 shows the behavior of 'Yl(t) versus 
time for the case of zero modulation, i.e., e(t) = O. The saw-tooth wave 
shows the behavior of 'Yl(t), that is, the exact solution to eq. (10), for the 
case where e(t) is a square wave with amplitude 37r/8 and period 4T. 
The smooth curve drawn over the saw-tooth wave shows the zero-order 
approximation obtained from eq. (17). As can be seen, the main effect of 
the modulation has been an increase in the decay time of the resulting 
curve. This is a result of the decrease in the effective locking bandwidth 
caused by the modulation, as predicted above. 

In addition to this, the true curve has a "wiggle" which seems to 
increase in size as the curve approaches zero, and which reaches a 
maximum magnitude of about 0.02 X 7r/2. 

Figure 2 shows the true curve and the zero-order approximation where 
the phase modulation is a random binary signal with Prob (+ 1) = 
Prob (-1) = t which has then been passed through an encoder with 
N = 5; and a rectangular pulse shape of amplitude 37r/8 is used. We 
note the curve follows the same overall path as in Fig. 1. The "wiggles" 
are now random in character; we note that their amplitude again appears 
to grow as the curve approaches zero. 

III. FIRST ORDER SOLUTION 

To better understand the behavior of these "wiggles" we now derive a 
correction term, 'Yll(t), which, when added to 'Ylo(t) , improves the accuracy 
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of our solution. We call YJo(t) + YJl (t) the "first-order approximation to 
YJ(t)." 

We define YJ'(t) = YJ(t) - YJo(t). Subtracting eq. (17) from eq. (10), 
there results 

d '(t) Tt + ~ sin YJ'(t) cos [YJo(t) - O(t)J 

= ~C sin YJo(t) - ~ cos YJ'(t) sin [YJo(t) - O(t)J. (18) 

If the assumptions we have made above are valid, the error in the zero­
order approximation will be small, iYJ' ([) I « 1, and we may linearize eq. 
(18). 

dYJ~~t) + ~YJ'(t) cos [YJo(t) - O(t)J 

= ~C sin YJo(t) - ~ sin [YJo(t) - O(t)J. (19) 

Since IYJ'(t) I «1, the second term on the left-hand side may be neglected, 
and we have approximately 

YJ'(t) ~ it I ~C sin YJo(t) - ~ sin [YJo(t) - O(t)J} dt, (20) 

where we assume the initial conditions are accounted for in YJo(t). YJo(t) 
varies slowly compared to O(t), so we treat it as a constant in the integral. 
Our correction term is 

YJl(t) = ~ sin YJo(t) 

. it [C - cos O(t)J dt + ~ cos YJo(t) it sin O(t) dt. (21) 

Equation (21) explains the behavior of the "wiggles" in Figs. 1 and 2. 
If rectangular pulses are used, cos O(t) = C, and 

YJl(t) = ~ cos YJo(t) it sin O(t) dt. (22) 

For a square wave of period 4T and amplitude 37r/8, YJl(t) is a saw-tooth 
wave with amplitude ~T cos YJo(t) sin 37r/8 = 0.924 ~T cos YJo(t). The 
amplitude of the saw-tooth wave is seen to vary as the cosine of YJo(t), 
and reach a maximum amplitude of 0.924 ~T, which is 0.023 X 7r/2 for 
Fig. 1. This behavior agrees with our earlier observations. The accuracy 
of our approximation in this case is quite good. A plot of YJo(t) + YJl (t) 
superimposed on the figure can not be distinguished by eye from the 
true curve YJ (t) . 
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We remark that the first term of eq. (21), which is zero for a rec­
tangular pulse shape, may in general be ignored relative to the second 
term. The first term equals zero at the beginning and end of each pulse, 
and never achieyes magnitude greater than AT sin rJo(t). The second 
term, however, increases monotonically during a positive pulse and 
decreases monotonically during a negative pulse. The magnitude of this 
term can reach a maximum of! N AT(J' cos rJo(t), where 

1 [T 
(J' = T J

o 
sin pet) dt. (23) 

(The factor! arises because of the possibility of having a message block 
consisting of N +'I's followed by a block consisting of N /2 + l's and 
N /2 -l's). For the case of interest, rJo(t) will be near zero and N will be 
greater than about 10 or 20. This means that the second term of eq. (21) 
will predominate, and thus eq. (22) may be used for arbitrary pulse 
shapes. (Table I lists the value of (J' ff)r three important pulse shapes.) 

IV. THE EFFECT OF NOISE 

We now consider a system where both noise and modulation are 
present. We saw in eq. (17) that the zero-order effect of the modulation 
was simply to reduce the locking bandwidth by a factor C. 

Accordingly, we take as our zero-order approximation the solution to 
the stochastic differential equation 

drJo(t) + C· ( ) + A 'et) -;u- A sm rJo t = Wo - w An. (24) 

In this case, we are interested in the steady-state probability density for 
rJo, p(rJo). By comparison with eqs. (6) and (8), the solution can be 
written down immediately. 

ea.- COB ('I/o-fl.) 

p(rJo) ~ 2'Tr1o(a;) , (25) 

where a; , the effective signal-to-noise ratio in the presence of modulation, 
is higher than the zero-modulation signal-to-noise ratio by a factor of 
l/C. 

2 a 4A2 
a e = C = No AC' (26) 

The average phase shift due to frequency offset is increased. 

• -1 Wo - W Wo - W {3 
{3 e = s m -----;;:.c- ~ -----;;:.c- = (T (27) 



DETECTION OF PSK SIGNALS 1875 

To get a correction term in our solution, we proceed as before, by 
taking the difference between eqs. (24) and (5). We notice that the 
noise term cancels, and we again obtain eq. (18) and the approximate 
solution, eq. (22). For the case of large signal-to-noise ratio, a e , 110 will, 
with high probability, be in the vicinity of zero (assuming f3e ~ 0). Since 
110 effects 111 only as the cosine, 111 is essentially independent of 110 in this 
case and is equal to 

111(t) = d it sin OCt) dt. (28) 

111(t) depends on the particular digital signal being transmitted. 
However, the use of the encoder descdbed earlier insures that 

(29) 

Thus if each of the components is small, the output phase is seen to 
consist of the sum of three essentially independent parts: 

(i) A constant (wo - w)/ dC resulting from the difference between 
the carrier frequency and the natural oscillator frequency. 

(ii) A time varying part which depends upon the digital modulation, 
and which has a maximum magnitude of! N dT(j. 

(iii) A random part, due to noise, the distribution of which has a 
standard deviation of l/ae = VNodC/2A. 

Thus we can write the probability distribution of the reference phase 
approximately as 

ea.- cos (1}-l/t) 

27r1o(a;) , 
(30) 

where 1/1, the nonrandom portion of the phase, has a magnitude less than 
or equal to ! N dT(j + I(wo - w)/ dCI. 

V. CALCULATION OF ERROR PROBABILITY 

If 11 has a known value, the probability of a decoding error, assuming 
equal likelihood detection, is 

P e = ! erfc (p cos 11), (31) 

where p2 is the signal-to-noise ratio in the bandwidth of the signal.lO If 
the receiving filter has a bandwidth 2W, then 

2 A2 
p = N02W' (32) 
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where A is the rms signal amplitude, and N 0/2 is the double-sided 
spectral density of the noise. The average error probability Pe , is 
obtained by averaging the quantity in eq. (31) over the possible values 
of 1]. 

- f7r 1 ea.- cos <"1->/1) 

P e = _". 2 erfc (p cos 1]) 27r1o(a;) d1]. (33) 

This integral was performed using an expansion technique similar to 
that described in Ref. 10. 

VI. DEMONSTRATION OF RESULTS 

In order to reduce the noise as much as possible, the bandwidth of 
the receiving filter in a PSK system is usually set at the value which 
allows the signal to pass essentially undistorted. This bandwidth 2W 
is roughly given by 

2W ~ 1r6. (34) 

Thus the signal-to-noise ratio in the bandwidth of the loop, a; = 
(4A 2/ No .t::.C), is related to the signal-to-noise ratio of the received 
signal, p2 = (A 2/N02W), as 

2 6.4 
ae = .t::.TC p • (35) 

The effect of noise on the output phase is thus reduced by a factor of 
.t::.TC /6.4 from its input value. We have already seen that the effect of 
the phase modulation on the output phase was proportional to .t::.Tcr. 
Thus the size of the quantity .t::.T is important in determining the per­
formance of the system: it should be kept as small as possible. The extent 
to which this can be done, however, is limited by the need to keep the 
difference between the carrier frequency and the natural oscillator 
frequency small relative to .t::.C. This frequency difference may be re­
duced by the use of a negative feedback loop. 11 A reasonable value of .t::.T 
presently obtainable in the laboratory for which these conditions can be 
satisfied is .t::.T ~ 10-3

• 

Using the value .t::.T ~ 10-3
, and the relationship of eq. (35), the 

methods of the preceding section were employed to compute the average 
error probability. Under the assumption that the nonrandom portion of 
the output phase is 10 degrees, the results of this computation for a 
raised cosine pulse shape are plotted in Fig. 3. Also plotted in the figure 
are the curves representing true coherent detection, Pe = t erfc (p), and 
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differential detection p. = !e-P2
•

12 As can be seen, the curve comes 
quite close to the ideal of coherent detection. The curve corresponding 
to a nonrandom phase shift of 5 degrees was also computed but is not 
plotted in Fig. 3 because it comes so close to the coherent curve that the 
two cannot be distinguished on the scale of the drawing. 

By taking the nonrandom part of the output phase to be zero, it is 
possible to determine the increase in error probability (over the coherent 
case) which is due to noise. We found the error probability to be virtually 
identical to coherent detection in this case. This indicates that the 
effect of the noise on the output phase shift is negligible. 

For reasonably small values of ~T (~ 10-3
), and for the range of 

signal-to-noise ratios usually of interest (> 5 db) the output phase shift 
resulting from noise may be safely ignored: the increase in error prob­
ability of the proposed system over coherent detection is almost entirely 
due to the effects of modulation and the offset in the carrier frequency. 
Consequently, under these conditions an approximate expression for the 
error probability, which is very nearly correct is p. = ! erfc (p cos 1/1), 
where 1/1 is the phase shift resulting from the modulation and carrier 
offset. In Fig. 3, for example, the plotted curve is almost identical to 
! erfc (p cos 10 degrees). 

For ~T = 10-3
, a total of 289 consecutive raised-cosine pulses of 

maximum amplitude 7r /2 with the same polarity are needed to shift the 
output phase by 10 degrees. For ~T = 10-2

, this number is reduced to 
29. For positive sine pulses of maximum amplitude 7r /2, the correspond­
ing numbers arc 241 and 24 respectively. We remark that increasing ~T 
from 10-3 to 10-2 also increases the effect of the noise on the output 
phase, but that thif; effect remains negligible. 

In order to demonstrate the effect of the noise on the output phase, we 
must consider an extremely high-noise example. Figure 4 plots the 
average error probability versus the signal-to-noise ratio over a range of 
from -7 to +7 db, for the case ~T = 10-1

• Nonrandom phase shifts 
of zero and 10 degrees were assumed respectively. As can be seen, the 
zero-phase shift curve almost coincides with the coherent curve for 
p ~ 4 db, even for this large value of ~T. 

VII. CONCLUSIONS 

We have analyzed the proposed system of PSK detection for the case 
of random modulation and additive Gaussian noise. If the modulation 
rate is much greater than the bandwidth of the oscillator (~T « 1), 
and if a suitable encoder and decoder are used, we have shown that the 
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system will perform as almost a perfect coherent detector. For a binary 
system, this means a power savings of about ! db over the presently 
employed method of differential detection. This is not very great. 
However, with only a slightly more complex encoder and decoder, this 
same technique may be utilized for higher level systems. (The analysis 
requires only min'or modifications.) For a 4-level system, for example, 
the power savings over differential detection is about 3 db which is 
significant. 
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Construction of an experimental encoder and decoder is presently 
being carried out in the laboratory, and tests of the system are planned 
to confirm the theoretical results. 
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We examine a data-rate synchronization system, capable of operating 
in two modes : (i) in master-to-slave mode when the data stations are con­
nected by digital transmission facilities, and (ii) in slave-to-slave mode 
when the data statl:ons are connected by analog transmission facilities. 
The first part of this pape1' determines the steady-state behavior and the 
transient response in the master-to-slave mode. The results show that the 
system is well behaved in the transient stage, and that the steady-state 
behavior is satisfactory. From the transient analysis, the buffer size require­
ments of the system and the counter size requirel1wnts of the rate-locked 
loops are determined. Formulas are developed from which the start-up 
time of the system can be estimated. 

The second part of this paper exanz,ines the behavior of the system in 
the slave-to-slave mode. It is shown that the data stations can settle to the 
same steady-state signaling rate, and this signaling rate is deter1m:ned. 
The dependence of this signaling rate on other system paraJneters is ex­
amined. It is shown that the system can be easily designed such that the 
steady-state signaling rate will lie within desired lilnits. (This is so regard­
less of the starting sequence, the initial system, conditions, and time delays 
in the communication channels.) 

1. INTRODUCTION 

When data stations are connected by wholly digital transmission 
facilities, it is most efficient to slave the clocks at the data stations 
to a master clock. To perform this operation, hereafter referred to as 
master-to-slave operation, an interface unit at the data station extracts 
timing pulses from the incoming data stream. These timing pulses 
are passed through a phase-locked loop to eliminate noise and jitter. 
The output of the phase-locked loop controls the signaling rate of the 
data station. 

1881 



1882 THE BELL SYSTEM TECHNICAL JOURNAL, OCTOBER 1972 

Unfortunately, a technical problem arises when data stations are 
synchronized in the above manner. Before digital systems evolve into 
a well-connected network, data stations are also often connected by 
wholly analog transmission facilities. When two data stations equipped 
to operate in the master-to-slave mode are connected by analog facilities, 
each station will regard the clock at the other station as the master 
clock, and the two stations will attempt to mutually synchronize each 
other. This mode of synchronization can be called "slave-to-slave." 
Conventional phase-locked loops! which perform well in the master­
to-slave mode may not perform well in the slave-to-slave situation, 
being unusually sensitive to path-length delays and other system 
parameters. This technical problem can be solved by avoiding the 
slave-to-slave situation in the following manner: 

(i) Informing the data stations when analog transmission facilities 
are used. This will permit the stations to break up the slaving 
paths in the data sets and use their own clocks as the timing 
source. 

(ii) Providing a looped connection within the analog system con­
taining appropriate buffers, and a clock of sufficient accuracy 
to serve as the master for the data stations. 

Unfortunately, these schemes reduce the economic attractiveness 
of the system. Consequently, there is a need for a synchronization 
scheme capable of operating in both the master-to-slave and the 
slave-to-slave modes. 

We analyze a synchronization system which employs digital rate­
locked loops to determine if it can operate successfully in both modes. 
The phase detector in the rate-locked loop is a multistage counter that 
counts the difference between the number of zero crossings of the input 
signals. Because of this nonlinear counting process, the operation of 
the synchronization system is determined by nonlinear differential­
integral equations. Such equations do not appear in earlier synchroniza­
tion studies2

-
4 which considered different phase detectors. As will be 

shown, a digital rate-locked loop locks to neither the phase nor the 
frequency of the timing signal, but to the zero-crossing intervals. This 
difference complicates the analysis. We have examined the problem 
without making linear approximations. 5

-
s In a previous paper,9 we 

analyzed, in a rigorous fashion, the steady-state behavior of the system 
in the master-to-slave mode and proved that, in the absence of filtering 
in the rate-locked loop, the slave oscillator will lock to the master 
oscillator exactly. In this paper, it is proved rigorously that if the 
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filter in the loop satisfies a simple condition, the system will reach 
equilibrium (that is, data stations cannot add or delete bits from a 
customer's data stream). Based on this, it is demonstrated that in 
the presence of RC filtering in the loop, the slave oscillator will lock 
to the master oscillator exactly. Following these analyses, this paper 
determines the transient response of the system in the master-to-slave 
mode, and examines the behavior of the system in the slave-to-slave 
mode. Sections II and III of this paper examine the master-to-slave 
mode. Transient response, buffer-size requirements of the system, and 
counter-size requirements of the rate-locked loop are determined. 
Section IV considers the slave-to-slave mode. Steady-state signaling 
rate of the system is determined, with its dependence on the other 
system parameters examined. A simple method of designing the system 
to ensure satisfactory steady-state signaling rate is presented. Section V 
summarizes the results of this paper and may be read next. 

II. MATHEMATICAL MODEL 

In this and the following two sections, we examine the master-to­
slave mode. Consider two communication stations as depicted in 
Fig. 1. Station 1 (with slave clock) represents a data station. Station 2 
(with master clock) represents a station in the digital transmission 
facility. The master clock at Station 2 emits a timing signal which 
controls the transmission of data from Station 2 to Station 1 (for 
example, Station 2 transmits a digit to Station 1 at every second zero 
crossing of this timing signal). Station 2 transmits to Station 1 at some 
standard rate, say, /2 digits per second. 

Station 1 receives data from Station 2, and derives from the received 
data a timing signal S2(t) = sin (W2t + (}2), where W2 = 27r/2 and (}2 is 

STATION 1 STATION 2 

TRANSMITTER TRANSMITTER 
AND RECEIVER AND RECEIVER 

SLAVE MASTER 
CLOCK CLOCK 

Fig. I-Master-to-slave operation, block diagram. 



1884 THE BELL SYSTEM TECHNICAL JOURNAL, OCTOBER 1972 

an arbitrary phase angle. The signal 82(t) and the output 81 (t) of a local 
oscillator are compared in a digital phase detector (Fig. 2). The digital­
phase detector is a counter which counts the zero crossings of 82(t) 
and 81 (t), and produces an output proportional to the difference between 
these two counts. Mathematically, this operation can be specified as 
follows. Let it be assumed that the digital phase detector is activated 
at t = O. Let NI(t) and N 2(t) be, respectively, the number of zero 
crossings (both upward and downward zero crossings) of 81 (t) and 
82(t) in the time interval 0 to t; then the output of the digital phase 
detector is 

(1) 

where el is a positive constant (volts/count) and may be called the 
gain of the counter. As depicted in Fig. 2, Ul (t) is passed through a 
filter, and the filter output VI (t) controls the frequency of a voltage­
controlled oscillator (VeO l ). Let WI = 27r/l be the free-running radian 
frequency of veol , then the output of veol is 

8.(t) = sin [w.t + " . .r: v.(r) dT + 8.J (2) 

where al is the gain of veol (radians/volt X second). The signal 81(t) 
is used to control the transmission of data from Station 1 to Station 2 
(for example, Station 1 transmits a digit to Station 2 at every 2nd 
zero crossing of 81(t». Note that 01 in (2) represents the phase of 81(t) 

VCOl 

DIGITAL 
PHASE 

DETECTOR 

Vl(t) 
F(S) 

Fig. 2-Digital phase detector and the rate-locked loop at Station 1. 
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t' o t'+T t" 

~----T----+----T---1 
Fig. 3-Illustration of S2(t), N2(t), and l/;2(t). 

at t = o. Without loss of generality, we may assume 0 ~ (}l ~ 7r, and 
o ~ (}2 ~ 7r. 

Let us derive an analytic expression for the number of zero crossings 
of 82(t) from t = 0 to a particular time instant T. As illustrated in Fig. 3, 
t' is the time instant at which the last zero crossing prior to t = 0 takes 
place, and til is the time instant at which the last zero crossing prior 
to t = 7 takes place. It is obvious from Fig. 3 that the number of zero 
crossings in the time interval 0 to 7 is 

(3) 

Note from (3) that the phase cumulated from til to 7 does not con­
tribute to the value of N 2(7). This residual phase (or phase quantiza­
tion error) will be designated 1/;2(7), i.e., 

(4) 

Equations (3) and (4) hold for all 7 > 0; therefore, we can replace their 
7 by the time variable t. The variation of 1/;2(t) with t is illustrated in 
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Fig. 3. Note that 1/;2(t) increases from 0 to 71". When 1/;2(t) reaches 71" 

radians, a zero crossing takes place; and 1/;2(t) drops to zero and increases 
from zero again. Clearly, 0 ~ 1/;2(t) ~ 71". Since S2(t) is a pure sine wave, 
1/;2(t) is a sawtooth wave. 

From (3) and (4), we have 

N2(t) = W2t + ()2 - 1/;2(t). 
71" 

Similarly, one can write the number of zero crossings of SI (t) as 

WIt + al it V1(T) dT + ()1 - 1/;1(t) 
N 1(t) = ----=----~------

71" 

(5) 

(6) 

where 1/;1 (t) is the residual phase as illustrated in Fig. 4. As can be 
seen, 0 ~ 1/;1(t) ~ 71". Note that 1/;1(t) is not shown as a sawtooth wave 
in Fig. 4 because S1 (t) is not a pure sine wave in the transient stage 
after t = o. 

In this paper, the filter F(s) in Fig. 2 is assumed to be the usual RC 
filter (Fig. 5). Thus, its transfer function F(s) is 1/(1 + sCR). Sub­
stituting (5) and (6) into (1), and rearranging the equation, we obtain 

"'t(t) 

t' 

Fig. 4-Illustration of S1(t), N1(t), and 1/;t(t). 
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R 

o------I.-----~~~----~o 

.ld c .td 
I I I I I 
I I 
I I 
t .1... 

Fig. 5-RC filter in the rate-locked loop. 

where 

k=~ 
7r 

(8) 

(9) 

We shall use one-sided Laplace transform in the analysis (the words 
one-sided will be omitted). As usual, the Laplace transform of a time 
function will be consistently denoted by the appropriate capital letter. 
For instance, U1(s) will denote the Laplace transform of Ul(t). The 
symbol L[/(t)] denotes the Laplace transform of I(t), and the symbol 
L -1[F(s)] denotes the inverse Laplace transform of F(s). Taking the 
Laplace transform of (7), we obtain 

Multiplying both sides of (10) by F(s), using F(s) U1 (s) = VI (s), and 
rewriting the resulting equation in time domain we obtain 

t> 0 (11) 

where 
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1 + VI - 4CRkc~1 
2CR 

1 - VI - 4CRkcxl 
2CR 

The two roots rl and r2 are real numbers when 1 - 4CRkcxl > 0, and 
are complex numbers when 1 - 4CRkcxl < O. It can be shown that in 
the second case the frequency of Sl (t) overshoots that of S2(t) before 
it finally settles. Such an overshooting should be avoided because 
Station 1 may be required to operate in the slave-to-slave mode (see 
Section V). Therefore, throughout this paper we assume 

1 - 4CRkcxl > O. (12) 

III. STEADY-STATE AND TRANSIENT ANALYSES 

In the master-to-slave mode, we have to consider the following 
questions: 

(i) Can the signaling rate of Station 1 lock to that of Station 2 
in the presence of phase quantization errors? 

(ii) What is the steady-state frequency of VCO l ? 
(iii) During the transient stage after t = 0, the signaling rate of 

Station 1 can be higher than that of Station 2. Therefore, data 
can be transmitted from Station 1 to Station 2 faster than it 
can be transmitted out of Station 2. Consequently, a buffer 
storage is required at Station 2. What should be the size of this 
buffer? 

(iv) The digital phase detector is a counter that counts the dif­
ference between the number of zero crossings of Sl(t) and S2(t). 
How many stages are required in the counter to avoid overflow 
(i.e., to ensure pulling in)? 

We shall first determine the transient response of the system in 
Section 3.1, and then consider these questions in Sections 3.2 to 3.4. 

3.1 Transient Response and Settling Time 

We evaluate the first three inverse transforms III (11) to obtain 

L-l[H(S) ~J = CR ~o _ ) [(rl - r2) + r2e-rd - rle-rot] (13) 
S rlr2 r l r2 
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L -1[H(S) ()2] _ L -1 [H(S)~] = (()2 - ()1)k [e- r • t _ e- rd ]. (14) 
S S CR(r1 - r2) 

The fourth inverse transform L -1[H(s)'lF2(S)] is more difficult to evaluate. 
We obtain after lengthy manipulations 

(15) 

where 

k 
[

rd, ] 
a(t) = W2 - ()2 + 7re r T e-rd 

VI - 4CRkcx1 r1 1 - e 1 

(16) 

pet) = a periodic function of period T, identical with poet) in the time 

period 0 ~ t ~ T (17) 

Note that aCt) is the sum of two decaying exponential terms. When t 
increases, aCt) approaches zero, and only the periodic steady-state 
response pet) remains. It can be shown that pet) has zero mean. 

Now consider the last inverse transform L -1[H(s)'lF1(S)] in (11). 
Since 'lF1(S) is the Laplace transform of 1/;1(t), L-1[H(s)'lF1(s)] can be 
evaluated if 1/;1 (t) can be determined. As illustrated in Fig. 4, 1/;1 (t) 
depends on the positions of the zero crossings of S1 (t). Furthermore, 
because we are dealing with a closed-loop control system, 1/;1 (t) and the 
phase of S1 (t) must satisfy the integral equation (7). In order to determine 
1/;1 (t), one must simultaneously consider (7) and the zero crossings of 
S1(t). The mathematical problem is extremely complex and it is im­
possible to obtain a closed-form expression of 1/;1 (t) for all t. Con­
sequently, the inverse transform L-1[H(s)'lF1(S)] cannot be evaluated 
in closed form. However, we have obtained a tight upper and lower 
bound for its value as follows: 

(19) 
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We have obtained the closed-form expression of the first four com­
ponents of Vl(t), and tightly bounded the fifth component of Vl(t). This 
gives the transient response of the system. Note from (13) to (19) 
that transients in VI (t) either decay exponentially or can be bounded 
by a small number. Thus, the system is well behaved in the transient 
stage. Furthermore, from these equations, one can plot VI (t) vs t, and 
easily estimate the settling time of veo l . The settling time of veo l 

can be rather long when CR is large. For example, consider the first 
term L- l[H(s)O/S2] in Vl(t) (this is usually the dominating term in 
VI(t». From (13) it can be rewritten as 

L -1 [H(S) ~] = -.! [1 _ e-rd + rl(e-rot - e-
rd

)]. 
S al r2 - r l 

Since rl > r2 > 0, the last term in the right-side bracket is negative 
for all t. Thus, the convergence of L- I [H(s)O/S2] is even slower than the 
convergence of the time function 1 - e-r,t. This clearly shows that 
VI (t) converges slowly when the filter time constant CR is large. 

3.2 Steady-State Frequency of VCO I 

N ow we answer the first two questions at the beginning of Section III. 
First, we have found that the signaling rate of Station 1 will lock to 
that of Station 2 in the presence of phase quantization errors. The 
proof of this is complicated, and is given in the Appendix. In this 
section, we examine the steady-state frequency of veo l , and point 
out an important difference between digital and analog phase detectors. 
The instantaneous frequency of veol is [WI + a l vl (t)/27r]. In order 
to see if it approaches a fixed steady-state value, we evaluate 
lim,-,,,, Vl(t), which can be found by evaluating the limits of the five 
inverse transforms in (11). As shown in the Appendix, when signaling 
rate of Station 1 locks to that of Station ,2, the zero crossings of Sl (t) 
and S2(t) will alternate with probability one, and V;l (t) will be a periodic 
function of period T. This means that L-l[H(s)V;l(S)] also approaches 
a periodic function of period T. Let this periodic function be denoted 
by q(t). Then, one can show from (11) that 

( Instantaneous fre-) = f _ al (t) + al (t). 
quency of veol 2 27r P 27r q 

(20) 

When signaling rate of Station 1 locks to that of Station 2, zero 
crossings of Sl (t) and S2(t) alternate. Therefore, V;1 (t) ~ V;2(t) and 
pet) ~ q(t). Thus, from (20), instantaneous frequency of veo l does 
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not lock to the master clock frequency f2 • Instead, it is a periodic 
function f2 - (cx1/27r)p(t) + (cx1/27r)q(t). The output Sl (t) of VC01 is 
a periodic wave with the same period as S2(t); however, it is not a pure 
sine wave as one would expect from experience with analog-phase 
lock loops. The digital loop locks to neither the instantaneous frequency 
nor the phase of the incoming signal S2(t). It locks only to the rate of zero 
crossings of S2(t). For this reason, it should be referred to as a digital 
rate-locked loop, rather than a digital frequency-locked loop or a digital 
phase-locked loop. This difference between digital and analog loops 
should be noted in the applications. 

3.3 Size of the Data Buffer at Station 2 

As described in Section II, Station 2 transmits to Station 1 at a 
standard rate of f 2 digits per second. In general, Station 1 is also re­
quired to transmit to Station 2 at this standard rate. To achieve this, 
Station 1 transmits a digit to Station 2 at every second zero crossing 
of Sl (t) [this enables station 1 to transmit also at the standard rate 
when Sl(t) is synchronized to S2(t)]. 

Usually, Station 2 relays the data it receives from Station 1 to another 
station at the standard rate of f 2 digits per second. Thus, when the 
system is in synchronization, data is transmitted to Station 2 at the 
same rate as it is transmitted out of Station 2. However, when Station 1 
is first synchronized (that is, during the transient stage of synchroniza­
tion) , the transmission rate of Station 1 can be higher than f 2 • Con­
sequently, during the transient stage, data can be transmitted from 
Station 1 to Station 2 faster than it can be transmitted out of Station 2. 
This means a data buffer is required at Station 2. In this section, we 
determine the size of this buffer. 

As defined in Section II, N 1(t) is the number of zero crossings of 
Sl (t) in the time interval 0 to t. Since Station 1 transmits a digit to 
station 2 at every second zero crossing of Sl(t), the number of digits 
transmitted from Station 1 to Station 2 in the time interval 0 to t is 
N 1(t)/2 or N1(t) - 1/2, depending on whether N1(t) is even or odd. 
To simplify our discussions, we shall use the following definition through­
out this paper. 
Definition: For any positive number a, (a) denotes the integer im­
mediately less than a when a is not an integer. (a) = a when a is an 
integer. 

Using this definition, the number of digits transmitted from Station 1 
to Station 2 in the time interval 0 to t is (N1(t)/2). The number of 
digits Station 1 should transmit in this time interval is (N2 (t)/2). If 
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(NI(t)/2) is larger than (N 2 (t)/2), a buffer would be required at Station 2 
and the buffer size is (NI(t)/2) - (N 2 (t)/2) digits. It can be shown 
from the previous equations that 

- [~ + 3J < NI(t) - N 2 (t) < ~ + 3. (21) 
elal elal 

Since the buffer size is (NI(t)/2) - (N2 (t)/2), we obtain from (21) 

w' 
Buffer Size < -2- + 2. 

elal 
(22) 

Equation (22) gives an upper bound for the buffer size. It can also be 
shown that in order to prevent overflow the buffer size must be greater 
than (w' /2elal) - !. Combining this with (22), we have 

(23) 

Let us define B = (w' /2elal + 2). It can be seen from (23) that the 
buffer size is B, B-1, or B-2. Thus, the buffer size is determined 
to within two digits. Since the two-digit difference is negligible, one 
may use the simple formula 

Buffer Size = B = <2
w

' + 2) digits. (24) 
elal 

As explained at the end of Section II, in this paper we use the con­
straint 1 - 4CRkal > O. From this constraint, we can rewrite (24) as 

B ff S· <2CRw' ) d· . (25) u er lze = ~ + 2 Iglts 

where {31 = 4CRelad7r. Clearly, 0 < (31 < 1. Equation (25) will be 
used in later discussions. 

3.4 Counter Size of the Digital Phase Detector 

The counter in the digital phase detector counts the difference between 
N 2 (t) and NI(t). Now we determine the counter size so that the counter 
will not overflow when the maximum positive count or negative count 
is reached. Consider first the case of negative counts. It can be shown 
that NI(t) - N 2 (t) can be larger than w' /elal . It has been shown in 
the preceding subsection that NI(t) - N 2 (t) must be less than w'/elal 
+ 3. Thus, if we define 

N = <~ + 3) = <4CRw' + 3) , 
elal {317r 
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the integer N 1 (t) - N 2 (t) can be as large as N - 2, but will not exceed 
N. Therefore, the counter will not overflow if it can count N 1(t) - N 2 (t) 
up to N 1(t) - N 2(t) = N. 

Next, consider positive counts. One can show that the counter will 
not overflow if it can count N 2(t) - N 1(t) up to N 2 (t) - NI(t) = N. 
Combining the two cases, we see that the counter will not overflow if 

Counter Size ~ ±N counts ~ ±( 4.;~' + 3 > counts (26) 

where {31 is defined after (25). 

IV. SLAVE-TO-SLAVE SYNCHRONIZATION USING DIGITAL RATE-LOCKED 

LOOPS 

In this section, we consider mutual synchronization between two 
data stations where each station regards the clock at the other station 
as the master clock. Such a mutual synchronization is usually called 
slave-to-slave synchronization. 

A mathematical model of slave-to-slave synchronization is depicted 
in Fig. 6. The local oscillator at Station 1 (VCO I in Fig. 6) emits a 
timing signal Suet) which controls the transmission of data from 

STATION 1 STATION 2 

Sl1 (t) 

Fig. 6-Slave-to-slave synchronization with digital rate-locked loops at both stations. 
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Station 1 to Station 2. [For example, Station 1 may transmit a digit 
to Station 2 at every second zero crossing of Sl1(t).] Station 2 derives 
from the received data a timing signal S12(t) and compares SI2(t) with 
its local oscillator output S22(t) at the digital phase detector. The 
digital phase detector is essentially a counter which counts the zero 
crossings of SI2(t) and S22(t) and produces an error signal U2(t) pro­
portional to the difference between these two counts. The error signal 
U2(t) is passed through a filter F2(S) to control the frequency of veo2 • 

Thus, in this fashion, Station 2 adjusts its clock rate toward that of 
Station 1. Similarly, as depicted in Figure 6, Station 1 regards the 
clock at Station 2 as the master clock and adjusts its clock rate toward 
that of Station 2. 

Practically, it is impossible to activate the two counters at the two 
different stations at the same time instant. Therefore, in this study, 
we consider an arbitrary starting sequence as follows: 

(i) At an arbitrary time instant tl , either the counter at Station 1 
or the counter at Station 2 is activated. 

(ii) The other counter is activated at an arbitrary later time instant 
t2 (t2 > t l ). 

For analytical purpose, we shift the time origin such that t2 = O. 
We shall analyze the behavior of the system for t > o. 

Let WI be the free-running radian frequency of veol , then we can 
write 

Sl1(t) = sin P11(t) 

= sin [Wlt + OIl J.' V,(T) dT + OllJ (27) 

and 

(28) 

where Tl2 is the time delay introduced by the channel. Similarly, the 
free-running frequency of veo2 is denoted W2 and 

S22(t) = sin P22(t) 

= sin [w,t + 01, J.' V,(T) dT + o"J (29) 

and 

(30) 
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We define Nii(t) as the number of counts from Sii(t) in the time 
interval 0 to t. Let us first derive an analytical expression for N11 (t). 
From (27), we can write 

WIt + al 1t vI(r) dr + 811 = M7rN11 (t) + 1/;11(t) (31) 

where the parameter M is defined by: M equals one when the counters 
at the two stations count both the upward and downward zero crossings; 
M equals two when the counters count only the upward (or downward) 
zero crossings. The last term 1/;11 (t) in the above equation represents 
phase quantization errors and 0 ~ 1/;11 (t) < M 7r. From the above 
equation we have 

Nu(t) = ~ .. [w,t + a, { v,(Tj dT + Ou - fu(t)J. (32) 

Similarly, one can write analytical expressions for N 12 (t), N 2I (t), and 
N22(t). 

At Station 1, the digital counter output. is 

where UI (0) is the initial count at t = O. Let us define 

k -~ 
1 - M7r 

R2I(S) = e- ST21 10T21 v2(t)e- st dt. 

(33) 

(34) 

(35) 

(36) 

(37) 

The filters FI(S) and F2(S) in Fig. 6 are assumed to be the usual 
RC filters, i.e., 

(38) 

1 
F2(S) = C 

1 + S 2R2 
(39) 

At Station 2, the digital filter output is 

U2(t) = U2(0) + e2[N12 (t) - N 22 (t)] (40) 
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where U2(O) is the initial count at t = O. Furthermore, we define 

k -~ 
2 - M7r (41) 

(42) 

(43) 

From the previous equations, we can determine VI(S) and V 2 (s). 
The results are: 

(44) 

where 

AI(s) = [UI(O)Fl(S) + k1()lF1(s) + VI(O)C1R1F1(s) + k1cx2R21(S)FI(S)] 
S S S 

.[1 + k,,,, F ~(s)] 

A,(s) = [-k,w,,(s)F,(s) + k'WU (8)F'(S)J[ 1 + Ie"" F~(S)] 

A3(s) = [U2(O)F2(S) + k2()2 F2(S) + V2(O)C2R 2F2(s) + k2cx1R12(S)F2(S)] 
S S S 

. [k,,,, e-~" F,(S)] 

A,(s) = [-k,w,,(s)F,(s) + k,w22 (s) F, (s)l [k'''' e-:" F,(s)] 

A5(s) = kl 0 F~~s) [1 + k2CX2 F ~(S) (1 - eO

.".')] 

R(s) = 1 + klCXl F1(s) + k2CX2 F2(S) 
S S 

Similarly, we obtain 

(45) 
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where 

A6(S) = [U2(0)F2(S) + k202F2(S) + V2(0)C2R2F2(s) + k2(XIRI2(S)F2(S)] 
S S S 

.[ 1 + k,a, F~(S)] 

A,(s) = [- k,'l' ,,(s)F ,(s) + k,'l' ,,(s)F , (s){ 1 + k,a, F ~(s) ] 

Ag(s) = [UI(O)FI(S) + kIOIF1(s) + VI(0)C1R1F1(s) + k l(X2R21(S)FI(S)] 
S S S 

[k 
-ST" F2(S)] . 2(Xle -S-

A.(s) = [-k,'l',,(s)F,(s) + k,'l'u(S)F,(s){k,a,e-"" F,s(S)] 

Aw(s) = -k, 0 F;;S) [1 + k,a, F ~(s) (1 - e-"") ] 

Note that our problem is not solved. Equation (44) is not a closed­
form solution of VI(S) because 'lrii(S), which appears in A2(S) and 
A4(S), depends on VI(S) and V 2(s) (the phase quantization errors 1f;,:j(t) 
depends on VI (t) and v2 (t)). Similarly, (45) is not a closed-form solution 
of V 2 (s). These equations will, however, enable us to examine the 
steady-state behavior of the system in the following sections. 

4.1 A Steady-State Solution of Signaling Rates 

As described previously, the zero crossings of Su (t) are used to control 
the transmission from Station 1 to Station 2 (for example, Station 1 
may transmit a digit to Station 2 at every second zero crossing of 
Su (t)). Similarly, the zero crossings of S22 (t) are used to control the 
transmission from Station 2 to Station 1. Therefore, to determine the 
steady-state signaling rates of these two stations, it suffices to determine 
the steady-state distribution of the zero crossings of suet) and S22(t). 
To facilitate our discussion, let us first introduce the following definition. 
Definition: so(t) denotes a sine wave sin wot with 

1 
Wo = ) [w1k2(X2 + W2k l(X1 

kl(X1 + k2(X2 + kl(Xi k2(X2( Tl2 + T21 

+ w1kl(Xlk2(X2TI2 + W2kl(Xlk2(X2 T21 

+ [ul(O) + kl(}l + kl(X2R 21 (0)]k2(XI(X2 

+ [U2(0) + k202 + k2(XIR 12(0)] kl(XI(X2] . (46) 
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Based on (44) and (45), a steady-state solution of the zero-crossing 
distribution has been obtained. lo In order to conserve space, let us 
omit the lengthy derivations and write only the results as follows: 
A Steady-State Solution: When the counters at the two stations count 
both the upward and downward zero crossings of Sii(t), i, j = 1, 2, 
the upward and downward zero crossings of Sii(t), i, j = 1, 2, are 
uniformly spaced when t -? 00 and the time interval between each two 
consecutive zero crossings of Sii(t), i, j = 1, 2, is identical with the 
time interval between each two consecutive zero crossings of so(t). 

If the counters count only the upward (or downward) zero crossings, 
the above solution should be modified: When the counters at the two 
stations count only the upward (or downward) zero crossings of Sii(t), 
i, j = 1, 2, the upward (or downward) zero crossings of Sii(t), i, j = 
1, 2, are uniformly spaced when t -? 00, and the time interval between 
each two consecutive upward (or downward) zero crossings of Sii(t), 
i, j = 1, 2, is identical with the time interval between each two con­
secutive upward (or downward) zero crossings of so(t). 

4.2 A nalysis of the Steady-State Signaling Rate 

In this section, we show that the system can be easily designed such 
that the steady-state signaling rate lies within desired limits. 

Before the two stations are mutually synchronized, Sl1 (t) is sin WIt 
and the signaling rate of Station 1 is hWI digits/second. (h is a pro­
portionality constant. For example, h = .1/27r when Station 1 transmits 
a digit at every second zero crossing of Sl1 (t).) Similarly, before the 
two stations are synchronized, S22(t) is sin W2t and the signaling rate of 
Station 2 is hW2 digits/second. When the two stations are mutually 
synchronized, Sl1 (t) and S22(t) have the same zero-crossing distribution 
as so(t) = sin wot and the signaling rates of the two stations are hwo 

digits/second. The synchronization is satisfactory if hwo is sufficiently 
close to hWl or hW2 • lVlore specifically, the steady-state signaling rate 
is satisfactory if 

(47) 

when WI < W2 , and if 

(48) 

when W2 < WI • The number € is a prescribed small number. 
As can be seen from (46), Wo depends on WI , W2 , and the following 

parameters: gains el and e2 of the two counters, gains al and a2 of the 
two oscillators, initial counter outputs UI (0) and U2(0), initial phases 
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01 and ()2 , initial filter outputs VI (t) and v2(t), and the time delays 712 

and 721 in the communication channels. Since Wo depends on so many 
parameters, it is not immediately clear whether Wo satisfies the specifica­
tions in (47) and (48). In the following, we derive simple design con­
straints such that when. these constraints are satisfied, Wo will satisfy 
the specifications in (47) and (48). 

So far, we have considered the arbitrary starting sequence described 
at the beginning of this section. Since ,ve may always designate the 
station that is started first as Station 1, we need to consider only the 
following starting sequence in the sequel: At an arbitrary time tl < 0, 
the counter at Station 1 is activated. The counter at Station 2 
is activated at t = o. 

There are two cases to be considered: WI ~ W2 and WI > W2 • Our 
analyses of these two cases yield the same design constraint; hence, 
we describe only the case WI ~ W2 • 

Note from the starting sequence that for t ~ 0, Station 2 is the 
master and Station 1 is the slave. We therefore can use the results in 
Section III to bound VI (t) for t ~ O. From this, we can show that Wo 

always satisfies the following inequalities: 

[ 

+ (k 1CX l + klCXlk2C(2721)(W2 - WI) ] 

WI k 1CX l + k2CX2 + k 1cx. l k2CX2(712 + 721) 
Wo > 

[!k2CX2 + klCXlk2CX2712]6elCXl 

(49) 

and 

(50) 

It should be clear from (49) and (50) that, regardless of the values 
of the time delays 712 and 721 , one can easily select the gain elCXl of 
the first station so that Wo will satisfy the constraint in (47). To show 
this more explicitly, we further simplify (49) and (50) (this simplifica­
tion will, however, make the constraint on e1CXl slightly more stringent). 
Since Wo satisfies (49) and (50), Wo will definitely lie in the following 
broader range 

(51) 

Comparing (51) with (47) shows that Wo satisfies the specification 
in (47) if 

(52) 
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From (52), one can easily determine the value of elal . Since we have 
designated the station that is started first as Station 1, and since either 
station can be started first, (52) should be applied to both stations. 
To emphasize this, we replace (52) with the following two constraints 

(53) 

(54) 

Now, to summarize this section: we have shown that if the gains 
of the two stations are designed to satisfy the simple constraints in 
(53) and (54), Wo will satisfy (47) and the steady-state signaling rates 
will be satisfactory. Since (53) and (54) can be easily satisfied, and 
are independent of all the other parameters in (46), we conclude that 
the steady-state signaling rate can be easily made satisfactory re­
gardless of the starting sequence, the initial system conditions, and 
the time delays in the communication channels. 

V. SUMMARY AND CONCLUSIONS 

Sections II and III examine the behavior of the system in the master­
to-slave mode. The station with the slave clock (Station 1 in Fig. 1) 
represents a data station, while the station with the master clock 
(Station 2) represents a station in the digital transmission facility. 
The slave clock at Station 1 employs a digital rate-locked loop which 
consists of a digital counter, an RC filter, and a slave oscillator (Fig. 2). 
The counter is not restricted to have only one stage. A mathematical 
model of the system is formulated in Section II. Transient response 
of the system is determined in Section 3.1. It is shown that, under 
the condition 1 - 4CRkal > 0 in (12), the signaling rate of Station 1 
approaches that of Station 2 in a monotone fashion (transients either 
decay exponentially as shown in (13), (14), (15) and (16), or can be 
tightly bounded as shown in (19». 

From the transient response, settling time of the slave oscillator 
can be easily estimated. As discussed at the end of Section 3.1, this 
settling time can be rather long when the RC filter has a large time 
constant. For fast start-up purpose, it may be desirable for Station 1 
to transmit data before the slave oscillator is completely settled. Thus, 
during the start-up period, data can be transmitted from Station 1 
to Station 2 faster than it can be transmitted out of Station 2. Con-
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sequently, a buffer storage is required at Station 2. This buffer size is 
determined and is given in (25). Section 3.4 examines the size of the 
counter in the rate-locked loop (counter size determines the pull-in 
range of the rate-locked loop). In order to avoid counter overflow 
(that is, to ensure pulling in), the counter must have a certain minimum 
size. This minimum size is determined and is given in (26). 

As emphasized in Section 3.2, the slave oscillator in the rate-locked 
loop locks to neither the instantaneous frequency nor the phase of 
the master oscillator. It locks only to the rate of zero crossings of the 
master oscillator. For this reason, we refer to this control loop as a 
rate-locked loop, instead of a frequency-locked loop or a phase-locked 
loop. This difference, while immaterial in the present application, 
should be carefully noted in other applications. 

Section IV examines the behavior of the system in the slave-to-slave 
mode. The two stations to be mutually synchronized represent two 
data stations connected by analog transmission facilities. A rate­
locked loop is used at each station, and an RC filter is included in 
each loop. A random starting sequence is considered where either 
station can be started first, with the other station activated at an 
arbitrary later time. When the two stations are mutually synchronized; 
the two stations settle to the same steady-state signaling rate hwo 

(h is a proportionality constant and Wo is given in (46». Equation 
(46) shows that Wo depends on the gains of the counters and oscillators, 
the initial conditions of the counters, filters, and oscillators, and the 
time delays in the communication channels. It is shown that, although 
Wo depends on so many parameters, the steady-state signaling rate 
hwo will lie within desired limits if the simple design constraints in (53) 
and (54) are satisfied (these conditions can be relaxed by using the 
more complicated equations (49) and (50». These results show that 
the steady-state signaling rate of the system can easily be made satis­
factory regardless of the starting sequence, the initial system conditions, 
and the time delays in the communication channels. Therefore, there 
is no need to attempt to activate the two stations simultaneously or 
to equalize the delays and gains of the communication channels. 

In conclusion, the detailed transient and steady-state analyses 
show that a synchronization system employing digital rate-locked 
loops can be designed to operate successfully both in the master-to­
slave mode and in the slave-to-slave mode. Such a synchronization 
system, therefore, is useful in applications where both digital and 
analog transmission facilities are utilized in connecting data stations 
or other types of terminals. 
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APPENDIX 

In this appendix, we first introduce the concept of equilibrium. 
The system is said to be in equilibrium if, corresponding to every 
digit received from Station 2 (the station with master clock), Station 1 
(the station with slave clock) also transmits a digit back to Station 2. 
Then we prove a general theorem which states that the system will 
reach equilibrium if the arbitrary filter F(8) (not necessarily an RC 
filter) satisfies a simple condition. Based on this general theorem, we 
then show that when an RC filter is used, the signaling interval of 
Station 1 will lock to that of Station 2 exactly. 

For brevity, we define Pl(t) as WIt + al I~ Vl(T)dT + 01 • The lowpass 
filter transfer function F(8) can always be normalized such that F(O) = 1. 
Clearly, any usefullowpass filter must cut off as frequency approaches 
infinity; therefore, we can write F( 00) = O. By changing units, we 
can and shall set el = 7r and al = 1. Without loss of generality, we 
assume that W2 - WI > 0, and that the counter counts both upward 
and downward zero crossings. The zero crossings of 8 1 (t) and 82(t) 
control the signaling rate of Station 1 and Station 2, respectively. 
Let T be the time interval between each two consecutive zero crossings 
of 82(t), that is, T = 7r/W2 • When the time interval between each two 
consecutive zero crossings of 81 (t) also becomes T, signaling rate of 
Station 1 locks to that of Station 2. Thus, to determine the locking 
behavior, we need only to examine Nl(t) when t --7 00. Since Nl(t) 
can be deduced from Pl(t), VI(t), or Ul(t), we shall examine either Pl(t), 
or Vl(t), or Ul(t) in the following analysis (depending on which one is 
the most convenient). 

The behavior of the system is governed by the equation 

Pl(t) = WIt + it [f*Ul(PI)] dT + 01 (55) 

where * denotes convolution, and the symbol Ul (PI) indicates that Ul 

is a function of PI . Since Ul depends on PI through the nonlinear zero­
crossing counting process, (55) is a nonlinear differential-integral 
equation. It is impossible to solve this equation for all t, so we shall 
first examine VI (t) and Ul (t) to obtain a steady-state solution of this 
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equation. Then we shall consider the uniqueness of this steady-state 
solution. 

From the mathematical formulation in text, 

u,(t) = [(w, - w,)t - J.' v,(Tj dT + 8, - 8, + >/I,(t) - >/I,(t) ] . (56) 

Let U1(s), V1(s), '1'1 (s), arid '1'2(S) be the Laplace transforms of u1(t), 
v1(t), I/Il(t), and 1/12(t), respectively. From (56) and V1(s) = F(s)U1(s), 
we obtain 

W2 - WI O2 - 01 S s 
U1(s) = s[s + F(s)] + s + F(s) + s + F(s) '1'1(S) - S + F(s) '1'2(S) (57) 

and 

v (s) = F(s)(w2 - WI) + F(s)(02 - 01) + F(s)s '1' (s) _ F(s)s '1' (s) 
1 [s + F(s)]s s + F(s) s + F(s) 1 S + F(s) 2 • 

(58) 

We wish to determine the NI (t) that satisfies the system equation 
(55) when t ~ 00. For brevity, such a solution is called a steady-state 
solution. From (58), a steady-state solution is obtained, and is stated 
in the following theorem. 

Theorem 1: At steady-state (that is, when t ~ (0), (55) is satisfied if 

(59) 

where To is such that the mean value of Ul (t) is W2 - WI . 

Proof: Since 1/11 (t) and 1/12(t) do not approach a limit when t ~ 00, 

one cannot apply final value theorem to the last two terms in (58). 
However, final value theorem can be applied to the first two terms. 
This yields 

() -1[ F(s)s ()] -1[ F(s)s ()] 
VI t = W2 - WI + £ s + F(s) '1'1 S - £ s + F(s) '1'2 S , 

t ~ 00. (60) 

The condition t ~ 00 applies to the rest of the proof. Clearly, (59) 
is equivalent to the statement that 

(61) 

where PI (t) is a periodic function of period T. Thus, to prove Theorem 1, 
one needs only to show that the right side of (55), when computed 
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from (59), is identical with the right side of (61). From (59), 1/;1 (t) is a 
periodic function of period T. Consequently, £-1 {[F(s)s/ s + F(S)]Wl (s)} 
is a zero-mean periodic function of period T. Since 1/;2(t) is a period 
function with period T, £-1{[F(s)s/s + F(s)]w2 (s)} is also a zero­
mean periodic function of period T. Thus, from (60) 

(62) 

where fh (t) is a zero-mean periodic function with period T. Substituting 
the v1(t) in (62) for the integrand [f * U1(P1)] in (55), we see that the 
right side of (55) is identical with the right side of (61). This proves 
Theorem 1. 

Equation (59) in Theorem 1 implies that signaling rate of Station 1 
locks to that of Station 2. Now we consider the problem of uniqueness 
(that is, whether (59) is the only steady-state solution). We first prove 
that, under a simple condition, Station 1 cannot add or delete bits 
from a customer's data stream. 

As described in Section II, the zero crossings of 81 (t) and 82(t) control 
the signaling rates of Station 1 and Station 2, respectively. More 
specifically, Station 2 transmits the mth digit to Station 1 at the mnoth 
zero crossing of S2(t); and Station 1 transmits the mth digit to Station 2 
at the mnoth zero crossing of SI(t) (in practice, no ~ 1). Thus, Station 2 
transmits a digit to Station 1 every noT seconds. We say that the 
system is in equilibrium if, corresponding to every digit received from 
Station 2, Station 1 also transmits a digit back to Station 2. More 
precisely, the system is in equilibrium if we can partition the time 
axis into NoT-second time intervals such that Station 1 will transmit 
a digit back to Station 2 in each of the noT-second time intervals. 
Theorem 2: The system will reach equilibrium if 

-11" < ,c-' [s + SF(s) ",,(s) ] < 11". (63) 

Proof: The condition t ~ 00 is implied throughout this proof. Using 
the final-value theorem, one can show from (57) that when t ~ 00, 

Ul (t) = W2 - WI - (J'2(t) + (J'1 (t) (64) 

where 

cr2(t) = ,c-' [S + S F(s) "'2(S) ] 

cr,(t) = ,c-{s + sF(S) ",,(s) ] 

and £-1 denotes inverse Laplace transform. 

(65) 

(66) 
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Since if;2(t) is periodic with period T, (}"2(t) is a zero-mean periodic 
function of period T. Let max (}"2(t) and min (}"2(t) be the maximum 
and minimum value of (}"2(t) , respectively. We now determine max (}"2(t) -
min (}"2(t). Note that if;2(t) can be written as 

if;2(t) = (W2 t + (}2) - L 7ru[t - (tf + iT)] 
i 

where u(t) is the unit step function defined by 

u(t) = 0, 

= 1, 

t < 0 

t > O. 

(67) 

(68) 

When if;2(t) is applied to a network with transfer function [sis + F(s)] 
(hereafter called network A), the output is (}"2(t). Clearly, when the 
first term W2t + (}2 in (67) is applied to network A, the output is a 
continuous time function for t > o. The second term in (67) consists 
of unit step functions. It can be shown that, when a unit step function 
u(t) is .applied to network A, the output is unity when t = O+, ap­
proaches zero when t ~ 00, and is continuous for 0 < t < 00. From 
these results, it is clear that 

(69) 

We have set el = 7r. Therefore, UI (t) is a multiple of 7r. We are con­
sidering the case W2 - WI > O. As illustrated in Fig. 7, let n be an integer 
such that 

(70) 

It is clear from (70) and (69) that there is a t at which W2 - WI - (}"2(t) 
equals n7r or (n + 1)7r (let this t be denoted by t1). Note that W2 - WI -

(}"2(t) may intersect only the level n7r, or only the level (n + 1)7r, or 
both the levels. For this proof, we need to consider only the first case. 
Since (}"2(t) is periodic with period T, W2 - WI - (}"2(t) is also periodic 

(n + 1)'lT -----------------

W2-W'-----------------

n'lT--__ .---~.~--_4.~--~ . ._---
t,-T t, t,+T t,+2T 

Fig. 7-Illustration for the proof of Theorem 2 (showing the definition of nand 
the partition of the time axis into successive T-second intervals). 
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with period T. Thus, W2 - WI - (J2(t) must intersect the level n7f' also 
at time instants tl + iT, i = ± 1, ±2, ... . These intersections are 
illustrated in Fig. 7. 

N ow consider the value of Ul (t) at an intersection tl + iT, i = 0, 
±1, ±2, .... From (63), we have, at t = tl + iT 

n7f' - 7f' < Ul(t) < n7f' + 7f'. 

Since Ul (t) must be a multiple of 7f', (71) implies that 

Ul(t) = n7f' 

(71) 

(72) 

at t = tl + iT, i = 0, ±1, ±2, .... Since N 2(t) increases by one every 
T seconds, (72) requires that N1(t) increase by one in each of the T­
second intervals illustrated in Fig. 7. This proves Theorem 2. 

Now we consider the case where the filter F(s) is the usual RC filter. 
We first prove that eq. (63) is satisfied in this case (consequently, the 
system will reach equilibrium). 

When RC filter is used, 

1 
F(s) = 1 + sCR (73) 

where 

1 + VI - 4CR 
2CR 

1 - VI - 4CR 
2CR 

The system is designed such that 

1 - 4CR > O. 

Therefore r1 and r2 are real numbers and 

rl > r2 > o. 
Let [1/CR(s + rl)(s + r2)] be denoted by O(s), then 

(75) 

(76) 

(77) 

(78) 

get) = £-I[G(S)] = 1 [e- r2t 
- e- rtl

]. (79) 
CR(r1 - r 2 ) 

From (78) and (79), 

get) > 0, t > O. (80) 
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From (80), we can write 

£-l[ 'l'I (s)G(s)J 

1907 

= it 1/II(r)g(t - r) dr < it 7rg(t - r) dr < iot:) 7rg(r) dr. (81) 

Clearly, f~ g(r)dr = G(O) = 1. From this and (81), we have 

o < £-I['l'I(S)(}(S)] < 7r. (82) 

From (82) and (74) 

- .. < £-{S +sF(S) ¥'(8)J < ... (83) 

Hence, (63) is satisfied and the system will reach equilibrium. 
Next, we examine the detailed behavior of the rate-locked loop. 

Note that there are two basic variables in the rate-locked loop, namely, 
UI (t) and VI (t). Let the UI (t) and VI (t) corresponding to the steady-state 
solution in (59) be denoted by uht) and vht), respectively. First, we 
sketch u't(t) and v't(t). From Section II in text, S2(t) = sin [W2t + O2], 
To simplify our graphs, let us omit O2 • Then N 2 (t) jumps by 1 at t = 
IT, l = 0, 1, 2, .... From this and (59), we see that u't(t) is as sketched 
in Fig. 8, where l denotes an arbitrary integer. The pulse width y* 
in Fig. 8 is such that the mean-value of uht) is W2 - WI • Therefore, 

In + 1)'IT 

..... 

n'IT 

T 
y* = - [W2 - WI - n7r]. 

7r 

/ 

~ 

"" ..... ' ... u* .;~ ~u* 

....... -~. 

I 
I I 
~y*~ 
I I 
I 
I 
I 
I 

iT 

---'" 
I 

I I 
~y*~ 

I I 
I 
I 
I 
I 

U+T 

....... -

Fig. 8-Sketch of UI*(t) and VI*(t). 

(84) 

.,; 

".~ 
" 

.. t 
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Since -ut(t) is periodic with period T, vt(t) is also periodic with period T. 
As can be seen from vt(t) in Fig. 8, ut(t) charges the capacitor C in 
the time interval IT to IT + y*, and the capacitor C discharges in the 
time interval IT + y* to IT + T. Let v* denote the value of vt(t) 
at t = IT + y*. Clearly, v* must have such a value that vt(t) has a 
mean-value of W2 - WI • 

In order to show that ut(t) and vt(t) are the only steady-state solu­
tion, we begin by assuming different Ul (t) and VI (t), and demonstrate 
that they must approach ut(t) and vt(t) as t increases. We have proved 
that the system must reach equilibrium. From (72), when the system 
reaches equilibrium, Ul (t) = n7l" at t = tl + iT, i = 0, ± 1, ±2, .... 
[As can be seen from the discussion after (70), Ul(t) may assume the 
other value (n + 1)71" at such time instants. However, these two cases 
are similar and we need to consider only the first case.] Therefore, U l (t) 
can assume only one of the two forms in Fig. 9 in each of the time 
intervals tl + iT to tl + iT + T. The first form is illustrated in the 
time interval tl to tl + T in Fig. 9, while the second form is illustrated 
in the time interval tl + T to tl + 2T. In the first form, the zero crossing 
of 81 (t) (represented by the downward arrow) takes place prior to the 
zero crossing of 8 2 (t) (represented by the upward arrow). The order 
is reversed in the second form. Note that, if Ul(t) always assumes the 
first form, one would have VI (t) < n7l". From this, one can easily show 
that Ul (t) cannot always assume the first form in the successive T­
second intervals. Next, consider the width of the pulse when Ul (t) 

(n+ 1)'1T 

¥ __ U1(t 

T I T 
I I I 
I I I 
I I I 

(n-1)'1T I I I 

., t 

Fig. 9-Illustration of the two forms of Ul(t). 
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(n+l)'IT 

~_.U1(tl 

-- .... --- '- -_ .... ~--- -' ... I ... 

I I I 
I I I I I 
k-Yn ~ ,I I+Y~ I'{' I Q+1 I 
I I I I I 

n'IT 

I I I , I 
, 'I , , 

t1 +iT J t t }T ,}" 
• t 

t1+ i T+T 

Fig. lO-Sketch of UI(t) and viet). 

assumes the second form. This width, designated by y in Fig. 9, may 
vary from one T-second interval to the next. If this width were always 
less than y*, VI (t) would be less than v* for all t. From this, one can show 
that this width cannot always be less than y*. From these results, 
there must be some T -second intervals in which UI (t) assumes the 
second form and the pulse width y is equal to or greater than y*. We 
shall select one such time interval (say, the time interval tl + iT ~ 
t < ti + iT + T illustrated in Fig. 10) and examine UI (t) and VI (t) 
for t > tl + iT. We need to consider only two cases (refer to Fig. 10): 

Case 1: VI (tl) < v* 

Case 2: VI (tl) ~ v*. 

The instantaneous radian frequency of VCO I is WI + (XlVI (t) , where 
WI is the free-running radian frequency and (XlVI (t) is the correction 
term. In data communications, WI is very close to the radian frequency 
W2 of the master clock. (For example, it may be specified that the 
maximum difference between WI and W2 be limited to 0.005 percent 
of W2.) Consequently, only a very small correction term (XlVI (t) is needed. 
For this season, the time interval between each two consecutive zero 
crossings of 81 (t) is essentially determined by the term WIt in PI (t). 
Therefore, the pulse width y changes only very slightly from one pulse 
to the next (in other words, in Fig. 10 y I + I is very close to y I)' 

For the purpose of illustration, in Fig. 10 VI (t) is shown to increase 
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and decrease quite rapidly in each T-second interval. In practice, the 
filter time constant RC is several orders larger than the time interval T 
(for example, RC = 10-1 seconds, T "-' 10-5 seconds). Thus, VI (t) is 
essentially a constant in each T -second time interval. 

Now consider YZ+i and V1 (tZ+i), j = 1, 2, 3, .... It can be shown 
rigorously that if there is an h such that 

YZ+h = y* 

VI (tz +h) = v* 

then YZ+i = y* and Vl(tZ+i) = v* for all j > h. Therefore, to show that 
Ul(t) and v1(t) approach u!(t) and v~(t), we need only show that YZ+i 

and v1(t Z+J approach y* and v*, respectively. 
Now consider Case 1; after tl + iT, YZ+i and V1 (tZ+i) approach y* 

and v* in three stages. Immediately after tl + iT, VI (tz + i) is less than 
v*. Consequently, the time interval between each two consecutive 
zero crossings of SI(t) is slightly larger than T, and YZ+i increases slowly 
with j. (Note from Theorem 2 that YZ+i must remain less than T.) 
Since v1(tZ+i) is less than v* and YZ+i remains larger than y*, V1(tZ+ i ) 

must increase slowly with j. The second stage starts when V1 (tZ+i) 

reaches v*. Since the pulse width YZ+i is larger than y*, V1(tZ+i) keeps 
increasing with j. (Note from Theorem 2 that V1(t Z+ i ) cannot exceed 
(n + 1)7r.) This implies that V1 (tZ+i) will be larger than v*. Consequently, 
YZ+i must decrease with j. Clearly, when YZ+i decreases, the rate of 
increase of V1 (tZ+i) decreases. The third stage starts when YZ+i de­
creases to such a value (still larger than y*) that VI (tz + i) ceases in­
creasing. Since v1 (lz+i) is now larger than v*, YZ+i must keep decreasing. 
Clearly, this must also reduce V1 (t Z+i ). Consequently, YZ+i and Vl(tt+i) 

approach y* and v*, respectively. 
The above discussion is for Case 1. It can easily be extended to 

Case 2. Thus, when the system reaches equilibrium, the time interval 
between each two consecutive zero crossings of SI (t) will be exactly T 
seconds. 
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B. S. T. J. BRIEFS 

Extension of Multidimensional Polynomial Algebra to Domain 
Circuits with Multiple Propagation Velocities 

I. INTRODUCTION 

ByS. V. AHAMED 

(Manuscript received May 26, 1972) 

IVIultidimensional Polynomial Algebra 1 is a new technique for the 
analysis of circuits in which a finite and distinct time interval is neces­
sary for the propagation of binary bits of data from one location to 
the next. These conditions exist specifically in magnetic domain cir­
cuits. 2

•
3 The algebra expands the basic concepts of the coding theorists,4. 5 

and includes the representation of both time and space in the algebraic 
representation of data streams. A set of algebraic transformations l has 
been developed to correspond to the subfunctions in the circuit, and 
the overall function is thus modeled by a series of algebraic transforma­
tions. Such an analysis predicts the location and the value of all the 
binary positions at any prechosen instant of time, thus leading to the 
algebraic verification of the operation of a proposed circuit. In the 
foregoing technique for analysis, one velocity of propagation was as­
sumed. However, the circuit designer may depend on more than one 
velocity for the successful operation of the circuit, and the technique 
suggested here accounts for different propagation velocities. Further, 
the analysis proposed determines the relationships between such 
velocities. 

In discrete circuits, multiple velocities are generally derived from 
clock sources driven at different rates. The movement from one location 
to the adjoining location is finite, but the duration for the movement 
is derived from different clocks. 

II. REPRESENTATION OF MULTIPLE CLOCKS 

In Ref. 1 it was proposed that the number of clock cycles between 
a prechosen origin of time and a given instant of time be represented as 
the exponent of X; X being defined as the carrier of the time dimension. 
In multiple clock systems it is proposed that X be subscripted to denote 
the various clocks available in the system. Hence, if one adopts the 

1919 
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notation of Ref. 1 to denote the binary values of data bit positions 
(i.e., a o , al , ... an-l for the first, second, ... , nth, data bit positions), 
and to denote their spatial locations (i.e., Y!o, Y!', Y!', ... , y!n-l for 
the first, second, ... , nth locations in the kth element of a circuit), 
then a stream of data, n bits long after io clock cycles at the first clock 
(denoted by the subscript 0 and X), may be represented as 

i=n-l 

X io ~ yli 
U = 0 L...J ai k, (1) 

i=O 

where l,. indicates the location number of the ith data position. 
If this stream traverses for ma clock cycles in the forward direction, 

and is propagated at the first clock rate, then the final condition is 

i=n-l 

U = Xb o+mo L ai y!i+mO. 
i=O 

(2) 

Now if the data stream is propagated at a second clock rate (denoted 
by the subscript 1 for X) for m l clock cycles, the binary data is then 
represen ted as 

i=n-l 

U - Xio+moxm, ~ yli+mo+m, 
- a 1 L...J a i k • (3a) 

i=O 

In general, the stream (1) after m1 , m 2 , ••• , mj, ... ma clock cycles 
at Xo , Xl , X 2 , ••• , Xi ... , Xa clocks, having been propagated from 
an element k to an element t, with their intersection located at y~ 
and y~ , may be represented as 

( 

j=S ) 
i=a i=n-l li+.L mj -z 

X io II X mj ~ y 1=0 
U = 0 i L...J ai t (3b) 

i=O i=O 

Similar expressions for streams after looping, duplicating, logical 
gating, etc., may also be written (Ref. 1), and it is thus possible to 
model a series of functions in the circuit with multiple clocks by a 
series of algebraic equations, as was indicated for circuits with a single 
clock. 

III. RELATION BETWEEN CLOCK RATES 

The functional constraints on the circuit demand that bubble posi­
tions or streams be physically present at certain predefined locations 
and at preselected intervals of time. For example, it may be necessary 
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for a binary stream to have completely circulated a loop (p periods) 
once and advanced one additional period * before the arrival of the 
next data bit. t If the incoming data is assumed to arrive every X 0 clock 
cycle, and the data in the p-period loop is being propagated one location 
every X I clock cycle, then one cycle at the rate X 0 should correspond to 
(p + 1) cycles at the rate Xl' This leads to the conclusion that 

(4) 

and this equation should be construed to imply that the propagating 
clock at Xl runs (p + 1) times faster than the clock at Xo . 

IV. APPLICATION OF ALGEBRA TO THE DESIGN OF A (30, 20) DOMAIN 

ENCODER 

The application of the algebra to the design of a (30, 20) domain 
encoder6 shown in Fig. 1 has yielded all the design parameters, the 
relation between different clocks, and the instants of synchronization of 
the various clocks to obtain a satisfactory operation of the encoder. 
It is foreseen that such an algebraic analysis of discrete circuits will 
help engineers to check the operation of the devices before they are 
constructed and reduce the debugging time once they have been made. 
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* A period is defined as that unit of physical distance by which a binary position 
is propagated in one clock cycle at any rate Xo, or XI, or X 2, etc. 

t Such a requirement is placed in the magnetic domain encoders and decoders 
presented in Ref. 6. 
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Blooming Suppression in Charge 
Coupled Area Imaging Devices 

/ 

By C. H. SEQUIN 

(Manuscript received June 23, 1972) 

An intense spot of light projected onto the photo-sensitive surface 
of an imaging device can cause this device to saturate locally. Excess 
carriers generated by the light source can diffuse into the neighboring 
area which may also be driven into saturation. In the display the light 
source will then appear as a white area that can be considerably larger 
than its image in the true geometrical proportions. This effect, known 
as blooming, is present in most TV camera tubes, and demands special 
care by the operator to avoid bright objects in the scene being imaged. 
For the Picturephone@ camera, which often has to operate in less than 
ideal conditions, the design of a camera with limited blooming is thus 
more than desirable. 

The camera tube presently used in the Picture phone station set has 
a silicon diode array target scanned by an electron beam. Blooming 
is produced by the diffusion of carriers in the bulk silicon, leading to a 
circular spreading of the saturated area. In solid-state imaging devices, 
blooming can take on even more objectionable forms. The complicated 
potential distribution at the silicon surface can cause excess carriers 
to move along a preferred axis, generating quite irregular blooming 
patterns in the display. 

In a recently demonstrated 128 X 106-element charge coupled array! 
the excess charge spills preferentially in the vertical direction. In this 
n-channel frame transfer2 device the isolation between adjacent CCD 
channels is achieved by a p-type channel stopping diffusion which keeps 
the potential at the Si-Si02 interface close to zero. Due to the negative 
Hatband voltage of this particular IVIIS-system, the potential under­
neath a grounded transfer electrode, separating two adjacent potential 
wells in the vertical direction, is a few volts positive, and this barrier 
is thus distinctly lower than the one produced by the channel stopping 
diffusion. No negative voltage can be applied to the transfer electrodes 
because they are connected to diffused crossunders or to protection 
diodes. In this device, blooming appears in a very objectionable form. 
Bright light spots bloom out into a vertical line that quickly extends 
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the length of the picture and then, with increasing light intensity, 
starts to widen. 

The basic idea behind blooming protection consists in providing an 
overflow drain for excess carriers. This drain can consist of a reverse 
biased diffused junction of the same polarity as the output diode. In 
area imaging devices with frame transfer organization these overflow 
channels can be placed between the vertical transfer channels and 
interconnected and accessed at the top of the device (see Fig. 1). 
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Fig. I-Geometrical arrangement of the overflow channels in a charge transfer 
imaging device of frame transfer organization. 
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Fig. 2-Cross section through imaging area of a frame transfer image sensor. 
(a) Desired potential profile at Si-Si0 2 interface, underneath isolating electrodes (- - -) 
and underneath integrating electrodes (--). (b, c, d) Realization using a channel 
stopping diffusion or implant (b), using a thick-thin oxide structure (c), or a special 
threshold electrode (d). 

Excess carriers can reach the overflow drain by passing over a poten­
tial barrier (Fig. 2a). This overflow threshold is established either by a 
light channel stopping diffusion or implant (Fig. 2b), by a thick oxide 
region (Fig. 2c), or by a special threshold electrode (Fig. 2d). 

The centers of charge collection are the deep potential wells under­
neath the electrodes biased at V p, generating an initial interface 
potential Y;P (Fig. 2a). The resolution elements are isolated in the 
vertical direction by electrodes kept at V R , producing interface poten­
tial Y;R' This potential barrier has to be higher than the overflow 
threshold Y;T' The potential well is filled when its interface potential 
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has reached 1/;T and additional carriers will then escape laterally into 
the overflow drain. Ideally, an overflowing cell should thus not affect 
its neighbors. 

The overflow drain will directly collect a certain percentage of all 
generated carriers, thereby reducing the light sensitivity of the device. 
To a certain extent, the sensitivity can even be modulated by changing 
the potential in the overflow channel. 3 On the other hand, the horizontal 
resolution might be somewhat improved since the overflow drain reduces 
the overlap of the sensitivity functions of adjacent resolution elements. 

It is not anticipated that the introduction of a large area of p-n 
junction will lead to a problem with increased dark current. Excess 
current generated in the junction area should not influence the operation 
of the device but be swept away through the overflow drain. 

A preliminary experiment performed on the described 128 X 106-
element area CCD showed that the migration of excess carriers can be 
controlled. One of the protection diodes in the imaging section has been 
burnt out so that one of the sets of electrodes can be biased negatively. 
This drives the Si-Si02 interface underneath into accumulation and 
generates a potential barrier equal in height to the barrier produced by 
the channel stopping diffusion. As expected, when a negative potential 
of a few volts was applied to the unprotected electrode set, blooming 
in the display changed from a vertical line into a circle of about 200 J.Lm 

radius, corresponding to the diffusion length of the minority carriers. 
The described protection scheme could also be applied to an electron­

beam-scanned target if in biasing the overflow drain special care is 
taken not to increase the target-to-ground capacitance, which reduces 
the signal-to-noise ratio. In a charge transfer device the substrate is 
normally grounded and the additional capacitance is of no concern. 
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Data Transmission Performance in the Presence of Carrier 
Phase Jitter and Gaussian Noise 

1. INTRODUCTION 

By E. Y. HO and D. A. SPAULDING 
(Manuscript received June 23, 1972) 

In the operation of data transmission systems over voice-grade 
telephone channels, phase jitter! is a commonly observed transmission 
impairment. It appears in the form of low-index angle modulation of 
the received data signals. It is believed that phase jitter is a very 
important parameter in determining system performance. Therefore, 
many complicated methods2

•
3 have been developed to recover the 

jittered carrier. However, recent field measurements! show that the 
phase jitter in Bell System carrier systems has improved significantly 
over the past few years. As a result of this improvement, the following 
question naturally arises: How much phase jitter recovery is required 
for two-level and four-level systems? 

In this B.S. T.J. Brief, we analyze the system performance degradation 
caused by phase jitter. The results suggest that for two-level systems, 
jitter need not be recovered and that for four-level systems, a coarse 
jitter recovery system would provide acceptable performance. 

II. GENERAL CONSIDERATIONS 

A simplified block diagram of a general VSB-AM data system is 
depicted in Fig. 1. A random message sequence {an} is used to modulate 
an identically shaped pulse train, which is then transmitted over a 
voice-grade telephone line. The received random pulse train is corrupted 
by additive Gaussian noise and intersymbol interference;* the latter 
is slowly time-varying and is caused by the phase jitter in the carrier 
system which causes crosstalk between the in-phase and quadrature 
channels. The received pulse train is processed and sampled to provide 
the estimates of the transmitted message sequence {an}. A useful 
measure of the performance of such a data system is the error prob­
ability, Pr{an ~ an}. 

Ill. THE PROBABILITY BOUND 

If the peak-to-peak phase jitter is small, then the pulse train presented 

* Channel amplitude and delay distortion are assumed to be removed by an 
equalizer and other impairments such as nonlinear distortion and impulse noise 
are neglected. 
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Fig. I-Block diagram of a general VSB-AM system. 

r(iT+ r) 

T 

to the sampler at the receiver in the presence of additive Gaussian 
noise may be approximated by 

ret) = L: aKf(t - KT) + ¢(t) L: aKJ(t - KT) + n(t), (1) 
K K 

where the aK are the transmitted symbols, f(t) and J(t) are the basic 
in-phase and quadrature pulse response of the system, liT is the baud, 
net) is a zero-mean Gaussian noise process and ¢(t) is the phase jitter 
which is the sum of slowly varying sinusoids, ¢(t) = L:i Pi cos (Wit + OJ. 
We assume the aK are identically and independently distributed random 
variables with probabilities 

P{aK = 2j + I} = 2~' j = -M, ... -1,0,1, ... (M - 1). (2) 

The probability density of net) is 

P(n(t)) = (27r(j"~)-1/2 exp (-n2(t)/2(j"~). (3) 

The mth transmitted symbol is determined by sampling ret) at t = 
to + mT, i.e., 

r(to + mT) = amf(to) + L: aK-mf(to - KT) 
Kr!m 

+ ¢(to + mT) L: aK-mJ(to - KT) + n(to + mT). (4) 
K 

The error probability is defined to be 

P e = Pr{dm ~ am} 

2M -1 ~ = -M -- P r{ L.J aK-mf(to - KT) + ¢(to + mT) 
Kr!m 

. L: aK-mJ(to - KT) + n(to + mT) > f(to)}. (5) 
K 

Assume the sampling instant is perfect and that there is no channel 
amplitude or delay distortion, i.e., f(to - KT) == ° for all K ~ 0, and 
f(to) = 1. This is a reasonable assumption if an adaptive equalizer is 
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incorporated in the system. Thus, (5) can be rewritten as 

21'v[ - 1 
P e = M Pr{nUo + mT) + ¢(to + mT) 

. L aK-m]Uo - KT) > t(to)}. (6) 
K 

Applying the Chernoff bound4 

Pr {z > y} ~ exp {- Xy} ([exp (Xz)), all X > 0 (7a) 

and the following inequality 

(exp {aK·x}) ~ exp (x2·o-~/2) = exp {x2. (21l1 - 1)(2M + 1)/6}, (7b) 

to (6), we obtain an upper bound on the conditional error probability 

I < 2111 - 1 
P e q,(to+mT) = M 

·exp f 
l 

ruo) 1. 
2(o-! + ¢2(to + mT)· (21l1 + 1~(21l1 - 1). ~ ruo - KT)) J 

(8) 

From (8) it can be seen that an upper bound of the error probability is 

P < 2M - 1 
e = M 

where ¢p is the maximum phase. 

IV. EXAMPLE 

A multilevel single-sideband AM system is used as a vehicle to 
determine the performance degradation caused by the phase jitter. The 
system signal-to-Gaussian noise ratio is assumed to be 24 dB and is 
defined as 

(10) 

The power of the signal is normalized to unity, i.e., t2 (to ) = 1 and 
LK rCto - KT) = 1. Figures 2 and 3 are plots of the probabilities of 
error bound versus peak-to-peak phase jitter for two- and four-level 
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signaling. It can be seen from these curves that if the peak phase jitter 
for two- and four-level systems is limited to less than 20 and 6 degrees 
respectively, a probability of error less than 10-6 is achieved. 
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V. CONCLUSIONS 

An upper bound of the error probability of a VSB-Al\/I data system 
operated in the presence of additive Gaussian noise and phase jitter is 
presented in this correspondence. By restricting our attentions to these 
two parameters alone, it has been possible to calculate curves which can 
be used to estimate the accuracy required of a phase jitter recovery 
system. 
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