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Spectral Moment Estimators: A New Approach 
to Tone Detection 

By J. N. DENENBERG 

(Manuscript received February 5, 1975) 

Classical tone detectors use narrow bandpass filters to isolate tones. 
A comparison of a filter's output power against the total input signal power 
determines whether. or not a particular tone is present. This paper con­
siders an alternate method for tone detection. It is based on estimating the 
first three moments of the signal's band-limited power spectrum. These 
three moments (zeroth, first, and second) measure the power, power mean 
frequency, and RMS power bandwidth, respectively, of the signal. If these 
three moments are available, it is easy to deduce whether or not a tone 
is present. Since the estimators have a simple digital implementation, this 
approach should have economic advantages in many applications. 

I. INTRODUCTION 

The use of tones is proliferating with the growth of the direct­
distance-dialing (DDD) network. Tones are used for multifrequency 
signaling, Touch-Tone® signaling, etc.; for milliwatt tone testing, 
testing in carrier transmission maintenance,! etc.; and as audible ring 
indicators, reorder indicators, etc. 

The DDD network is now evolving toward an integrated system of 
digital transmission and digital switching. Continued use of analog 
tone detectors in this digital environment is impractical because of the 
expense of interfacing analog and digital systems. Classical tone 
detectors do not lend themselves to efficient digital implementation. 
Therefore, new approaches to tone detection are necessary. 
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Several methods are currently under investigation including classical 
digital filters,2 the discrete Fourier transform,3.4 and the use of counting 
techniques. 5 This paper details another approach to tone detection 
which is amenable to digital implementation: spectral moment 
estimation. 

II. TONE DETECTION 

2.1 Classical tone detectors 

The classical approach to tone detection uses a narrow bandpass 
filter, centered at the expected tone frequency, to isolate the tone. A 
comparison of the power passed by this filter against the power that is 
input to the filter (and some absolute level requirements) determines 
the presence or absence of the tone. 

This classical decision algorithm is based on the fact that a simple 
tone has a narrow bandwidth. A tone can, therefore, readily pass 
through a narrow filter with little loss in power. Several assumptions 
are implicit. First, a tone's spectrum is narrow only if the tone is 
present for a long time. If the detection must be made quickly, the 
filter's bandwidth must be increased to pass all the tone's power. The 
second assumption concerns the tone's spectral purity. Rapid vari­
ations in frequency and amplitude will also effectively widen the 
bandwidth. 

The decision algorithm can be restated in terms of three signal 
parameters: power, mean frequency, and bandwidth. Thresholds are 
set by the filter characteristic for the signal's mean frequency and 
bandwidth (these thresholds are interrelated). Additional limits are 
placed on signal power. All these criteria must be met if the signal is 
to be recognized as a tone. 

2.2 Spectral moments as tone indicators 

A heuristic argument that is similar to that described above can be 
used to derive an alternate approach to tone detection. Devices can 
be built to measure the signal's first three spectral moments:* power 
(P), power mean frequency (fa), and mean square bandwidth (b2). 

These spectral moments are defined in terms of the signal's power 
spectrum, S (f), as 

P = f S(f)df, 

fa = ~ f fS(f)df, 

... Practical schemes for measuring spectral moments exist. One is described in 
later sections of this paper. 
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and 

where the region of integration is limited to the range of interest. 
Then, for any given tone, thresholds can be set: the power must lie 

within a required range, the mean frequency must be within tolerances 
of the expected frequency, and the bandwidth must be less than a 
specified amount. If these requirements are all satisfied, then the 
expected tone is declared to be present. 

Detection of an unknown tone within a given range of frequencies is 
also possible. Whenever a tone is present, the bandwidth indication 
alone can detect it. The other moments can then be used as measure­
ment tools. This demonstrates the power of the spectral moment 
estimator algorithm. 

III. SPECTRAL MOMENT ESTIMATION 

3.1 The classical approach 

In the past, spectral moments have been estimated by first estimat­
ing the spectrum S (f) itself and then substituting this estimate into 
the definitions of the desired parameters. This classical approach is 
well documented in the literature. 6 

There are two approaches to the estimation of S (f) from a time­
limited segment of the input signal. In one method, it is assumed that 
the signal is periodic outside the known interval, while in the other, 
the signal is assumed zero outside that interval. An assumption of 
periodicity leads to a complex exponential Fourier series that is equal 
to the input over the known interval. This spectral estimate is discrete 
in frequency. It consists of weighted impulses at each frequency; the 
weighting factor for an impulse is the magnitude squared of the corre­
sponding coefficient in the series. Each integral defining the spectral 
moments becomes a sum. 

Either spectral estimate may be used in practice. For long measure­
ment intervals (large T), they give identical results. The remainder of 
this paper is based on the continuous spectral estimate that assumes 
zero input outside the measurement interval. This choice does not 
affect the final form of the digital estimators. 

3.2 Direct estimation 

3.2.1 Motivation 

The classical methods for estimating spectral moments require a 
spectrum analyzer. This expensive apparatus can take various forms 
including a filter bank, a Fast Fourier Transform (FFT) processor, etc. 
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However, since many applications require real-time spectrum analysis, 
the classical methods are often impractical. 

Complete information about spectral shape is not required in 
tone detection. So why take the expensive step of calculating this 
detailed information? A system that calculates the desired parameters 
directly from the input data should be more efficient and, therefore, 
less costly. 

Direct spectral parameter estimators exist in the literature. They 
have been used in applications including communication channel meas­
urement, 7 radar meteorology, 8-10 and frequency-modulation detection.l1 

3.2.2 Signal representation 

The received signal s (t) described in Section II is a narrow-band 
signal. It can be represented by its complex envelope, 

x(t) = aCt) + j{3(t), (1) 

as 
set) = aCt) cos (27rjot) - (3(t) sin (27rjot), (2) 

where jo, the reference frequency, lies near the center of the sig­
nal's spectrum. This representation is also well documented in the 
literature. 12 

Since it is easy· to determine aCt) and (3(t), the signal's quadrature 
components, from set) and jo is determined at the receiver, the signal's 
spectral moments can be determined from its complex envelope, x(t). 

3.2.3 Estimation algorithms 

If an estimate, S(f), of the signal's power spectrum is based on 
x(t), the three spectral moment estimates are, classically, 

P = f S(j)dj, (3) 

Ja = ~ f jS(j)djt (4) 

and 

(5) 

where the integrals are only computed over frequencies of interest. 

• The method of extracting the signal's quadrature components is discussed in 
Section IV. 

t fa is shifted from fa by the known quantity fo since SU) is an estimate of the 
power spectral density of xCt) instead of sCt). 
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Earlier workI3 has shown that direct calculation of these three quan­
tities from x(t) is possible. The algorithms are 

P = ~ loT [a2(t) + jJ2(t)]dt, (6) 

Ja = 27r~P JoT [a(t)~(t) - jJ(t)a(t)]dt, (7) 

and 

where the dot over a quantity indicates the derivative with respect to 
time. 

3.3 Estimate error analysis 

Since the direct estimators were derived from the classical estimators, 
their performance will be equal. Therefore, an analysis of the statistical 
behavior of the classical estimators can be applied to the direct 
estimators. 

Miller and RochwargerI4 have done such an analysis. They assume 
that the error in each measurement is small enough so that a power 
series expansion converges rapidly. Their results, however, are difficult 
to apply in practice and do not address the time-limited nature of the 
measurement. A similar analysis, which takes into account the time­
limited nature of the measurement, was done by the author.I3 It also 
assumes convergence of the power series. In that analysis, the input is 
a complex sample function from a gaussian random process with total 
power P, a power spectral density S(f), power mean frequency fa, 
and mean square bandwidth b2• The results are given below. 

Estimator bias and variance are of interest for each of the three 
spectral moments. For the power estimator, the results agree with those 
found in textbooks. I5 Its expected value is 

E[P] = P. (9) 

It is therefore unbiased and yields, on the average, the total received 
power. The power estimator's variance is given by 

" 1 r var [P] = T J f S2(f)df· (10) 

The expected value of the power mean frequency estimator is 

(11) 
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It is therefore biased in the general case. An unbiased estimate occurs 
when the power spectral density is symmetrical about its mean. A 
similar equation gives the variance of Ja: 

(12) 

I t is clear from 

E[b2
] = b2 + p!T f (b2 

- 2[2)82(f + fa)df (13) 

that b2 is also biased. Its variance is given by 

(14) 

Note that all the biases and variances are independent of the actual 
mean frequency. They are functions of the measurement interval, 
spectral width (b2), and shape. All of them decrease to zero as the 
measurement interval increases or as b2 decreases. 

3.4 Computer simulation 

The equations in Section 3.3 provide simple theoretical expressions 
for the bias and variance of the power mean frequency and mean 
square bandwidth estimators. These expressions are valid for reason­
ably long time measurements. Since the equations for fa and b2 are 
new, a computer simulation was conducted to substantiate the validity 
of these expressions. A sequence of independent, complex, gaussian 
processes was generated. These complex, independent time samples 
were then transformed by an FFT to yield a fiat, or white noise, spec­
trum on the average. The fiat spectrum was then shaped by a gaussian 
frequency response function. This yielded a set of random spectral 
coefficients with a gaussian shape in the mean. These frequency co­
efficients were then used to generate independent estimates of fag and 
b~ from each member of the sequence, where fag and b~ are the mean 
frequency and variance of the chosen gaussian shape. 

Fifty pairs of estimates, Jag and b~, were obtained from 50 inde­
pendent spectral estimates. Each spectral estimate was derived from 
512 complex time samples, thus yielding 512 line resolution. The results 
of the simulation are shown in Table I where the bar over the quan­
tities of interest indicates the average over the 50 estimates. The 
mean square error of the quantity of interest, e( ), was also obtained 
by an average over the 50 estimates, i.e., e(Ja) is given by 

(15) 
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Table I - Computer simulation 

jao = 0 jao = 128 Theoretical 
b~ = 400 b3 = 400 Values 

jao -0.07 127.8 0, 128 
E(jao) 4.05 2.56 2.8 

~A 414 395.4 400,400 
E(bo) 1.51 1.48 1.06, 1.06* 

* This row is adjusted to be in HZ2 using 

(6 ) = €(b~). 
€ 0 4b~ 

Specifically, the gaussian spectral shape is given by 

1 [f2 ] Sg(f + fa) = ~by exp - 2b~ ; -oo<f<+oo. (16) 

Evaluating the equations in Section 3.3 for this example yields 

E[JaJ = fa, (17) 

[~ by 
var fa] = 4-{;T' (18) 

E[b2J = b~, (19) 

A 3b3 

(20) var [b2J = --y-. 
8-{;T 

Note that both estimates are unbiased in this example. 
Two cases were simulated. The first had a mean frequency of zero 

and an RMS bandwidth of 20 Hz. The second case also had a band­
width of 20 Hz; however, it was centered at 128 Hz. Both estimates 
were accurate on the average. Their mean square error was predicted 
with 50 percent accuracy by the equations in Section 3.3. 

IV. A DIGITAL TONE DETECTOR 

4.1 The application 

As noted in Section I, the evolution of the voiceband DDD network 
toward an integrated system of digital switching and digital trans­
mission makes the use of digital service circuits attractive. In this 
environment, several assumptions can be made about the form of 
the input signal. These assumptions are: the sampling rate of the 
input signal is that of the T-carrier systems (8 kHz), the approximate 
frequency of the tone is known, and (although the digital encoding is 
logarithmically compressed in practice) the code is linear. The second 
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assumption allows the tone detector to search for the tone in a narrow 
band of frequencies and makes the techniques of Sections II and 
III applicable. 

4.2 Quadrature detection 

4.2.1 Analysis 

In Section III, a narrow-band signal was expressed in terms of its 
complex envelope as 

set) = aCt) cos (21rjot) - (3(t) sin (21rjot). (2) 

Multiplying set) by a locally generated cosine wave with a peak ampli­
tude of 2 and a frequency of jo yields 

2 cos (21rjot) ·s(t) = a(t)[l + cos (41rjot)] - (3(t) sin 41rjot. (21) 

If this result is passed through a low-pass filter to remove the 
components near 2jo, aCt) is the output. Similarly, if the input is 
multiplied by another locally generated signal, 90 degrees out of 
phase from the first reference, 

-2 sin (21rjot) ·s(t) = -aCt) sin (41rjot) + (3(t)[l - cos (21rjot)], (22) 

the result can be filtered to produce (3(t). 
Figure 1 shows a block diagram of the quadrature detection process. 

The low-pass filters, in addition to eliminating the undesired terms 
due to mixing, perform an effective bandpass filtering operation on 
the input. If j m is the highest frequency passed by the filters, only 

s( t) 

LOW-PASS 
FILTER 
f<fm 

LOW-PASS 
FILTER 
f<fm 

"""--41--------""" a (t) 

dt 

1--...... --------...... /1(t) 

dt 
~ (t) 

Fig. I-Quadrature detection. 
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1/2L1 

Fig. 2-Typicallow-pass filter response. 

frequencies in the range 

10 - 1m ~ 1 ~ 10 + 1m (23) 

have any effect on the resulting measurements. Differentiation required 
for the remaining calculations is also shown in Fig. 1. It is not really 
part of the quadrature detection process and is discussed in Section 4.3. 

4.2.2 Low-pass filter requirements 

Two parameters of the filters used in quadrature detection are 
important. They are the cutoff frequency Ie and the maximum fre­
quency 1m. Figure 2 shows a typical low-pass filter frequency charac­
teristic defining its two parameters Ie and 1m. 

The parameter Ie sets the frequency limits on the measurement. 
It should be high enough to allow for any possible allowed frequency 
offset plus some margin since the tone's bandwidth is spread by the 
time-limited measurement (on the order of 100 Hz for a 10-ms in­
terval). Ie has an upper limit which is determined by several factors. 
First, it cannot crowd 1m. This would raise the complexity of the filter 
and make this approach impractical. It also should not be so high as 
to allow an unnecessary amount of the background noise to disturb 
the measurement. An Ie between 200 and 350 Hz will be the usual 
compromise. 

The maximum frequency 1m determines the immunity of the 
detector to interfering signals. If it is low enough, it also allows the 
use of resampling which results in considerable savings in the processing 
after detection. Considerations of immunity usually set an upper limit 
on 1m of 1 kHz·, while the likelihood of resampling reduces this to 
500 Hz. If an 1m of 500 Hz or less is used, the output sample rate can 

• One possible application, translating the output of a Touch-Tone phone, requires 
an!m of 350 Hz for the lower group tone detector.!e for this detector is at least 175 Hz. 
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be reduced to once every millisecond. This alone reduces the remaining 
processing by a factor of 8. It also allows a simple implementation of 
the required differentiators. 

If these requirements are specified, some noncritical applications 
could use a simple, second-order, digital, low-pass filter. But since this 
would only give marginal performance, a fourth-order filter is sug­
gested for most applications. Note that two of these filters are required 
for each tone to be processed. 

4.3 Digital differentiation 

An ideal differentiator for this application has a frequency response 
which is proportional to frequency for all frequencies below fe and rolls 
off rapidly above fe. It also has a phase shift of 90 degrees for all 
frequencies below fe. 

The simplest form for a digital differentiator is the difference 
between two input samples. This approximates the input's derivative 
at a time midway between the sample times. More complex differ­
entiator structures are possible; they are usually unnecessary.I6 

In this application, it is necessary to get the derivative at the sample 
time. Therefore, the differentiator should calculate 

(24) 

where Yk is the approximate derivative at the time input sample Xk 

appeared. Note that if only every eighth sample of the input is going 
to be used in the subsequent processing, the computation of a deriva­
tive every millisecond uses two of the other seven samples during 
that interval. 

The accuracy of this approximation can be easily calculated. Taking 
the z transform of (24), restricting z to the unit circle, and simplifying 
result in 

(25) 

where T is the time between samples and f is the frequency input to 
the differentiator. 

In most voiceband tone-detection applications, T is 125 p's and f 
is less than 500 Hz. * Therefore, the transfer function can be approxi­
mated by the first term of its power series 

(26) 

For the numbers stated, this is only a 3-percent error in the worst 
case. Therefore, the simple differentiator usually suffices. 

* The frequency input to the differentiator is the difference between the signal's 
frequency and fOl the reference frequency. 
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4.4 Calculation of the spectral moment estimates 

Quadrature detection, as developed in Section 4.2, yields samples 
of the input signal's quadrature components aCt) and (3(t) each milli­
second. The differentiators discussed in Section 4.3 give corresponding 
samples of aCt) and ~(t) each millisecond. Calculation of the three 
estimates from this sequence of four samples each millisecond is 
straightforward. 

The power estimate is given by (6) as: 

(6) 

Since aCt) and (3(t) are only available as samples each millisecond, 
the integral reduces to an equivalent summation, 

1 N-1 

P = N k"fO [ai + (3n, (27) 

where T, the measurement interval, is given by 

T = NT. (28) 

Similarly, the estimate of the power times the power mean frequency 
can be obtained from (7). 

~ 1 (T . 
Pia = 27rT Jo [a(t)(3(t) - (3(t)a(t)]dt. (29) 

The equivalent sum is 

~ 1 N-1 
Pia = 4 N L [ak((3k-l - (3k+l) - (3k(ak-l - ak+l)]. (30) 

7r T k=O 

Finally, the estimate giving bandwidth information is derived from 
(8) : 

_______ 1 (T . 
P(b2 + Fa) = 47r2T Jo {[a(t)]2 + [(3(t)]2}dt. (31) 

The corresponding equivalent sum is 
_______ 1 N-1 

P(b2 + i~) = 16 2N 2 L [(ak-l - ak+l)2 + ((3k-l - (3k+l)2]. 
7r T k =0 

(32) 

Algorithms for the three spectral parameters of interest are now 
available. P is given by (27). Dividing (27) into (30) yields 

~ 

Ja = Pia. (33) 
P 

Similarly, b2 is obtained using (27), (30), and (32): ----b2 = P(b
2
; Fa) _ (Ja)2. (34) 
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4.5 Tone detection 

The system developed in Sections 4.1 through 4.4 gives estimates of 
the three spectral parameters P, fa, and b2 over a time interval of T 
seconds. Thresholds must now be set, as discussed in Section II, to 
determine the presence or absence of a valid tone during that interval. 
Values for these thresholds are dependent on the particular application 
and, therefore, are not calculated here. It is suggested, however, that 
they be determined experimentally rather than through the use of the 
analysis of Section III. This experimental determination can be made 
either through simulation or by breadboarding the design. It will give 
a more reliable result because the approximations needed for the 
statistical analysis are eliminated. 

One final point needs discussion. Many applications have require­
ments on the measurement interval which are near theoretical limits. 17 

Meeting these specifications will require tone detection during over­
lapping time intervals. This increases the storage requirements of 
the system. 

An approximation can be made which eliminates this increase in 
storage. Recall that a low-pass filter performs the weighted integral 
given by 

yet) = f_t~ x(A)h(t - A)dA, (35) 

where h (t), the filter's impulse response, is controlled by the filter 
structure. Therefore, a filter can be used to do the averaging necessary 
for tone detection. Although this approximation can be made as ac­
curate as desired, the filter's complexity increases rapidly. A simple 
"lossy integrator" suffices for many applications. 

v. CONCLUSIONS 

Spectral moment estimators have been used to develop a viable 
alternative structure for a digital tone detector. The resulting digital 
system is flexible and can adapt to any tone detection application in 
which a single tone lies somewhere in a fixed bandwidth. It is easily 
programmable to cover multiple uses. This system has one additional 
feature that is not present in most other detector structures: the in­
coming tone frequency need not be known a priori. 
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A Simple Description of an Error-Correcting 
Code for High-Density Magnetic Tape 

By N. J. A. SLOANE 

(Manuscript received September 22, 1975) 

Hong and Patel have described an efficient error-correcting code for 
magnetic tape, which has been successfully used on the IBM 6250 bits­
per-inch nine-track magnetic tape units. This paper gives a simple descrip­
tion of the code, without using Galois fields. 

I. INTRODUCTION 

The latest IBM tape units use !-in., nine-track tape with the very 
high density of 6250 bits per in. This is made possible, in part, by the 
use of an efficient error-correcting code, which can correct errors in 
one or two tracks. 

The code was described by Patel and Hong l (see also Ref. 2), and 
is a straightforward extension of earlier IBM codes (see Refs. 3 and 4). 
The purpose of this paper is to give a simple description of the code 
and its many nice features, without using Galois fields. 

II. ENCODING 

A code-word consists of 72 bits arranged on the tape in a 9 X 8 
rectangle, as shown in Fig. 1. The ninth track is simply an overall 
parity check on the other eight tracks, i.e., it is equal to the modulo 
2 sum of the other eight tracks. The left-hand column of each code­
word also consists of check bits. Thus 16 out of the 72 bits are checks 
and 56 are information bits. The rate or efficiency of the code is 56/72 
= 0.778. Data are read on and off the tape by vertical columns (Fig. 2). 
The ith column consists of eight bits (denoted by B i ) together with 
an overall parity check bit. B7, B 6, •• " BI are the information columns 
and are written on the tape in this order. Finally the check column 
Bo is written on the tape. Bo is chosen so that the code-word satisfies 
the vector equation 

Bo + TBI + T2B2 + ... + T7B7 = 0, 
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Fig. I-A code-word is a rectangle of 9 X 8 bits. 

where T is the matrix 
1 

1 
1 

T= 1 1 
1 1 

1 1 
1 

1 

\ 

Note the special shape of T: there are l' s only below the main diagonal 
and in the last column. In fact, T describes the action of the linear 
feedback shift register shown in Fig. 3. If the contents of the register are 

then one time unit later it contains 

a7 
ao 
al 

a2 + a7 
aa + a7 
a4 + a7 

a5 
a6 
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OVERALL PARITY CHECKS 

Fig. 2-A code-word divided into eight columns. 

Fig. 3-A shift register which multiplies by T. 
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In other words, the effect of the shift register is to multiply its contents 
by T. [Another way of describing T is to say that T is the companion 
matrix of the polynomial 

Encoding is now easily carried out with this shift register, as shown 
in Fig. 4. The seven column vectors of information, B 7, B 6, ••• , B 1, 

Fig. 4-Encoding circuit. 
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are fed into the register, which successively contains 

B 7, 

B6 + TB 7, 

Bs + TB6 + T2B7, 

and finally 
TBI + T2B2 + ... + T7B7, 

which from eq. (1) is B o, the check column that we wanted. Bo is then 
written directly on the tape (together with the overall parity check 
in track 9). 

III. DECODING 

When the code-word is read back from the tape, it may contain 
errors. Since the bit density in the horizontal direction is much greater 
than that in the vertical direction, the commonest type of error is a 
horizontal burst along a track. Often the erroneous tracks can be 
identified by a loss of signal in the tape-reading head, or by other elec­
tronic indications. 

To describe the decoding process, some further notation is required. 
Let Zo, Zl, "', Zs be defined as in Fig. 5. The Z/s are the horizontal 
slices of the same code-word we had before. The last row Z s is the overall 
parity check row, defined by 

Zs = Zo + ... + Z7 

or equivalently (all calculations are carried out modulo 2) : 

Zo + Zl + ... + Z7 + Zs = o . 

~ 
I 
I 
I 
9 

I 
I 
I 

) 
( 
) 
( 
) 

) ~ 

:t 
) 

) 

oE--I-

oE--+-

Eo--t-

.-Zo 

-Z1 

• 

Fig. 5-A code-word divided into nine rows. 

(2) 
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Of course the Z/s and B /s are related. If we write 

then 
(3) 

are both names for the bit in position (i, j), ° ~ i, j ~ 7, of the top 
eight rows of the code word. 

The B/s must satisfy eq. (1). How does this constrain the Z/s? 
The answer is a nice surprise: they must satisfy essentially the same 
equation, namely 

(4) 

where the prime denotes transpose. This equation is derived in the 
appendix. 

N ow suppose that errors have occurred, and the distorted vectors 

i = 0, ",,8 

have been read off the tape, where ei is the eight-bit error vector in the 
ith horizontal slice (or track). We wish to find the e/s so that we can 
recover the original code-word using 

i = 0, ",,8. 

The decoder begins by computing the syndromes 

Sl = Z~ + Z; + ... + Z~ 
and 

S2 = Z~ + TZ; + ... + T7Z; 
= 130 + TBI + ... + T7B7. 

From eqs. (2) and (4) we see that Sl and S2 are zero if there are no 
errors and, in general, give the "symptoms" of the errors. In fact, 

8 8 

Sl = L Z~ + L e~ 
i=O i=O 

(5) 
from (2), 

and similarly 
7 

S2 = L Tie~. (6) 
i=O 
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SI is easily found: it is simply the sum of all the rows. S2 is obtained 
by feeding 117, B6, ••• , Bo into the shift register of Fig. 4 as they are 
read off the tape. After Bo has been fed in, by eq. (1) the register con­
tains L~=o TiBi = S2. 

After the decoder has found SI and S2, there are two ways of 
proceeding. 

Mode I. To correct an error in one track. 

Suppose the ith track is in error, and ei is the error vector in the ith 
track. The decoder knows [from eqs. (5) and (6)J 

and 
ifO~i~7 
if i = 8, 

since S2 only involves tracks 0 through 7. Thus SI tells us ei. To find i, 
we use S2. If S2 = 0, i = 8. Otherwise S2 is successively multiplied 
by T-l until e; is reached, and i is the number of multiplications 
required. A circuit which multiplies by T-l is simply obtained by re­
versing the direction of the arrows in Fig. 3 and is shown in Fig. 6. 
In Mode I, any error pattern which is confined to one track can be 
corrected, for a total of 1 + 9(28 - 1) = 2~96 error patterns. 

Mode I I. To correct errors in two tracks, if it is known which tracks are 
in error. 

Suppose it is known (for instance, by a loss of signal in the tape­
reading head) that tracks i and j are in error, where i and j are known. 
Assume i < j. 

The decoder first finds 

and 
if j ~ 7 
if j = 8. 

Fig. 6-A shift register which multiplies by T-l. 
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We allow ej = 0, to include the case where only one track is in error. 
Solving these equations, we have 

where 

e~ = S1 + e; , I (Ti + Tj)-1(TiS1 + S2) 
ej = T-i(TiS1 + S2) 

if j ~ 7 
if j = 8 

\

(1 + Ti-i)-1(S1 + T- i8 2) 
S1 + T-iS2 

if j ~ 7 
if j = 8 

M . . = \(1 + Ti-i)-l 
t,) 1 

if j ~ 7 
ifj=8 

is a matrix which can be calculated in advance (and is written out in 
Ref. 1). Note that, if j ~ 7, Mi,j only depends on j - i, so only eight 
different M's are required. 

Decoding in Mode II proceeds as follows. First, S1 and 8 2 are found. 
Then S2 is multiplied i times by T-t, added to 8 1, and the sum is fed 
into a circuit which multiplies by Mi,j to produce e;. Then e~ = S1 + e;. 
Finally the errors are corrected by adding ei to track i and ej to track j. 

Observe that in this mode the number of error patterns corrected 
is 28 .28 = 216 (for there are 28 possibilities each for ei and for e j). On 
the other hand, there are exactly 28 .28 = 216 distinct syndromes. 
Therefore this code is optimal. 

IV. REMARKS 

(i) This description has neglected certain details of how the data 
are actually written on the tape-see Ref. 1 for further 
information. 

(ii) A similar code exists for n-track tape, for any value of n. The 
code-words contain n(n - 1) bits, arranged in an n X (n - 1) 
rectangle. There are n2 - 3n + 2 information bits and 2n - 2 
check bits in each code word, for an efficiency of (n - 2)jn. 
For example, the efficiency drops to 0.6 if n = 5. The code is 
constructed in exactly the same way, the only difference being 
in the matrix T. For n-track tape, T should be chosen to be the 
companion matrix of an irreducible polynomial g(x) of degree 
n - 1. The code will still correct (n - I)-bit error patterns in 
one or two tracks. (There will be several different irreducible 
polynomials g(x) to choose from. Patel and Hong chose one 
which was symmetrical about the middle, had the lowest 
possible exponent, and contained the fewest terms.) 
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V. SUMMARY 

This paper describes the Patel-Hong code for nine-track tape. 
A code-word contains 72 bits, arranged in a 9 X 8 rectangle, with 56 
information bits and 16 check bits. Encoding and decoding can be 
done using fairly simple circuitry. There are two modes of decoding. 
In Mode I, any eight-bit error in anyone track can be corrected (even 
if it is not known which track is in error). In Mode II, eight-bit errors 
in any two tracks can be corrected, provided it is known which tracks 
are in error. The generalization of this code to n-track tape is briefly 
described. 

APPENDIX 

Proof of Eq. (4) 

Define the column vector s(O) = (1,0,0,0, 0, 0, 0, 0)', and let 
SCi) = Tis (0) • Then the jth column of Ti is S(i+j-l). Equation (1) can be 
written as 

Taking the columns of the left-hand matrix in the order 1, 9, 17, 
57; 2, 10, 18, and remembering eq. (3), we can rewrite the last 
equation as 

[Z~l Z; 
[I, T, '1", ... , T'] i; = O. 

This is eq. (4). Q.E.D. 
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An experimentall0-JV, three-stage, GaAs IMPATT amplifier has been 
developed with transmission characteristics suitable for use in 6-GHz 
long-haul radio-relay systems. The amplifier uses five flat-doping-profile 
GaAs IMPATT diodes in three cascaded, circulator-coupled stages. The 
dc input power is 153 W with a nominal 10 W of output power and an 
overall noise figure of less than 35 dB. The overall amplifier efficiency 
is 6.5 percent. The major portion of the amplifier is constructed in strip 
transmission line using suspended alumina substrate in an aluminum 
housing. Small, integrated, coaxial sections with coaxial transformers 
connect the diodes to the strip transmission line circuits. The amplifier 
is cooled by free convection. 

I. INTRODUCTION 

IMPATT diodes provide a practical means of generating watts of 
cw microwave power. These devices are now commonly used in 
transmitter power amplifiers at 6 GHz and higher frequencies. For 
short-haul radio systems, an output power of 1 to 2 W, which can 
be obtained using a single diode,! is often sufficient. However, for 
long-haul systems, 10 W is a typical output power requirement, and 
the traveling-wave tube has been the indispensable selection. This 
much power can be obtained from multiple-IMPATT-diode circuits, 
especially when GaAs diodes are used. GaAs diodes have greater 
efficiency and lower noise than Si diodes, and this latter quality is 
equally important in meeting long-haul objectives. 

This paper describes the circuit configuration used to meet the 
long-haul transmission objectives with a minimum number of IMPATT 
diodes, corresponding to highest overall efficiency. The diodes have 
conventional flat-doping profiles. The higher-efficiency, modified­
Read-profile diodes were not available at the onset of this develop­
ment, so they are not included in this study.2 
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II. MICROWAVE RADIO SYSTEM 

The microwave radio system under consideration is a 6-GHz FM 

system with 1800-message circuit capability. It currently uses a 10-W 
traveling-wave tube as an rf amplifier in the transmitter. The thermal 
noise for a typical hop with 1800-message circuit loading should not 
exceed 15 dBrncO.* The contribution of the amplifier to the total 
thermal noise level should be less than 6 dBrncO. This corresponds 
to a double-sideband carrier-to-noise ratio, C/N (DSB-FM, I-Hz BW), of 
147 dB. N is defined as the total noise power in two I-Hz bands, 
8.5 MHz on each side of the carrier, whose power is C. 

The performance of the amplifier in the system can be evaluated 
by the use of system thermal noise performance contours. These 
contours were derived assuming average values for all parameters 
in a single hop of a typical radio repeater system. Such contours 
in dBrncO as a function of rf output power and C/N of the trans­
mitter amplifier4 are given in Fig. 1. These curves assume that the 
amplifier contributes only thermal noise, with essentially no contri­
bution of intermodulation and cross-modulation noise. The horizontal 
and vertical asymptotes of the curves of Fig. 1 indicate the regions 
of receiver noise and transmitter noise domination, respectively. 
When transmitter noise dominates (vertical asymptotes), improving 
the output power of the amplifier does very little to improve the 
system performance. Similarly, if the receiver noise is the dominant 
factor, improving the noise of the transmitter amplifier does not 
improve the overall performance. 

The curves indicate that 15 dBrncO can be achieved with an am­
plifier whose C/N is 147 dB and output power is 40 dBm. It also 
indicates the power and noise trade-off that can be made and still 
get the overall performance of 15 dBrncO. 

III. CALCULATED PERFORMANCE 

The design goals of the amplifier were a C IN of 147 dB with an 
output power of 40 dBm. Such a performance cannot be realized 
with a single-stage device. The power-noise characteristic of a typical 
GaAs diode is given in Fig. 2 for 32-W dc input power. Maximum 
power and minimum noise cannot be realized simultaneously. The 
maximum usable added power of a reliable flat-doping-profile 6-GHz 
GaAs diode is on the order of 36 dBm with a corresponding noise 
figure of approximately 51 dB and an efficiency of about 12.5 percent . 

.. dBrncO is a measure of message circuit noise expressed in decibels relative to 
a reference level of -90 dBm. It is measured using a C-message weighting network 
and referred to the 0 transmission level point (Ref. 3). 
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Fig. 2-Power-noise characteristic of a typical 6-GHz GaAs diode with 32 watts 
dc input showing the operating levels used in the three-stage amplifier. 
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The nominal breakdown voltage is 83 V, and the nominal zero-bias 
junction capacitance is 12.5 pF. Using these diodes, a power of 10 W 
can be realized by cascading two stages of amplification with two 
diodes in each stage. A suitably low overall noise performance can 
be obtained by preceding the power stages with a low-noise high-gain 
stage. A diode with the power-noise characteristic shown in Fig. 2 
when operated at 27 dBm output in the first stage will meet the 
noise objective. To reduce the overall dc power requirement for the 
amplifier, a smaller area diode with lower doping was used in the 
first stage and operated at 21 W of dc power. This was a diode with 
a nominal breakdown voltage of 100 V and a nominal zero-bias 
capacitance of 8.5 pF. 

Assuming realistic circuit losses (1 dB) between stages and oper­
ating the second- and third-stage diodes at the levels shown in Fig. 2, 
we can calculate the overall system performance of the amplifier. 
The diodes are operated in a conventional single-tuned coaxial circuit 
using a movable quarter-wavelength coaxial transformer. The nominal 
gain can be determined by proper choice of the characteristic im­
pedance. The second stage is operated at 1 dB less power added 
with a corresponding 6-dB lower noise figure than the third stage. 
The first stage is operated at 27 dBm of added power with a nominal 
noise figure of 30 dB. The optimum second-stage operating point 
was determined from a series of calculations made with a fixed first­
and third-stage power added and noise and a variable power and 
noise combination of the second stage. The overall calculated output 
power was 40.3 dBm with a noise figure of 33 dB. This corresponds 
to a C/N of 146.5 dB when the input power is 8.5 dBm, the nominal 
input level available. The corresponding system performance is better 
than 15 dBrncO. 

IV. THREE-STAGE AMPLIFIER 

4.1 Description of the amplifier 

Figure 3 is a schematic of the amplifier. The input and output 
are in WR-159 waveguide. To satisfy the input match requirement, 
a terminated circulator is used as an isolator. A 10-dB directional 
coupler is used to power the input monitor diode. This diode provides 
a dc signal that triggers a squelch network to remove the dc power 
from the IMPATT diodes when the input signal decreases a predeter­
mined amount. This prevents the first stage, which is an injection­
locked oscillator, from unlocking and free-running at a frequency 
other than the desired frequency. The first stage consists of a cir­
culator and the diode network. A terminated circulator is used as 
an isolator between the first and second stages to provide isolation 
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Fig. 3-Schematic representation of a three-stage, five-diode, 6-GHz IMPATT 
amplifier. 

between them. This is especially important here because of the 
relatively high gain of the first stage. Any doubly-reflected amplified 
signal from the first stage could combine with the low-level incoming 
signal and introduce distortion. 

The second and third stages are similar. Each consists of a cir­
culator, resistively terminated power-combiner network, and a diode 
network. There is no isolator between the second and third stages 
because of the relatively low gain of the second stage. 

The output circuit consists of an output monitor, a terminated 
circulator used as an isolator, a stripline-to-reduced-height transi­
tion, a waffle-iron filter, and a full-height transition. The waffle-iron 
filter is used to prevent any higher harmonic signals from appearing 
at the output. 

4.2 Circuit fabrication 

The circuit is fabricated on 24-mil-thick alumina substrate sus­
pended between ground planes spaced 124 mils apart. The thin-film 
transmission line pattern is deposited on the ceramic substrate using 
photolithographic techniques. The ceramic substrates are suspended 
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in a channel 0.580-in. wide to prevent moding and cross-coupling 
problems. 

The Y-junction circulator5 consists of yttrium-iron-garnet discs 
bonded to both sides of the ceramic, filling the space between the 
ceramic and the ground planes. The ferrites are biased with per­
manent magnets located outside the ground-plane housing. Tuning 
screws are provided at each circulator port. Six circulators are in 
the amplifier. These circulators are capable of providing input return 
loss and isolation between ports of greater than 33 dB with a for­
ward loss of less than 0.15 dB per pass over the operating band of 
5.925 to 6.425 GHz. 

4.3 First-stage amplifier 

Figure 4is a sketch of the first-stage amplifier. Many elements 
are common to the second- and third-stage circuits. The amplifier 
stage consists of a circulator and the diode network, which includes 

CI RCULATOR--- - -­

INTERDIGITAL CAPACITOR 
(DC BREAK) 

LOW-I MPE DANCE 
TRANSFORMER 

DIODE AND HEAT SINK{ 

BIAS FEED NETWORK 
I 

- - COAXIAL SECTION 

".. DIODE 

Fig. 4-Components of the first stage of the amplifier. 
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a dc break, a bias-feed network, a stabilizing network, a stripline­
to-coax transition, a low-impedance transformer, and the diode. 

4.3.1 DC break 

An interdigital capacitor is used to provide a dc break, keeping 
the high voltage confined to the diode circuit. A detailed view is 
shown in Fig. 5. The total capacitance measured at 1 lVIHz was 
approximately 2.3 pF. This series reactance is incorporated into the 
circulator design such that, at point A, the impedance looking toward 
the circulator is 50 ohms. When the interdigital capacitor is used 
in the circuit, resonances can exist when the gap length is a multiple 
of a half wavelength. This can be acceptable if these resonances 
can be made to straddle the operating frequency band. The resonance 
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Fig. 5-Conductor pattern on ceramic substrate showing detail of the inter­
digital capacitor and the stabilizing network. 
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can be controlled by adjusting the total length of the gap, but this 
length also determines the total capacitance, which in turn affects 
the impedance match of the circulator. A simpler means of con­
trolling the resonant frequency is to reactively load the gap.6 This 
is shown in the figure as the slot in series with the transmission line 
formed by the gap. If the length of the slot is less than a quarter­
wavelength long, the gap is inductively loaded, which essentially 
increases the gap length and thereby lowers the resonant frequency. 
By such a technique, the slot resonant frequency can be controlled 
without affecting the total gap capacitance. The gap was coated 
with a dielectric material to prevent any accidental short circuit. 
The coating increased the total capacitance slightly. A method of 
actually eliminating the slot resonance is to resistively load the 
series slot. 7 This is the most satisfactory method if one can tolerate 
a few tenths of a dB additional loss in the circuit. 

4.3.2 Bias filter and network 

The bias filter in Fig. 4 is a band-stop filter. It prevents any in­
band signal from being lost to the bias circuit. It consists of two 
sections of open, quarter-wavelength, low-impedance lines separated 
by quarter-wavelength-long, high-impedance lines. The rejection in 
the operating band of 5.925 to 6.425 GHz is greater than 40 dB. 
At low frequencies, this filter circuit can be represented as a low-pass 
circuit consisting of L-C components. The circuit is terminated with 
a 50-ohm resistor in series with a 22-pF chip capacitor, which is 
grounded. 

The bias network continues further in lumped elements. The 
purpose of the network is to provide a high resistance in the low­
frequency spectrum together with a low resistance at dc. This will 
prevent bias-circuit oscillations of the type described by C. A. 
Brackett. 8 The bias is supplied from a constant-current-regulated 
dc supply. 

4.3.3 Stabilizing network 

The stabilizing network shown in Fig. 5 consists of a half-wave­
length, open-circuited line connected in series with a 50-ohm resistor. 
This network is in shunt with the main line and helps to control 
the impedance presented to the oscillator outside the operating 
frequency band. At the operating frequency, the half-wavelength 
line appears as an open circuit and the resistor is essentially not 
connected to the circuit. At the half frequency, the line is a quarter­
wavelength long and presents a short circuit to ground behind the 
resistor. The circuit is then shunted by the 50-ohm resistor. This 
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network lowers the impedance presented to the diode at the sub­
harmonic frequency and helps to increase the margin of stability 
when properly located in the circuit.9 •lD It takes a larger rf drive 
before spurious oscillations appear. The penalty paid using this 
network is the addition of about O.I5-dB insertion loss at the band 
edges. The stability margin can be increased further by adding a 
second resistor-stub network but at the expense of additional loss. 

4.3.4 Coaxial circuit 

Figure 6 is the side view of the coaxial circuit. A transition is 
made from stripline to coax at the end where a dielectric bead is 
located. A tuning screw is provided for matching purposes. The 
diode is located at the end of the 50-ohm coaxial circuit whose center 
conductor is spring-loaded to take up variations owing to mechanical 
tolerances. A movable transformer is located in the 50-ohm coaxial 
circuit. The characteristic impedance of the transformer is chosen 
to provide the correct resistive load component to the diode. The 
reactive load is varied by moving the transformer to cancel the 
reactance of the diode. To adjust the oscillation rf level for different 
diodes, the resistive component is made adjustable by adding a ca­
pacitive screw approximately an eighth wavelength from the nominal 
end position of the transformer. As the screw penetration is increased, 
the equivalent transformer characteristic impedance is increased by 
a factor of up to 1.6. 
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Fig. 6-Cross-sectional view of the coaxial amplifier circuit. 
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The diode rests in a diode washer which is screwed into the housing. 
A plug is screwed into the housing behind the diode, and the front 
surface makes contact to the back surface of the diode. One major 
problem of the amplifier is heat transfer from the diode to the housing. 
The heat must be transferred from the diode to the plug and through 
the threads to the housing. Some heat is transferred from the diode 
to the washer to the housing. The threaded washer is made as short 
as possible, permitting a short length for the narrow tip of the 
threaded plug. The plug is made as large in diameter as possible. 
To ensure good heat transfer, heat-sink compound is used in the 
threads. 

4.3.5 Transformer 

Figure 7 is a photograph of the coaxial transformers. The first­
stage transformer is a noncontacting transformer with Teflon * beads 
located at both ends to center the center conductor. The transformer 
is insulated from ground with three Teflon strips placed longitu­
dinally on the outer circumference spaced 120 degrees apart. The 
other transformers have only one Teflon bead used for centering 
the center conductor. The Teflon strips are located on the circum­
ference of the transformers. An additional slot is cut in the outer 
circumference for the purpose of moving the transformer in the line. 
The characteristic impedances of the first, second, and third stage 
transformers were 8.3, 11.8, and 20.0 ohms, respectively. N oncon­
tacting types of transformers were used instead of the spring-finger 
contacting type because of the cost advantage. 

4.4 Second- and third-stage amplifiers 

The second- and third-stage amplifiers are similar. Each consists 
of a circulator, hybrid power-combiner, dc break, bias-feed network, 
stabilizing network, and a coaxial section containing the IMPATT 

diode. Other than the hybrid power-combiner, the elements are 
similar to those of the first stage. The conductor pattern on ceramic 
substrate is shown in Fig. 8. In the hybrid power-combiner, the 
connecting lines are 70.7 -ohm characteristic impedance and are both 
a quarter-wavelength long. A 100-ohm resistor provides an internal 
termination. All ports are matched to 50 ohms. A signal entering 
the port connected to the circulator (input) divides equally between 
the other two arms with no signal appearing across the 100-ohm 
resistor. A signal applied to either of the latter two arms divides 

>10 Trademark of Dupont Corporation. 
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Fig. 7-Photograph of the low-impedance, noncontacting-type coaxial transformers. 

Fig. 8-Detail of the conductor pattern showing the hybrid power-combiner, 
inter digital capacitors, stabilizing networks, and bias networks used in the second 
and third stages of the amplifier. 
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between the 100-ohm resistor and the input. If equal (amplitude 
and phase) signals are applied to the two arms, the currents flowing 
through the 100-ohm resistor will be out of phase and will cancel, 
whereas the currents appearing at the input will be in phase and 
will add. Any difference in magnitude or phase of the signals applied 
to the two arms will cause power to be absorbed in the 100-ohm 
resistor. The isolation between the two arms was greater than 27 dB, 
with the balance from input to the two side arms within 0.1 dB. 
This type of power-combiner was used because the isolation allows 
independent tuning of each diode. The diodes are also physically 
separated, and a more efficient heat transfer can be realized. 

The remainder of the circuit elements on the substrate are the 
dc break, stabilizing network, and the bias filter. In the bias-filter 
network at the dc bias-connection point, a chip capacitor is soldered 
onto the conductor and a spring-finger grounding clip is used to 
provide a connection to both ground planes. 

V. PERFORMANCE OF THE AMPLIFIERS 

Six prototype amplifiers were built for system evaluation and 
tested at two frequencies. Figure 9 shows the result of the measure­
ment at 6.125 GHz as plotted on the power-C/N coordinates. 
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Fig. 9-Measured power and noise characteristics of the six amplifiers and their 
corresponding one-hop system thermal-noise performance. The numbers represent 
the measured data points. 
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(C/N of 147 dB corresponds to a noise figure of 32.5 dB for an in­
put power of 8.5 dBm.) The numbers on the figure indicate the 
measured performance of each amplifier. The average power output 
and noise figure were 40.4 dBm and 34.1 dB, respectively. When 
tuned for the other test frequency, 6.375 GHz, the power output 
was lower but the noise was better. The average power output was 
39.6 dBm with an average noise figure of 32.6 dB. The locking band­
width of all the amplifiers was greater than ±60 MHz. The average 
one-hop system thermal noise performance at both frequencies was 
about 15 dBrncO. System tests indicated that the amplifiers were 
thermal-noise limited with negligible intermodulation distortion. 

The amplifier is retuned for each channel frequency. Tuning con­
sists of: 

(i) Tune power output and free-running frequency on the first 
stage. 

(ii) Adjust gain and center frequency of second stage. This re­
quired iteration of the four adjustments to obtain a pre­
scribed output power. 

(iii) Adjust center frequency of the third stage for maximum 
power output. 

The power and overall noise figure were measured at other fre­
quencies in the operating band, and Fig. 10 shows the results for 
one amplifier. The power output of the first stage alone, PI, and 
first and second stages alone, P 1- Z, are also shown. The power de­
creases at the high end of the band with an improvement in noise 
performance. The noise peak near the high end of the band was 
due to a subharmonic oscillation. In all the amplifiers, a subharmonic 
oscillation was generated in the third stage when driven by a high­
level signal. The subharmonic oscillation introduces some excess 
noise but, because of the high gain existing before the third stage, 
the overall effect on the amplifier noise performance is minimal if 
the subharmonic oscillation is well established. In some amplifiers, 
the subharmonic does not exist at the low end of the frequency 
band, but it does exist at the high end of the band. At some inter­
mediate frequency, a threshold of subharmonic oscillation is en­
countered. The noise at this threshold point is high enough to have 
an effect on the overall amplifier noise in spite of the high gain 
preceding the third stage. The solution to the problem is to eliminate 
the subharmonic oscillation completely or, if this is not easily ac­
complished, to have it well established at all times. 

All measurements were made at room temperature ambient. The 
output power decreased with increasing ambient temperature at a 
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rate of about 0.05 dB/oF. This decrease was almost entirely due to 
variation of the first-stage amplifier gain. Temperature compensa­
tion of the first-stage gain would be necessary for uncontrolled 
environments. 

Figure 11 is a photograph of the amplifier showing the top and 
bottom housing with the ceramic substrate and circuit elements. 
The amplifier is 11 in. wide X 14 in. long X 5 in. thick and weighs 
12.5 lbs. The cooling fins can be seen on the top housing. Similar 
fins are also located on the bottom housing. The fins are spaced at 
three fins per in. The total surface area is 1286 sq. in. The measured 
thermal impedance of the amplifier from diode case to air was 1.5°C 
per W for free-convection cooling. With a diode junction-to-case 
thermal impedance of 5°C per Wand a 25°C ambient, the junction 
temperature would be about 210°C. From aging studies, the pre­
dicted life would be in the order' of 106 hours per diode. Even with 
five diodes, the amplifier should provide adequate reliability. 

VI. CONCLUSIONS 

A 10-W IMPATT amplifier has been developed whose transmission 
characteristics are suitable for use in 6-GHz long-haul radio relay 
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systems. As compared with a traveling-wave tube, the IMPATT am­
plifier has somewhat lower efficiency, greater variation of output power 
with temperature, and a more intricate tuning procedure, but it offers 
greater reliability and uses a simpler power supply. 
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The processor in an electronic telephone switching system must be 
designed to efficiently and reliably process telephone calls. Because of the 
extended life span of a telephone switching system and the nature of the 
function it provides, it is advantageous to build a great deal of flexibility 
into the processor design. This paper provides details of a microprogram 
control design philosophy for the development of a medium-size processor* 
that provides the required flexibility. The aspects of the 1nicroprogram 
control that make it very suitable for the design of a processor in a fault­
tolerant system are also described. 

I. MICROPROGRAMMING BACKGROUND 

In the 22 years since M. V. Wilkes proposed the concept of micro­
program control,l the basic implementation has not varied significantly. 
Wilkes recognized even then that replacing the complex, irregular 
structure of the control section with a series of elementary and se­
quential microinstructions could result in the following advantages: 

(i) A more regular and systematic approach to the design of the 
control section of a machine. 

(ii) The ability to evolve the details of the implementation until 
late in the design state of the machine. 

(iii) The ability to change or add to the instruction set after con­
struction of the machine has been completed. 

(iv) A simplified architecture that more readily lends itself to 
machine maintenance. 

Because of the flexibility of a microcontrol design, many uses and 
variations of the design can be made to optimize the particular design 

* The name of this processor is the 3A CC. It will be used in No.3 ESS, No. 
2B ESS, and other applications where a fault-tolerant system is required. 
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criteria involved. The design of a microprogram control architecture 
that utilizes this flexibility to implement additional features in a 
processor is covered in detail. This processor is used in small- to 
medium-sized telephone switching systems2 that must be fault-tolerant. 
These features provide a processor design that is 

(i) Self-checking. 
(ii) Highly maintenance-oriented. 

(iii) An efficient micros tore (i.e., minimizes number of microstore 
words). 

(iv) Efficient in real time. 
(v) Amenable to system interconnection to provide a fault-tolerant 

system. 

II. GENERAL SYSTEM DESCRIPTION 

In an electronic switching system (ESS) that performs a telephone 
switching function, the processor complex3- 7 must have almost 100-
percent uptime. (The goal is 2 hours downtime in 40 years.) To pro­
vide such reliability, redundancy must be built into the system since 
hardware failures are inevitable. With redundancy available, the 
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system can provide immediate detection of an error, a quick and effi­
cient recovery from error (i.e., it can switch to a functioning unit), 
and the ability to diagnose and repair the failing unit before a second 
error can cause complete system failure. 

The system environment in which the microprogram-controlled pro­
cessor operates is shown in Fig. 1. The processor, main store, and tape 
unit are duplicated for reliability. These control units are treated as a 
single switchable entity since the quantity of equipment within each 
switchable block is small enough to meet the reliability requirement. 

One system-design goal was to make each functional unit as auton­
omous and self-checking as possible with a minimum number of 
external signal leads. This provides sufficient flexibility to make the 
units expandable and changeable without much difficulty. 

A simple dc store bus is used for communication between the stores 
and processors. The main store uses a semiconductor memory design 
and is contained within a small area. Even though the processors are 
not run synchronously, both the on-line and off-line stores are kept 
up to date by having the on-line processor write into both stores 
simultaneously. Because of the volatile nature of the semiconductor 
(dynamic IGFET) writeable memory, bulk storage backup (the tape 
unit) is required to reload program and translation data after a store 
failure. 

III. GENERAL PROCESSOR DESCRIPTION 

Figure 2 shows a detailed block diagram of the processor. It is func­
tionally divided into six parts. There are 16 general-purpose registers 
and more than 30 special-purpose registers. Five of the special registers 
are used as the interface to the semiconductor main store. The inter­
face is an asynchronous and relatively simple design. The micro­
control loads an address, data (if a write), and a control register. It then 
initiates a store cycle by issuing a start signal. Later the microcontrol 
tests for a store completion. 

The microprogram control portion provides the complex control 
functions required to implement the instruction set and other sequenc­
ing functions, e.g., program reloading from the tape unit, trouble ini­
tialization, interrupt control, and man-to-machine interface functions. 

The data-manipulation orders are designed specifically for imple­
menting call-processing programs. Therefore, the orders include bit 
manipulation, testing, logical operations, etc., rather than complex 
arithmetic operations. A binary add is included to allow indexing and 
other simple arithmetic operations to be easily implemented. The data­
manipulation logic includes rotation, all Boolean functions of two 
variables, first zero detection, and fast binary add. 
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The remaining functional blocks in Fig. 2 are concerned with the 
interface of external units. The 20 main I/O channels, each with 20 
subchannels, allow the processor to control and access up to 400 pe­
ripheral units by means of the serial data link. The serial sub channel 
transmits a 16-data-bit message using a 6.7-MHz bit rate. The tape 
unit is accessed by one of these serial channels. In addition, a man-to­
machine interface with displays and manual inputs is integrated into 
the processor and executed under microprogram control. Finally, a 
maintenance channel can access the standby processor for diagnostic 
and control purposes. The maintenance channel transmits a switch 
message ·when an error is detected in the on-line processor. Control is 
then transferred to the standby processor. The use of a serial channel 
reduces the number of leads interconnecting the two processors and 
causes them to be loosely coupled. In addition to being more economi­
cal, this channel facilitates a split mode or stand-alone configuration 
for factory test or system test. 

The basic execution of a macro-level instruction (op code) by the 
processor is as follows (Fig. 3) : 

(i) The microcontrol issues a request to the main store and then 
executes a previously fetched instruction. 

(ii) This request is performed and the access instruction is placed 
in a store-instruction register (SIR). 

(iii) The microcontrol, having completed the previous macro-level 
instruction, tests for main store completion. 

(iv) If the main store has not completed the requested cycle, the 
microcontrolloops. 

(v) When the main store has completed, the microcontrolloads the 
SIR into an instruction buffer (IB) and a portion of the SIR into 
the microstore address register (MAR). 

(vi) The portion of the SIR loaded in to the MAR is the OP code field 
and it points to a starting address of a sequence of micro­
instruction that will perform or interpret the function of that 
OP code. 

(vii) One of the functions of each OP code sequence is to fetch the 
next instruction from the main store, thus enabling the process 
to repeat itself. 

The processor is designed using a new ESS logic gate 8 with 5- to 6-ns 
delay. An entire packaging technology is built around this gate. The 
packaging allows 200 to 300 gates to be placed on a single, small circuit 
pack. On each pack the gates are interconnected in a customized 
manner. The processor design requires 55 of these logic packs to imple­
ment a 16,000-gate design. The microstore is implemented on additional 
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packs of which there are two for each group of 512 words (each word is 
32 bits wide). 

3.1 Microprogram control in an ESS environment 

As in previous electronic switching systems, the goal is to provide a 
highly reliable switching system. The use of stored program control in 
ESS machines has provided easy implementation of customized features, 
system changes, or new services by changing the contents of the stored 
program. In addition, the microprogram memory provides a second 
level of flexibility, which creates further advantages. 

The use of microprogram control permits designing a processor that 
is very regular in structure. This is achieved by centralizing the 
normally complex control section of a processor into one distinct unit 
or portion. Then, by segmenting each control function into a series of 
relatively simple microprogrammed steps, it is possible to achieve a 
uniform control entity. Control is easier to design through a systematic 
approach, and the rest of the processor is also made less complex. This 
results from the removal of most of the control and timing leads dis­
persed throughout each functional part in earlier types of processors. 

Overall uniformity allows a self-checking design to be implemented 
without difficulty. One of the benefits of the self-checking machine in 
the ESS environment is that when an error is detected, the processor 
known to be faulty can be switched off-line immediately. That is, in a 
system where error detection is achieved through the synchronized 
operation of the on-line and off-line processors, the error indication 
from the match function between the two processors is unable to 
identify the faulty unit. As a result, other means must be provided to 
identify it. 

In each processor, the logic is partitioned in such a way that maxi­
mum error detectability and immediate error indications are provided. 
For example, data registers are bit-sliced onto individual circuit packs 
so that multiple failures within a circuit pack will not go undetected by 
the parity check carried on each data register. As a result, the error 
circuit gives an immediate failure indication, and the problem of re­
solving which processor is faulty does not arise. In addition, immediate 
diagnostic results are achieved by sending the output of each error 
circuit to individual bits in an error register for easy analysis by diag­
nostic programs. Twenty-two error circuits in the processor are moni­
tored by the error register. Because of the regular structure of the 
processor, each of these error bits tends to point to a unique portion 
of the machine (within a few circuit packs) that has failed and caused 
an error. 

PROCESSOR DESIGN IN ESS 189 



The use of a read-only memory (ROM) for the microstore in the 
microprogram control has facilitated additional simplifications in the 
control structure of the processor. In the event of a hardware failure 
or a start-up procedure caused by software problems, it is necessary to 
evoke a predetermined sequence of control functions. The use of a non­
volatile microstore permits the start-up procedure or initialization to be 
microcoded and initiated easily when required. Hence, even if initiali­
zation is caused by a power interruption, these control sequences are 
available. This initialization may vary from a simple transfer to a 
starting location in main memory to full initialization that requires 
reloading main memory from the tape unit. The ability to microcode 
this sequence of functions not only eliminates complex sequencing 
logic but also provides the initialization procedures with all the ad­
vantages of microprogram control (e.g., self-checking, flexibility, and 
easy modification). 

The ability to easily modify the macro-level instruction set even 
after the processor has been designed is a very attractive feature, 
especially in an ESS environment. Due to their function, ESSs must 
have an extended life. This extended life makes them vulnerable to in­
creasing demands for more capacity and new features. Therefore, it is 
advantageous to be able to add to or modify the instruction set of the 
processor if increased throughput or other significant improvements can 
be obtained. 

Another advantage is the potential to adapt to applications where a 
highly reliable stored program processor is required. This potential pro­
vides a step toward standardization of processors, or at least a reduction 
in the number of processors used in ESS applications. This adaptability, 
for example, could take the form of emulation of another processor's 
OP code set. 

Most of the man-machine interface functions, which in past designs 
consisted of irregular and difficult-to-maintain logic, have been in­
corporated into the microprogram control (i.e., displaying register 
and/or memory contents). The use of microprogram control in this 
instance not only provides a relatively maintenance-free console panel 
but also provides a flexible man-machine interface. 

The primary peripheral communication link in this processor is a 
serial I/O channel. There can be 20 autonomous I/O channels. With 
microprogramming, the I/O interfaces can be customized to the I/O 

task or the application. In addition, as other peripheral communication 
interfaces evolve (e.g., a parallel I/O bus is used), the microcode can 
easily be adapted to accommodate them. 

Although this is a relatively small processor, significant real-time 
improvements can be attained with microprogramming. That is, 
register-to-register gating takes only 150 ns in the microcontrol, and 
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transfers take place concurrently with microinstructions. As a result, 
there is about an 8-to-1 real-time improvement over main memory 
operations. As a result, the speed and flexibility of microprogram con­
trol can be customized to meet diverse requirements in an on-line, real­
time, fault-tolerant control system. 

3.2 General structure of the microprogram control 

The self-checking microprogram control design is built around a high­
speed ROM. The microstore has a 32-bit output and a maximum size of 
4096 words (32 bits) and grows in increments of 512 words. The maxi­
mum access time is 65 ns. As shown in Fig. 4, the output of the micro­
store has three maj or fields: 

(i) A TO field which normally defines a source register for a gating 
operation to be performed on each microcycle (a 150-ns 
interval). 
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Fig. 4-Normal microinstruction execution. 
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(ii) A FROM field which defines a destination register under the 
same conditions. 

(iii) A next address (NA) field that defines the location of the next 
microinstruction to be performed. 

The correct sequencing of the microcontrol is checked by carrying a 
parity bit with the next-address field (PNA) and matching it with the 
parity of the accessed location (PTA). The TO and FROM fields are 
checked by encoding the control information in the microstore using 
a 4-out-of-8 code in each field. The control information is then decoded 
into a l-out-of-70 code to enable a particular function and then re­
encoded to a 4-out-of-8 code and checked.9 The combination of these 
two checking techniques provides a microcontrol design that is highly 
self-checking. 10 

In this processor, the basic microinstruction set is centered around 
a register-to-register gating operation. In its simplest form, this 
gating function may be to set or clear individual flip-flops. To perform 
the gating operation, the TO and the FROM encoded control fields are 
read out of the microstore on each microinstruction. These fields are 
decoded and are used to enable a source and destination register for the 
normal gating command. Because an ESS environment emphasizes data 
processing rather than arithmetic operations, the register-to-register 
oriented microcommand set is very efficient. It is also useful in imple­
menting the self-checking design of the processor. That is, by bit-slicing 
the processor's data registers (including the control and data access 
to each bit on individual circuit packs), the operation of a data transfer 
can easily be checked. This is done by performing the hardware check 
of the correct operation of the TO and FROM field decoders on each 
microcycle. The "checked" control signals are then fed to the bit­
sliced data register circuit packs. By maintaining parity over the 
registers, a single failure of either the control or the data paths will 
result in a parity check failure. 

A single failure in this context implies the failure of a single circuit 
pack. This could, of course, be caused by multiple failures within the 
circuit pack. The data registers as well as all of main store are, in fact, 
2-bit-sliced to minimize the replication of the control signals to each 
bit of the respective registers and memory cells. As a result, there are 
two parity bits associated with each data word, PL, and PH (see Fig. 3). 
PL covers bits 0 through 7, and PH covers bits 8 through 15. In the 
actual partitioning, bits are paired on each circuit pack as follows: bits 
o and 8, 1 and 9, etc., and PL and PH. If a parity check error fires, either 
PL or PH or both could be in error. 

When nongating types of microinstructions such as arithmetic or 
Boolean functions are to be performed, a different strategy is used. 
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These functions are performed in a separate entity in the processor 
called the data manipulation logic (DML). The DML is operated by first 
gating from the bit-sliced data registers to its operand fields which are 
buffered internally in the DML. A control field is loaded into the DML 

which defines the function to be performed on the operands previously 
loaded. The control field comes directly from the microstore and is 
defined by the microinstruction to be executed. Since the control field 
and the operands are buffered internally to the DML, the execution of 
a particular function is independent of the microsequence timing. In 
this way, functions that take longer than the basic register-to-register 
gating operation do not penalize the normal microinstruction execution 
time, nor do they require any special timing sequence. At a prede­
termined number of microcycles after the DML has been loaded, the 
microcontrol returns to the DML and gates the resultant data, as de­
termined by the DML internal control states, to a data register. 

Operations in the DML are checked by duplicating this section of the 
processor and matching. This approach has a number of advantages: 

(i) Duplication is the most complete and most efficient check on 
the DML functions. 

(ii) Since there is complete duplication in the DML, the logic par­
titioning can be optimized without concern for the failure 
modes for a given partitioning. 

(iii) Duplication allows one uniform check to be performed on all 
miscellaneous functions that can be conveniently placed in the 
DML. 

(iv) The match circuitry needs to be enabled only when gating out 
of the DML, and synchronization does not need to be applied 
to the duplicated copies of the DML other than when loading 
them with identical copies of operands and control states. 
The resulting functional execution of the DML as well as the 
parity generation of the resultant data can be performed inde­
pendently of microsequence timing. As a result, duplicating 
and matching are easy to implement. 

The processor's interface with main memory and I/O devices is 
performed in an asynchronous manner similar to that found in the DML 

operation. That is, interface or buffer registers are loaded with the 
normal register-to-register gating microinstructions. Then an execution 
signal is given, and a main memory cycle or an I/O cycle is started. 
The termination of the cycle is indicated by a completion signal which 
is then tested directly by the microcontrol. The result of this asyn­
chronism is that the processor design is independent of the memory or 
I/O device execution times. The obvious advantage is that a variety 
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of memory systems and r/o units can be used with this processor. With 
rapidly changing technology and the cost savings that may result, 
this is a major benefit of the processor's architecture. 

In this micro control design, the microinstruction to be performed 
and an address are included each time a word is read out of the micro­
store. The address is then used to transfer to the next microinstruction 
in a particular sequence. To maintain simplicity in the design, the 12-bit 
address field can transfer to any word in the micros tore address range 
(i.e., maximum size of microstorc is 4096). 

To provide a flexible and efficient microcontrol design, a number of 
alternative methods are provided for sequencing the microcontrol. 
The options or alternative ways that the next address can be obtained 
in a microinstruction sequence are as follows: 

(i) The initial microinstruction of a machine OP code is initiated 
by having the micro control sitting in a microloop waiting for 
the main memory to fetch an instruction. The loop is excited 
when the main memory fetch is completed. The result of the 
fetch is gated into MAR, starting the microinstruction sequence 
that will perform that OP code. 

(ii) On a number of microinstructions, it is desirable to obtain 
data constants from the microstore. To efficiently use the 
microstore, it is advantageous to store these data in the NA field 
and to obtain the next address by incrementing the previous 
contents of the MAR. This type of operation has been used as 
follows: 

(1) To obtain data constants. Data constants, for example, can 
be used to generate target addresses in main memory. 

(2) To obtain additional control constants. The main use of 
this is the simultaneous loading of the control states into 
the DML with a normal microinstruction loading of the 
operand fields. This not only reduces the amount of micro­
code required, but also increases the speed of DML functions. 

(3) To load a return-address register (RAR) that is used in 
conjunction with the microcontrol to implement micro­
subroutine returns. This also reduces the amount of micro­
code needed. 

(iii) Conditionally branching on a number of status bits allows con­
venient testing of various machine states such as adder over­
flows from the DML or completion states from external units. 
The latter is most useful for providing the asynchronous timing 
between the processor and its memory, as well as between the 
processor and peripheral units. 
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(iv) The ability to index into microstore is provided by ~Ring a 
4-bit binary field into the address in MAR. Indexing effectively 
utilizes the microstore by providing an efficient method of 
extracting data or control from table structures in the 
microstore. 

(v) Interrupts are initiated by jamming a hard-wired address into 
the MAR. This address points to a microinstruction sequence 
which interrogates various machine states and then determines 
what action is to be taken. This feature simplifies implementa­
tion and checking of complicated and difficult logic. It also 
provides a highly flexible and easily modified interrupt 
structure. 

(vi) Through the maintenance reset function (MRF), a hard-wired 
address is jammed into the MAR. The MRF produces a series of 
microinstructions that perform the bootstrapping operation 
of the processor during a start-up procedure. 

The preceding list of alternative methods for sequencing the micro­
control represents an economic compromise. The increased cost and 
complexity of more exotic, more powerful micro control sequencing 
would not be offset sufficiently by reduced microstore requirements. 
Of course, if real time is the prime concern, the increased speed of a 
more powerful microcontrol would justify the increased cost. Since 
this machine is intended for the small- to medium-sized ESS offices, cost 
is the dominant factor. To minimize cost, sufficient microsequencing 
flexibility has been implemented to reduce costly micros tore and at the 
same time achieve a reasonably good throughput. The standard micro­
code provided with this processor will be implemented with about 1000 
words. For those applications that need additional real time or other 
features, the ability to expand to 4096 words is provided. 

The microcontrol uses a high-speed ROM which has a read access range 
of 30 to 65 ns. The minimum cycle time of a microinstruction sequence 
is determined by the maximum access time of the ROM plus the time 
necessary to calculate the address of the word to be accessed and/or 
the maximum time to execute each microinstruction. The processor 
has a gate with a 5- to 6-ns delay. The use of the gate, its associated 
technology, and the 65-ns ROM results in a microcycle execution time 
of 150 ns. 

The design of the main memory for this processor uses a dynamic 
IGFET refreshable cell with an access time of about 750 ns as seen at the 
store itself. Taking into account the control and data delays between 
the processor and the store, the effective main memory access time will 
be about 1 /-LS. It should be again noted that the timing between the 
processor and the store is completely asynchronous and, if faster or 
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cheaper memories become available, they will be readily adaptable to 
the architecture of the processor. 

The effective execution rate of main memory OP codes is, therefore, 
determined by three main variables: 

(i) A I50-ns microinstruction cycle time. 
(ii) A I-its main store access time. 

(iii) The number and type of microinstructions that are used to 
implement a main memory OP code. 

As far as the architecture of the processor is concerned, the I50-ns 
microinstruction cycle time is a constant. The memory cycle time is a 
variable since it depends upon the main memory chosen. The number 
and type of microinstructions for each OP code is a function of how the 
microcode sequences are designed. The use of subroutines in the micro­
code, as well as other techniques to limit the total amount of micro­
store, minimizes the initial cost of the processor. The resulting mix of 
the number of microinstructions per OP code tends to make the 
effective execution rate of OP codes processor-limited, assuming the 
I-its access time for the IGFET refreshable main memory. It can be 
shown that by recoding the microprogram of the OP codes using more 
straight in-line coding and more microstore, it is possible to make the 
effective execution main-memory bound rather than processor bound. 

IV. DETAILS OF THE MICROPROGRAM CONTROL DESIGN 

4.1 Microinstructions 

The processor, excluding the microcontrol, consists of a collection of 
distinct sets of registers. The set partitioning is done on a functional 
basis with each set optimized to provide a particular task (see Fig. 2). 
The various sets and the number of registers included are: 

(i) General registers (16). These registers provide a set of general­
purpose program-addressable registers that are used for high­
speed buffer storage for the macro-level (main-memory) 
programmer. 

(ii) Special registers (16). These registers are used for a number of 
special-purpose functions such as generating interrupts, pro­
viding error indications, displaying system status, and inter­
facing with main memory. 

(iii) DML registers (3). These registers provide the buffer storage 
required to hold the operands and control states in the DML so 
that the DML execution timing is asynchronous with respect to 
the microcontrol timing. 
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(iv) lVIain memory registers (4). These registers provide addresses 
to main memory and receive instructions and data coming from 
mam memory. 

(v) I/O registers (3). One of these registers buffers the control 
inform a tion needed to access the I/O channels. The other 
registers provide the means of transmitting data to and from 
the I/O channels. 

(vi) Console associated registers (5). These registers are used in 
conjunction with the console panel to load and display various 
other registers in the machine and to provide match functions 
on address and data constants associated with main-memory 
operations. 

With the use of the micro control, most of the irregular machine 
structure has been removed. In its place is the collection of register 
sets just listed. Special functions such as additions, subtractions, 
Boolean operations, or other operations not easily handled in a single 
micro cycle are performed by attaching combinational logic to the out­
puts of some of the register sets. The outputs of this logic are then gated 
under microprogram control to other registers or to status bits in the 
microcontrol where they can be easily tested by the micro control. 

In the description to follow, the microinstructions that control the 
data flow in and out of the registers are partitioned into functional 
groups. Each group function is described. It should be noted that the 
set partitioning of the registers previously listed is not related to the 
functional grouping of the microinstructions that control the registers, 
although in some cases the partitioning corresponds with them. 

4.2 Register-ta-register gating 

Because of the machine's dependence on register-to-register gating, 
the micro control architecture is centered around this microinstruction. 
On each microcycle, a TO field and a FROM field are gated out of the 
microstore and buffered in the microinstruction register (MIR). These 
fields are decoded and then are used to enable a source and a destination 
register (see Fig. 4). The control fields are encoded in a 4-out-of-8 
code so that faults in the microstore, the MIR, or the decoder will be 
detected. One of the methods of obtaining the 4-out-of-8 codes that 
enable the gating TO and FROM registers is to read them directly from 
the microstore. A disadvantage of this approach is that to provide all 
the gating combinations between the 16 general registers requires 256 
entries in the microstore. Because of the relatively high cost of the 
microstore, which in turn influences the limited amount of microstore 
available for use, an alternative method is desirable. The following 
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implementation appears to be the most flexible and requires a minimum 
amount of circuitry. 

It should first be noted that when an OP code is obtained from main 
memory, it is loaded into the MAR and the lB. (See Fig. 3.) In addition 
to the 7 -bit OP code, two 4-bit binary operand fields may be loaded 
into the IB, as shown in Fig. 5. These two fields, X and Y, have binary 
to 3-out-of-6 translators attached to their outputs. The outputs of 
X and Y 3-out-of-6 translators are conditionally gated to the low 6 bits 
of the TO and FROM field in the MIR. This conditional gating is enabled 
when all zeros are detected coming from the microstore in the same 6-bit 
positions. In the upper 2 bits coming from the microstore, a 1-out-of-2 
code is normally supplied. This code, which is determined by the OP 

code, can be used to select either the general register set or the special 
register set in either the TO or the FROM field. This permits gating of 
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any general register to any special register in a single microinstruction. 
One word of microstore provides the enabling signal. As indicated in 
Fig. 5, the signal coming from the microstore is not inhibited. The 
result is the logical OR of the micros tore output and the 3-out-of-6 
translators. 

In a number of instances, it is desirable to exchange the roles of the 
X and Y operand fields. This is useful when the contents of various 
general registers are to be exchanged or swapped. Again, a number of 
solutions to this problem are possible. The following solution is pre­
ferred because it offers simplicity and speed, resulting from an extension 
of the method described previously. By storing Is in the upper 2 bits 
of the TO or FROM field, and using a 2-input gate to detect this condition, 
a swap of the 3-out-of-6 codes coming from the X and Y fields can be 
implemented (Fig. 6). Note that the swap is not performed unless the 
low 6 bits of the respective TO or FROM coming from the microstore 
are zeros. It is also necessary in this instance to clear the high-order 
bit in the MIR field in which a swap is enabled. Because of this, the only 
combination allowed in the swap operation occurs when the swap in­
volves general registers (01 in the upper 2 bits of the field). 

Complete independence exists between the TO and FROM fields 
relative to the circuitry involved in the operand translation just de­
scribed. It is therefore possible, for example, to have a 4-out-of-8 code 
loaded directly from the microstore in the FROM field and to have 
11000000 in the TO field from the microstore. The latter results in 
swapping of the binary to 3-out-of-6 translator from the Y field into 
the TO field. As a result, most combinations of control signals for the 
microinstructions that involve register gating can be provided effi­
ciently with a minimum amount of circuitry. Also, because of the use 
of the m-out-of-n checking techniques on the 4-out-of-8 decoders, 
all of the circuitry involved in the operand translations described are 
checked by circuitry that has already been provided. 

4.3 DML operation 

The DML is that portion of the machine that performs the arithmetic, 
Boolean, rotates, and other miscellaneous functions. These functions 
are collected into one entity, duplicated, and matched. The grouping 
of these functions is advantageous for the microcontrol design as well. 
A number of the operations that are to be performed in the DML take 
longer to execute than the basic gating cycle, and, therefore, a single 
and unified approach can be used for all the DML functions. 

A function (FN) register is provided internal to each duplicated 
copy of the DML (Fig. 7). When the DML function to be performed is 
not a gating operation, the FN register is loaded with a control constant. 
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This control enables the appropriate control signals to execute the 
desired function. The function to be performed is executed on the oper­
ands which have been loaded into buffer registers AR and BR in the 
DML. Not only does the FN register set up the combinational logic to 
perform the logic operation on these registers, but it also determines 
what status bits are to be gated to the microcontrol status (MCS) 
register. In this way, the microcontrol can easily test for adder over­
flows, low-order zero test failures, etc. The use of the FN register and 
the buffer register for operands makes the DML execution asynchronous 
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with respect to the microcontrol. That is, the appropriate register in 
the DML can be loaded, and at a predetermined number of microcyles 
later, depending upon the function to be performed, the results of DML 

. operation can be gated to some destination register with the normal 
gating microinstruction. 

To increase the efficiency of the DML and to reduce the amount of 
microcode needed to set up DML functions, the FN register and one of 
the operand buffers can be loaded in parallel. The operand register is 
loaded in the usual manner over the data bus with the TO and FROM 

control signals. 
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The FN register is loaded over a dedicated path directly from the NA 

field in the MIR. This data path is 8 bits wide. The remaining 4 bits of 
the NA field are used to enable a decoder which enables this gating 
path. To check that the data coming from the microstore are correct, 
a parity tree is attached to the output of one of the copies of the FN 

register (Fig. 7) and is checked against a parity bit (PTA) that is stored 
with this data constant in microstore. Note that the status outputs from 
each copy of the micro control are gated to associated duplicated copies 
of the microcontrol status register in the microcontrol. 

4.4 Setting and clearing miscellaneous flip-flops and enabling 
dedicated gating paths 

Scattered throughout the machine are a number of miscellaneous 
flip-flops that must be set and cleared under microprogram control. 
Because of the number of flip-flops, it is desirable to use a more efficient 
method of controlling them than dedicating a TO or FROM decoder 
crosspoint for each clear or set function. The 4-out-of-8 codes them­
selves generate only 70 possible combinations. By assigning, for 
example, only ten crosspoints from each of the TO and the FROM field 
decoders and using these two sets of 1-out-of-10 codes to drive a third 
decoder (designated the miscellaneous decoder), 100 miscellaneous 
crosspoints can be easily generated. In addition to setting or clearing 
flip-flops, the miscellaneous decoder outputs are used to enable dedi­
cated gating paths. That is, in places where both a source and a desti­
nation do not have to be simultaneously defined for a gating operation, 
a miscellaneous decoder crosspoint can be used. This is advantageous 
for Ilo interfaces where, for example, an external register can be gated 
to the processor with a miscellaneous decoder crosspoint. Note that 
this minimizes any timing restrictions between the processor's basic 
micro cycle and any Ilo timing requirements. 

4.5 Control bits (CA, CS) and the auxiliary control decoder 

In addition to the TO and FROM set, there is another set of control 
signals. The method of implementing this set of control functions is 
shown in Fig. 7. As indicated, there are 12 bits in the NA field. Two 
parity check bits (PNA, PTA) check the address sequencing of the micro­
store. The remaining two bits of the 32-bit readout of the microstore 
are control bits. They are encoded into four binary states which cor­
respond to the following: 

(i) The null state is used for the normal sequencing where no con­
trol function is required and the NA field is gated to the MAR. 

(ii) The main-memory instruction fetch is used to initiate a new 
main-memory operation. 
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(iii) The data control is used to control the gating of the NA field 
to the MAR. This is for data operations when the NA field con­
tains data to be gated to some destination register other than 
the MAR. The data control thus inhibits the normal sequencing 
and adds a 1 to the previous microstore address contained in 
the MAR. 

(iv) The auxiliary control is used to enable an auxiliary decoder 
attached to the upper four bits of the NA field. This is a 2-out­
of-4 decoder and, as such, has six possible control states, four 
of which are presently used. 

(1) The first state enables the gating of the low 8 bits of the 
NA field directly into the function register in the DML. As a 
result, the function register can be loaded at the same time 
that the TO and FROM fields are loading one of the operand 
registers in the DML. Therefore, both time and microcode 
are saved on DML operations. 

(2) The second state, I/O parity divert, checks the parity on 
incoming I/O messages. As outlined in Appendix A, in­
coming serial messages from the peripheral world are 
autonomously shifted into a serial channel buffer (IOD). 

Then a miscellaneous decoder instruction gates the IOD to 
register RII over a dedicated path. After the data from 
the periphery are in the machine, they must be checked for 
correct parity. Note that if these data had bad parity and 
they were gated from RII to any other register over the 
processor's gating bus (GB), a processor parity error would 
result. This would stop the processor and switch control 
to the standby processor. To avoid this condition, the out­
put of the bus parity checker is diverted to a nonfatal error 
which causes an interrupt rather than an error. The con­
trol to divert this check is implemented by the auxiliary 
control decoder. Although its use is intended for unloading 
RII, it can be used to divert the parity check on any source 
register using the GB. 

(3) The third state, I/O DML match divert, performs a similar 
function. Again referring to Appendix A, the operation of 
the 1/0 channel is such that a microcoded loop-around 
check is made of the correct loading of the IOD. As such, it 
is necessary to match RIO, which was the source register 
to load the IOD, and RII, into which the IOD is returned. 
The following design implements this matching without 
adding a special hardware matcher. It uses a matcher 
attached to the outputs of the duplicated DML units. 
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The match on these two registers is performed by loading 
RIO into ARl of DMLl and RII into ARO of DMLO and then 
gating the AR register onto the gating bus. As was the case 
for the parity check on these two registers, the normal 
DML match error represents a hardware fault within the 
machine. As a result, the machine stops, and a switch is 
performed to the good machine. Again, the state of the 
auxiliary control decoder diverts the fatal error to an error 
condition which is handled by an interrupt. In this way, 
even if a switch of machines is to take place, the software 
chooses the appropriate point in the processing to initiate 
the switch. This minimizes the information lost in an initial­
ization procedure. 

(4) The fourth state, disable GB parity checker, permits the 
microprogrammer to turn off parity checks on individual 
microinstructions. The hardware is such that parity checks 
are normally suspended for all microinstructions that do 
not use the GB. In addition, the use of this state in the 
auxiliary decoder allows turning off the checker when the 
GB is being used. This is especially valuable during main­
tenance programming. When it is known that a register 
has bad parity or when there is a question concerning 
parity, the register contents can be gated over GB to the 
DML, for instance, without causing a parity error. Once in 
the DML, the register parity can be checked, or it can be 
regenerated. 

4.6 Main-memory control 

The use of the microprogram control presents a number of possible 
alternatives in controlling the main store operation. As in the design of 
the microstore sequencing itself, a compromise between a design that 
would optimize the real-time capabilities of the memory operations 
and the economics of such an implementation was made. As such, the 
main-memory control is, for the most part, sequenced by the micro­
control. This implementation removes the complex sequencing logic, 
which not only reduces the hardware required but also eliminates 
circuitry that would be difficult to make self-checking. The control 
interface between the microprogram control and the main store is 
performed by a logic entity called the processor's bus controller (PBC). 

Microprogram control loads a register in the PBC [the main-memory 
state (MMS) register] with a control constant that defines the basic 
static mode of operation of the memory bus. For example, if writes 
are to be issued to both the on-line and off-line store, an appropriate 
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bit in this control register is set. The microcontrol also loads an address 
register and a data register (if a write). With the static mode of the 
memory bus defined and the address and data (if necessary) loaded, the 
micro control can then initiate a main-store operation. The type of 
operation (i.e., instruction fetch, data fetch, or data write) is de­
termined by the microinstruction that is used to initiate the main-store 
request. The microinstruction will set a request (REQ) flip-flop, set or 
clear the instruction or data (I.D) flip-flop, set or clear the read or write 
(R.W) flip-flop, and clear the main-memory cycle complete flip-flop 
[i.e., data ready (DR) flip-flop]. The I.D flip-flop determines to which 
register the accessed data are returned. The functions of the R. W 

flip-flop is obvious. Once the REQ flip-flop is set, the microcontrol 
can perform other functions. The main-store cycle will be performed 
concurrently, asynchronously, and autonomously to the processor. 
When the main store has completed the requested cycle, it will set the 
DR flip-flop. After the appropriate interval, the DR flip-flop is tested 
by the microcontrol, and the procedure is repeated. 

The only major autonomous function built into the PBC is the ability 
to time-share the memory bus. This time-sharing capability allows the 
processor to be used in a multiprocessor configuration or in situations 
where a direct memory access device (DMA) time-shares the memory 
resources. This time-sharing capability consists of buffering the main­
store request in the REQ flip-flop and testing the memory bus for its 
occupancy. If the bus is busy, the main-store cycle is delayed. When the 
bus is idle, the request is placed on the memory bus and the main-store 
cycle begins. The asynchronous nature of the processor and the main­
store interface makes this design very straightforward. 

Four registers are used to buffer address and data to and from the 
memory. These registers, together with a portion of the control that is 
used to operate them, are shown in Fig. 8. The operation of these 
registers as it relates to the microcontrol is outlined below. 

4.7 Normal instruction fetch 

An instruction is fetched from main memory by adding a 1 to the 
last instruction address located in the PA register. The control to 
initiate this fetch is performed by the CA, CB control decoder, as pre­
viously described. The active CA, CB combination is normally read out 
of the microstore on the first micro cycle of the previously fetched OP 

code. Thus, if this OP code is, for example, an absolute transfer, the 
main memory control does not have to initiate the fetch for the next 
sequential instruction. If the next address is to be accessed, the CA, 

CB control enables the output of the PA + 1 logic to be gated into the 
store address register (SAR). It also sets two flip-flops in the memory 
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controller. The REQ flip-flop buffers the request for the store in case 
the bus is busy. The I.D flip-flop steers the return memory contents 
into the SIR or SDR. As a result of buffering the request, the micro­
control can continue executing the present OP code. When the memory 
bus becomes idle, the memory controller issues a request to the store. 
In addition, the controller gates the contents of SAR back around to 
the PA. This enables the PA + 1 counter to formulate the next address 
while the memory fetch is being performed. As a result, the design 
of the counter can be simplified. The counter is a slow ripple type that 
takes about 400 ns to increment. The counter is composed only of 
combination logic, which is attached to the output of the PA, because 
the PA and the SAR are bit-sliced. The resulting design provides a 
counter which can be easily checked by a parity predict circuit because 
of the partitioning which tends to force single-bit errors. It should be 
noted that most of the logic associated with the counter pertains to a 
given bit and the failure of even multiple gates within a circuit pack 
will cause an immediate parity error. 

4.8 Data requests 

When an OP code data requires a data operation, the micro control is 
used to load the data address in the SAR. If the data address must be 
calculated, the microcontrol uses the DML logic where additions may be 
performed. Once the data address is loaded in the SAR, a microinstruc­
tion crosspoint is used to initiate the store request. This memory 
request is again buffered in the request flip-flop, but the I.D flip-flop 
is put in the data state. Because the I.D is in the data state, the SAR­
to-PA gating is inhibited so that the PA is preserved. The only distinc­
tion between data reads and data writes is that, for write instruction, 
the SDR is loaded with the data word before issuing the store request. 
The loading of the SDR sets the R. w flip-flop. This flip-flop is used by 
the bus controller and results in writing the contents of the SDR into 
main memory at the address defined by the SAR. 

4.9 Central control panel operation 

In keeping with the design goal of self-checking, each processor is 
assigned its own man-machine interface. This interface is called the 
central-control (cc) panel. The cc panel provides the ability to set 
and display registers in the processor, to read or write locations in 
main store, and to single-cycle macro-level instructions. In addition, 
the cc panel provides the ability to perform address-matching and 
data-matching functions on main-store programs. All of these functions 
are performed under microprogram control with only a few additional 
registers that provide buffer storage. The registers that are added for 

PROCESSOR DESIGN IN ESS 207 



these panel functions are bit-sliced and incorporated into the basic 
self-checking architecture of the processor. 

The micro control executes panel functions by receiving a panel 
interrupt when the processor is in the MANUAL mode and off-line. The 
interrupt begins by gating the contents of a set of three switch input 
registers into the display buffer (DB) (Fig. 2) with one of three possible 
microinstructions. The microcontrol then interrogates the switch 
inputs and translates them into the appropriate panel functions. Thus, 
the normally complex control functions of the cc panel are incorporated 
into the self-checking microprogramming structure of the machine, 
which results in a very flexible and relatively maintenance-free cc 
panel. 

V. SEQUENCING , 

Several attributes characterize the design goals of the microcontrol 
sequencing logic. 

(i) Self-checking. Since the machine is self-checking, the micro­
control sequencing must also be self-checking. 

(ii) Flexible. To provide all the advantages of microprogram control, 
the sequencing scheme must be flexible. For example, the 
ability to conditionally transfer on a number of status bits 
provides an efficient means to loop or branch in the microcode. 
The flexibility in the sequencing logic also reduces the amount 
of store needed to perform a given task. Indexing, the use of 
the next address field for the auxiliary control, and the sub­
routine capability are examples of this. 

(iii) Simplistic. To make the sequencing logic as fast as possible, 
as well as to make checking easier, it is necessary to keep the 
design simple and straightforward. This is accomplished by 
restricting the microstore addresses that can be incremented. 
When a 1 is added to the MAR, the MAR must contain a 0 
in the low-order bit and, as a result, 1 can be jammed into 
that bit position to avoid the use of the inherently slow and/or 
complex carry-propagate circuitry. The same approach is 
taken for indexing by forcing the indexing table to fall on 
restricted boundaries. 

With these characteristics as design criteria, each of the various 
methods for obtaining the next address (sequencing) will be examined 
individually. 

5.1 Loading an OP code 

As previously indicated, a fetched instruction at the completion of a 
main-store cycle is loaded into SIR. Simultaneously, the DR bit is 
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set asynchronously to the microcontrol. While the main store is fetch­
ing the instruction, the microcontrol is operating on the previously 
fetched instruction. At the termination of the series of microinstructions 
that constitute this instruction, ALL ZEROs is encountered in the NA 

field of the microstore. ALL ZEROs is placed in the MIR NA field of the 
last microinstruction of all OP codes. A special all-zeros detector is 
used to monitor this condition. The coincidence of the all zeros and 
the DR bit set results in a new instruction or OP code being loaded into 
the microcontrol (Fig. 9). If the main store has not completed the 
instruction fetch (i.e., DR = 0), then the ALL ZEROs in the NA field is 
gated into the MAR. At the ALL ZEROs location in the microstore, ALL 

ZEROs is also placed in the NA field. As a result, the microstore will 
loop on ALL ZEROs waiting for the main store to complete the instruc­
tion fetch. Note that null (no operation) microinstructions (NOPS) are 
placed in the TO and FROM fields of the ALL ZEROs location. These NOPs 

are valid 4-out-of-8 codes required to keep the 4-out-of-8 checks 
"happy." If the main store is ready when the last microinstruction of 
the previous OP code is read out of the microstore, the next OP code will 
be loaded immediately. As a result, microinstruction NOPs will not be 
executed between main-memory instructions. 

When an OP code is loaded into the MAR from the SIR, it is also gated 
into the IB and the RAR. The IB is loaded with the complete contents 
of the SIR. Although the OP code is loaded into the IB, it is not used there. 
This feature was implemented to preserve bit-slicing. In addition to 
loading the OP code into the IB, the branch allowed (BA) bit is also 
loaded into the IB (Fig. 3). This bit must equal a 1 for target addresses 
on branch instructions. An OP code that calls for a branch performs 
a microinstruction that sets a BA check bit which in turn enables a 
check for the BA = 1 on the next instruction fetch. 

5.2 Normal sequencing 

Each time a word is read out of the microstore on a normal micro­
instruction, an address is read into the NA field. After being gated to 
MAR, this address points to the next microinstruction in that sequence. 
Thus, loading an OP code into MAR initiates a sequence of microinstruc­
tions that is programmed to perform that OP code. The last micro­
instruction of that sequence contains all zeros in its NA field. Con­
sequently, a new OP code is loaded into the MAR, and the process is 
repeated. The inherent simplicity of the sequencing scheme permits a 
simple parity check code to verify the proper operation. 

Each time a word is read out of the microstore, two parity check 
bits are included. One check bit (PTA) is matched against the parity 
of the address that accessed the word (see Fig. 3). The other parity bit 
(PNA) is associated with the 12-bit NA field and is gated into the MAR 
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parity (PMAR) to check the next word to be accessed. Two control bits, 
CA and CB, are also included in the parity check of the accessing. 

5.3 Data 

It is useful to be able to store data constants in the microstore so 
that they can be easily and quickly generated by the microcontrol. For 
example, the machine has 16 hardware interrupt levels. Using micro­
program control and the data facility, these interrupt levels can be 
translated from a bit position in the interrupt set (IS) register into 
address locations in main memory where the appropriate software can 
implement each one of the individual interrupts. The microcontrol 
tests for the bit position and then provides access to the word in 
micromemory that corresponds to this bit. Residing in this word is a 
data constant which points to a main-memory location. Because the 
contents of micromemory are changeable, the implementation is a 
flexible one. 

When data are read out of the microstore, they are contained in the 
NA field. As shown in Fig. 10, the data can be gated on either the high 
12 or the low 8 bits of the GB. The FROM decoder determines which 
bits are used, and the TO decoder selects an arbitrary destination 
register. 

Since the NA field contains data, the next address must be obtained 
from another source. In this instance, it is generated by saving the last 
address and adding a 1 to it. As previously outlined, data words are 
forced to be on even word boundaries. As a result, a 1 is jammed into 
bit 0 to implement an add. In addition, the parity for this data address 
can be easily predetermined. It is formed by complementing the present 
parity bit PMAR in MAR. The CA and CB control bits save the contents 
of MAR, add a 1 to it, and complement PMAR. 

5.4 Auxiliary control 

The sequencing of the next address for auxiliary control is identical 
to the data operation just outlined. In this instance, the NA field con­
tains control information and, in the case of the loading the FN 

register, data as well. Thus, the next address is obtained by adding a 
1 to the address saved in MAR. As with data, the auxiliary control 
functions must occur on even word boundaries. The CA bit equals 1 
for both data and auxiliary control operations. This bit is used as the 
control to save the MAR and to jam a 1 into it. In checking the operation 
of the CA, CB control decoder, the data and auxiliary control decoder 
leads are used to complement the MAR parity bit. 
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To describe the function of a microsubroutine, it is necessary to 
outline the normal operation of the return address register (RAR). 
Each time a word is read out of the microstore, the NA field is gated 
into the RAR. As outlined in Appendix B, this provides an additional 
check on the address sequencing at a very minimum cost. When a 
subroutine is to be entered, a data command is used (see Fig. 11). 
This data command contains the return address in its NA field, which 
is then gated both into the MIR and the RAR.Contained in this same 
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command is a microinstruction which clears the RAR update (RU) 

flip-flop. This flip-flop saves the contents of the RAR and therefore 
inhibits gating into the RAR on the subsequent microcycles. As with 
normal data operations, the first address for the subroutine is obtained 
by jamming a 1 into the old contents of the MAR. The subroutine con­
tinues to sequence the microstore in the normal manner. Except for 
calling another subroutine, all sequencing operations of the micro­
control can be performed in the subroutine. On the last microinstruction 
of the subroutine, ALL-ONES are placed in the NA field. An ALL-ONES 

detector placed on the output of the NA field results in the return 
address in RAR being gated to the MAR, and the subroutine is excited. 
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In addition, the ALL-ONES detector sets the RU flip-flop so that it is 
again in the update mode. 

5.6 Conditional branches 

The ability to conditionally branch within a microsequence is one 
of the basic operations of the microcontrol. To facilitate this operation, 
a microcontrol status (MCS) register was implemented (see Fig. 12). 
Each of the bits of the MCS can be individually tested: a conditional 
transfer is performed as a function of their respective states. Some of 
the bits and their primary function in this register are: 

(i) Ds-Stores the results of DML operations (i.e., adder overflows). 
(ii) DR-Indicates the completion of main store cycles. 

(iii) TRI-General-purpose status bit intended for use by micro­
control. 

(iv) TR2-Same as TRl. 
(v) cF-Passes status information between macro-level program 

sequences (i.e., condition flip-flop). 

On a conditional branch instruction, a microinstruction selects 
which MCS bit is to be tested. The state of this bit is then gated into the 
MAR bit O. By forcing conditional branch instructions to fall on even 
word boundaries, the implementation is simple. The NA field from the 
MIR is gated into the MAR in the normal manner. If the MCS bit is a one, 
the branch is made to address X + 1, and if not, the address X is 
chosen. The MCS is duplicated. One copy of the MCS feeds the MAR bit 
0, and the other copy feeds the MAR parity bit which, if the branch is 
taken, is complemented. 

5.7 Indexing 

Indexing is used to permit the microprogram to easily branch into 
blocks of microstore so that operations like binary to m-out-of-n code 
conversions can be easily performed. The index operation results in 
either of the two 4-bit binary fields X or Y in the IB being oRed into the 
lower four bits of the MAR, as shown in Fig. 13. Again, to provide 
simplification, indexing tables are forced to start on 16-word bound­
aries. The implementation is then analogous to the conditional branch. 
A microinstruction selects either X or Yand jams it into the low four 
bits of the MAR, which are guaranteed to be zero. The parity for this 
address is generated by using the parity trees attached to the X and 
Y fields. If X p or Y p is odd, the PNA bit is complemented when it is 
gated to the MAR register (PMAR). 
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5.8 Interrupts 

Interrupts are buffered in the IS register, which contains 16 bits; 
16 different levels of interrupts are possible. An interrupt mask (1M) 

register is also provided. This register can selectively block anyone of 
the 16 interrupts. When an interrupt enters the IS register and is not 
masked by the 1M register, this condition is monitored by the micro­
program control. This monitoring or testing is performed at the end of 
each microinstruction sequence when ALL ZEROS is read out of the 
microstore. 

Before a new OP code is loaded into the MAR, the state of the interrupt 
lead is checked. If an interrupt is present, whether a main-memory 
fetch is completed (DR = 1) or not, an interrupt address constant is 
hard-wired jammed into the MAR. At this address in the microcontrol, 
an interrupt microroutine is initiated. It tests which of the 16 interrupt 
levels is present and transfers the control to the appropriate program 
in main memory. This transfer consists of translating a bit position 
in the IS to a data constant in the microstore that points to the main­
memory program that handles the interrupt. Before control is passed 
to software in the main store, the interrupt microcode saves critical 
registers and states of the processor in a save area in main memory. 
Thus, when control is returned from the interrupt, the processor can be 
returned to its original state. 

If real time is critical, high usage or frequently called interrupts 
can be handled entirely with microprogram control. Because of the 
8-to-1 speedup of microcycles versus main-memory cycles, this capa­
bility represents a very powerful feature. The only change is an in­
crease in the amount of microcode used. 

A block interrupts (BIN) flip-flop inhibits the interrupt mechanism. 
BIN inhibits additional interrupts from being serviced before the inter­
rupt-handling software has recorded the presence of the original inter­
rupt (Fig. 14). 

5.9 Maintenance reset functions (MRF) 

Several conditions require the processor to be initialized. The source 
of the initialization may vary from a processor error, where the proces­
sor is on-line, to turning on the power in the off-line. All these varied 
conditions are funneled into a state which results in a hard-wired 
address being jammed into the MAR. In addition, a few processor state 
flip-flops must be initialized to ensure that the machine will start up 
correctly. For example, the clock must be initialized before the micro­
control will sequence. At the MRF address, a microroutine (bootstrap 
sequence) performs all the complex decisions concerning what caused 
the initialization and what actions are to be taken. The ability to reduce 
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the circuitry required to initialize the processor to a flip-flop, a few 
gates, and a couple of clock phases is a very significant advantage 
provided by microcontrol. In addition, the use of the bootstrap micro­
sequence provides the ability to implement a very versatile initializa­
tion start-up procedure. For example, the bootstrap sequence may be 
changed to suit the application, such as using a disk instead of a tape 
unit for backup storage. 

VI. MAINTENANCE OF THE MICRO CONTROL 

The microstore for the standard processor consists of about 1000 
words 32 bits each, and it grows in 512-word blocks up to 4096 words. 
Because of the size and the different applications containing dissimilar 
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contents, it is necessary to provide maintenance access to verify the 
operation and contents of the microstore. It is also quite useful to be 
able to exercise the machine without using the microstore itself. The 
most useful tool for maintenance access to the processor is via the 
maintenance channel (Fig. 15). The maintenance channel inhibits the 
micro control and loads microinstruction directly into the MIR. This 
permits the on-line processor to perform maintenance operations on the 
off-line processor. The feature also allows microinstructions stored in 
the on-line main memory to be executed in the off-line processor. This 
ability to access and control a unit at its most elementary level of 
control allows a very high degree of diagnostic access. In addition to 
executing microinstructions, the maintenance channel can load the 
MAR with an arbitrary address and in turn read the contents of that 
microstore location. Thus, an image of the micros tore contents kept 
in main store can be matched against the contents of the off-line 
processor. 

6.1 Maintenance-channel access 

Before the maintenance channel can gain access to the processor, it 
is necessary to stop the microsequencing. Also, if a processor error is 
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detected, that processor must be stopped so that it does not attempt 
to interfere with the healthy processor, which is then switched on­
line. To implement this, a STOP flip-flop is used. Setting the STOP flip­
flop results in a hard-wired address being jammed and held in the MAR. 
This prevents the microstore from sequencing until the STOP is cleared. 
At the STOP address in the microstore, all zeros are contained in the 
32 bits. The effect of this is to remove the microstore from the input 
gating to the MIR. This allows the output of the maintenance channel 
to be oRed directly onto the output of the microstore. As a result, no 
additional control signals or gates are needed. The data that are oRed 
onto these leads, using a NAND gate collector-tie, are clocked into the 
MIR in the normal manner. 

The maintenance channel gains access to the standby processor by 
setting the STOP flip-flop. With the STOP flip-flop set, the maintenance 
channel has access to the MIR. As such, it has almost complete control 
to exercise the processor since all microinstructions emanate from the 
MIR. 

The description and operation of the maintenance channel are 
covered in other material,7 but two of its more important functions 
and one that is implemented for the most part within the microcontrol 
itself are covered here. 

6.2 Single-cycling a microinstruction 

With the processor held in the stopped state (STOP FF = 1), all 
microsequencing ceases, and zeros are read out of the microstore. The 
stopped state, however, does not inhibit the processor's clock. Conse­
quently, on each microcycle, the data presented to the input of the 
MIR are clocked into that register. For the stopped state, these data are 
all zeros, but no errors are registered by the error register because the 
output of the STOP flip-flop inhibits the 4-out-of-8 checkers on the TO 
and FROM fields, as well as other checks that are normally performed 
on each cycle of the micro control. Thus, the maintenance channel 
needs only to gate data onto the inputs of the MIR TO and FROM fields 
for the duration of the clock phase, which loads the MIR. The result is 
the execution of a single microinstruction, which uses all of the normal 
timing and hardware within the machine. To turn on the decoder 
checkers, the maintenance channel also needs to activate a control 
lead to the TO and FROM checkers that will override the STOP flip-flop 
inhibit function of the checker for that single microinstruction. 

6.3 Freeze and read microstore 

The ability to read the microstore is provided by the freeze state. 
As has been indicated for single cycling, the input to the MIR represents 
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the key to gaining access to the microcontrol and to the processor. To 
execute a microinstruction, it is necessary to load the low 16 bits of the 
MIR. To access a particular word in the microstore, the upper 16 bits 
of the 32-bit register are loaded. Similar to loading a microinstruction, 
the same type of operation of the maintenance channel is required for 
loading the upper 16 bits (NA field). Once in the MIR NA field, the 
microstore address is gated up to the MAR by the normal clock 
timing. At this point, the processor uses a control signal from the main­
tenance channel to set the freeze flip-flop and also to clear the STOP 

flip-flop. Note that the STOP flip-flop must be cleared because, in its 
set state, it jams a hard-wired address into the MAR. When set, the 
freeze flip-flop inhibits further clearing of the MAR after the register 
contains the address loaded from the maintenance channel via the 
upper half of the MIR. 

One of the added benefits of this implementation is that the inhibiting 
circuitry on the MAR is already provided. As previously described, the 
data command functions by inhibiting the clearing of the MAR and 
adding a 1 to it to obtain its next address. Thus, only a single flip-flop 
is required to buffer the freeze control signal from the maintenance 
channel. The output of this freeze flip-flop is oRed into the inhibit 
circuitry already implemented on the MAR. 

Once an address has been loaded and frozen in the MAR, the contents 
of this address are presented on the outputs of microstore on a dc basis. 
The maintenance channel can now read the upper and ,lower halves 
in succession and send the response back to the controlling source 
(i.e., the other processor). If another word is to be read out of the 
microstore, the maintenance channel must first put the processor 
back into the stopped state so that the output of microstore will re­
turn to all-zeros state, allowing the oRing into the input of the MIR 
agaIn. 

6.4 Start microcontrol sequencing 

When an arbitrary address has been frozen in the MAR, the mainte­
nance channel can easily implement a start (beginning at this address) 
of the normal microsequencing by clearing the freeze flip-flop. The 
ability to start the microcontrol at an arbitrary address gives the 
maintenance programmer added flexibility, but the primary source of 
initiating a microcontrol startup is via the MRF hardware. The advan­
tage of using MRF hardware is that it jams a number of key flip-flops in 
the machine to a predetermined state and then transfers control to the 
microcode by use of a hard-wired constant into the MAR. The result 
is an MRF sequence that can start from an unknown state and go first 
to a known state determined by initializing flip-flops and then to a 
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running condition using minimal hardware. This MRF sequence is 
invoked by the maintenance channel when a fatal or serious error is 
detected in the on-line processor. When this error is detected, the on-line 
processor stops. In turn, maintenance initiates a switch message which 
results in an MRF or start-up to the off-line processor. 

6.5 Microinterpret 

Microinterpret allows microinstructions to be stored in main memory 
of the on-line processor to be executed by the microcontrol of that 
processor (Fig. 16). One of the advantages of microinterpret is that 
maintenance instructions (being nonreal-time critical) can be performed 
without using microinstruction sequences stored in the costly micro­
store. The maintenance programmer, therefore, has the full use of the 
microcontrol and yet has the freedom to write microinstruction in a 
manner best suited to his needs. Not only does the microinterpret 
reduce microstore requirements, but, as described later, its implemen­
tation is such that a very minimal amount of additional hardware is 
needed to design it into the processor's architecture. 

The microinterpret mode essentially allows the enhancement of the 
instruction set in the on-line processor to perform maintenance-oriented 
or seldom-needed functions at a minimal cost. The maintenance 
channel, on the other hand, provides the diagnostic capability to detect 
and locate troubles in the off-line processor as well as to monitor the 
general state of affairs in that off-line processor. 

The initiation of the microinterpret mode is performed by one of 
two macro-level OP codes which are executed in the normal manner 
by the microcontrol. One OP code indicates a single-cycle microinter­
pret; the other indicates a multiple-cycle microinterpret instruction. 
The microsequence of each OP code first sends the main memory on 
for the next instruction located at PA -\- 1. This fetch request is per­
formed in the usual manner by the CA, CB bit combination set to the 
fetch state. At this PA -\- 1 address, a microinstruction is stored (i.e., 
two 4-out-of-8 codes instead of an OP code). The next step of the micro­
code is to set or clear the general-purpose micro control test bit, TR1. 

The microinterpret OP code determines whether TRl is set or cleared. 
If only a single microinterpret instruction is to be fetched from main 
memory, the TRl bit is set. 

The third and last function of the microinterpret OP codes results 
in setting the microinterpret (MINT) flip-flop. Setting the MINT flip-flop 
enables the next word fetched from main memory to be gated directly 
from the SIR to the MIR TO and FROM fields. As shown in Fig. 16, this 
gating is also conditioned on the NA = ALL ZEROS and the DR bit = 1, 
exactly analogous to the loading of a new OP code. As a result, the 
microstore loops on the all-zeros address until the main memory has 
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completed the fetch for the microinterpret instruction. When the store 
has indicated a completion, a 1 is jammed into the MAR, and the gating 
from the SIR to the MIR is initiated (see next paragraph). The next 
address for the microcontrol is then at location "I" where the start of 
the special microsequence handles the microinterpret operation. At 
word "1," the CA, CB bits are again in the fetch state. They result in 
the PA + 1 being loaded in the SAR so that the next instruction will 
be fetched. This instruction can either be a microinterpret instruction 
or a normal OP code which is determined by the TR1 bit. The micro­
control tests this bit and, if it is set to the single-cycle microinterpret, 
a microinstruction clears the MINT flip-flop. When this flip-flop is 
cleared, the microcontrol is returned to its normal state and loops on 
all zeros. At the completion of the store request in progress, the con­
tents of the SIR are loaded to the MAR to begin the next OP code cycle. 
If TR1 ~·1, then a multiple-cycle microinterpret is assumed. Each 
time the main memory fetches a new microinstruction, the contents of 
the SIR are gated to the MIR and the cycle is repeated. The termination 
of the multiple-cycle microinterpret is indicated by clearing the MINT 

flip-flop. This is accomplished by having the last microinstruction of 
a microinterpret multiple sequence clear it. 

When a microinstruction is performed by microinterpret, the two 
4-out-of-8 codes representing that instruction are gated from the SIR 

to the MIR TO and FROM fields. This gating takes place only once. It is 
coincident with the reading of the contents of the micros tore word 
located at address "1." Address "I" is unique in that it contains all 
zeros in its TO and FROM fields. As a result, the contents of SIR can be 
gated into the MIR TO and FROM fields. In this way, a gating signal need 
only be applied to the SIR, and no new circuitry or critical timing is 
required to gate the control fields into the MIR itself, as shown in Fig. 16. 
Note that a delay of 1 micro cycle is required from the time thecomple­
tion signal is given (i.e., DR = 1) to the time the gating is enabled from 
the SIR to the MIR. The all-zeros location cannot contain all zeros in 
its TO and FROM fields since the ALL ZEROs is used as a looping address 
to await main-memory completions. All zeros in the TO and FROM 

fields would cause the 4-out-of-8 checker to indicate an error, stopping 
the processor. 

The operation of the microinterpret instructions is also self-checking. 
It must sequence properly and provide valid 4-out-of-8 codes to the TO 

and FROM fields or the already-described check circuits will fire. 

6.6 Maintainability 

One of the most beneficial results of microprogram control design 
from a maintenance aspect is the absence of complex timing circuitry. 
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The clock consists of only an oscillator and a simple circuit to generate 
four clock phases. In addition, these clock phases are used almost 
entirely within the microcontrol itself. Use within the microcontrol is 
limited for the most part to gating or strobing data and control in­
formation into the MAR, MIR, and RAR registers. The loss of these gating 
pulses will typically cause the contents of the affected register cells to 
be stuck in a "1" or "0" state, resulting in immediate fault conditions 
in the check circuit monitoring these registers and their outputs. This 
is contrasted to a conventional machine that uses complex timing and 
clock pulses to avoid race conditions and the like in such areas as the 
command decoder. In addition, in a conventional machine, the clock 
is typically distributed throughout the entire processor, making fault 
analysis difficult. If a fault does occur in a clock phase that is designed 
to eliminate spikes or race conditions, the problem of fault diagnosis 
becomes very difficult. A fault of this kind is hard to reproduce con­
sistently and may elude the diagnostic programmer because of its 
possible transient nature. In addition to the simplified clocking scheme, 
the inherent regular structure of a microprogram control machine lends 
itself not only to a self-checking philosophy but also to the diagnosis of 
the fault. 

VII. LOGIC IMPLEMENTATION OF THE MICROCONTROL 

The microcontrol is contained on eleven lA-type logic-circuit packs. 
A total of 2948 gates are used to implement the microcontrol. Of these, 
1158 gates are used in the microinstruction decoders and the check 
circuits. The remaining 1790 gates are used to design the sequencing 
logic and its check circuits. Approximately 30 percent of the gates in 
both the decoders and sequencing logic are associated with check logic. 
The 2948 gates used in the microcontrol represent approximately 20 
percent of the total gates used in the processor. 

The standard processor will use approximately one-quarter of the 
microstore's maximum address space (4K* 32-bit words). These lK 
words are used as follows: 

Function Words 

Implementation of the OP code set 560 
Central control (man-machine interface) 

panel function 200 
Initialization sequencing 75 
Initial program load from bulk storage 125 
Interrupt handling function 60 

* K ~ 1024. 
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VIII. ADVANTAGES OF THE MICROPROGRAM CONTROL DESIGN 

The use of microprogram control in this processor provides the 
following advantages: 

(i) A uniform processor architecture. This uniformity is very 
amenable to the self-checking design incorporated into the 
processor complex. 

(ii) An easily maintainable processor. The microprogram control 
design allows external access via a maintenance channel with 
a minimal amount of circuitry. Access at the most elementary 
level of control of the processor provides diagnostic access to 
the entire machine. 

(iii) A very flexible design. This flexibility is present in many aspects 
of the processor design. Some of this flexibility is the capability 
to easily change control features; some of it is the ease in which 
complex control sequences are incorporated into the micro­
control itself. For example, there are 

(1) An easily changed macro-level instruction set. 
(2) Speed-independent interfaces to main memory and to 

peripheral units. 
(3) An extensive and complete interrupt structure that can 

be adapted to each application. 
(4) A complex and yet versatile initialization procedure. 
(5) A powerful and easily maintainable console panel. 

(iv) Easy integration into an ESS environment to provide a system 
that can immediately detect faults, recover quickly from them, 
and then provide the necessary diagnostic access and repair. 
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APPENDIX A 

1/ 0 and Its Microcontrol Interface 

The interface between the processor and its periphery is primarily 
performed by serial I/o channels. The interface between the micro-
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control and the autonomous circuitry that controls the 110 sequencing 
is described in the subsequent paragraphs. 

The 110 control for the processor consists of expandable, semi­
autonomous, functional units called 1/0 main channels. The archi­
tecture of the processor provides the ability to add as many as 20 1/0 

main channels. Figure 17 shows a single 110 main channel and the maj or 
data paths that connect it to the processor. A favorable attribute of 
the interconnections between the processor and the 110 main channels 
is the relatively loose coupling between them. Within the processor, 
three general registers, R9, RIO, and RII, provide interface with 1/0 

channels. R9 and RIO send control and data, respectively, to the 
channels. RII receives data from the channels. The direct outputs of 
registers R9 and RIO are presented directly to the 110 channels. 

The channel select (cs) field of R9 selects which one of the 20 main 
channels is to be enabled. The decoding of this 3-out-of-6 channel 
select results in gate cs becoming enabled. Once a main channel is 
enabled, microinstruction enables the low-order 12 bits of R9 to be 
gated into the selected 1/0 status (lOS) register. Similarly, another 
microinstruction enables RIO to be gated into the 1/0 data (IOD) 

register. The advantage of such a gating scheme is that the timing 
problem in the interface is greatly simplified. That is, R9 and RIO can 
be loaded "\vith a normal register-to-register gating instruction and on 
subsequent microcycles, microinstructions can be used to gate the 
contents of these registers in the selected 110 main channel. In this 
way, as soon as R9 and RIO are loaded, the data ripples out to the 
designated 1/0 channel. Then, when the microinstruction that gates 
these registers into the channel becomes active, the data are stable at 
the input to the designation point. In an analogous way, the output of 
the IOD of the selected channel is gated into RII with a miscellaneous 
decoder crosspoint. Elimination of the timing problem also means that 
the variability of the fanout, seen when 110 main channels are added, 
does not pose a problem. The flexibility afforded by this gating scheme 
and the use of microprogram control also facilitate the design of com­
pletely different 110 interfaces, such as a parallel-to-parallel interface 
rather than the standard parallel-to-serial. 

The actual operation of the channel consists of loading the lOS and 
the IOD and then issuing a microinstruction crosspoint that starts the 
autonomous sequencing. It should first be noted that each main channel 
consists of 20 sub channels which provide fanout to the peripheral 
units and time-share the control and sequencing logic of the main 
channel. The sequencing consists of shifting the data loaded into the 
IOD, together with a start code that is prefixed onto the front of the 
message, and into a serial data link. The serial message is transmitted 
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on the serial data link using a phase-encoded bit stream (6.67 MHz per 
bit) so that a separate clock signal is not required at the receiving end. 
Once the message has been shifted out of the 2l-bit IOD, the I/O con­
trol continues to send a pulse stream out on the serial link. This pulse 
stream is used to provide the timing information for the peripheral 
unit and is required to send a response message back to the sending 1/0 

channel. Therefore, as soon as the outgoing data are shifted out, the 
J /0 control begins to monitor the incoming port. When a leading one is 
detected on the incoming message, the 110 control stops and sets a flag 
which the processor can interrogate. The processor can either return 
to executing other instructions or it can go into a loop, testing the 
completion flag just described. The microcontrol actually tests the 
state of the I/O channel by again using a microinstruction to gate the 
output of three states of the channel directly to the MCS register. 

In the processor design, self-checking was achieved by partition­
ing the logic to obtain certain failure modes so that the check circuits 
could ensure fault detection. In instances where this partitioning be­
came an unworkable solution, duplication was used, such as for the 
DML. For the implementation of the I/O channels, it is impractical to 
partition the logic to force single bit errors; however, it is also not 
economical to duplicate the channels. Three solutions were used to solve 
the detection problem. First, m-out-of-n codes were used in the control 
fields. Second, a loop-around test is performed on the data paths. Third, 
the parity check code carried with data within the processor is trans­
mitted to and from the periphery as well. The m-out-of-n codes are 
checked using the same method as for the TO and FROM codes in the 
processor. The data check is performed by gating RIO to IOD and then 
returning the IOD to Rl1. Then a match is performed between RIO 
and Rll using the DML match hardware as previously outlined. This 
matching technique results in trading speed for hardware. Since the 
overhead for performing the match does not represent a significant 
real-time penalty, the choice is well justified. Parity is checked when 
data are received at the peripheral units and also when data are re­
turned to the processor, as previously described. 

APPENDIX B 

MAR-RAR Matching 

When the microprogram control was designed, an analysis was done 
to determine the type of faults that were most probable. Check schemes 
were then designed to detect these faults. A complete report of this 
work is given in Ref. 10. One of the areas of the micro control where it 
was difficult to use coding techniques to detect multiple faults was in 
the sequencing logic. That is, it would be disadvantageous to use any-
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thing other than a normal binary code to implement microstore address­
ing. As outlined in the reference, a check of the binary decoding of the 
address in the micros tore address register (MAR), the access of the 
correct word in the microprogram store, and the proper readout are 
performed by using a simple parity check scheme and by interleaving 
binary-encoded words with m-out-of-n encoded words in the micro­
program store. 

However, to ensure that the proper address is loaded into the MAR, 

duplication is required for detection. The amount of hardware required 
to implement the duplication is minimized by time-sharing some 
circuitry. As a result, only the addition of an II-bit matcher was re­
quired to perform the duplication-and-match function. 

The hardware involved and the data flow are indicated in Fig. 18. 
As described in the section on microcontrol sequencing, when a new 
OP code is loaded from the SIR, it is gated into IB, MAR, and into RAR. 

The OP code is loaded into the IB because the operand fields X and Yare 
normally used directly by means of the translators attached to the 
outputs of the lB. The OP code is loaded into the MAR to access the first 
word of the microsequence for that OP code. The OP code is loaded into 

FROM MAIN STORE 

o 

~--------~--~ MAR MICROPROGRAM STORE 

OP CODE 
INTO BITS 

0-6 OF RAR 

11 

31 

TO ERROR REGISTER 

Fig. 18-MAR-RAR matching. 
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RAR to check that the OP code is correctly loaded into the MAR. This is 
achieved by the matcher being placed between the outputs of the MAR 

and RAR. The reason for duplication and matching is that it is not pos­
sible to predict the type of multiple fault that might exist when loading 
the MAR if it is not bit-sliced. The SIR and the IB are bit-sliced. There­
fore, any multiple fault within a single bit-sliced circuit pack will be 
guaranteed to cause a parity failure if the data are indeed in error. For 
the MAR and MIR, it is not economical or, for that matter, practical to 
bit-slice them. Thus, the bit-slicing of the SIR and its parity check code 
together with the duplication and matching of the MAR provide a 
complete check on the loading of the new OP code into the MAR. 

As each word is accessed and read out of the microstore, it is gated 
into the MIR. The NA field of the MIR is then gated into MAR. To check 
that this gating is correct, the NA field when gated out of the micro­
store is also gated into the RAR. As a result, a match can again be 
performed between the MAR and RAR to check for error-free operation. 
This same technique of loading the RAR with the same contents as the 
MAR is performed for indexing and loading the interrupt constant, the 
MRF constant, and the STOP constant. 

Note that the match is performed only over bits 1 through 11 of the 
MAR and RAR. This simplifies implementation because of the number 
of operations that can change the state of bit o. For example, condi­
tional transfers alone have nine different ways of jamming bit 0 to a 1. 
The result is that the RAR is loaded exactly the same way for condi­
tional transfers as for the normal sequencing case, and again the match 
is performed. If bit 0 is in error, the parity check on the sequencing will 
detect it. 

The data and auxiliary control sequencing cases are slightly different. 
As described in Section 5.3, the next address for these commands is 
obtained by saving the previous contents of the MAR and jamming 
a 1 into bit o. The fact that the address presently residing in the 
MAR was checked when first loaded into the MAR simplifies the design. 
The CA bit, which, when equal to 1, indicates either a data or auxiliary 
control is to be performed, is also used to inhibit the MAR-RAR matching 
for that cycle since the RAR has data in it for these two cases. Since data 
are loaded into the RAR as well as into the MIR (NA) field for a data 
command, a subroutine return can be easily implemented as described 
in Section 5.2. During the subroutine, the MAR-RAR matching is dis­
abled. As a result, if a sequencing error occurred during a subroutine, 
it may go undetected for a few microcylces. However, as soon as the 
microcontrol exits the subroutine and returns to the update mode 
(RU = 1), the matching will again be enabled and a "stuck at fault" 
will quickly be detected. 
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GLOSSARY 
AR General-purpose buffer MCS Microcontrol status 

register in the DML logic MINT Microin terpret 
BA Branch allowed MIR Microinstruction register 
BIN Block interrupts MMS Main-memory state 
BR General-purpose buffer MRF Maintenance reset func-

register in the DML logic tion 

CAl Control bits 
NA N ext address 

CB NOP Null microinstruction 
cc Central control PA Program address 
DB Display buffer PBC Processor's bus controller 
DML Data-manipulation logic PMAR Parity for the MAR 

DR Data ready PNA Parity bit with next-ad-
FN Function register dress field 
GB Gating bus PTA Parity of the accessed 10-
IB Instruction buffer cation 
I.D Instruction or data RAR Return address register 
1M Interrupt mask REQ Request 
I/O Input/ output ROM Read-only memory 
10D I/O data register R.W Read or write 
lOS I/O status register RU RAR update 
IS Interrupt set SAR Store address register 
MAR Microstore address regls- SDR Store data register 

ter SIR Store-instruction register 
MCH Maintenance channel 
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Temperature Rise at a Constriction in a 
Current-Carrying Printed Conductor 

By A. J. RAINAL 
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This paper presents some basic equations for predicting the maximum 
temperature rise at an isolated constriction in a current-carrying printed 
conductor. The equations apply to general configurations of printed con­
ductors, since they are based on the heat equation in the steady state. A 
variety of numerical results concerning the maximum temperature rise 
and the runaway or critical current are presented in tables for the case of 
printed conductors of nominal widths 8, 25, and 100 mils. The numerical 
results include the case of 1-, 2-, and 3-oz copper conductors at an ambient 
temperature of 20 or 50°C. A few experimental results are presented which 
show that the numerical results concerning the maximum temperature rise 
are conservative from the point of view of design. The results are useful for 
determining whether an isolated constriction in a printed conductor is of 
any significance. Also, the results can be used to help develop rational cri­
teria for rejecting printed conductors when isolated nicks are present. 

I. INTRODUCTION 

During the design and manufacture of printed conductors to inter­
connect electrical circuits, one is often confronted with the task of 
determining whether an isolated constriction in a printed conductor is 
of any significance. A constriction is sometimes designed into a printed 
conductor to help alleviate some particular routing. problem. Also, 
during the manufacturing process, such a constriction can arise in the 
form of an isolated nick in the printed conductor. 

In general, the maximum allowable temperature rise at the isolated 
constriction imposes definite limits on the allowable dimensions of the 
constriction. The relationship between the dimensions of the isolated 
constriction and the maximum temperature at the constriction is useful 
for both design purposes and for determining the maximum allowable 
nick in a printed conductor. As the maximum allowable nick in a 
printed conductor is increased, the manufacturing yield increases and 
the time necessary to visually examine the printed conductor de­
creases. Thus, the cost of manufacturing printed wiring boards can 
perhaps be decreased by increasing the maximum allowable nick. 
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W = WIDTH OF CONDUCTOR 
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L = LENGTH OF CONDUCTOR 
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Fig. I-A current-carrying printed conductor constricted in the middle and con­
strained to the ambient temperature at both ends. 

The purpose of this paper is to develop some basic equations that 
are useful for predicting the maximum temperature rise at an isolated 
constriction in a current-carrying printed conductor. Figure 1 presents 
a sketch of an isolated constriction and some notation used in this 
paper. We only consider the problem of characterizing the steady-state 
thermal behavior of a current-carrying printed conductor that .may 
contain a constriction. Some constrictions may produce such effects 
as impedance changes and mechanical vulnerability, and these are not 
considered in this paper. 

II. BASIC EQUATIONS 

Consider the partitioning of the x axis in Fig. 1 into the following 
three intervals: 

[ _ ~ - Lc] 
2' 2 ' [ _ Lc Lc] and 

2 '2 ' [ Lc ~]. 
2 ' 2 

Let T(x) denote the temperature distribution along the current-carry­
ing conductor. In the steady state, the temperature difference AT(x) 
= [T(x) - TlJ in the first and last intervals must satisfy the linear 
differential equation l (a one-dimensional heat equation) of the form: 

d211T _ 2H AT + [2R'[1 + alllTJ = 0 
dx2 kto k Wto ' 

where 

H* = coefficient of surface heat transfer 
k = thermal conductivity of the conductor 
to = thickness of the conductor 
[ = current flow 

(1) 

* We shall follow Ref. 1 and denote the coefficient of surface heat transfer by the 
letter H. However, many other references use the letter h. 
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R' = resistance of the conductor per unit length at ambient 
temperature 

al = temperature coefficient of resistivity of the conductor at 
ambient temperature 

W = width of the conductor. 

The second derivative in eq. (1) represents the rate of heat accumula­
tion per unit volume. The negative term in eq. (1) accounts for the 
heat "radiated" per unit volume from both the top and bottom sur­
faces of the conductor. * The term involving the current] represents 
the heat generated per unit volume. 

At the isolated constriction, the temperature difference AT(x) must 
satisfy an equation similar to eq. (1) except that Wand R' are replaced 
by We and R;, respectively. Equation (1) has been applied to the case 
when the constriction is absent in Refs. 1 and 2. 

After the boundary conditions are imposed that AT(x) = 0 when 
x = ±L/2, and AT(x) and its derivative t are matched at the two 
discontinuities located at x = ±Le/2, one can solve for the tempera­
ture difference in the region of the constriction which we shall denote 
as ATe (x). The explicit result is that 

'Yi 
ATe(x) = {3i 

{('Y2/{32) sech [({3/2)(L - Le)] + [('Yi/{3i) - ('Y2/{32)]} cosh{31x 
({3I/{3) sinh ({31Lj2) tanh [({3/2) (L - Le)] + cosh ({31Le/2) , 

(2) 
where 

'Yi = I ( ~to)2 
1'2 = !!.. (~)2 

k Wto 

2HWe - al (-p )]2 
{3i = WetO 

kWeto 

2HW - al ( ~ ) ]2 
{32 = WtO 

kWto 

k = thermal conductivity of the conductor 
p = resistivity of the conductor at ambient temperature. 

* In general, the amount of heat radiated from the top and bottom surfaces of the 
conductor will differ because of the substrate. This difference can be absorbed in the 
definition of the coefficient of surface heat transfer, H. 

t Matching the derivative assures that the rate of heat accumulation per unit 
volume is finite for all x (see Ref. 1, page 4). 
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The solutions in the other regions of the x axis can be obtained in a 
similar manner. However, they are not of interest in this paper, and 
they are not presented here. 

The maximum temperature difference, max ATe, at the constriction 
occurs at x = 0; thus, 

(3) 

In the absence of a constriction, Lc = 0, the maximum temperature 
difference, max ATco, is given by 

max ATco == max ATcILC=O = ;: [1 - sech ((1;)]. (4) 

This latter result is convenient for normalization purposes. 

III. SOME SPECIAL CASES 

3.1 Longest possible constriction 

When Lc = L, eq. (2) yields 

dT,(x) = ;1 [1- co::
S(¥)]. 

This latter equation agrees with the result in Refs. 1 arid 2. 

3.2 Thermal runaway at the constriction 

(5) 

If the current flow through a printed conductor increases above a 
value called the critical current, Ie, thermal runaway results. That is, 
the temperature of the printed conductor increases beyond the tolerable 
limits of the substrate and permanent damage results. This phenom­
enon is discussed in Refs. 2 and 3. Let us now determine the value of 
Ie for a printed conductor having a constriction. 

In the case of the longest possible constriction, eq. (5) shows that 
max ATe = ATe(O) increases without bound only when {1i < 0. If we 
set {1~ = -{1i > 0, we find that max ATe increases without bound when 

or 

{12L _ 7r 
2-2 

2Hto + (7r/ L)2kt5 
alP 

(6) 

(7) 

In the absence, of a constriction, eq. (4) shows that max ATeo can 
increase without bound only when {12 < 0. If we set {1~ = - {12 > 0, 
we find that .max ATco increases without bound when 

{13L _ 7r 
2-"2 (8) 
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or 

I = W 
2Hto + (7r/L)2kt5 

(XIP 
(9) 

Thus, when the length of the constriction is bounded by 0 ;:£ Le ;:£ L, 
the runaway or critical current Ie must be bounded by 

We 2Hto + (7r/ L)2kt5 ;:£ Ie ;:£ W 2Hto + (7r/ L)2kt5 (10) 
(XIP (XIP 

The value of Ie can be found by setting.B§ = -.Br > 0 in eq. (2) and 
solving for the current I which makes max ~Te = ~Te(O) increase 
without bound. The result is that the critical current Ie equals the 
value of I that satisfies the transcendental equation 

(11) 

Some numerical results obtained from eqs. (2), (3), (4), and (11) are 
presented in Section 5.1. 

3.3 Small * current flow in a long conductor 

As I --* 0 and L --* CfJ, eq. (2) yields 

~Te(x) = ;i - (;i - ;:) exp ( - (3~Le ) cosh (3IX. (12) 

Also, as I --* 0 and L --* CfJ, eqs. (3), (4), and (12) yield the interesting 
relationship 

::~ !~:o = (~J - [( ~J - 1 ] exp [ - ~' ~] . (13) 

Some numerical results obtained from eq. (13) are presented in Section 
5.2. 

3.4 Effects of the ambient temperature t 

Equation (2) shows that the temperature difference ~Te(x) at the 
constriction depends on the ambient temperature T I , since both (Xl 

and P depend on T 1• However, a somewhat unexpected result is that 
the critical current Ie, as defined by (11), is independent of the ambient 
temperature T 1• This result follows from the fact that both (32 and 
(3§ = -(3i are independent of T 1, since they are functions of the 
product (Xlp. This product is independent of TI as can be verified by 
using the temperature-dependent expressions for (Xl and P given in 
Table II in the appendix. 

* "Small" refers to currents that are less than about CWc/4) ..J2Hto/aiP' 
t In this paper, we are mainly interested in an ambient temperature, T I , in the 

range I TIl ~ 50°C. 
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In a very similar manner, one can show that the ratio max tlTc/ 
max tlTco is also independent of the ambient temperature T I , while 
the value of max tlTco depends on the ambient temperature T I • 

lt is difficult to predict these effects of the ambient temperature 
without a mathematical argument, because, as the ambient tempera­
ture TI increases, p increases while al decreases. 

IV. THE COEFFICIENT OF SURFACE HEAT TRANSFER, H, FOR 
A PRINTED CONDUCTOR 

4.1 Theoretical expression for H 

Consider the case when L» W. For this case, the maximum tem­
perature, max !lTco, in the absence of a constriction is approximately 
equal to the average temperature rise, tlT, along the current-carrying 
conductor. Thus, by equating eq. (4) to the theoretical expression for 
!IT, which was presented in Ref. 3, we have 

'1'2 [2RIRT 

{32 1 - [2 RIRTal ' 
(14) 

where 

RI = pL/Wto = resistance of the conductor at ambient temperature 
RT = thermal resistance of the conductor. 

Equation (14) yields 
1 

H = 2WLRT 
(15) 

Reference 3 also presents a theoretical expression for the thermal 
resistance RT as 

1 (4L) 
RT = 27rk

m
L In W ' (16) 

where 

km = thermal conductivity of the medium surrounding the 
conductor. 

Equations (15) and (16) yield a theoretical expression for H as 

H 7rkm 

= WIn (4L/W) 
(17) 

Since we have assumed that L » W, eq. (17) shows that H is, approxi­
mately, inversely proportional to W. This inverse behavior together 
with eq. (13) shows that, as [ ~ 0 and L ~ 00, max !lTc/max !lTco 
remains constant when 

Wc 
W = constant (18) 

and 
Lc 

-vWcto = constant. (19) 
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4.2 Experimental value of H 

Some recent work4 concerning the current-carrying capacities of 
various remreed backplane designs contains a table which gives the 
measured thermal resistances RT for a pair of parallel printed conduc­
tors. The conductors were each about 12-in. long and 8 mils wide, and 
they were spaced 9 mils apart. For this particular conductor configura­
tion, RT* turned out to be about 10°C/watt. By applying eq. (15) to 
this conductor configuration, we have 

_ 1 _ 1 _ (1 ) -6 watts 
H - 2WtLR T - (2) (25) (12,000)10 - 6" 10 miPoC' (20) 

where 

W t = total "radiating" width of the parallel conductor configura­
tion = 25 mils. 

This particular value of H, and some scaled values based on H I"'.J l/W, 
will now be used to obtain some numerical results. 

V. NUMERICAL RESULTS 

Tables I through XXVI are presented in Appendix At of this paper. 
To help ease the task of locating the numerical results pertaining to a 
specific set of parameters, Table I contains a listing of the contents of 
all the numerical tables appearing in the appendix. For example, 
Table I indicates that Table II contains the parameter values that 
were used to obtain all the numerical results presented in this paper. 

5.1 The general case [eqs. (2), (3), (4), (11)] 

Tables III through V present values of the critical currents, Ie, as 
computed from eq. (11). For example, Table III shows that, for the 
case to = 2.8 mils (2-oz Cu), any T 1, W = 6 mils, WclW = 0.5, 
Le = 4 W = 24 mils, and L = 12,000 mils, the critical current Ie is 
about 6.1 A. If a current greater than the critical current is applied, 
max ATe will increase without bound until permanent damage of the 
substrate results. 

Tables VI, VII, and VIII present the values of max ATeo as com­
puted from eq. (4). For example, Table VI shows that, for the case of 
to = 2.8 mils, Tl = 50°C, W = 6 mils, L = 12,000 mils, and I = 2 
amperes, the maximum temperature difference in the absence of a con­
striction, max ATeo, is about 32°C. This result agrees well with the 
corresponding result given in Table VIII of Ref. 4, when one takes into 

* The value of RT varies somewhat depending on the type of covercoat, the type 
of substrate (rigid or flex), and the presence or absence of cooling lines. A detailed 
tabulation is given in Table 1 of Ref. 4. 

t The numerical results presented in the appendix ('ontain a few more decimal 
places than accuracy considerations justify. These additional decimals are useful for 
comparing the numerical evaluations resulting from eqs. (2) and (13). 
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account eq. (10) of Ref. 3, which implies that a current ~ow of 2 A in a 
single conductor produces the same temperature rise as a current flow 
of V2 A in both the tip and ring conductors of the remreed backplane. 

Tables IX through XXIII present the values of the ratio max ATe/ 
max ATeo as computed from eqs. (2), (3), and (4). For example, 
Table XIII shows that, for the case of to = 2.8 mils, any T I , W = 6 
mils, We/W = 0.5, Le = 4W = 24 mils, L = 12,000 mils, and I = 2 A, 
the ratio max ATe/max ATeo is about 1.23. Since, in the absence of a 
constriction, the maximum temperature difference, max flTeo, was seen 
to be about 32°C when TI = 50°C, the maximum temperature differ­
ence at this constriction, max ATe, is about (1.23) (32) = 39.4°C, above 
the ambient temperature of TI = 50°C. 

5.2 The special case [I ~ 0, L ~ 00, eq. (13)] 

Tables XXIV, XXV, and XXVI present the values of the ratio 
max ATe/max ATeo as computed from eq. (13). For example, Table 
XXIV shows that, for the case to = 2.8 mils, W = 6 mils, We/W = 0.5, 
and Le = 4 W = 24 mils, the ratio max ATe/max ATeo is about 1.21. 
This value agrees with the more accurate value 1.23 given above for 
the case I = 2 A in spite of the fact that this current is not really small. 

In general, by comparing the numerical results for the special case 
(Tables XXIV, XXV, and XXVI) with the corresponding numerical 
results for the general case (Tables IX through XXIII), one can verify 
that the results for the special case serve as good approximations for a 
wide variety of parameter values. Notice that the numerical entries in 
Tables XXV and XXVI are identical in accordance with eqs. (18) 
and (19). 

VI. A FEW EXPERIMENTAL RESULTS 

To obtain some experimental confirmation concerning the numerical 
results presented in the tables, a few experiments were performed on 
2- and 3-oz copper conductors (no covercoat) having the approximate 
dimensions of W = 30 mils, Wc/W = 0.5, Lc = 4 W = 120 mils, and 
L = 8000 mils. In these experiments, the maximum temperature differ­
ence, max ATe, at the constriction was estimated by observing the 
behavior of a thin coating of temperature-indicating paint of known 
melting temperature T m. When the indicating paint first began to 
melt, the average temperature difference AT along the current­
carrying conductor was measured by using the resistance thermometer 
method described in Ref. 3. In this manner, the ratio max ATe/ 
max ATeo is given, approximately, by 

max ATe == Tm - TI 
max ATeo flT 

(21) 
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For the 2-'oz copper conductor (measured to = 3.6 mils), we found 
that when T m = 52°C, and Tl = 26.5°C, a current flow of 2.75 A for 
a duration of 5 min produced an average temperature difference, AT, 
of 17.7°C when the indicating paint first began to melt. Thus, 

max ATe == 52 - 26.5 = 144 
max ATeo 17.7 .. (22) 

This experimental value is somewhat smaller than the corresponding 
value extrapolated from Tables XVI and XVII, which is about 1.52. 

Similarly, for the case of the 3-oz copper conductor (measured 
to = 4.9 mils), we found that, when T m = 52°C and Tl = 26°C, a 
current flow of 3.5 A for a duration of 5 min produced an average 
temperature difference, AT, of 19.7°C when the indicating paint began 
to melt. Thus, 

max ATe ...!- 52 - 26 
max ATeo - 19.7 

1.32. (23) 

This experimental value is again somewhat smaller than the corre­
sponding value extrapolated from Tables XVII and XVIII, which is 
about 1.42. 

Thus, it appears that the numerical values of max ATe/max ATeo 
presented in the tables are conservative from the point of view of design. 

VII. SOME APPLICATIONS 

7.1 Printed conductors of nominal widths 8, 25, 100 mils 

The numerical results presented in Tables III through XXVI are 
useful in helping to determine whether an isolated constriction in a 
printed conductor is of any significance. For example, if the current 
flow I ~ Ie, the critical current listed in Tables III through V, then 
permanent damage of the substrate is certain to occur. Also, for the 
case of a small current flow in a long conductor, Table XXIV indicates 
that, for an isolated constriction of length Le = 4 Wand a constriction 
width We = O.5W in a fine-line printed conductor of width W = 6 mils 
and a thickness to = 2.8 mils (2 oz Cu), the maximum temperature rise 
at the constriction will be about 1.21 times the maximum temperature 
rise when the constriction is absent. If a l-oz copper conductor is used, 
then the corresponding result is 1.29. 

The numerical results presented in the tables and eqs. (18) and (19) 
can also be used to help determine rational criteria for rejecting printed 
conductors when isolated nicks are present. If one can tolerate the 
presence of relatively large nicks in a printed conductor, then the 
manufacturing yield will increase and the time necessary to visually 
examine the printed conductors will decrease. 
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7.2 Printed conductors of other dimensions 

Although we have only presented numerical results for the sets of 
parameters listed in Table II, the methods described in this paper 
also apply to other sets of parameters. The only elusive parameter one 
needs to determine is the value of H, the coefficient of surface heat 
transfer. An approximate value of H can be calculated from eq. (17). 
Also, H can be determined experimentally, as was described in Section 
4.2. Finally, the value of H used in this paper can be scaled to other 
widths by using the approximate law H t'--' l/W, which was discussed 
in Section 4.1. Once the value of H is determined, eqs. (2), (3), (4), 
and (11) can be applied to obtain numerical results similar to those 
presented in Tables III through XXIII. Also, for the case of a small 
current flow in a long conductor, a simplified equation, (13), can be 
applied to obtain numerical results similar to those presented in Tables 
XXIV, XXV, and XXVI. 

VIII. SUMMARY 

This paper presents some basic equations for predicting the maxi­
mum temperature rise at an isolated constriction (e.g., a nick) in a 
current-carrying printed conductor. A transcendental equation is also 
presented which can be used to predict the thermal run a way or critical 
current. The equations apply to general configurations of printed con­
ductors, since the underlying differential equation is the heat equation 
in the steady state. Numerical results depend on a number of parame­
ters which are readily available, and the value of the coefficient of 
surface heat transfer H. An equation is presented that can be used to 
estimate the value of H for a relatively long conductor. A method is 
also described for determining the value of H experimentally. H was 
measured to be about (1/6)10-6 watts/mi12°C for a 25-mil-wide printed 
conductor. Based on this value of H, a variety of numerical results 
concerning the critical current and the maximum temperature rise at 
the constriction are presented in tables. A few experimental results are 
presented which show that the numerical results concerning the maxi­
mum temperature rise are conservative from the point of view of 
design. The results in this paper are useful for determining whether 
an isolated constriction in a printed conductor is of any significance. 
The results can also be used to help determine rational criteria for· 
rejecting printed conductors when isolated nicks are present. 
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APPENDIX A 

Numerical Results 

Table 
No. 

II 
III 

IV 

V 

VI 
VII 

VIII 
IX 

X 

XI 

XII 

XIII 

XIV 

XV 

XVI 

XVII 

XVIII 

XIX 

XX 

XXI 

XXII 

XXIII 

XXIV 

XXV 

XXVI 

Table I - Contents of the numerical tables 

Contents 

Parameter values 
Values of critical currents, Ie, for lV = 6, 8, 10, and all We/W, Le, L, 

to, Tl 
Values of critical currents, Ie, for W = 20, 25, 30, and all We/W, Le, 

L, to, Tl 
Values of critical currents, Ie, for W = 80, 100, 120, and all We/W, 

L e, L, to, Tl 
Values of max !:J.Teo for W = 6, 8, 10, and all I, L, to, Tl 
Values of max t1Teo for lV = 20, 25, 30, and all I, L, to, Tl 
Values of max !:J.Teo for W = 80, 100, 120, for all I, L, to, Tl 
Values of (max !:J.Te/max !:J.Teo) for W = 6, 8, 10, I = 0.1, and all 

We/W, Le, L, to, Tl 
Values of (max !:J.Te/max !:J.Teo) for W = 6, 8, 10, I = 0.5, and all 

We/W, Le, L, to, T 1 

Values of (max !:J.Te/max !:J.Teo) for W = 6, 8, 10, I = 1.0, and all 
We/W, Le, L, to, T 1 

Values of (max !:J.Te/max !:J.Teo) for W = 6, 8, 10, I = 1.5, and all 
We/lV, Le, L, to, T 1 

Values of (max !:J.Te/max !:J.Teo) for W = 6, 8, 10, I = 2.0, and all 
We/W, Le, L, to, T 1 

Values of (max !:J.Te/max !:J.Teo) for W = 20, 25, 30, I = 0.5, and all 
We/W, Le, L, to, T 1 

Values of (max t1Te/max t1Teo) for W = 20, 25, 30, I = 1.0, and all 
We/W, Le, L, to, T 1 

Values of (max !:J.Te/max !:J.Teo) for W = 20, 25, 30, I = 2.0, and all 
We/W, Le, L, to, Tl 

Values of (max !:J.Te/max !:J.Teo) for W = 20, 25, 30, I = 3.0, and all 
We/W, L e, L, to, T 1 

Values of (max !:J.Te/max !:J.Teo) for W = 20, 25, 30, I = 4.0, and all 
We/W, Le, L, to, T 1 

Values of (max !:J.Te/max !:J.Teo) for W = 80, 100, 120, I = 1.0, and all 
We/W, Le, L, to, Tl 

Values of (max !:J.Te/max !:J.Teo) for W = 80, 100, 120, I = 2.0, and all 
We/W, Le, L, to, Tl 

Values of (max !:J.Te/max !:J.Teo) for W = 80, 100, 120, I = 4.0, and all 
We/W, Le, L, to, Tl 

Values of (max t1Te/max t1Teo) for W = 80, 100, 120, I = 6.0, and all 
TVe/W, Le, L, to, 1\ 

Values of (max !:J.Te/max !:J.Teo) for W = 80, 100, 120, I = 8.0, and all 
We/W, Le, L, to, Tl 

Values of (max !:J.T e/max !:J.Teo) for the special case I ~ 0, L ~ 00, for 
W = 6, 8, 10, and all We/W, Le, to, Tl 

Values of (max !:J.Te/max !:J.Teo) for the special case I ~ 0, L ~ 00, for 
W = 20, 25, 30, and all We/W, Le, to, Tl 

Values of (max !:J.Te/max flTeo) for the special case I ~ 0, L ~ 00, for 
W = 80, 100, 120, and all We/W, Le, to, Tl 
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Units 

mils 

mils 

mils 

dimensionless 

watts 
mil2°O 

watts 
miloO 

mils 

ohm-mil 

per °0 

°0 

amperes 

Table II - Parameter values 

Set I Set II Set III 

L = 1000, 6000, 12,000 L = 1000, 6000, 12,000 L = 1000, 6000, 12,000 

Lc = 2W, 4W, 6W, 8W Lc = W, 2W, 3W, 4W Lc = 0.5W, W, 1.5W, 2W 

W = 6, 8,10 W = 20, 25, 30 W = 80, 100, 120 

Wc/W = 1, 0.8, 0.75, 0.50, 0.25 Wc/W = 1, 0.8, 0.75, 0.50, 0.25 Wc/W = 1, 0.8, 0.75, 0.50, 0.25 

H = ( 2; ) ( ~ ) 10-6 H = (~) 10-6 H = ( :0
5
0 ) ( ~ ) 10-6 

k = (1.0338)10-2 k = (1.0338)10-2 k = (1.0338) 10-2 

to = 4.2, 2.8, 1.4 to = 4.2, 2.8, 1.4 to = 4.2, 2.8, 1.4 

p = (0.67878) 10-3 p = (0.67878) 10-3 p = (0.67878) 10-3 

. [1 + 0.00393(TI - 20)J . [1 + 0.00393(TI - 20)J . [1 + 0.00393(TI - 20)J 

(\(1 = [Tl + 234.45J-l (\(1 = [Tl + 234.45J-l (\(1 = [Tl + 234.45J-l 

Tl = 20, 50 Tl = 20, 50 Tl = 20, 50 

I = 0.1, 0.5, 1.0, 1.5, 2.0 I = 0.5, 1, 2, 3, 4 I = 1, 2, 4, 6, 8 



Table III - Values of critical currents Ie 

T (0) =4.2 Til) =20.0 (OR ANY OTHER VALUE) 

W~ 6.00 W= 8.00 W= 10.00 

W (el /W= 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 

L(C)=2w L= 1000 9.129 9.067 9.043 8.800 7.594 12.171 12.062 12.020 11.589 9.575 15.214 15.043 14.977 14.307 11.368 

-4 
L(C) a2'1 L= 6000 7.728 7.718 7.715 7.668 7.121 10.303 10.287 10.280 10.187 9.104 12.879 12.S53 12.842 12.683 10.908 
L(C)=2W L=12000 7.695 7.690 7.688 7.655 7.121 10.260 10.251 10.24" 10.177 9.104 12.825 12.810 12.80~ 12.674 10.908 m L (C) =4W L= 1000 9.129 9.005 8.958 8.479 6.506 12.17111.953 11.869 11.033 7.980 15.214 14.873 14.743 13.467 9.290 

!s:: L(C)=4W L= 6000 7.728 7.708 7.700 7. 575 6.281 10.303 10.268 10.252 9.993 7.763 12.879 12.823 12.796 12.338 9.077 

-U L(C) =4W L=12000 7.695 7.684 7.679 7.572 6.281 10.260 10.240 10.229 9.992 7.763 12.825 12.791 12.772 12.338 9.077 

m L(C)=6W L= 1000 9.129 8.944 8.874 8.176 5.768 12.17111.845 11.721 10.527 6.989 15.214 14.706 14.514 12.731 8.079 

:D L(C) ~6W L= 6000 7.728 7.698 7.684 7.450 5.625 10.303 10.247 10.220 9.737 6.847 12.879 12.788 12.741 11.909 7.935 

» L(C) =6W L=12000 7.695 7.677 7.668 7.450 5.625 10.260 10.225 10.204 9.737 6.847 12.825 12.765 12.727 11.909 7.935 

-4 L(C) =8W L= 1000 9.129 8.883 8.790 7.895 5.242 12.171 11.738 11.576 10.078 6.316 15.214 14.543 14.294 12.103 7.281 

C L (C) a8W L= 6000 7.728 7.686 7.665 7.303 5.136 10.303 10.224 10.183 9.456 6.207 12.879 12.74S 12.676 11.468 7.167 

:D L(C)=8W L=12000 7.695 7.669 7.653 7.303 5.136 10.260 10.207 10.173 9.456 6.207 12.825 12.733 12.669 11.468 7.167 

m T(O) =2.8 T(I) =20.0 (OR I'.NY OTHER Vl\LUE) 

:D Wa 6.00 W= 8.00 W= 10.00 en 
m W (C) /W= 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 

» L(C)=2W L= 1000 7.082 7.034 7.016 6.822 5.827 9.443 9.357 9.324 8.980 7.315 11.803 11.670 11.618 11.080 8.652 

-4 L (C) =2W L= 6000 6.298 6.290 6.287 6.242 5.653 8.397 8.383 8.377 8.284 7.155 10.496 10.474 10.464 10.299 8.505 
L (C) =2W L=12000 6.280 6.276 6.2H 6.238 5.653 8.373 8.365 8.362 8.282 7.155 10.466 10.454 10.447 10.298 8.505 

0 L(C) =4W L= 1000 7.082 6.986 6.949 6.562 4.937 9.443 9.271 9.205 8.526 6.030 11.803 11.536 11.432 10.391 7.002 

0 L(C)=4WL= 6000 6.298 6.281 6.274 6.141 4.868 8.397 8.366 8.351 8.070 5.967 10.496 10.446 10.420 9.921 6.942 

Z L (C) =4W L=12000 6.280 6.270 6.265 6.141 4.868 8.373 8.354 8.343 8.069 5.967 10.466 10.434 10.412 9.921 6.942 

0 L(C) =6w L= 1000 7.082 '6.938 6.882 6.314 4.352 9.443 9.186 9.087 8.111 5.259 11.803 11.403 11.250 9.790 6.072 
L (C) =6W L= 6000 6.298 6.271 6.258 6.003 4.311 8.397 8.346 8.319 7. 796 5.220 10.496 10.412 10.363 9.479 6.032 

C L(C) =6W L=12000 6.280 6.263 6.252 6.003 4.311 8.373 8.339 8.315 7.796 5.220 10.466 10.405 10.360 9.479 6.032 
0 L (e) =8W L= 1000 7.082 6.889 6.815 6.084 3.945 9.443 9.102 8.971 7.745 4.746 11.803 11.274 11.073 9.283 5.470 
-4 L (e) =8W L= 6000 6.298 6.260 6.239 5.847 3.915 8.397 8.323 8.280 7.513 4.716 10.496 10.371 10.294 9.058 5.439 

0 L(C) =8W L=12000 6.280 6.254 6.236 5.847 3.915 8.373 8.319 8.278 7.513 4.716 10.466 10.368 10.293 9.058 5.439 

:D 
T(O) =1.4 T(I) =20.0 (OR I'.NY OTHER VALUE) 

0 
0 W= 6.00 W= 8.00 W= 10.00 

Z W(C)/w= 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 
(f) 
-4 L(C)=2W L= 1000 4.731 4.698 4.686 4.547 3.767 6.306 6.250 6.227 5.916 4.677 7.684 7.793 7.756 7.360 5.487 
:ll L (C) =2W L= 6000 4.445 4.439 4.436 4.367 3.748 5.926 5.915 5.910 5.802 4.663 7.408 7.390 7.381 7.183 5.475 

0 L (e) =2W L= 12000 4.438 4.435 4.433 4.367 3.748 5.918 5.911 5.907 5.802 4.663 7.397 7.386 7.376 7.183 5.475 

-4 L(C)=4W L= 1000 4.731 4.665 4.639 4.350 3.112 6.308 6.190 6.143 5.627 3.771 7.884 7.700 7.625 6.826 4.360 

5 
L (C) =4W L= 6000 4.445 4.431 4.424 4.263 3.107 5.926 5.900 5.884 5.547 3.767 7.408 7.362 7.333 6.756 4.356 
L(C)=4W L=12000 4.438 4.429 4.423 4.263 3.107 5.918 5.898 5.883 5.547 3.767 7.397 7.361 7.333 6.756 4.356 

Z L(C)=6W L= 1000 4.731 4.631 4.591 4.158 2.715 6.308 6.129 6.058 5.309 3.267 7.884 7.605 7.493 6.375 3.767 
L (C) =6W L= 6000 4.445 4.421 4.407 4.107 2.712 5.926 5.879 5.847 5.266 3.265 7.408 7.324 7.266 6.337 3.765 
L(C) =6W L=12000 4.438 4.420 4.406 4.107 2.712 5.918 5.878 5.847 5.266 3.265 7.397 7.324 7.266 6.337 3.765 

I\) L(C)=8W L= 1000 4.731 4.597 4.543 3.981 2.450 6.308 6.069 5.973 5.036 2.944 7.884 7.512 7.363 6.009 3.398 

-'=" L (C) =8W L= 6000 4.445 4.409 4.365 3.949 2.448 5.926 5.852 5.600 5.009 2.943 7.408 7.276 7.184 5.965 3.396 
U1 L(C)=8W L=12000 4.438 4.409 4.385 3.949 2.448 5.918 5.852 5.800 5.009 2.943 7.397 7.276 7.184 5.985 3.396 



I\) Table IV - Values of critical currents Ie .1::0 
en 

-f T(OI -4.2 T(II=20.0 (OR ANY OTHER VALUE) 

:::c 
m W- 20.00 W- 25.00 ws 30.00 

OJ W(C)/W= 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 

m 
r L(C)-IW L= 1000 21.904 21.660 21.567 20.6118 16.815 27.380 26.999 26.856 25.~~3 19.943 32.857 32.309 32.103 30.104 22.814 

r L (C) -IW L- 6000 14.745 111.717 14.706 111.578 13.528 18.431 18.387 18.369 18.162 16.419 22.118 22.053 22.027 21.718 19.117 
L(C)-IW L-12000 14.553 14.539 111.533 14.457 13.520 18.192 18.169 18.159 18.031 16.414 21.830 21.H7 21.783 21.582 19.114 

(f) L(C) -2ll L= 1000 21.9011 21.420 21.240 19.528 13.986 27.380 26.629 26.350 23.777 16.279 32.857 31.78131.38527.827 18.366 

-< L(C)=2W L= 6000 14.745 14.687 14.664 14.370 12.010 18.113118.340 18.302 17.8111 14.199 22.118 21.9811 21.928 21.187 16.190 
(f) L (C) =2W L=12000 14.553 14.523 14.510 111.303 12.009 18.192 18.143 18.121 17.755 14.199 21.8]0 21.758 21.725 21.137 16.190 

-f L (C) -3W L= 1000 21.9011 21.187 20.923 18.551 12.244 27.380 26.271 25.868 22.]83 14.1116 32.857 31.276 30.710 25.992 15.886 

m L (CI s3W L= 6000 14.74514.656 14.619 14.12510.794 18.431 18.290 18.230 17.~04 12.600 22.118 21.911 21.821 20.567 14.243 

s:: L (C) =3W L=12000 14.553 14.506 14.483 14.091 10.794 18.192 18.114 18.076 17 .379 12.600 21.830 21.714 21.655 20.5~9 1~.243 
L (e) =4W L= 1000 21.90420.96120.620 17.70711.056 27.380 25.929 25.413 21.220 12.734 32.857 30.800 30.083 24.513 1~.279 

-f L(C)-4W L= 6000 14.745 111.624 14.572 13.853 9.873 18.43118.2]8 18.153 16.960 11.452 22.11821.83421.70619.91912.896 

m L (C) =4W L= 12000 14.553 14.1186 14.453 13.836 9.873 18.192 18.082 18.0211 16.9119 11.452 21.830 21.664 21.513 19.912 12.896 

0 T(01=2.8 T(1I=20.0 (OR ANY OTHER VALUEI :::c 
z W= 20.00 W= 25.00 W- 30.00 

0 W(CI/W= 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 » r L(CI=IW L= 1000 16.121 15.9111 15.813 15.188 12.296 20.152 19.870 19.764 18.710 14.562 24.182 23.778 23.625 22.132 16.637 

c.... L (C) =1W L= 6000 11.970 11.947 11.937 11.824 10.755 14.963 111.926 14.911 14.724 12.957 17.955 17.902 17.880 17.596 14.991 

0 L(CI=IW L=12000 11.865 11.853 11.848 11.774 10.754 14.831 14.812 14.804 14.675 12.957 17.798 17.770 17.757 17.550 14.990 

C L(CI =2W L= 1000 16.121 15.764 15.630 14.348 10.180 20.152 19.596 19.389 17.460 11.835 24.182 23.386 23.092 20.422 13.343 

::D 
L(C)=2W L= 6000 11.970 11.922 11.901 11.623 9.325 111.963 14.886 14.853 14.379 10.950 17.955 17.842 17.793 17.061 12.426 
L (C) =2W L=12000 11.865 11.839 11.827 11.605 9.325 14.831 14.789 14.768 14.]66 10.950 17.798 17.734 17.702 17.052 12.426 

Z L (C) =3W L= 1000 16.121 15.591 15.395 13.615 8.895 20.152 19.331 19.031 16.414 10.271 24.18223.012 22.590 19.050 11.5]2 
» L (C) =3W L= 6000 11.970 11.895 11.862 11.374 8.284 14.963 14.842 14.788 13.959 9.625 17.955 17.778 17.695 16.430 10.8~8 

.r L (C) s3W L=12000 11.865 11.823 11.801 11.368 8.284 14.831 111.762 14.723 13.956 9.625 17.798 17.691 17.630 16.428 10.848 
L (CI =4W L= 1000 16.121 15.1123 15.169 12.982 8.027 20.152 19.076 18.692 15.547 9.244 24.182 22.658 22.123 17.950 lC.369 

"'TI L (C) =4W L- 6000 11.970 11.867 11.819 11.096 7.533 14.963 14.796 14.716 13.514 8.711 17.955 17.707 17.586 15.797 9.794 

m L (C) =4W L= 12000 11.865 11.804 11.771 11.0911 7.533 111.831 111.729 14.669 13.513 8.711 17.798 17.6110 17.542 15.797 9.794 

OJ 
::D T(01-1.4 T(11 =20.0 (OR ANY OTHER VALUE) 

C w- 20.00 W= 25.00 W= 30.00 » 
::D W(CI/W= 1.00 0.80 0.75 0.50 0.25 1.00 -< 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 

L (CI slW L= 1000 9.998 9.886 9.843 9.404 7.482 12.498 12.322 12.255 11.575 8.824 14.997 14.744 14.648 13.681 10.048 

CD L (C) =IW L= 6000 8.415 8.398 8.390 8.288 7. ISS 10.518 10.1191 10.479 10.]02 8.505 12.622 12.582 12.565 12.284 9.736 

...... L(C)=IW L=12000 8.378 8.368 8.364 8.282 7. ISS 10.472 10.1157 10.449 10.298 8.505 12.566 12.5114 12.5]2 12.281 9.736 

0> L(CI =2W L= 1000 9.998 9.774 9.689 8.853 6.120 12.498 12.149 12.017 10.755 7.095 111.997 111.497 14.308 12.558 7.986 
L (C) =2W L= 6000 8.415 8.378 8.361 8.070 5.967 10.518 10.459 10.430 9.921 6.9112 12.622 12.533 12.488 11.694 7.8]0 
L Ic) =2W L=12000 8.378 8.356 8.344 8.069 5.961 10.472 10.435 10.413 9.921 6.942 12.566 12.509 12.473 11.694 7.830 
L(C)=3W L= 1000 9.998 9.664 9.539 8.372 5.324 12.498 11.980 11.787 10.072 6.141 14.997 14.258 13.987 11.669 6.894 
L (C) -3W L- 6000 8.415 8.355 8.326 7.796 5.220 10.518 10.421 10.369 9.479 6.032 12.622 12.474 12.393 11.066 6.780 
L(CI=3W L=12000 8.378 8.340 8.315 7.796 5.220 10.472 10.406 10.]60 9.479 6.032 12.566 12.461 12.386 11.066 6.780 
L(C) -IIW L= 1000 9.998 9.558 9.394 7.961 4.798 12.498 11.818 11.571 9.515 5.528 14.997 14.033 13.688 10.971 6.207 
L (CI-4W L= 6000 8.415 8.330 8.284 7.513 11.116 10.518 10.377 10.297 9.058 5.439 12.622 12.406 12.281 10.505 6. II I 
L(C) -IIW L-12000 8.378 8.319 8.278 1.513 11.716 10.472 10.368 10.293 9.058 5.439 12.566 12.399 12.278 10.505 6.111 
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WIC)/W= 

LIC)=0.5W L= 1000 
LIe) =0. 5W L= 6000 
L Ic) =0. 5W L=12000 
LIC)=1.0W L= 1000 
Llc) =1.0W L= 6000 
LIe)=1.0W L=12000 
LIC) =1.5W L= 1000 
L Ic) = 1. 5w L= 6000 
LIC)=1.5W L=12000 
L Ic) =2. OW L= 1000 
L Ic) =2. OW L= 6000 
Llc) =2.0W L=12000 

WIC)/W= 

Llc) =0. 5W L= 1000 
L Ic) =0. 5W L= 6000 
L Ic) =0. 5W L= 12000 
LIC)=1.0W L= 1000 
LIC)=1.0W L= 6000 
Llc) =1.0W L=12000 
LIC)=1.5w L= 1000 
LIe)=1.5W L= 6000 
LIC)=1.5w L=12000 
LIe) =2. OW L= 1000 
LIC)=2.0W L= 6000 
LIe) =2. OW L=12000 

WIC)/W= 

t.1C)~0;5W L= 1000 
L IC) =0. 5W L= 6000 
LIe) =0. 5W L=12000 
Lie) =1. ow L= 1000 
LIe)=1.0W L= 6000 
L Ic) = 1. ow L= 12000 
Llc) =1.5W L= 1000 
LIC)=1.5W L= 6000 
LIC)=1.5W L=12000 
LIC)=2.0W L= 1000 
L Ic) =2. OW L= 6000 
LIC) =2.0W L=12000 

Table V - Values of critical currents Ie 

TIO) =4.2 

W= 80.00 

1.00 0.80 0.75 0.50 0.25 

71.817 70.239 69.654 64.183 116.653 
30.978 30.861 30.815 30.330 27.430 
29.490 29.1134 29.1111 29.156 27.056 
71.817 68.751 67.653 58.389 37.059 
30.978 30.7112 30.611929.640211.134 
29.1190 29.374 29.327 28.739 24.019 
71.817 ~7.367 65.832 53.998 31.903 
30.978 30.621 30.1180 28.930 21.6111 
29.1190 29.312 29.238 28.250 21.587 
71.817 66.095 6~.193 50.605 28.621 
30.978 30.499 30.309 28.219 19.178 
29.490 29.248 29.144 27.707 19.H6 

TIO) =2. 8 

W= 80.00 

1.00 0.80 0.75 (j.50 0.25 

119.789 48.6911 48.287 411.478 32.2119 
24.761 24.667 24.630 24.226 21.607 
23.940 23.893 23.875 23.6119 21.509 
49.789 47.660 46.896 110.441 25.594 
24.761 24.570 24.494 23.627 18.670 
23.940 23.843 23.803 23.246 18.650 
119.789 46.698 45.631 37.386 22.033 
24.761 24.471 24.353 22.992 16.576 
23.940 23.790 23.724 22.748 16.568 
49.78945.81544.1192 35.032 19.172 
211.761 24.369 24.209 22.351 15.071 
23.940 23.733 23.638 22.193 15.066 

TIO) =1.4 

W= 80.00 

1.00 0.80 (j.75 0.50 0.25 

27.562 26.9511 25.728 24.592 17.698 
17.124 17.057 17.031 16.716 14.314 
16.829 16.795 16.781 16.517 14.310 
27.562 26.379 25.952 22.323 111.012 
17.124 16.987 15.929 15.193 11.934 
16.829 16.756 16.722 16.140 11.934 
27.562 25.843 25.246 20.616 12.063 
17.124 16.912 16.~20 15.613 10.1140 
16.829 16.711 16.651 15.593 10.11110 
27.562 25.351 24.611 19.309 10.834 
17.124 16.834 16.705 15.036 9.431 
16.829 16.660 16.569 15.027 9.431 

W=100.00 

Till =20.0 lOR I'.NY or HER IJI'.LUE) 

W=120.00 

1.00 0.80 0.75 0.50 0.25 

89.772 81.322 86.421 78.222 54.416 
39.723 38.539 38.468 31.701 33.169 
36.863 36.774 36.738 36.324 32.837 
89.172 85.056 83.399 70.058 42.692 
38.723 38.352 38.206 36.608 28.493 
36.863 36.680 36.604 35.628 28.399 
89.772 83.003 80.733 64.221 36.658 
38.723 38.16237.94035.495 25.246 
36.863 36.580 36.459 34.808 25.201 
89.772 81.170 78.41159.906 32.908 
B.723 17.971 31.671 34.409 22.933 
36.863 36.1176 36.306 33.920 22.904 

1.00 0.80 0.75 0.50 0.25 

107.72611)4.224102.947 91.622 61.478 
46.467 46.202 46.099 44.984 38.525 
44.236 44.107 44.055 113.436 38.233 

107.726101.05198.748 80.997 47.855 
46.467 45.932 45.721 43.3911 32.1162 
114.236 43.969 113.857 42.375 32.381 

107.726 ?8.252 '.J5.160 73.784 41.071 
46.467 45.657 115.335 41.805 28.528 
44.236 113.822 113.642 41.135 28.487 

107.72695.83092.140 68.652 36.939 
46.467 45.380 411.945 110.295 25.819 
44.236 43.668 43.1112 39.839 25.791 

W=100.00 

Tll)=20.0 lOR ANY OTHER IJI'.LUE) 

;1=120.00 

1.00 0.80 0.75 0.50 0.25 

62.236 60.536 59.910 54.198 37.600 
30.951 30.803 30.145 30.102 25.990 
29.925 29.852 29.822 29.448 25.915 
62.236 58.962 57.809 48.513 29.483 
30.951 30.651 30.530 29.140 21.915 
29.925 29.711 29.705 28.758 21.900 
62.236 57.535 55.956 44.459 25.322 
30.951 30.494 30.307 28.138 19.257 
29.925 29.684 29.575 27.918 19.250 
62.236 56.263 54.344 41.470 22.742 
30.951 30.3H 30.019 21.161 17.427 
29.925 29.591 29.433 27.027 17.423 

1.00 0.80 0.75 0.50 0.25 

74.683 12.252 71.365 63.4H 42.470 
37.1Ql 36.92836.84435.89930.040 
35.910 35.803 35.759 35.192 29.981 
711.683 70.048 68.446 56.079 33.050 
37.141 36.706 36.530 34.488 24.864 
35.910 35.685 35.586 311.121 24.85: 
74.683 68.1011 65.953 51.077 28.378 
l7.1Ql 36.471 36.205 33.055 21.703 
35.910 35.555 35.390 32.861 21.697 
74.683 66.423 63.858 47.529 25.539 
37.141 36.245 J5.872 31.707 19.592 
35.910 35.11111 35.172 31.595 19.588 

W=100.00 

T(1) =20.0 lOR All'{ orHER "ALUE) 

;1=120.00 

1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 

34.115] 33.509 33.160 29.953 20.6111 1;1.343 ]9.993 39.498 35.0611 2).267 
21.405 21.300 21.258 20. 7~2 17.012 25.686 25.5311 25.471 24.698 13.473 
21.037 20.983 2il.959 20.605 17.010 25.21111 25.165 25.129 24.568 19.~71 

34.115] 32.632 31.987 26.763 16.139 41.343 38.764 37.868 30.92~ 18.095 
21.~05 21.187 21.095 19.882 11.883 25.686 25.368 25.230 23.~19 15.660 
21.037 20.918 20.860 19.842 13.883 25.2411 25.066 24.977 23.389 15.659 
34.453 31.837 30.9511 211.507 13.812 ~1.3113 37.682 36.1180 28.152 lS.559 
21.405 21.067 20.918 18.972 12.064 25.686 25.190 2~.968 22.1~1 11.560 
21.037 20.8112 20.738 18.958 12.0611 25.24~ 24.949 24.785 22.13113.560 
]11.1153 31.129 30.057 22.858 12.476 41.3113 36.749 35.317 26.204 14.027 
21.405 20.9111 20.731 18.121 10.818 25.686 25.003 211.691 21.014 12.222 
21.031 20.75~ 20.595 18.116 10.878 25.2411 2~.812 211.561 21.010 12.222 



N 
-'=" Table VI - Values of max delta Teo CD 

-I ::r: T(01-1I·2 T(1I-20.0 

m 
1-0.1 1-0.5 1-1.0 1-1.5 1-2.0 

OJ 
m w- 6.0 8.0 10.0 w- 6.0 8.0 10.0 w- 6.0 8.0 10.0 w- 6.0 8.0 10.0 01= 6.0 8.0 10.0 

r L- 1000 0.036 0.020 0.013 0.896 0.503 0.322 3.611 2.023 1.291 8.270 11.593 2.922 15.0116 8.270 5.238 

r L- 6000 0.0113 0.0211 0.016 1.082 0.608 0.388 '1.3811 2.'1118 1.561 10.081 5.5711 3.539 18.1192 10.081 6.361 
L-12000 0.0113 0.0211 0.016 1.082 0.608 0.388 11.3811 2./1118 1.561 10.081 5.57<1 3.539 18.1192 10.081 6.361 

en 
-< T(01-2.8 T(11-20.0 
en 
-I 1-0.1 1-0.5 1-1.0 1-1.5 1-2.0 

m 
s:: w- 6.0 8.0 10.0 w- 6.0 8.0 10.0 W= '6.0 8.0 10.0 w= 6.0 8.0 10.0 ;J= 6.0 8.0 10.0 

L- 1000 0.058 0.033 0.021 1.1163 0.821 0.525 5.9118 3.3111 2.112 13.755 7.572 Ii.798 25.11111 13.755 8.6118 

-I L- 6000 0.065 0.036 0.023 1.626 0.912 0.583 6.633 3.689 2.3119 15.1127 8.11511 5.3116 28.783 15.1127 9.662 

m L-12000 0.065 0.036 0.023 1.626 0.912 0.583 6.633 3.689 2.3119 15.1127 8.11511 5.3116 28.783 15.1127 9.662 

0 T(OI-l.11 T(11=20.0 ::r: 
z 1-0.1 1-0.5 1=1.0 1-1.5 1-2.0 

(5 
w- 6.0 8.0 10.0 w= 6.0 8.0 10.0 W= 6.0 8.0 10.0 w= 6.0 8.0 10.0 w= 6.0 8.0 10.0 » 

r L- 1000 0.126 0.071 0.0115 3.177 1.778 1.135 13.1811 7.258 11.599 31.633 16.910 10.579 61.967 31.633 19.1111 
La 6000 0.129 0.073 0.0117 3.2711 1.831 1.169 13.621 7.1187 4.7111 32.8116 17.1188 10.922 611.909 32.846 20.088 

c.... L-12000 0.129 0.073 0.0117 3.2711 1.831 1.169 13.621 7.1187 11.7111 32.8116 11.1188 10.922 611.909 32.846 20.088 

0 
C T(01-II.2 T(ll =50.0 :0 
Z 1-0.1 1=0.5 » 1-1.0 1=1.5 1-2.0 

.r w- 6.0 8.0 10.0 w- 6.0 8.0 10.0 w- 6.0 8.0 10.0 w= 6.0 8.0 10.0 01= 6.0 8.0 10.0 
L- 1000 0.0110 0.022 0.0111 1.001 0.562 0.360 11.0113 2.261 1.111111 9.2115 5.135 3.267 16.820 9.2115 5.855 

"TI L- 6000 0.0118 0.027 0.011 1.210 0.679 0.11311 11.901 2.736 1.745 11.270 6.231 3.957 20.672 11.270 7.111 

m L-12000 0.0118 0.027 0.011 1.210 0.679 0.11311 11.901 2.136 1.7115 11.270 6.231 3.957 20.672 11.210 1.111 

OJ 
:0 T (01-2.8 T(11=50'0 

C 1-0.1 1-0.5 1-1.0 1-1.5 1-2.0 » 
:0 w- 6.0 8.0 10.0 w- 6.0 8.0 10.0 w- 6.0 8.0 10.0 W= 6.0 . 8.0 10.0 w- 6.0 8.0 10.0 
-< L- 1000 0.065 0.037 0.023 1.636 0.918 0.587 6.650 3.105 2.361 15.377 8.464 5.3611 28.11111 15.317 9.661 

-" L- 6000 0.072 0.041 0.026 1.818 1.020 0.652 1.415 11.1211 2.626 11.2116 9.1150 5.917 32.177 11.2116 10.802 

CO L-12000 0.072 0.0111 0.026 1.818 1.020 0.652 7.1115 11.1211 2.626 11.2116 9.450 5.977 32.171 11.2116 10.802 
-...j 
en T(OI-l.11 T (11 =50. 0 

1-0.1 1=0.5 1-1.0 1-1.5 1-2.0 

w- 6.0 8.0 10.0 w- 6.0 8.0 10.0 W= 6.0 8.0 10.0 W= 6.0 8.0 10.0 w= 6.0 8.0 10.0 
L- 1000 0.1110 0.079 0.051 3.552 1.987 1.269 111.739 8.113 5.1112 35.363 18.9011 11.826 69.272 35.363 21.700 
La 6000 0.1115 0.081 0.052 3.660 2.0111 1.307 15.221 8.369 5.300 36.118 19.550 12.210 72.562 36.118 22.456 
La12000 0.1115 0.081 0.052 3.660 2.047 1.301 15.221 8.369 5.300 36.718 19.550 12.210 72.562 36.118 22.1156 



Table VII - Values of max delta Teo 

r (0)-11.2 1'(1)=20.0 

1-0.5 1-1.0 1-2.0 1-3.0 1-11.0 

w- 20.0 25.0 30.0 w- 20.0 25.0 30.0 W- 20.0 25.0 30.0 w= 20.0 25.0 30.0 i/= 20.0 25.0 30.0 
L- 1000 0.160 0.103 0.071 0.6113 0.1111 0.285 2.587 1.651 1.11111 5.886 3.7110 2.587 10.629 6.716 11.631 

-I 
L- 6000 0.303 0.1911 0.135 1.217 0.178 0.5110 4.9110 3.1110 2.172 11.391 7.175 4.940 20.980 13.041 8.917 

m L-12000 0.303 0.1911 0.135 1.218 0.778 0.5110 11.9113 3.141 2.173 11.398 7.179 4.943 20.994 13.048 8.922 

s: 1'(0)-2.8 1'(1)=20.0 
"'U 
m 1-0.5 1-1.0 1-2.0 1-3.0 1-4.0 
JJ » W- 20.0 25.0 30.0 w- 20.0 25.0 30.0 w- 20.0 25.0 30.0 w= 20.0 25.0 30.0 W= 20.0 25.0 30.0 

-l L- 1000 0.294 0.188 0.130 1.178 0.753 0.522 4.770 3.035 2.101 10.957 6.919 4.170 20.065 12.532 8.590 

C L- 6000 0.455 0.291 0.202 1.831 1.169 0.811 7.486 4.741 3.274 17.1186 10.921 7.486 32.841 20.086 13.620 

JJ L-12000 0.455 0.291 0.202 1.831 1.169 0.811 7.487 4.741 3.274 17.488 10.922 7.487 32.846 20.088 13.621 

m 1'(0) -1.4 1'(1)=20.0 

:0 1-0.5 1-1.0 1-2.0 1=3.0 1-11.0 en 
m W= 20.0 25.0 30.0 w= 20.0 25.0 30.0 w= 20.0 25.0 30.0 W= 20.0 25.0 30.0 W= 20.0 25.0 30.0 

L- 1000 0.7117 0.1178 0.332 3.014 1.921 1.331 12.453 7.845 5.402 29.650 18.287 12.453 57.358 34.227 22.924 » L- 6000 0.912 0.583 0.405 3.689 2.349 1.626 15.427 9.662 6.633 37.557 22.8211 15.427 75.428 43.619 28.783 
-I L=12000 0.912 0.583 0.405 3.689 2.349 1.626 15.427 9.662 6.633 37.551 22.8211 15.427 75.428 113.619 28.783 

() 
0 1'(0)=11.2 l' (1) =50.0 

Z 
1-0.5 1-1.0 1-2.0 1-3.0 1-4.0 0 

C w- 20.0 25.'1 30.0 w- 20.0 25.0 30.0 W= 20.0 25.0 30.0 W= 20.0 25.0 30.0 i/= 20.0 25.0 30.0 
() L- 1000 0.179 0.115 0.080 0.718 0.1159 0.319 2.892 1.845 1.279 6.580 11.181 2.892 11.882 7.507 5.117 
-I L- 6000 0.339 0.217 0.151 1.361 0.869 0.603 5.522 l.510 2.428 12.13/1 8.021 5.522 23.453 14.578 9.968 
0 L-12000 0.339 0.211 0.151 1.362 0.870 0.604 5.525 3.512 2.429 12.741 8.025 5.525 23.469 14.587 9.974 
JJ 

1'(0)-2.8 l' (1) =50.0 
() 
0 1-0.5 1-1.0 1-2.0 1-3.0 1-4.0 

Z 
W= 20.0 25.0 30.0 w- 20.0 25.0 30.0 W- 20.0 25.0 30.0 W= 20.0 25.0 30.0 W- 20.0 25.0 30.0 C/) 

-I L- 1000 0.328 0.210 0.146 1.317 0.842 0.584 5.33l 3.393 2.349 12.249 1.135 5.l33 22.4l0 14.009 9.602 
L- 6000 0.509 0.l26 0.226 2.047 1.307 0.906 8.l69 5.l00 3.660 19.548 12.209 8.369 36.113 22.4511 15.226 

:0 L-12000 0.509 0.326 0.226 2.047 1.307 0.906 8.l69 5.l00 3.660 19.550 12.210 8.l69 36.718 22.456 15.227 

0 
-l l' (0)-1.4 1'(1)=50.0 

(5 1-0.5 1-1.0 1-2.0 I-l.O 1-4.0 
Z 

w- 20.0 25.0 30.0 W= 20.0 25.0 lO.O w- 20.0 25.0 30.0 W= 20.0 25.0 30.0 W= 20.0 25.0 30.0 
L- 1000 0.836 0.534 0.371 l.369 2.148 1.488 13.921 8.770 6.0l9 33.145 20.443 13.921 64.121 38.263 25.621 

N L- 6000 1.020 0.652 0.452 4.1211 2.626 1.818 17.24610.802 1.415 41.985 25.515. 11.246 84.32148.16232.111 
,1::0 L-12000 1.020 0.652 0.1152 11.1211 2.626 1.818 11.2116 10.802 7.415 111.985 25.515 11.2116 84.321 48.162 32.111 
e.g 



N 
U1 

Table VIII - Values of max delta Teo 0 

-I 
:r: T (0) ~4.2 T(1)-20.0 

m 
1-1.0 1-2.0 1-11.0 1=6.0 1-8.0 

OJ 
w~ 80.0 100.0 120.0 W= 80.0 100.0 120.0 il= 80.0 100.0 120.0 m w= 80.0 100.0 120.0 100.0 120.0 W= 80.0 

r L= 1000 0.061 0.039 0.027 0.242 0.155 0.108 0.972 0.621 0.431 2.195 1.401 0.972 3.925 2.500 1.732 
r L= 6000 0.2911 0.188 0.131 1.179 0.7511 0.523 11.781 3. OliO 2.1011 11.007 6.941 4.781 20.221 12.596 8.622 

L=12000 0.303 0.1911 0.135 1.217 0.778 0.540 11.9110 3.1110 2.172 11.391 7.175 11.9110 20.980 13.041 8.917 
(J) 

-< r(0)-2.8 T(1)-20.0 
(J) 
-I I~1.0 1=2.0 1-11.0 1=6.0 1-8.0 
m 
~ w= 80.0 100.0 120.0 W- 80.0 100.0 120.0 W- 80.0 100.0 120.0 W= 80.0 100.0 120.0 W= 80.0 100.0 120.0 

L= 1000 0.126 0.080 0.056 0.503 0.322 0.224 2.0211 1.292 0.896 11.592 2.923 2.0211 8.261 5.235 3.616 

-I L= 6000 0.1150 0.288 0.200 1.808 1.154 0.801 7.387 4.680 3.232 17.23/1 10.773 7.387 32.300 19.789 13.1130 

m L=12000 0.1155 0.291 0.202 1.831 1.169 0.811 7.486 4.741 3.274 17.1186 10.921 7.486 32.841 20.086 13.620 

0 T(O)=l.11 T(1)-20.0 :r: 
Z 1-1.0 1-2.0 I~".O 1-6.0 I~8.0 

(5 
w- 80.0 100.0 120.0 W~ 80.0 100.0 120.0 w- 80.0 100.0 120.0 W= 80.0 100.0 120.0 W= 80.0 100.0 120.0 » r L= 1000 0.407 0.261 0.181 1.637 1.045 0.725 6.656 11.226 2.922 15.1106 9.680 6.656 28.533 17.655 12.0112 

L= 6000 0.911 0.582 0.4011 3.683 2.345 1.624 15.399 9.6116 6.622 37.467 22.778 15.399 75.157 43.506 28.721 
c... L=12000 0.912 0.583 0.1105 3.689 2.349 1.626 15.427 9.662 6.633 37.557 22.824 15.427 75.428 113.619 28.783 

0 
C T(0)-4.2 T(1)~50.0 JJ 
Z 1-1.0 1-2.0 1-4.0 I~6.0 1-8.0 » 
.! w- 80.0 100.0 120.0 W- 80.0 100.0 120.0 w- ,80.0 100.0 120.0 W= 80.0 100.0 120.0 W= 80.0 100.0 120.0 

L~ 1000 0.068 0.043 0.030 0.271 0.173 0.120 1.086 0.6911 0.1182 2.11511 1.566 1.086 11.387 2.795 1.936 
"'T1 L- 6000 0.329 0.210 0.1116 1.318 0.8112 0.585 5.3115 3.399 2.352 12.305 7.759 5.3115 22.605 111.081 9.638 
m L-12000 0.339 0.217 0.151 1.361 0.869 0.603 5.522 3.510 2.1128 12.7311 8.021 5.522 23.1153 111.578 9.968 
OJ 
JJ T(0)-2.8 T(1)-50.0 

C 
1-1.0 1-2.0 1-11.0 1-6.0 1-8.0 » 

JJ W= 80.0 100.0 120.0 W- 80.0 100.0 120.0 W- '80.0 100.0 120.0 W= 80.0 100.0 120.0 w- 80.0 100.0 120.0 -< L= 1000 0.141 0.090 0.062 0.563 0.360 0.250 2.262 1.111111 1.002 5.133 3.267 2.262 9.235 5.853 11.0113 

-" L- 6000 0.503 0.322 0.223 2.021 1.291 0.895 8.258 5.232 3.613 19.266 12.043 8.258 36.108 22.122 15.013 
<0 L-12000 0.509 0.326 0.226 2.0117 1.307 0.906 8.369 5.300 3.660 19.5118 12.209 8.369 36.713 22.11511 15.226 
..... 
0> T(O) -1.11 T(1)-50.0 

1-1.0 1-2.0 1-11.0 1-6.0 1-8.0 

w- 80.0 100.0 120.0 W>o 80.0 100.0 120.0 W- 80.0 100.0 120.0 w- 80.0 100.0 120.0 w- 80.0 100.0 120.0 
L- 1000 0.456 0.291 0.202 1.830 1.169 0.811 7.4111 11.72' 3.267 17.223 10.821 7.11111 31.898 19.736 13.1162 
La 6000 1.018 0.651 0.'52 11.117 2.622 1.815 17.214 10.783 7.1103 111.8811 25.1163 17.214 811.018 48.636 32.107 
L-12000 1.020 0.652 0.'52 11.12_ 2.626 1.818 17.2116 10.802 7.1115 111.985 25.515 17.2116 811.321 118.76232.177 



Table IX - Values of (max delta Te}/(max delta Teo) 

1= 0.1 r(OI =4.2 T(ll =20.0 (OR ,..NY JTHER V/U.UEI 

W= 6.00 W= 8.00 W= 10.00 

W (CI/W= 1. 00 0.80 0.15 0.50 0.25 1.00 0.80 0.15 0.50 0.25 1.00 0.80 0.15 0.50 0.25 

L(q=2W L= 1000 1.000 1. 019 1.021 1.103 1.511 1.000 1.026 1.036 1.131 1.685 1.000 1. 032 1.044 1.110 1.852 
L (e) =2W L= 6000 1.000 1.016 1.023 1.081 1.434 1.000 1.022 1.030 1.115 1.516 1. 000 1.021 1.031 1.143 1.111 

-I L(q=2W L=12000 1.000 1.016 1.023 1.081 1.414 1.000 1.022 1.030 1.115 1.516 1.000 1. 021 1.031 1.143 1.111 

m L (el =4W L= 1000 1.000 1.038 1.053 1.204 2.018 1.000 1.050 1.010 1.269 2.344 1.000 1.062 1.086 1.333 2.663 

:s::: L (CI =4W L= GOOD 1.000 1.032 1. 044 1.111 1.856 1.000 1.042 1. 059 1.226 2.131 1.000 1.052 1.013 1.280 2.400 

"U L(e) =4W L=12000 1.000 1.032 1.044 1.111 1.856 1.000 1.042 1. 059 1.226 2.131 1.000 1.052 1.013 1.280 2.400 

m L(C)=6W L= 1000 1.000 1.056 1.018 1.301 2.505 1.000 1.014 1.102 1.395 2.917 1.000 1.091 1.126 1.481 3.435 

:D L (C) =6W L= 6000 1.000 1.041 1.066 1.253 2.266 1.000 1.062 1.086 1.333 2.664 1.000 1.071 1.106 1.1110 3.050 

» L (C) =6W L=1200 0 1.000 1.0111 1.066 1.253 2.266 1.000 1.062 1.086 1.333 2 .66~ 1.000 1.071 1.106 1.1110 3.050 
L(C)=8W L= 1000 1.000 1.0111 1.102 1.395 2.971 1.000 1.091 1.1311 1.511 3.585 1.000 1.119 1.1611 1.634 4.169 

-I L (e) =8W L= 6000 1.000 1.062 1.086 1.333 2.664 1.000 1.082 1.113 1.435 3.171 1.000 1.100 1.138 1.534 3.669 
C L(CI=8w L=12000 1.000 1.062 1.086 1.333 2.664 1.000 1.082 1.113 1.1135 3.111 1.000 1.10J 1.138 1.5311 3.669 
:D 
m 1= 0.1 T(OI =2.8 Till =20.0 (OR ANY orHER VALUEI 

:D W= 6.00 W= 8.00 W= 10.00 

Ci5 1.00 0.80 0.15 0.50 0.25 1.00 O. BO 0.15 0.50 0.25 1.00 0.80 0.15 0.50 0.25 m W(q/w= 

» L (q=2W L= 1000 1.000 1.022 1.030 1.111 1.586 1.000 1.029 1.040 1.155 1.177 1.000 1.036 1.050 1.193 1.965 

-I L (e) =2W L= 6000 1.000 1.020 1.028 1.106 1.530 1.000 1.026 1.036 1.141 1.703 1.000 1.033 1.045 1.175 1.813 
L(CI=2W L=12000 1.000 1.020 1.028 1.106 1.530 1.000 1.026 1.036 1.141 1.103 1.000 1.033 1.045 1.115 1.813 

0 L (e) =IIW L= lOaD 1.000 1.043 1.060 1.230 2.151 1.000 1.051 1.019 1.303 2.511 1.000 1.070 1. 091 1.315 2.813 

0 L(C)=4W L= 6000 1.000 1.039 1.054 1.208 2.042 1.000 1.051 1.011 1.215 2.373 1. 000 1.064 1.088 1.339 2.696 

Z 
L (e) =4W L=12000 1.000 1.039 1.0511 1.208 2. 042 1.000 1.051 1.,011 1.215 2.313 1.000 1.064 1.088 1.339 2.696 
L (q =6W L= 1000 1.000 1.064 1. 088 1.339 2.691 1.000 1.0B3 1.115 1.111111 3.222 1.000 1.102 1.1111 1.546 3.729 

0 L (C) =6W L= 6000 1.000 1.058 1.080 1.301 2.536 1.000 1.015 1.104 1.402 3.012 1.000 1.093 1.128 1.1194 3.411 

C L (e) =6W L=12000 1.000 1.058 1.080 1.301 2.536 1.000 1.015 1.104 1.402 3.012 1.000 1.093 1.128 1.1194 3.1111 

0 L(Q=8W L= 1000 1.000 1.083 1.115 1.1144 3.223 1.000 1.109 1.150 1.519 3.894 1.000 1.133 1.183 1.101 11.5311 

-I L (e) =8W L= 6000 1.0'00 1.015 1.1011 1.402 3.013 1.000 1.098 1.136 1.524 3.621 1.000 1.120 1.166 1.6110 11.201 

0 L(C)=8W L=12000 1.000 1.015 1.104 1.1102 3.013 1.000 1.098 1.136 1.52" 3.621 1.000 1.120 1.166 1.6110 11.201 

:D I- 0.1 T(OI-l.11 T(11=20.0 (OR ANY OTHER V/U.UEI 

0 w- 6.00 W- 8.00 W= 10.00 
0 
Z W(CI/W= 1.00 0.80 0.15 0.50 0.25 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 
(j) 
-I L (CI =2W L= 1000 1. 000 1.029 1.0110 1.153 1.767 1.000 1.038 1.053 1.203 2.013 1.000 1.0U 1.065 1.251 2.256 
:II L (e) =2W L= 6000 1.000 1.026 1.039 1.149 1.745 1.000 1.037 1.051 1.197 1.9B5 1.000 1. 046 1. 063 1.2q/j 2.220 

0 L(CI=2W L=12000 1.000 1.026 , .039 1.149 1.7115 1.000 1.031 1.051 1.197 1.985 1.000 1. 0~6 1.063 '.2411 2.220 

-I L (e) -4W L= 1000 1.000 1.056 1.078 1.299 2.1196 1.000 1.073 1.102 1.392 2.961 1.000 1.090 1.125 1.482 3.1110 

(5 
L(C)=4W L= 6000 1.000 1.054 1.075 1.290 2.453 1.000 1.071 1.099 1.381 2.905 1.000 1.088 1.121 1.468 3.3'2 
L(e) =4W L=12000 1.000 1.054 1.075 1.290 2.1153 1.000 1.071 1.099 1.381 2.905 1.000 1.0BB 1.121 1.468 3.342 

Z L (q =6W L= 1000 1.000 1.082 1.113 1.437 3.189 1.000 1.107 1.147 1.569 3.846 1.000 1.130 1.180 1.694 4.471 
L (C) =6W L= 6000 1.000 1. 080 1.110 1.1125 3.127 1.000 1.1011 1.1113 1.553 3.766 1.000 1.126 1.175 1.61Q 11.313 
L(C)=6W L=12000 1.000 1.080 1.110 1.425 3.127 1.000 1.104 1.143 1.553 3.766 1.000 1.126 1.175 1.6711 4.373 

I\) L (e) =8W L= 1000 1.000 1.107 1.1118 1.569 3.848 1.000 1.138 1.190 1.734 11.614 1.000 1.161 1.230 1.889 5.11116 

C11 L (e) =8W L= 6000 1.000 1. lOll 1.1113 1.553 3.768 1.000 1.134 1.185 1.713 4.510 1.000 1.162 1.224 1.8611 5.320 

...I. L(e)=8W L=12000 1.000 1.1011 1.1113 1.553 3.768 1.000 1.134 1.185 1.713 11.570 1.000 1.162 1.2211 1.8611 5.320 



N Table X - Values of (max delta Te)! (max delta Teo) U1 
N \ 

-I 1= 0.5 r(0)=1I.2 r (I) =20.0 (OR ANY :JrHER VALUE) 

:r: 
W= 6.00 W~ 8.00 W= 10.00 m 

[D w(e)/w= 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 O. SO 0.25 

m 
L(C)=2W L= 1000 1.000 1.019 1.027 1.1011 1.519 1.000 1.026 1.036 1.137 1.687 1.000 1.032 1.01111 1.171 1.8511 r 

r L (e) =2W L= 6000 1.000 1.016 1.023 1.087 1.1136 1.000 1.022 1.030 1.115 1.518 1.000 1.027 1.037 1.1l1li 1.718 
L(C)=2W L=12000 1.000 1.016 1.023 1.087 1.1136 1.000 1.022 1.030 1.115 1.578 1.000 1.027 1.037 1.IU 1.718 

en L (e) =IIW L= 1000 1.000 1.038 1.053 1.2011 2.0211 1.000 1.050 1.070 1.269 2.H9 1.000 1.062 1.086 1.333 2.668 

-< L (e) =ilw L= 6000 1.000 1.032 1.0115 1.172 1.861 1.000 1.0112 1.059 1.227 2.135 1.000 1.053 1.073 1.280 2.11011 

en L(e) =IIW L=12000 1.000 1.032 1.0115 1.112 1.861 1.000 1.0112 1.059 1.227 2.135 1.000 1.053 1.073 1.280 2.11011 

-I L (e) =6W L= 1000 1.000 1.057 1.078 1.302 2.516 1.000 1.0711 1.103 1.396 2.987 1.000 1.091 1.126 1.1188 3.111111 

m L (e) =6W L= 6000 1.000 1.0118 1.066 1.2511 2.275 1.000 1.062 1.086 1.333 2.672 1.000 1.077 1.106 1. II 11 3.058 

~ L (C) =6W L= 12000 1.000 1.0118 1.066 1.2511 2.275 1.000 1.062 1.086 1.333 2.672 1.000 1.077 1.106 1.1111 3.058 
L(C) =8W L= 1000 1.000 1.0711 1.103 1.397 2.'995 1.000 1.097 1.1311 1.518 3.601 1.000 1.119 1.1611 1.635 11.1811 

-I L (C) =8W L= 6000 1.000 1.063 1.086 1.3JQ 2.679 1.000 1.082 1.113 1.1136 3.190 1.000 1.100 1.139 1.535 3.682 

m L (e) =8W L=12000 1.000 1.063 1.086 1.3311 2.679 1.000 1.082 1.113 1.1136 3.190 1.000 1.100 1.139 1.535 3.682 

a Is 0.5 T(O) =2.8 r(l) =20.0 (OR ANY orHER VALUE) :r: 
Z WE 6.00 W= 8.00 W= 10.00 

0 w(e)/w= 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 » r L (C) =2W L= 1000 1.000 1.022 1.030 1.118 1.590 1.000 1.029 1.0110 1.156 1.780 1.000 1.035 1.050 1.193 1.968 

c... L (e) =2W L= 6000 1.000 1.020 1.028 1.106 1.5311 1.000 1.026 1.037 1.1111 1.706 1.000 1.033 1.0115 1.175 1.876 

0 L(e)=2W L=12000 1.000 1.020 1.028 1.106 1.5311 1.000 1.026 1.037 1.1111 1.706 1.000 1.033 1.0115 1.175 1.876 

C L (C) =IIW L= 1000 1.000 1.0113 1.060 1.231 2.163 1.000 1.057 1.079 1.3011 2.527 1.000 1.070 1.097 1.375 2.883 

JJ L(C) =IIW L= 6000 1.000 1.039 1.0511 1.209 2.052 1.000 1.052 1.071 1.275 2.382 1.000 1.0611 1.088 1.3110 2.7011 
L(C)=IIW L=12000 1.000 1.039 1.0511 1.209 2.052 1.000 1.052 1.071 1.275 2.382 1.000 1.0611 1.088 1.3110 2.7011 

Z L(e) =6W L= 1000 1.000 1.0611 1.088 1.311 1 2.718 1.000 1.083 1.115 1.IIH 3.2112 1.000 1.102 1.1112 1.5117 3.7117 » L (C) =6W L= 6000 1.000 1.058 1.080 1.309 2.555 1.000 1.076 1.105 1.11011 3.029 1.000 1.093 1.128 1.1195 3.1187 

.: L(C) =6W L=12000 1.000 1.058 1.080 1.309 2.555 1.000 1.076 1.105 1.11011 3.029 1.000 1. 093 1.128 1.1195 3.1187 
L (C) =8W L= 1000 1.000 1.0811 1.116 1.11117 3.258 1.000 1.109 1.150 1.581 3.926 1.000 1.133 1.1811 1.709 11.563 

"'T1 L (e) =8W L= 6000 1.000 1.076 1.105 1.1105 3.01lli 1.000 1.098 1.136 1.526 3.6119 1.000 1.120 1.166 1.6112 11.227 

m L (C) =8W L=12000 1.000 1.076 1.105 1.1105 3.0U 1.000 1.098 1.136 1.526 3.6119 1.000 1.120 1.166 1.6li2 11.227 

OJ 
JJ I- 0.5 T(O)-I.11 T(I) =20.0 (OR ANY orHER V1.LUE) 

C WE 6.00 W- 8.00 W= 10.00 » 
JJ W(C)/W" 1.00 0.60 0.75 0.50 0.25 1.00 0.60 0.75 0.50 0.25 1. 00 0.80 0.75 0.50 0.25 -< 
...... L (C) ~2W L= 1000 1.000 1.029 1.0110 1.155 1.779 1.000 1.038 1.053 1.2011 2.0211 1.000 1. 0117 1.065 1.252 2.266 

co L (e) =2W L= 6000 1.000 1.026 1.039 1.150 1.756 1.000 1.037 1.051 1.198 1.995 1.000 1. 0116 1. 063 1.2115 2.230 
....... L(C)-2W L=12000 1.000 1.028 1.039 1.150 1.756 1.000 1.037 1.051 1.198 1.99'; 1.000 1.0116 1.063 1.2115 2.230 
(J) L (e) ·IIW L= 1000 1.000 1.056 1.078 1.302 2.533 1.000 1.0711 1.102 1.395 2.9911 1.000 1. 091 1.125 l.li8_ 3.11111 

L(C)=IIW L= 6000 1.000 1.055 1.076 1.293 2.li89 1.000 1.072 1.099 1.383 2.937 1.000 1.083 1.122 1.1170 3.372 
L(C)"liW L=12000 1.000 1.055 1.076 1.293 2.li89 1.000 1.072 1.099 1.383 2.937 1.000 1.088 1.122 I.HO 3.372 
L (C) =6W L= 1000 1.000 1.083 1.1111 1.11113 3.262 1.000 1.107 1.1118 1.573 3.912 1.000 1.131 1.180 1.698 11.531 
L (C) ·6W L= 6000 1.000 1.080 1.111 1.1130 3.197 1.000 1.1011 1.11111 1.557 3.829 1.000 1.127 1.175 1.678 11.1130 
L(C) =6W L=12000 1.000 1.080 1.111 l.li30 3.197 1.000 1.10li 1.11111 1.557 3.829 1.000 1.127 1.175 1.678 11.1130 
L(C)=8W L= 1000 1.000 1.108 1.1119 1.577 3.967 1.000 1.138 1.191 1.7lil 11.779 1.000 1.167 1.231 1.8911 5.5110 
L (e) =8W L= 6000 1.000 1.10li 1.1115 1.560 3.882 1.000 1.1311 1.186 1.720 4.671 1.000 1.162 1.225 1.869 5.1111 
L(C)=8W L=12000 1.000 1.1011 1.1115 1.560 3.882 1.000 1.1311 1.186 1.720 11.671 1.000 1.162 1.225 1.869 5.1111 



Table XI - Values of (max delta Te)/(max delta Teo) 

IE 1.0 T(OI • ... 2 T(11-20.0 (OR A.'n nHER 17AWEj 

w- 6.00 w= 8.00 W- 10.00 

w(e)/w= 1.00 CI.BO 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 

L (e) =2W L= 1000 1.000 I.D20 1.027 1.10q 1.525 1.000 1.026 1.036 1.138 1.693 1.000 1.032 1.0qq 1.171 1.859 
L (C) =2W L- 6000 1.000 I.D16 1.023 1.088 1.4111 1.000 1.022 1.030 1.116 1.582 1.000 1.027 1.037 1.14q 1.722 

-i L(e)=2W L=12000 1.000 1.016 1.023 1.088 1.4ql 1.000 1.022 1.030 1.116 1.582 1.000 1.027 1.037 1.lq4 1.722 

m L (C) =qW L= 1000 1.000 1.039 1.053 1.206 2.0Q2 1.000 1.051 1.070 1.271 2.365 1.000 1.063 1.087 1.334 2.683 

s:: L. (e) =IIW L= 6000 1.000 I.D32 1.0Q5 1.173 1.876 1.000 1.0Q3 1.059 1.228 2.H9 1.000 1.053 1.073 1.281 2.416 

"U L (e) =IIW L=12000 1.000 1.032 1.045 1.173 1.876 1.000 1.043 1.059 1.228 2.H9 1.000 1.053 1.073 1.281 2.416 

m L (C) =6W L= 1000 1.000 1.057 1.079 1.305 2.551 1.000 1.075 1.103 1.399 3.018 1.000 1.092 1.127 1. Q90 3.1173 

:0 
L (e) =6W L= 6000 1.000 1.048 1.066 1.257 2.305 1.000 1.063 1.087 1.335 2.699 1.000 1.077 1.107 1.1112 3.082 

» L (C) =6W L=12000 1.000 1.D4B 1.066 1.257 2.305 1.000 1.063 1.0B7 1.335 2.699 1.000 1.077 1.107 1.412 3.082 
L (e) =8W L- 1000 1.000 1.075 1.1011 1. QOl 3.052 1.000 1.098 1.135 1.522 3.652 1.000 1.119 1.165 1.638 Q.230 

-i L (e) =BW L= 6000 1.000 1.063 1.087 1.338 2.727 1.000 1.082 1.114 1.439 3.233 1.000 1.100 1.139 1.537 3.721 
C L(e)=8W L=12000 1.000 1.063 1.0B7 1.338 2.727 1.000 1.0B2 1.114 1.439 3.233 1.000 1.10J 1.139 1.537 3.721 
:0 m I- 1.0 T(01-2.8 r(1)-20.0 (OR ANr orSER VALUE) 

:0 Wz 6.00 W- 8.00 W- 10.00 

en w(e)/w= 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 m 
» L (e) =2W L= 1000 1.000 I.D22 1.031 1.119 1.602 1.000 1.029 1.041 1.157 1.791 1.000 1.036 1.050 1.194 1.978 

~ L (C) =2W L= 6000 1.000 1.020 1.028 1.108 1.545 1.000 1.027 1.037 1.142 1.715 1.000 1.033 1.046 1.176 1.885 
L (C) =2W L= 12000 1.000 I.D20 1.028 1.108 1.5115 1.000 1.027 1.037 1.142 1.715 1.000 1.033 1.046 1.176 1.885 

("') L (e) =IIW L= 1000 1.000 '.044 1.061 1.235 2.199 1.000 1.057 1.079 1.307 2.559 1.000 1.071 1.098 1.378 2.912 

0 L (el =4W L= 6000 1.000 1.040 1.055 1.212 2.085 1.000 1.052 1.072 1.278 2.411 1.000 1.0611 1.088 1.342 2.731 
L (C)=4W L=12000 1.000 '.Q4D 1.055 1.212 2.085 1.000 1.052 1.072 1.278 2.411 1.000 1.064 1.088 1.342 2.731 

Z L (C) =6W L= 1000 1.000 '.1065 1.089 1.347 2.790 1.000 1.084 1.116 1.451 3.305 1.000 1.103 1.142 1.551 3.805 
0 L(e)=6W L= 6000 1.000 1.058 1.081 1.314 2.619 1.000 1.076 1.105 1.408 3.086 1.000 1.093 1.129 1.499 3.539 
C L(C) =6W L=12000 1.000 1.OS8 1.081 1.314 2.619 1.000 1.076 1.105 1.408 3.086 1.000 1.093 1.129 1.499 3.539 
("') L(e)=8w L= 1000 1.000 1.DB5 1.117 1.456 3.375 1.000 1.110 1.152 1.588 4.028 1.000 1'.133 1.184 1.715 4.-656 

-i L (C) =801 L- 6000 1.000 '.077 1.106 1.412 3.148 1.000 1.099 1.137 1.532 3.741 1.000 1.121 1.167 1.647 4.311 

0 L (el =8W L=12000 1.000 1.077 1.106 1.412 3.148 1.000 1.099 1.137 1.532 3.7111 1.000 1.121 1.167 1.641 4.311 

:0 I· 1.0 T(OI·'./i r (1) =20.0 (m ANr orHER VALUEj 

("') 
Woo 6.00 01- 8.00 W· 10.00 

0 
Z 01 (e)/OIE 1.00 O.IID 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 
en 
~ L (C) .,2W L= 1000 1.000 t.03D 1.0/il 1.159 1.820 1.000 1.039 1.053 1.207 2.059 1.000 1.048 1.066 1.255 2.297 
:0 L (C) -2W LE 6000 1.000 1.029 1.040 1.15" 1.795 1.000 1.038 1.052 1.201 2.028 1.000 1.0116 1.064 1.247 2.260 

0 L (e) =2W L=12000 1.000 t.029 1.0110 1.15/i 1.795 1.000 1.038 1.052 1.201 2.028 1.000 1.046 1.06" 1.247 2.260 
L (C) -"W L= 1000 1.000 1.058 1.080 1.312 2.662 1.000 1.075 1.10" 1.1103 3.106 1.000 1.091 1.127 1.1191 3.5112 

-i L (C) -QW L- 6000 1.000 '.056 1.078 1.303 2.613 1.000 1.073 1.101 1.391 3.0411 1.000 1.089 1.123 1.477 3./i69 

0 L (C) -/iW L-12000 1.000 1.056 1.078 1.303 2.613 1.000 1.073 1.101 1.391 3.01111 1.000 1.089 1.123 1.1177 3.1169 

Z L(C)-6W L= 1000 1.000 1.085 1.117 1.460 3.526 1.000 1.109 1.151 1.588 4.136 1.000 1.132 1.182 1.710 11.731 
L (C) =6W L= 6000 1.000 '.082 1.114 1.4117 3.451 1.000 1.106 1.1116 1.570 11.0115 1.000 1.128 1.177 1.689 11.623 
L (C) =6W L-12000 1.000 11.082 1.11/i 1.447 3. /i51 1.000 1.106 1.146 1.570 II .0115 1.000 1. 12~ 1.117 1.689 4.623 

N L(C)-8W L- 1000 1.000 l.111 1.153 1.603 4.409 1.000 1.al 1.195 1.762 5.148 1.000 1.169 1.2311 1.912 5.863 

U1 L (C) -8W L- 6000 1.000 '.107 1.1119 1.585 11.308 1.000 1.136 1.189 1.740 5.027 1.000 1.164 1.227 1.886 5.723 
Co) L (e) -801 L=12000 1.000 1.107 1.1/i9 1.585 4.308 1.000 1.136 1.189 1.7110 5.027 1.000 1.1611 1.227 1.886 5.723 



N Table XII- Values of (max delta Te)/(max delta Teo) U1 
-'=" 

-I IE 1.5 T(OI E4.2 T(11 =20.0 (OR "'NY OTHER VALUEI 

::r: 
Ws 6. 00 WE 8.00 W= 10.00 m 

OJ W(el/W= 1.00 ~. 80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 

m 
L (q =2W L= 1000 1.000 I. 020 1.027 1.106 1.536 1.000 1.026 1.036 1.139 1.702 1.000 1.032 1.045 1.172 1.867 r 

r L(CI =2W L= 6000 1.000 1.017 1.023 1.089 1.451 1.000 1.022 1.030 1.117 1.590 1. 000 1. 027 1.037 1.145 1.729 

L(q=2W L=12000 1.000 1..017 1.023 1.089 1.451 1.000 1.022 1.030 1.117 1.590 1.000 1.021 1.037 1.145 1.729 

en L(CI =4W L= 1000 1.000 1.039 1.054 1.209 2. 075 1.000 1.051 1.071 1.213 2.393 1. 000 1.063 1. 087 1.336 2.708 

-< L(C)=4W L= 6000 1.000 1.D33 1.0115 1.176 1.903 1.000 1.043 1. 059 1.230 2.172 1.000 1. 053 1.013 1.283 2. /137 

en L (q =4W L=12000 1.000 1.033 1.045 1.176 1.903 1.000 1.043 1.059 1.230 2.112 1. 000 1.053 1.073 1.283 2.437 

-I L(CI =6W L= 1000 1.000 1.058 1.080 1.310 2.614 1.000 1.075 1.104 1.403 3.013 1.000 1.092 1.127 1.493 3.523 

m L(C)=6w L= 6000 1.000 1.il49 1.067 1.261 2.358 1.000 1.063 1.087 1.339 2.745 1.000 1.078 1.107 1.1115 3.12' 

~ L (q =6W L=12000 1.000 ~.1)./j9 1.067 1.261 2.358 1.000 1.063 1. 087 1.339 2.745 1.000 1.078 1.107 1.415 3.124 
L (C) =8W L= 1000 1.000 1.076 1.105 1.1109 3.155 1.000 1.098 1.136 1.528 3.741 1.000 1.120 1.166 1.643 4.311 

-I L (CI =8W L= 6000 1.000 I. D6'I 1.088 1.31111 2.813 1.000 1.083 1.114 1.lIn 3.308 1.000 1.101 1. Ilia 1.542 3.789 

m L(C)=8W L=12000 1.000 1.064 1.088 1.3411 2.813 1.000 1.083 1.114 1.4U 3.308 1.000 1.101 1.140 1.542 3.789 

0 1= 1.5 T(OI E2.8 T(ll =20.0 (OR AN~ OTHER VALUE) 
::r: 
Z W= 6. 00 W- 8.00 W= 10. 00 

0 w(e)/w= 1.00 Go. 1111 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 » r L(C)=2W L= 1000 1.000 1.023 1.031 1.122 1.625 1.000 1.030 1.0111 1.159 1.809 1. 000 1.037 1.051 1.196 1.9911 

c.... L(CI =2W L= 6000 1.000 1.021 1.028 1.110 1.564 1.000 1.027 1.037 I.HII 1.731 1. 000 1.033 1.0116 1.177 1.899 

0 L (e) =2W L= 12000 1.000 1.D21 1.028 1.110 1.5611 1.000 1.027 1.037 1.144 1.731 1.000 1.033 1.0116 1.177 1.899 

C L (CI =IIW L= 1000 1.000 1.045 1.062 1.241 2.266 1.000 1.058 1.080 1.312 2.616 1. 000 1. 071 1. 098 1.382 2.963 

:0 
L(e)=lIw L= 6000 1.000 I.D.fIO 1.056 1.217 2.1113 1. 000 1.052 1.073 1.282 2.461 1.000 1. 064 1. 089 1.345 2.776 

L(e)=4W L=12000 1.000 "I. I)./j a 1.056 1.217 2.143 1.000 1.052 1.073 1.282 2.461 1. 000 1. 064 1.089 1.345 2.776 
Z L (q =6W L= 1000 1.000 I.D66 1.091 1.357 2.924 1.000 1.085 1.118 1.459 3.1119 1. 000 1.104 1.1411 1.558 3.907 

» L (e) =6W L= 6000 1.000 1.-160 1.082 1.322 2.738 1.000 1.077 1.106 1.1115 3.188 1.000 1.0911 1.130 1.505 3.630 

.! L(q E6W L=12000 1.000 1.060 1.082 1.322 2.738 1.000 1.071 1.106 1.1115 3.188 1. 000 1.0911 1.130 1.505 3.630 
L (C) =8W L= 1000 1.000 "1.087 1.120 1.1171 3.599 1.000 1.111 1.1511 1.600 11.216 1. 000 1.134 1.186 1.725 11.823 

" L (e) =8W L= 6000 1.000 1.078 1.108 1.425 3.3118 1.000 1.100 1.139 1.542 3.910 1.000 1.122 1.168 1.656 11.1160 

m L(e)=8W L=12000 1.000 1.1118 1.108 1.425 3.348 1.000 1.100 1.139 1.5112 3.910 1.000 1.122 1.168 1.656 11.1160 

OJ 
:0 I- 1.5 T(OI-I.11 T(11 =20.0 (OR AN~ OTHER VAIDE) 

C WE 6.00 WE 8.00 W= 10.00 » 
:0 ·W(C)/W= 1.00 Cl'.1l0 0.75 0.50 0.25 1.00 -< 

0.80 0.75 0.50 0.25 1. 00 0.80 0.75 0.50 0.25 

-" L(e)=2W L= 1000 1.000 '.D31 1.043 1.167 1.899 1.000 1.039 1.055 1.213 2.123 1. 000 1.048 1. 067 1.260 2.3511 

<0 L (e) E2W L= 6000 1.000 1.1130 1.0111 1.161 1.870 1.000 1.038 1. 053 1.206 2.089 1.000 1.0n 1. 065 1.252 2.3111 

-...j L (:) =2W L= 12000 1.000 1.:el30 1.041 1.161 1.870 1.000 1.038 1. 053 1.206 2.089 1.000 1.0H 1.065 1.252 2.3111 

en L(e)=IIW L= 1000 1. 000 1.060 1.0811 1.331 2.936 1.000 1.077 1.106 1.1117 3.323 1.000 1.093 1.129 1.503 3.730 
L (CI =4W L= 6000 1.000 1.058 1.081 1.321 2.874 1.000 1.074 1.103 1.1105 3.253 1.000 1.090 1.125 1.1188 3.6119 
L (C) =4W L=12000 1.000 1..058 1.081 1.321 2.8711 1.000 1.074 1.103 1.1105 3.253 1.000 1. 090 1.125 1.488 3.6/19 
L(CI =6W LE 1000 1.000 1.089 1.123 1.1193 11.137 1.000 1.112 1.155 1.613 4.600 1. 000 1.134 1.186 1.731 5.121 
L (q =6W L= 6000 1.000 1.086 1.119 1.478 11.037 1.000 1.108 1.150 1.594 4.1191 1. 000 1.130 1.180 1.710 11.999 
L (CI =6W L=12000 1.000 1.086 1.119 1.1118 11.037 1.000 1.108 1.150 1.594 11.1191 1. 000 1.130 1.180 1.710 11.999 
L (q =8W L= 1000 1.000 1.116 1.161 1.653 5.540 1.000 1.1411 1.200 1.800 5.95/1 1.000 1.172 1.238 1.9114 6.518 
L(CI =8W La 6000 1.000 1.112 1.156 1.632 5.396 1.000 1.140 1.1911 1.776 5.805 1.000 1.167 1.231 1.916 6.355 
L(C)=8W L=12000 1.000 1.112 1.156 1.632 5.396 1.000 1.1110 1.1911 1.776 5.805 1.000 1.167 1.231 1.916 6.355 



Table XIII- Values of (max delta Te)/ (max delta Teo) 

1= 2.0 T(OI ",ij.2 T(1I=20.0 (OR A.NY orHER VA.LUEI 

W= 6.00 W= 8.00 W= 10.00 

WICI/w= 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 

L ICI =2W L= 1000 1.000 1.020 1.028 1.108 1.553 1.000 1.026 1.036 I.Hl 1.716 1.000 1.032 1.0115 1.173 1.879 
L ICj =2W L= 6000 1.000 1.017 1.023 1.091 1.464 1.000 1.022 1.031 1.118 1.601 1.000 1.027 1.038 1.146 1.739 

-; Lle)=2w L=12000 1.000 1.017 1.023 1.091 l.ij64 1.000 1.022 1.031 1.118 1.601 1.000 1.027 1.038 1.146 1.739 
m L(Cj =ijW L= 1000 1.000 1.04C 1.055 1.2H 2.124 1.000 1.052 1.071 1.277 2.4H 1.000 1.063 1.088 1.340 2.745 

~ LIC)=IIW L= 6000 1.000 1.033 1.0ij6 1.180 1.944 1.000 1.043 1.060 1.233 2.206 1.000 1.053 1.074 1.286 2.468 

-U L ICj =IIW L=12000 1.000 "'1.033 1.046 1.180 1.944 1.000 1.043 1.060 1.233 2.206 1.000 1.053 1.074 1.286 2.468 

m L Ic) =6W L= 1000 1.000 1.059 1.081 1.318 2.712 1.000 1.076 1.105 1.409 3.155 1.000 1.093 1.128 1.1199 3.596 

::D L (Cj =6W L= 6000 1.000 1.D49 1.068 1.267 2.439 1.000 1.064 1.088 1.344 2.813 1.000 1.078 1.108 1.420 3.185 
LICj=6W L=12000 1.000 "'1.049 1.068 1.267 2.439 1.000 1.064 1.088 1.344 2.813 1.000 1.078 1.108 1.420 3.185 

:l> L ICj =8W L= 1000 1.000 "'1.077 1.107 1.421 3.317 1.000 1.099 1.138 1.537 3.876 1.000 1.121 1.167 1.651 4.1130 
-f L ICI =8W L= 6000 1.000 1.065 1.090 1.353 2.951 1.000 1.084 1.116 1.452 3.422 1.000 1.102 1.141 1.548 3.891 
C L ICj =8W L=12000 1.000 "'1.065 1.090 1.353 2.951 1.000 1.084 1.116 1.452 3.422 1.000 1. la 2 1.141 1.5118 3.891 
JJ 
m 1= 2.0 T(O) =2.8 T(I)=20.0 (OR A.NY OTHER VA.LUE) 

JJ W= 6.00 W= 8.00 w= 10.00 

en 
W ICI/W= 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.'50 0.25 1.00 0.80 0.75 0.50 0.25 m 

:l> LICI=2w L= 1000 1.000 1.023 1.032 1.126 1.659 1.000 1.030 1.0ij2 1.162 1.837 1.000 1.037 1.051 1.198 2.018 

-f L (C) =2W L= 6000 1.000 1.021 1.029 1.113 1.594 1.000 1.027 1.038 1.146 1.755 1.000 1.033 1.046 1.179 1.920 
L(e)=2w L=12000 1.000 1.021 1.029 1.113 1.594 1.000 1.027 1.038 1.146 1.755 1.000 1.033 1.046 1.179 1.920 

0 L (Cj =4W L= 1000 1.000 1.046 1.064 1.250 2.374 1.000 1.059 1.082 1.319 2.703 1.000 1.072 1.100 1.388 3.040 

0 L (C) =4W L= 6000 1.000 1.041 1.057 1.225 ,2.238 1.000 1.053 1.074 1.288 2.538 1.000 1.065 1.090 1.350 2.844 
LICj =4W L=12000 1.000 '1.041 1.057 1.225 2.238 1.000 1.053 1.074 1.288 2.538 1.000 1.065 1.090 1.350 2.844 

Z L (C) =6W L= 1000 1.000 1.068 1.094 1.373 3.150 1.000 1.087 1.120 1.471 3.'599 1.000 1.105 1.145 1.568 4.062 
0 L (e) =6W L= 6000 1~000 1.061 1.085 1.336 2.939 1.000 1.078 1.108 1.425 3.348 1.000 1.095 1.131 1.513 3.770 
C L(C) =6W L=12000' '1.000 -'.061 1.085 1.336 2.939 1.000 1.078 1.108 1. ij25 3.3'8 1.000 1.'095 1. -131 1.513 3.770 
0 L (e) =8W L= 1000 1.000 1.089 1.1211 1.494 3.994 1.000 1.113 1.157 1.618 4.522 1.000 1.136 1.188 1.740 5.082 
-; L (CI =8W L= 6000 1.000 '.081 1.112 1.445 3.703 1.000 1.102 1.141 -1.558 4.185 1.000 1.123 1.170 1.669 4.694 

0 L(e)"'8W L=12000 1.000 1.081 1.112 1.1145 3.703 1.000 1.102 1.141 1.558 11.185 1.000 1.123 1.170 1.669 4.694 

::D 1= 2.0 T(01-1.4 T(11 =20.0 (OR l'.NY OTHER Vl'.LUE) 

0 - 6.00 W- 8.00 ,W= 10.00 0 
Z w(e)/w= 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 en 
-; L (e) =2W L= 1000 1.000 '.D33 1.0115 1.179 2.043 1.000 1.041 1.056 1.222 2.228 1.000 1.049 1.068 1.267 2.1142 
::D L (C) =2W L= 6000 1.000 1.032 1.0U 1.173 2.006 1.000 1.039 1.055 1.215 ,2.1S9 1.000 1.048 1.066 1.259 2.397 

0 L(e)=2W L=12000 1.000 1.032 1.0l1li 1.173 2.006 1.000 1.039 1.055 1.215 ,2.189 1.000 1.048 1.066 1.259 2.397 
L(CI =IIW L= 1000 1.000 1.06' 1.089 1.363 3.520 1.000 1.079 1.110 1.4110 3.716 1.000 1.095 1.132 1.521 ,/1.046 -; L(C)=4W L= 6000 1.000 1.062 1.086 1.350 3.1132 1.000 '1.077 1.107 1. /126 3.630 1.000 1.092 1.128 1.505 3.953 

(5 L (e) =4W L=12000 1.000 1.062 1.086 1.350 3.432 1.000 1.077 1.107 1.426 3.630 1.000 1.092 1.128 1.505 3.953 

Z L (C) =6W L= 1000 1.000 '.095 1.132 1.550 5.755 1.000 1.116 1.161 1.653 5.540 1.000 -1.137 '1.191 1.7611 5.827 
Lie) =6W L= 6000 1.000 1.092 1.128 1.530 5.591 1.000 1.112 '1.156 1.632 '5.396 1.000 1.1l3 1.185 I.HO 5.680 
L(CI =6W L=12000 1.000 '.092 1.128 1.530 5.591 1.000 1.112 '1.156 1.632 '5.396 1.000 1.133 1.185 I.HO 5.680 

N L (C) =8W L= 1000 1.000 1.125 1.174 1.140 9.1193 1.000 1.150 1.209 1.861 7.809 1.000 1.177 1.245 1.993 7.798 
(It L(CI a8W L= 6000 1.000 1.120 1.168 1.714 9.209 1.000 1.145 1.202 1.8311 7.595 1.000 1.-171 1.238 1.963 7.592 
U1 L (C) =8W L=12000 1.0oe 1.1.20 1.168 1.7111 9.209 1.000 1.145 1.202 1.83/1 7.595 1.000 1.171 1.238 1.963 7.592 



N Table XIV - Values of (max delta Te)/(max delta Teo) U1 
0') 

-I I- 0.5 T(0,-4.2 r (1,-20. 0 (OR ANY OTHER VIU.UE, 

:::c W- 20.00 m W- 25.00 W- 30.00 

OJ 
w(e)/w- 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 

m L(e)-IW La 1000 1.000 1.026 1.035 1.137 1.683 1.000 1.032 1.0411 1.170 1.850 1.000 1.038 1.053 1.203 2.016 
r 
r L(q-1W I.- 6000 1.000 1.015 1.021 1.082 1.1111 1.000 1.019 1.027 1.102 1.511 1.000 1.023 1.032 1.122 1.611 

L(e)-IW La12000 1.000 1.015 1.021 1.082 1.1110 1.000 1.019 1.026 1.102 1.511 1.000 1.023 1.032 1.122 1.611 

en t.(q-2W I.- 1000 1.000 1.050 1.070 1.269 2.3115 1.000 1.062 1.086 1.33] 2.668 1.000 1.074 1.103 1. ]97 2.985 

-< I. (e) -2W La 6000 1.000 1.030 1.042 1.162 1.810 1.000 1.038 1.052 1.201 2.006 1.000 1.045 1.062 1.239 2.198 

en L(q-2W 1.-12000 1.000 1.030 1.0112 1.162 1.810 1.000 1.038 1.052 1.201 2.005 1.000 1.045 1.062 1.239 2.198 

-I L(e)-3W I.- 1000 1.000 1.074 1.103 1.397 2.987 1.000 1.092 1.127 1.490 3.115] 1.000 1.109 1. lSI 1.581 3.909 

m 1. (e) -3W Lz 6000 1.000 1.0115 1.062 1.240 2.199 1.000 1.056 1.071 1.296 2.483 1.000 1.066 1.091 1.]52 2.761 

~ 
L(q-3W L=12000 1.000 1.045 1.062 1.2110 2.199 1.000 1.056 1.077 1.296 2.1183 1.000 1.066 1.09 I 1.352 2.160 

t.(e)-4W La 1000 1.000 1.098 1.135 1.521 3.609 1.000 1.120 1.166 1.641 11.209 1.000 1.n2 1.196 1.757 4.789 

-I 
1. (e) -4W I.- 6000 1.000 1.059 1.082 1.315 2.578 1.000 1.073 1.101 1.389 2.945 1.000 1.086 1.119 1.460 3.302 

m L(e)-4W Lal2000 1.000 1.059 1.082 1.315 2.578 1.000 1.07.3 1.101 1.388 2.944 1.000 1.086 1.119 1.460 3.301 

(') I- 0.5 T(0,-2.8 T(1,-20.0 (OR ANY OTHER VIU.IJE) 
:::c 
Z W- 20.00 W- 25.00 W- 30.00 

(5 w(e)/w- 1.00 0.80 
:t> 

0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 

r L(e)-IW La 1000 1.000 1.027 1.038 1.145 1.725 1.000 1.034 1.047 1.180 1.902 1.000 1.040 1.056 1.215 2.078 

c.... 1. (e) -IW I.- 6000 1.000 1.019 1.026 1.100 1.501 1.000 1.023 1.032 1.125 1.624 1.000 1.028 1.039 1.149 1.745 

0 I. (C) -IW Lal2000 1.000 1.019 1.026 1.100 1.501 1.000 1.023 1.032 1.125 1.624 1.000 1.028 1.039 1.149 1.145 

C 
I. (q -2W La 1000 1.000 1.053 1.0711 1.285 2.1126 1.000 1.066 1.091 1.353 2.765 1.000 1.079 1.109 1.419 3.099 

L(e)s2W La 6000 1.000 1.037 1.051 1.197 1.987 1.000 1.0116 1.063 1.21U 2.223 1.000 1.054 1.075 1.291 2.454 

:II L(q-2W 1.-12000 1.000 1.037 1.051 1.197 1.987 1.000 1.046 1.063 1.2411 2.222 1.000 1.054 1.075 1.291 2.454 

Z t.(e)-3W Lz 1000 1.000 1.079 1.109 1.1120 3.103 1.000 1.097 1.134 1.517 3.591 1.000 1.115 1.159 1.612 4.066 

:t> I. (e) -3W Lz 6000 1.000 1.055 1.075 1.291 2.1157 1.000 1.067 1.093 1.359 2.797 1.000 1.080 I. 110 1.425 3.129 

.r- Io (q -3W 1.-12000 1.000 1.055 1.075 1.291 2.457 1.000 1.067 1.093 1.359 2.797 1.000 1.080 1. 110 1.425 3.129 

L(e)-IIW La 1000 1.000 1.103 1.1112 1.550 3.755 1.000 1.126 1.175 1.675 4.380 1.000 1.1"9 1.206 1.195 4.981 

"i1 t.(q-IIw La 6000 1.000 1.071 1.099 1.381 2.912 1.000 1.088 1.121 1.469 3.349 1.000 1.1011 1.143 1.553 3.771 

m "L(e)-/lW La12000 1.000 1.071 1.099 1.381 2.912 1.000 1.088 t. 121 1.469 3.348 1.000 1.1011 1.1/13 1.553 3.770 

OJ I- 0.5 r(O,-I.11 T(1,-20.0 (OR ANY OTHER VIU.UE) 
:c 
C W- 20.00 
:t> 

W- 25.00 W- 30.00 

:c W(C)/W- 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 

-< 
...... L(C)-1W La 1000 1.000 1.032 1.04/1 1.169 1.8117 1.000 1.039 1.054 1.210 2.051 1.000 1.0117 1.065 1.250 2.252 

(0 L(q-1W La 6000 1.000 1.026 1.037 1.1/11 1.706 1.000 1.033 1.0115 1.175 1.876 1.000 1.039 1.054 1.209 2.044 

....... L(e)-IW La12000 1.000 1.026 1.037 1.1111 1.706 1.000 1.033 1.045 1.175 1.876 1.000 1.039 1.054 1.209 2.044 

en I. (C) -2W I.- 1000 1.000 1.062 1.086 1.330 2.657 1.000 1.076 1.106 1.1107 3.043 1.000 1.090 1.125 1.483 3.419 

t.(C)-2W I.- 6000 1.000 1.052 1.071 1.275 2.382 1.000 1.064 1.088 1.340 2.704 1.000 1.075 1.104 1.403 3.019 

L(q-2W La12000 1.000 1.052 1.071 1.275 2.382 1.000 1.064 1.088 1.3110 2.704 1.000 1.075 1.1011 1.403 3.019 

L(e)-3W La 1000 1.000 1.091 1.125 1.484 3.432 1.000 1.111 1.154 1.593 3.979 1.000 1.131 1.181 1.699 11.507 

I. (C, -3W I.- 6000 1.000 1.076 1.105 1.4011 3.029 1.000 1.093 1.128 1.1195 3.487 1.000 1.109 1. lSI 1.5811 3.929 

1. (C) -3W La12000 1.000 1.076 I. lOS 1.4011 3.029 1.000 1.093 1.128 1.495 3.487 1.000 1.109 1.151 1.584 3.929 

L(C)-4W La 1000 1.000 1.118 1.163 1.630 11.172 1.000 1.144 1.199 1.768 4.862 1.000 1.169 1.233 1.900 5.519 

I. (q -IIW I.- 6000 1.000 1.098 1.136 1.526 3.649 1.000 1.120 1.166 1.642 11.227 1.000 1.141 1.195 1.752 4.778 
L(e)-IIW 1.-12000 1.000 1.098 1.136 1.526 3.6U 1.000 1.120 1.166 1.6112 4.227 1.000 l.nl 1.195 1.752 4.718 



Table XV - Values of (max delta Te)/ (max delta Teo) 

I- 1.0 T(0,-4.2 T(I,-20.0 (OR AMY OTHER VALUE) 

W- 20.00 W- 25.00 W- 30. 00 

W(C,I'W- 1.00 0.80 0.15 0.50 0.25 1.00 0.80 0.15 0.50 0.25 1.00 0.80 0.75 0.50 0.25 

L(e)-IW I;c 1000 1.000 1.026 1.035 1.137 1.685 1.000 1.032 1.044 1.170 1.852 1. 000 1.038 1.053 1.203 2.011 
L(e) -IW La 6000 1.000 1.015 1.021 1.082 1.412 1.000 1.019 1.021 1.102 1.512 1.000 1.023 1.032 1.122 1.612 

-I L (el = lW L-12000 1.000 1.015 1.021 1.082 1.412 1.000 1.019 1.027 1.102 1.512 1.000 1.023 1.032 1.122 1.612 
m L(C)-2W L- 1000 1.000 1.050 1.070 1.269 2.350 1.000 1.063 1.0B7 1.334 2.672 1.000 1.0111 1.103 1.397 2.990 

3;: L(el-2W L= 6000 1.000 1.030 1.042 1.162 1.81l1 1.000 1.03B 1. 052 1.201 2.009 1.000 1.0~5 1.062 1.240 2.201 

-U L (e) -2W L-12000 1.000 1.030 1.042 1.162 1.814 1.000 1.03B 1.052 1.201 2.009 1.000 1.045 1.062 1.240 2.201 

m L (el-3W L= 1000 1.000 1.015 1.103 1.398 2.991 1.000 1.092 1.127 1.491 3.463 1.000 1.109 1.151 1.582 3.918 

:II 
L (el a3W L- 6000 1.000 1.045 1.062 1.240 2.201 1.000 1.056 1.077 1.297 2.490 1.000 1.066 1. 091 1.352 2.76B 
L(e) a3W I;c12000 1.000 1.045 1.062 1.240 2.206 1.000 1.056 1.077 1.297 2.489 1.000 1.066 1. 091 1.352 2.767 

}> L (el-4W L= 1000 1.000 1.098 1.135 1.522 3.626 1.000 1.120 1.166 1.642 4.224 1.000 1.142 1.196 1.158 4.804 
-I L (e) -4W L= 6000 1.000 1.059 1.082 1.316 2.590 1.000 1.073 1.101 1.389 2.956 1.000 1.086 1.119 1.461 3.312 
C L(el-4W L=12000 1.000 1.059 1.082 1.316 2.589 1.000 1.073 1.101 1.389 2.955 1.000 1.0B6 1.119 1.460 3.311 
:0 
m I- 1.0 T(0,-2.8 T(1,-20.0 (OR IUIY OTHER VALUE, 

:II W- 20. 00 W- 25.00 Wa 30.00 

en W(CII'Wa 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.15 0.50 0.25 1.00 O.BO 0.75 0.50 0.25 m 
}> L(CI-1W I;c 1000 1.000 1.027 1.038 1.145 1.729 1.000 1.034 1. 047 1.1Bl 1.906 1.000 1.0110 1.056 1.216 2.0Bl 

-I L(e) -lW L= 6000 1.000 1.019 1.026 1.101 1.504 1.000 1.023 1.032 1.125 1.626 1.000 1.02B 1.039 1.149 1.741 
L(el a lW L=12000 1.000 1. 019 1.026 1.101 1.504 1.000 1.023 1.032 1.125 1.626 1.000 1.02B 1.039 1.1119 1.747 

() L (e) -2W I;c 1000 1.000 1.054 1.074 1.2B6 2.437 1.000 1.066 1.092 1.354 2.775 1.000 1.019 1.109 1.420 3.10B 

0 L (el =2W I;c 6000 1.000 1.037 1.051 1.19B 1.995 1.000 1.0116 1.063 1.245 2.230 1.000 1.055 1.075 1.291 2.461 
L (e) a2W L-12000 1.000 1.037 1.051 1.198 1.995 1.000 1.046 1.063 1.245 2.230 1. 000 1.055 1.075 1.291 2.461 

Z L(CI-3W L- 1000 1.000 1.019 1.109 1.1121 3.123 1.000 1.097 1.1311 1.519 3.610 1. 000 1.115 1.159 1.614 4. 084 
Cl L (el =3W I;c 6000 1.000 1.055 1.076 1.292 2.473 1.000 1.067 1.093 1.360 2.811 1.000 1.080 1.110 1.426 3.142 
C L(e) -3W L=12000 1.000 1.055 1.076 1.292 2.472 1.000 1.067 1.093 1.360 2.Bl1 1. 000 1.080 1.110 1.426 3.142 
() L (e) -4W I;c 1000 1.000 1.103 1.143 1.552 3.789 1.000 1.127 1.175 1.671 4.411 1. 000 1.n9 1.206 1.191 5.010 

-I L (e) -4W I;c 6000 1.000 1.012 1.099 1.3B3 2.937 1.000 1.0BB 1.122 1.410 3.372 1.000 1.1311 1. U4 1.555 3.792 

0 L (e) =4W I;c12000 1.000 1.072 1.099 1.383 2.937 1.000 1.0BB 1.122 1.470 3.372 1.000 1.1011 1.144 1.555 3.792 

:II I- 1.0 r (0, -1.11 T(11-20.0 (OR AMY OTIIER VALUEI 

() 
Wz 20.00 W= 25.00 Wz 30.00 0 

Z W(CI/W- 1.00 0.80 0.75 0.50 0.25 1.00 O.BO 0.75 0.50 0.25 1. 00 0.80 0.75 0.50 0.25 
(J) 
-I L(e) -IW I;c 1000 1.000 1.032 1.044 1.170 1.858 1.000 1.039 1.055 1.211 2.061 1.000 1.0U 1.065 1.251 2.262 
:II L(e)-IW L- 6000 1.000 1.021 1.031 1.142 1.115 1.000 1.033 1.046 1.116 1.885 1.000 1.019 1.054 1.209 2.052 

0 L(CI-1W I;c12000 1.000 1.027 1.037 1.142 1.715 1.000 1.033 1.046 1.176 I.BB5 1.000 1.019 1.0511 1.209 2.052 
L(e) -2W L= 1000 1.000 1.062 1.086 1.313 2.691 1.000 1.077 1.106 1.410 3.0n 1.000 1.091 1.125 1.485 3.449 

-I L (CI-2W L= 6000 1.000 1.052 1.072 1.278 2.411 1.000 1.064 1. 088 1.342 2.731 1. 000 1.076 1.105 1.405 3.044 

0 L(e) -2W L-12000 1.000 1.052 1.072 1.278 2.411 1.000 1.064 1.088 1.342 2.131 1.000 1.016 1.105 1.405 3.044 

Z L (el "'3W L= 1000 1.000 1.091 1.126 1.4B9 3.499 1.000 1.112 1.154 1.59B 4.041 1.000 1.131 1.IB2 1.103 4.564 
L (e) -3W La 60 00 1.000 1.016 1.105 1.408 3.0B6 1.000 1.093 1.129 1.499 3.5H 1.000 1.110 1.152 1.5Bl 3.977 
L(e) -3W L=12000 1.000 1.016 1.105 1.1108 3.0B6 1.000 1.093 1.129 1.499 3.539 1. 000 1.110 1.152 1.5Bl 3.977 

~ L (e) -4W I;c 1000 1.000 1.119 1.164 1.631 4.2B2 1.000 I.U5 1.200 1.775 4.962 1. 000 1.169 1.234 1.905 5.611 
U1 L (e) -4W La 6000 1.000 1.099 1.131 1.532 3.141 1.000 1.121 1.161 1.641 4.311 1. 000 1.1111 1.196 1.151 4.B55 ..... L(e)-IIW I;c12000 1.000 1.099 1.131 1.532 3.1111 1.000 1.121 1.161 1.641 4.311 1.000 1.1111 1.196 1.151 II.B55 



N Table XVI - Values of (max delta Te)/(max delta Teo) U1 
CD 

-I 1- 2.0 r(OI-II.2 T(II-20.0 (OR lIMY nHER VALUE) 

:I: W- 20.00 W- 25.00 W- 30. 00 m 
OJ W(CI/W- 1.00 0.80 0.75 O. SO 0.25 1.00 0.80 0.75 0.50 O.H 1.00 0.80 0.75 0.50 0.25 

m L(C)-IW L- 1000 1.000 1.026 1.036 1.138 1.692 1.000 1.032 1.01111 1.171 1.858 1.000 1.038 1.053 1.2011 2.023 r 
r L(C) -IW L- 6000 1.000 1.016 1.021 1.083 1.1117 1.000 1.019 1.027 1.103 1.517 1.000 1.023 1.032 1.123 1.617 

L(C)-IW L-12000 1.000 1.016 1.021 1. 083 1.1117 1.000 1.019 1.027 1.103 1.517 1.000 1.023 1.032 1.123 1.616 

(j) L(C) -2W L- 1000 1.000 1.051 1.070 1.271 2.372 1.000 1,063 1.087 l.ll6 2.692 1.000 1.075 1.103 1.399 3.008 

-< L (c1-2W L- 6000 1.000 1.031 1.0112 1.1611 1.830 1.000 1.038 1. 052 1.203 2.023 1.000 1.0115 1. 062 1.2111 2.215 

(j) L (C) -2W L-12000 1.000 1.031 1.0112 1.164 1.829 1.000 1.038 1.052 1.203 2.023 1.000 1.0115 1. 062 1.241 2.2'" 

-I L (CI =3W L- 10 00 1. 000 1.075 1.1011 1.1101 3.0110 1.000 1.092 1.128 1.4911 3.502 1.000 1.103 1.151 1.585 3.9511 

m L(C) -3W L- 6000 1.000 1.0115 1.063 1.2"3 2.237 1.000 1.056 1.077 1.299 2.518 1.000 1.066 1.092 1.3511 2.7911 

:s: L(C)-3W L=12000 1.000 1.0115 1.063 1.2113 2.237 1.000 1.056 1.077 1.299 2.517 1.000 1.066 1.092 1.3511 2.793 
L(CI-IIW L- 1000 1.000 1.099 1.136 1.528 3.6911 1.000 1.121 1.167 1.6117 11.287 1.000 1.1113 1.197 1.762 4.862 

-I L(CI-4W L- 6000 1. 000 1.060 1.083 1.320 2.639 1.000 1.073 1.101 1.393 3.001 1.000 1.087 1.120 1.4611 3.354 

m L (C) -4W L=12000 1.000 1.060 1.083 1.320 2.638 1.000 1.073 1.101 1.392 3.000 1.000 1.087 1.120 1.463 3.353 

0 1- 2.0 T(01-2.8 T(11-20.0 (OR ANY OTHER VALUE) 
:I: 
Z W- 20. 00 W- 25.00 W- 30.00 

a W(C)/W= 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 1. 00 0.80 0.75 0.50 0.25 » r L (CI-1W L= 1000 1.000 1. 028 1.038 1.147 1.744 1.000 1.0311 1.047 1.182 1.919 1.000 1.0" 1. 056 1.217 2.093 

c.... L (C) -IW L= 6000 1.000 1.019 1.026 1.102 1.515 1.000 1.0211 1.033 1.126 1.636 1. 000 1.028 1. 039 1.150 1.757 

0 L (e) -IW L=12000 1.000 1. 019 1.026 1.102 1.515 1.000 1.024 1.033 1.126 1.636 1.000 1.028 1.039 1.150 1.756 

C 
L(C)=2WL- 1000 1.000 1.054 1.075 1.290 2.481 1.000 1.067 1.092 1.357 2.815 1.000 1.079 1.109 1.423 3.145 
L (CI =2W L= 6000 1.000 1.038 1.052 1.201 2.028 1.000 1.046 1. 064 1.247 2.260 1.000 1.055 1.076 1.293 2.489 

:0 L (e) -2W L-12000 1.000 1.038 1.052 1.201 2.028 1.000 1.0116 1.0611 1.2117 2.260 1.000 1.055 1.076 1.293 2.1189 
Z L (C) "'3W L= 1000 1.000 1.080 1.110 l.li28 3.210 1.000 1.098 1.135 1.525 3.689 1.000 1.116 1.160 1.619 11.157 

» L(C)=3W L= 6000 1.000 1.055 1.077 1.297 2.538 1.000 1.068 1.094 1.364 2.871 1.000 1.080 1.111 1.1130 3.197 

..r L(C) "'3W L=12000 1.000 1.055 1.077 1.297 2.538 1.000 1.068 1. 094 1.364 2.871 1.000 1.080 1.111 1.430 3.197 
L(e)=liW L= 1000 1.000 1.105 1.lli5 1.562 3.931 1.000 1.128 1.171 1.686 11.539 1. 000 1.150 1.208 1.805 5.129 

"Tl L(CI-liW L- 6000 1.000 1.073 1.10 1 1.391 3.01lli 1.000 1.089 1.123 l.li77 3.1169 1.000 1.131i 1.1115 1.560 3.882 

m L(C)-IIW L=12000 1.000 1.073 1.101 1.391 3.01111 1.000 1.089 1.123 1.1177 3.1169 1.000 1.1011 1.145 1.560 3.882 

III 
I- 2.0 r(1I-20.0 (OR ANY :nHER VALUE) :0 T(01-1.4 

C W- 20. 00 W= 25.00 W- 30.00 » 
:0 W(CI/W- 1. 00 0.80 0.75 0.50 0.25 1.00 0.80 
-< 

0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 

...... L (C)-IW L= 1000 1.000 1.033 1.0115 1.175 1.907 1.000 1.040 1.056 1.215 2.104 1.000 1.0118 1.066 1.255 2.301 

(0 L(CI-1W L- 6000 1.000 1.027 1.038 1.146 1.755 1.000 1.0ll 1.046 1.179 1.920 1.000 1.0110 1.055 1.212 2.085 

-...J L(CI-1W L-12000 1.000 1.027 1.038 1.146 1.755 1.000 1.0ll 1. 0116 1.179 1.920 1.000 1.0"0 1.055 1.212 2. 085 

0> L(e) "'2W L= 1000 1.000 1.0611 1.089 1.3115 2.845 1.000 1.078 1.108 1.1120 3.210 1.000 1.092 1.127 1.4911 3.573 
L (CI-2W L= 6000 1.000 1.053 1.0711 1.288 2.538 1.000 1.065 1.090 1.350 2.8114 1.000 1.017 1.106 1.412 3.1Q8 

L(CI-2W L=12000 1.000 1.053 1.0711 1.288 2.538 1.000 1.065 1.090 1.350 2.8411 1.000 1.077 1.106 1. "'2 3.148 
L(C)=3W L= 1000 1.000 1.094 1.130 1.510 3.811 1.000 1.1111 1.157 1.615 11.315 1. 000 1.133 1.1811 1.718 4.813 
L (CI-3W L- 6000 1.000 1. 078 1.108 1.1125 3.348 1.000 1.095 1.131 1.513 3.770 1.000 1.111 1.154 1.600 11.187 
L(C) -3W L=12000 1.000 1.078 1.108 1.1125 3.3118 1.000 1.095 1.131 1.513 3.710 1.000 1.111 1.1511 1.600 4.187 
L (CI-IIW L= 1000 1.000 1.122 1.170 1.669 11.806 1.000 1.147 1.2011 1.801 5.415 1.000 1.172 1.238 1.929 6.016 
L (e) -IIW L- 6000 1.000 1.102 1.1111 1.558 Ii. 185 1.000 1.123 1.170 1.669 4.694 1.000 1.1H 1.198 1.716 5.199 
L (CI-IIW L=12000 1.000 1.102 1.1111 1.558 4.185 1.000 1.123 1.170 1.669 11.694 1.000 1.1113 1.198 1.716 5.199 



Table XVII - Values of (max delta Te)/ (max delta Teo) 

I- 3.0 r(0,-/6.2 T(I,-20.0 (al ANY JTHER VALUE) 

51- 20.00 51- 25.00 51- 30.00 

WeC)/w- 1.00 0.80 0.75 O. SO 0.25 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 

LeC)-IW La 1000 1.000 1.026 1.036 1.139 1.705 1.000 1.032 1.0/65 1.172 1.870 1.000 1.038 1.053 1.205 2.0H 
L(C) -151 L- 6000 1.000 1.016 1.022 1.084 1./627 1.000 1.019 1.027 1.1011 1.526 1.000 1.023 1.032 1.1211 1.6211 

-i LeC)-IW La12000 1.000 1.016 1.022 1.0811 1./627 1.000 1.019 1.027 1.1011 1.525 1.000 1.023 1.032 1.1211 1.6211 
m L(C) -2W L- 1000 1.000 1.051 1.071 1.275 2. '110 1.000 1.063 1.087 1.339 2.727 1.000 1.075 1.1011 1.1101 3.0110 

~ L eC)-2W L- 6000 1.000 1.031 1.0/63 1.167 1.858 1.000 1.038 1.053 1.205 2.0/18 1.000 1.0'5 1.063 1.243 2.237 

"U L(C) -2W La12000 1.000 1.031 1.043 1.167 1.857 1.000 1.038 1.053 1.205 2.047 1.000 1.045 1.063 1.2113 2.237 

m L(C)-3W 1.= 1000 1.000 1.076 1.105 1.408 3.1111 1.000 1.093 1.129 1.499 3.569 1.000 1.110 1.152 1.589 4.016 

:D L (C) -351 L- 6000 1.000 1.0116 1.06_ 1.248 2.292 1.000 1.056 1.078 1.303 2.566 1.000 1.067 1.092 1.358 2.838 

> LeC) -3W L-12000 1.000 1.046 1.064 1.2117 2.291 1.000 1.056 1.078 1.303 2.566 1.000 1.067 1.092 1.358 2.837 

-i L eC)-4W La 1000 1.000 1.100 1.138 1.536 3.816 1.000 1.122 1.168 1.6511 4.397 1.000 1.1113 1.198 1.769 4.963 

C 
L(C) -1151 L- 6000 1.000 1.061 1.0811 1.327 2.729 1.000 1.0711 1.102 1.398 3.081 1.000 1.087 1.121 1.469 3.1127 

:D 
LeC)-"W L-12000 1.000 1.061 1.084 1.327 2.728 1.000 1.0711 1.102 1.398 3.080 1.000 1.067 1.121 1.1168 3.1126 

m I- 3.0 T(0,-2.8 Tel)-20.0 (al A!l'j' OTHER VALUE) 

:D 51- 20.00 51- 25.00 W- 30.00 

en 
m WeC)/W- 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 

> LeC)-IW La 1000 1.000 1.028 1.039 1.150 1.771 1.000 1.035 1.048 1.185 1.942 1.000 1.0111 1.057 1.219 2.1111 

-i L eC) -IW L- 6000 1.000 1.019 1.027 1.1011 1.535 1.000 1.0211 1.033 1.128 1.654 1.000 1.02S 1.039 ".152 1.772 
LeC)-IW Lz12000 1.000 1.019 1.027 1.104 1.535 1.000 1.0211 1.033 1.128 1.653 1.000 1.028 1.039 1.152 1.772 

0 LeC) -2W La 1000 1.000 1.055 1.076 1.291 2.562 1.000 1.068 1.093 1.363 2.881 1.000 1.0S0 1.110 1.428 3.210 

0 L(C)-2W 1.= 6000 1.000 1.038 1.053 1.206 2.089 1.000 1.047 1.065 1.252 2.314 1.000 1.055 1.077 1.291 2.538 

Z L(C) -2W La 12000 1.000 1.038 1.053 1.206 2.089 1.000 1.047 1.065 1.252 2.314 1.000 1.055 1.011 1.291 2.538 
L eC)-3W La 1000 1.000 1.081 1.113 1.11110 3.312 1.000 1.099 1.131 1.535 3.832 1.000 1.117 1.161 1.628 11.281 

0 L eC)-3" La 6000 1.000 1.057 1.078 1.301 2.662 1.000 1.069 1.095 1.372 2.979 1.000 1.081 1.112 1.431 3.296 
C L(C)-3W L-12000 1.000 1.057 1.018 1.301 2.662 1.000 1.069 1.095 1.312 2.979 1.000 I.OSI 1.112 1.431 3.296 

0 L eC)-4W La 1000 1.000 1.107 1.148 1.580 4.201 1.000 1.129 1.179 1.101 4.775 1.000 1.152 1.210 1.818 5.342 

-i L eC) -II" L- 6000 1.000 1.0711 1.103 1.405 3.253 1.000 1.090 1.125 1.488 3.650 1.000 1.1D6 1.1116 1.570 4.045 

0 LeC)-4W La12000 1.000 1.0711 1.103 1.405 3.253 1.000 1.090 1.125 1.1188 3.649 1.000 1.106 1.146 1.510 4.045 

:D I- 3.0 reO)-1.4 T(I)-20.0 (OR AllY OTHER VALUE) 

0 W- 20.00 W- 25.00 W- 30.00 
0 
Z WIC)/W- 1.00 0.80 0.15 0.50 0.25 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.15 0.50 0.25 
en 
-i LIC)-IW Lz 1000 1.000 1.0311 1.0117 1.185 2.002 1.000 1.0111 1.057 1.223 2.1S4 1.000 1.0118 1.067 1.261 2.312 

~ L (C) -IW La 6000 1.000 1.028 1.039 1.1511 1.835 1.000 1.0311 1.048 1.185 1.986 1.000 1.0110 1.056 1.211 2.H4 

0 LIC)-IW 1.=12000 1.000 1.028 1.039 1.154 1.8311 1.000 1.0lll 1.0118 1.185 1.986 1.000 1.lno 1.056 1.211 2.143 

-i LeC) -2W La 1000 1.000 1.067 1.093 1.369 3.172 1.000 1.0BO 1.111 1.1139 3.IISI 1.000 1.0911 1.130 1.510 3.811 

6 
L(e) -2W 1.= 6000 1.000 1.056 1.011 1.307 2.815 1.000 1.067 1.093 1.365 3.012 1.000 1.078 1.10B 1.425 3.3118 
L(C)-2" 1.=12000 1.000 1.056 1.077 1.301 2.815 1.000 1.061 1.093 1.365 3.072 1.000 1.018 1.108 1.1125 3.348 

Z L (e) -3W La 1000 1.000 1.099 1.137 1.550 11.547 1.000 1.117 1.163 1.648 4.900 1.000 1.116 1.189 1.746 5.314 
L(C)-3W 1.= 6000 1.000 1.082 1.114 1.458 3.977 1.000 1.098 1.136 1. SliD 4.267 1.000 1.114 1.157 1.623 4.612 
L(C) -3W Lal2000 1.000 1.082 1.1111 1.458 3.977 1.000 1.098 1.136 1.540 4.267 1.000 1.1111 1.157 1.623 4.612 

N L(C)-II" 1;0 1000 1.000 1.129 1.179 1.129 6.180 1.000 1.153 1.212 1.850 6.451 1.000 1.176 1.21111 1.970 6.875 

U1 L(C) -IIW L- 6000 1.000 1.107 1.1119 1.608 5.369 1.000 1.127 1.176 1.709 5.5B2 1.000 1.1117 1.203 1.811 5.933 
(Q L(C)-/lW L-12000 1.000 1.107 1.1119 1.608 5.369 1.000 1.127 1.116 1.709 5.582 1.000 1.1117 1.203 1.811 5.933 



N Table XVIII- Values of (max delta Te)/(max delta Teo) 0) 
0 

-I I- 4.0 TIOI -4.2 T (11 =20.0 (OR ANY :>rHER VALUE) 

:r: W= 20.00 W= 25.00 W- 30.00 m 
OJ W(CI/W= 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 

m L (e) =lW L= 1000- 1.000 1.026 1.037 1.1~2 1.724 1.000 1.033 1.045 1.174 1.886 1.000 1.039 1.053 1.207 2.049 r 
r L (e) _ lW L= 6000 1.000 1.016 1.022 1.086 1.441 1.000 1.020 1.027 1.105 1.538 1.000 1.023 1.032 1.125 1.635 

L(CI-1W L=12000 1.000 1.016 1.022 1.086 1.4'1 1.000 1.020 1.027 1. IDS 1.537 1.000 1.023 1.032 1.125 1.635 

en L (e) =2W L= 1000 1.000 1.052 1.072 1.280 2.467 1.000 1.064 1.088 1.343 2.777 1.000 1.076 1.104 1.405 3.086 

-< L (e) =2W L- 6000 1.000 1.032 1.044 1.171 1.900 1.000 1.039 1.054 1.208 2.085 1.000 I. 0~6 1.063 1.246 2.270 

en L(CI=2W L=12000 1.000 1.032 1.0114 1.171 1.899 1.000 1.039 1.0511 1.208 2.084 1.000 1.0~6 1.063 1.2116 2.270 

-I L (CI -3W L- 1000 1.000 1.077 1.107 1.416 3.228 1.000 1.094 1.130 1.507 3.670 1.000 1.111 1.153 1.596 4.108 

m L (e) -3W L- 6000 1.000 1.047 1.065 1.254 2.377 1.000 1.057 1.079 1.309 2.640 1.000 1.067 1.093 1.363 2.905 

s:: L (CI-3W L=12000 1.000 1.047 1.065 1.254 2.376 1.000 1.057 1.079 1.308 2.639 1.000 1.067 1.093 1.362 2.904 
L (CI =4W L= 1000 1.000 1.101 1.140 1.549 4.007 1.000 1.123 1.170 1.665 4.564 1.000 1. "4 1.200 1.778 5.114 

-I L (e) -4W L- 6000 1.000 1.062 1.086 1.337 2.872 1.000 1.075 1.104 1.407 3.204 1.000 1.08B 1.122 1.476 3.538 

m L (e) -"W L-12000 1.000 1.062 1.086 1.336 2.871 1.000 1.075 1.10" 1.406 3.203 1.000 1.088 1.122 1.475 3.537 

(') I- 4.0 T(01-2.8 T(11 =20.0 (OR I'.m OTHER VALUE) :r: 
z W- 20.00 W- 25.00 W= 30.00 

(') 
W(CI/w- 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 » r L(CI=lW La 1000 1.000 1.029 1.040 1. ISS 1.811 1.000 1.035 1.049 1.188 1.976 1.000 1.041 1.057 1.222 2. ,,,4 

c... L (e) -lW L- 6000 1.000 1.020 1.028 1.108 1.567 1.000 1.024 1.034 1.131 1.680 1.000 1.029 1.040 1.154 1.795 

0 L (e) -lW L-12000 1.000 1.020 1.028 1.108 1.567 1.000 1.024 1.034 1.131 1.680 1.000 1.029 1.040 1.154 1.795 

C L (CI =2W L- 1000 1.000 1.057 1.079 1.308 2.690 1.000 1.069 1.095 1.372 2.996 1.000 I. 08 1 1.112 1.436 3.308 
L (e) -2W L- 6000 1.000 1.039 1.055 1.215 2.189 1.000 1.048 1.066 1.259 2.398 1.000 1.056 1.078 1.303 2.613 

JJ L(CI-2W La12000 1.000 1.039 1.055 1.215 2.189 1.000 1.048 1.066 1.259 2.397 1.000 1.056 1.078 1.303 2.613 
Z L(CI =3W L- 1000 1.000 1.084 1. 116 1.459 3.641 1.000 1.101 1.140 1.550 4.05B 1.000 1.118 1.164 1.6'1 4.488 

» L (CI-3W La 6000 1.000 1.058 1.081 1.321 2.874 1.000 1.070 1.097 1.384 3.155 1.000 1.082 1.1U 1.4117 3.451 

.! L (e) =3W L-12000 1.000 1.058 1.081 1.321 2.874 1.000 1.070 1.097 1.383 3. ISS 1.000 1.082 1.114 1.447 3.451 
L(CI-4W L- 1000 1.000 1.110 1.152 1.607 11.6711 1.000 1.132 1.183 1.723 5.163 1.000 1.154 1.213 1.837 5.680 

"'T1 L (CI-4W La 6000 1.000 1.077 1.107 1.426 3.630 1.000 1.092 1.128 1.505 3.954 1.000 1.107 1.149 1.585 '.308 

m L (e) -"W L-12000 1.000 1.077 1.107 1.426 3.630 1.000 1.092 1.128 ·1.505 3.953 1.0GO 1.11>7 1.W9 1.585 Ii.. 308. 

OJ 
JJ 1- 11.0 T(OI-l.11 r(11-20.0 (OR I'.m OTHER Vl'.LUEI 

C W- 20.00 W- 25.00 W= 30.00 » 
JJ W(CI/W- 1.00 0.80 0.75 0.50 0.25 1.00 0.80 
-< 

0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 

....l L (e) -lW La 1000 1.000 1.037 1.051 1.201 2.176 1.000 1.043 1.060 1.235 2.318 1.000 1.050 1.069 1.271 2.1186 

CD L (e) -lW L- 6000 1.000 1.030 1.042 1.167 1.982 1.000 1.036 1.049 1.195 2.098 1.000 1.041 1.057 1.225 2.238 

...... L(C)-lW L=12000 1.000 1.030 1.0112 1.167 1.982 1.000 1.036 1.049 1.195 2.098 1.000 1.041 1.057 1.225 2.238 

m L(C)-2W L- 1000 1.000 1.072 1.100 1.407 3.81n 1.000 1.08' 1.117 1.H8 3.993 1.000 1.097 1.134 1.5311 4.229 
L(e)-2W La 6000 1.000 1.060 1.083 1.338 3.436 1.000 1.070 1.097 1.389 3.509 1.000 1.081 1.112 1.445 3.703 
L (e) -2W La12000 1.000 1.060 1.083 1.338 3.436 1.000 1.070 1.097 1.389 3.509 1.000 1.081 1.112 1.1145 3.703 
L (e) =3w La 1000 1.000 1.106 1.148 1.618 6.580 1.000 1.123 1.171 1.700 6.171 1.000 1.141 1.195 1.789 6.283 
L (e) -3W L- 6000 1.000 1.088 1.123 1.515 5.792 1.000 1.102 1.142 1.583 5.371 1.000 1.117 1.163 1.658 5. "'6 
L (CI-3W L-12000 1.000 1.088 1.123 1.515 5.792 1.000 -1.102 1.142 1.583 5.371 1.000 1.117 1.163 1.658 5."6 
L(CI-4W La 1000 1.000 1.140 1.195 1.835 11.388 1.000 1.160 1.223 1.929 9.096 1.000 1.182 1.253 2.036 8.718 
L (el =4W L- 6000 1.000 1. I 16 1.162 1.697 10.214 1.000 1.11' 1.186 1.776 7.920 1.000 1.152 1.211 1.865 7.538 
L (e) -"W L-12000 1.000 1.116 1.162 1.697 10.21" 1.000 1.13" 1.186 1.776 7.920 1.000 1.152 1.211 1.865 7.538 



Table XIX - Values of (max delta Te)/(max delta Teo) 

1- 1.0 T(01-~.2 T(11 =20.0 (OR />.NY orHER VALUEI 

W- 80.00 W-l00.00 !P120.00 

W(C/I'W= 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 

L(C/-0.5W L= 1000 1.000 1.0~6 1.063 1. 2~~ 2.220 1.000 1. 057 1.079 1.303 2.515 1.000 1.068 1. 094 1.361 2.808 
L(C) =0.5W L= 6000 1.000 1.016 1.022 1.085 1.423 1.000 1.020 1.027 1.105 1.527 1.000 1.024 1.033 1.126 1.630 

-; L(CI-0.5W L=12000 1.000 1.015 1.021 1.082 1.411 1.000 1.019 1.021 1.102 1.511 1.000 1.023 1.032 1.122 1.611 

m L(e) -1.0W L= 1000 1.000 1.089 1.123 1.476 3.383 1.000 1.110 1.153 1.588 3. 9~3 1.000 1.131 1.181 1.698 ~.~89 

~ 
L(e)-1.0W L= 6000 1.000 1.031 1.043 1.167 1.836 1.000 1.039 1.054 1.207 2.037 1.000 1. 0~6 1.064 1.247 2.236 
L(e) =1.0W L-12000 1.000 1.030 1.0~2 1.162 1.810 1.000 1.038 1.052 1.201 2.006 1.000 1. 0~5 1.062 1.239 2.198 

"U L(CI-l.5W L= 1000 1.000 1.131 1.181 1.698 ~. ~91 1.000 1.161 1.222 1.856 5.285 1.000 1.189 1.262 2.009 E. 0~1 
m L(C/=1.5W L= 6000 1.000 1.0~6 1.064 1. 2~1 2.237 1.000 1.051 1.079 1.306 2.530 1.000 1.068 1. 09~ 1.363 2.816 
:0 L(q =1.5W L=12000 1.000 1.045 1.062 1.240 2.199 1.000 1.056 1.071 1.296 2.483 1.000 1.066 1.091 1.352 2.761 

» L(CI =2.0W L= 1000 1.000 1.110 1.235 1.908 5.5~5 1.000 1.208 1.287 2.108 6.542 1.000 1.2~3 1.336 2.296 1. ~85 
-; L(e) =2.01' L= 6000 1.000 1.061 1.08~ 1.325 2.628 1.000 1.075 1.1 O~ 1. ~01 3.006 1.000 1.089 1.123 1.47~ 3.314 

C L(e)=2.0W L=12000 1.000 1.059 1. 082 1.315 2.518 1.000 1.073 1.101 1.389 2.9~5 1.000 1.086 1.119 1.460 3.302 

:0 
m 1= 1.0 T(01-2.8 fill =20.0 (OR ANY orHER VALUEI 

:0 W- 80.00 W-l00.00 W-120. 00 

en W(CII'W= 1. 00 0.80 m 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 

» L(e) =0.5W L= 1000 1.000 1.047 1.06~ 1.248 2. 2~1 1.000 1.058 1.080 1.308 2. 5~2 1.000 1.069 1.095 1.368 2.838 
L(e) =0.51' L= 6000 1.000 1.019 1.026 1.101 1.508 1.000 1.02~ 1.033 1.126 1.632 1.000 1.028 1.039 1.151 1.15~ 

-; L(C/=0.5W L=12000 1.000 1.019 1.026 1.100 1.501 1.000 1.023 1.032 1.125 1.624 1.000 1.028 1.039 1.149 1.745 

(') L(e) -1.0W L= 1000 1.000 1.091 1.125 1.484 3.423 1. 000 1.112 1.155 1.598 3.990 1.000 1.133 1.184 1.708 ~. 5~2 

L (e) -1. OW L= 6000 1.000 1.037 1.052 1.200 1.999 1.000 1.0~6 1. 06~ 1.2~7 2.238 1.000 1.055 1.076 1.294 2. ~72 
0 L(e) =1.01' L=12000 1.000 1.037 1.051 1.191 1.987 1.000 1.046 1.063 1.244 2.223 1.000 1.05~ 1.075 1.291 2.~54 

Z L(C/-l.5W L= 1000 1.000 1.133 1.184 1.108 4.546 1.000 1.163 1.225 1.868 5. 3~ 1 1.000 1.192 1.265 2.022 6.115 

0 L(q=1.5W L= 6000 1.000 1.055 1.076 1. 29~ 2.475 1.000 1.068 1.094 1.363 2.819 1.000 1.081 1.112 1. ~30 3.155 

C L(C/=1.5w L=12000 1.000 1.055 1.075 1.291 2.~51 1.000 1.061 1.093 1.359 2.791 1.000 1.080 1.110 1.425 3.129 

(') L (e) -2. OW L= 1000 1.000 1.113 1.239 1.921 5.611 1.000 1.210 1.291 2.121 6.614 1.000 1.246 1.340 2.311 7.561 

-; L(C/-2.0W L= 6000 1.000 1.072 1.100 1.386 2.936 1.000 1.089 1.123 1.475 3.318 1.000 1.105 1.145 1.560 3.805 

0 L(e) =2.0W L=12000 1.000 1.071 1.099 1.381 2.912 1.000 1.088 1.121 1.469 3.349 1.000 1.104 1.143 1.553 3.711 

:0 1= 1.0 T(01-1.4 T(1I=20.0 (OR ANY Of HER VALUE) 

(') W- 80.00 
0 

W-l00.00 W-120.00 

Z W(CII'W= 1.00 0.80 0.15 0.50 0.25 1.00 0.80 0.15 0.50 0.25 1.00 0.80 0.75 0.50 0.25 

en 
-; L(C/=0.5W L=- 1000 1.000 1.049 1.068 1.261 2.301 1.000 1.061 1.084 1.324 2.620 1.000 1.012 1.100 1.385 2.~29 

:0 L (q -0. 5W L= 6000 1.000 1.026 1.031 1.141 1.101 1.000 1.033 1.045 1.115 1.877 1.000 1.039 1~054 1.209 2.0~6 

0 L(e) -0.5W L=12000 1.000 1.026 1.031 1.1~1 1.106 1.000 1.033 1.0~5 1.115 1.816 1.000 1.039 1.05~ 1.209 2.04~ 

L(e) -1.0W L= 1000 1.000 1.095 1.131 1.501 3.5~~ 1.000 1.111 1.162 1.625 ~.130 1.000 1.138 1.191 1.138 ~.699 
-; L(e)-1.0W L= 6000 1.000 1.052 1.011 1.216 2.38~ 1.000 1.06~ 1.088 1.3~0 2.101 1. 000 1.016 1.105 1. ~03 3.022 

(5 L (C/ =1. OW L=12000 1.000 1.052 1.011 1.215 2.382 1.000 1.064 1.088 1.340 2. 70~ 1.000 1.015 1.10~ 1.~03 3.019 

Z L(e) -1.51' L= 1000 1.000 1.139 1.192 1.139 4.11~ 1.000 1.169 1.234 1.904 5.534 1.000 1.199 1.215 2.060 6.318 
L(C/=1.5W L= 6000 1.000 1.076 1.105 1.404 3.033 1.000 1.093 1.128 1.496 3.491 1.000 1.110 1.151 1.585 3.934 
L(q -1.51' L=12000 1.000 1.016 1.105 1.404 3.029 1.000 1.093 1.128 1.495 3.481 1.000 1.109 1.151 1.584 3.929 

I\) L(e)=2.0W L= 1000 1.000 1.119 1.248 1.958 5.818 1.000 1.218 1.301 2.162 6.836 1.000 1.254 1.351 2.353 7.191 

Q) L(e) -2.0W L= 6000 1.000 1.099 1.136 1.521 3.653 1.000 1.120 1.166 1.643 4.232 1.000 1. 1~1 1.195 1.153 ~.184 

..... L (C/ -2.0W L=12000 1.000 1.098 1.136 1.526 3.649 1.000 1.120 1.166 1.6~2 4.221 1.000 1.141 1.195 1.152 4.118 



N Table XX - Values of (max delta Te)/(max delta Teo) Q) 
N 

-I I- 2.0 TIO)-4.2 Til) =20.0 lOR ANY OTHER VALUE) 

:::r: W- 80.00 W-l00.00 W=120.00 m 
OJ WIC)/W- 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 

m L IC)-O. 5W L= 1000 1.000 1.046 1.063 1.2411 2.221 1.000 1.057 1.079 1.303 2.517 1.000 1.068 1.094 1.362 2.809 r r LIC) -0.5W L- 6000 1.00(1 1.016 1.022 1.085 1.1125 1.000 1.020 1.027 1.106 1.529 1.000 1.024 1. 033 1.126 1.632 
L Ic) -a. 5W L=12000 1.000 1.015 1.021 1. 082 '."2 1.000 1.019 1.027 1.102 1.512 1.000 1.023 1.032 1.122 1.612 

en LIC)-1.0W L= 1000 1.000 1.089 1.124 1.477 3.388 1.000 1.110 1.153 1.589 3.948 1.000 1.131 1.181 1.698 4.494 

-< L Ic) -1. ow L= 6000 1.000 1.031 1.043 1.167 1.840 1.000 1.039 1.054 1.208 2.041 1.000 1.046 1.064 1. 247 2.239 

en LIC)-1.0W L=12000 1.000 1.030 1.042 1.162 1.814 1.000 1.038 1.052 1.201 2.009 1.000 1.045 1.062 1.2110 2.201 

-I Llc) -1.5W L- 1000 1.000 1.131 1.181 1.699 11.502 1.000 1.161 1.222 1.857 5.294 1.000 1.189 1.262 2.010 6.057 

m LIC)-1.5W L= 6000 1.000 1.0116 1.0611 1.248 2.245 1.000 1.057 1.079 1.306 2.537 1.000 1.068 1.0911 1.364 2.823 

~ 
Llc) -1.5W L=12000 1.000 1.0115 1.062 1.2110 2.207 1.000 1.056 1.077 1.297 2.490 1.000 1.066 1.091 1.352 2.768 
LIC)-2.0W L= 1000 1.000 1.170 1.236 1.909 5.562 1.000 1.208 1.287 2.109 6.557 1.000 1.2113 1.336 2.297 7.500 

-I 
L IC) -2. ow L- 6000 1.000 1.061 1.0811 1.326 2.640 1.000 1.075 1.104 1.402 3.017 1.000 1.089 1.123 1.475 3.385 

m L Ic) .02. ow L=12000 1.000 1.059 1.082 1.316 2.590 1.000 1.073 1.101 1.389 2.956 1.000 1.086 1.119 1.1161 ]. ]12 

0 I- 2.0 TIO) -2. 8 T 1.1) =2 O. 0 (OR ANY OTHER VALUE) 
:::r: 
Z W- 80.00 W=100.00 W-120.00 

0 W(C)/W- 1.00 0.80 0.75 0.50 0.25 1.00 » 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 

r Llc) .o0.5w L= 1000 1.000 1.0117 1.0611 1.249 2.245 1.000 1.058 1.080 1.]09 2.545 1.000 1.069 1.095 1.368 2.841 

c... L (C) =0. 5W L= 6000 1.000 1.019 1.026 1.102 1.510 1.000 1.024 1.033 1.127 1.6311 1.000 1.028 1.039 1.151 1.757 

0 L(C)=0.5W L=12000 1.000 1.019 1.026 1.101 1.504 1.000 1.023 1.032 1.125 1.626 1.000 1.028 1.039 1.149 1.741 

Llc) -1.0W L= 1000 1.000 1.091 1.126 1.485 3.435 1.000 1.112 1.155 1.598 4.000 1.000 1.133 1.184 1.109 4.552 
C L(C)=1.0W L= 6000 1.000 1.038 1.052 1.200 2.001 1.000 1.046 1.0611 1.248 2.245 1.000 1.055 1.076 1.295 2.479 
:0 LIC)-1.0W L=12000 1.000 1.031 1.051 1.198 1.995 1.000 1.0116 1.063 1.245 2.2]0 1.000 1.055 1. 075 1.291 2.1161 

Z L(C)-1.5W L= 1000 1.000 1.133 1.184 1.710 4.569 1.000 1.163 1.225 1.810 5.368 1.000 1.192 1.265 2.023 6.134 

» LIC)=1.5W L= 6000 1.000 1.055 1.077 1.296 2.491 1.000 1.068 1.094 1.]611 2.834 1.000 1.081 1.112 1.1131 3.169 

r L(C) .o 1.5W L=12000 1.000 1.055 1.076 1.292 2.473 1.000 1.067 1.093 1.360 2.811 1.000 1.080 1.110 1.1126 3.142 
Llc) -2.0W L= 1000 1.000 1.173 1.239 1.923 5.648 1.000 1.210 1.291 2.123 6.648 1. 000 1.246 1.3110 2.313 1.592 

"T1 L (C) -2. ow L= 6000 1.000 1.073 1.100 1.388 2.961 1.000 1.089 1.123 1.476 3.401 1.000 1.105 1.145 1.561 3.821 

m L(C)-2.0W L.o12000 1.000 1.072 1.099 1.383 2.931 1.000 1.088 1.122 1.470 3.312 1.000 1.104 1.144 1.555 3.192 

OJ 
I- 2.0 :0 TIO)-1.4 Til) =20.0 (OR ANY OTHER VALUE) 

C w- 80.00 W-l00.00 W-120.00 » 
:0 W(C)/WZ 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.15 0.50 0.25 1.00 0.80 0.75 0.50 0.25 

-< 
...... L (C) -0.5W La 1000 1.000 1.0119 1~U1l6 1.262 2.320 1.000 1.061 1.0811 1.325 2.632 1.000 1.072 1.100 1.386 2.941 

co Llc) .o0.5W L= 6000 1.000 1.027 1.037 1.1112 1.716 1.000 1.033 1.0116 1.176 1.886 1.000 1.039 1.054 1.210 2.05" 

...... L(C)-0.5W L=12000 1.000 1.027 1.037 1.142 1.715 1.000 1.033 1.0116 1.176 1.885 1.000 1.039 1.0511 1.209 2.052 

CJ) LIQ-l.0W L= 1000 1.000 1.095 1.1]2 1.510 3.585 1.000 1.117 1.162 1.621 11.168 1.000 1.139 1.192 1.141 4.135 

L IC) -1. ow L= 6000 1.000 1.052 1.072 1.218 2.413 1.000 1.064 1.089 1.342 2.133 1.000 1.016 1.105 1.405 3.041 
L(C)-1.0W L=12000 1.000 1.052 1.072 1.218 2.411 1.000 1.064 1.088 1.342 2.731 1.000 1.016 1.105 1.405 3.044 
LIC)-1.5W L= 1000 1.000 1.139 1.192 1.145 4.795 1.000 1.170 1.235 1.908 5.608 1.000 1.199 1.215 2.065 6.386 
L (C) -1. 5W L= 6000 1.000 1.076 1.105 1.1108 3.089 1.000 1.093 1.129 1.500 3.543 1.000 1.110 1.152 1.588 3.982 
Llc) -1.5W L-12000 1.000 1.076 1.105 1.408 3.086 1.000 1.093 1.129 1.499 3.539 1.000 1.110 1.152 1.587 3.977 

L IC) -2. ow L= 1000 1.000 1.180 1.249 1.966 5.948 1.000 1.218 1.302 2.169 6.954 1.000 1.254 1.352 2.360 7.899 
L Ic) -2. ow L= 6000 1.000 1.099 1.137 1.533 ].745 1.000 1.121 1.161 1.648 4.]16 1.000 1.142 1.196 1.758 4.861 
LIC)-2.0W L-12000 1.000 1.099 1.137 1.532 ].7111 1.000 1.121 1.167 1.647 4.]11 1.000 1.141 1.196 1.757 11.855 



Table XXI - Values of (max delta To)/ (max delta Too) 

I- 11.0 T(OI KII.2 T(ll =20.0 (OR ANY orHER VALUE) 

W- 80.00 W-l00.00 W=120.00 

W(C)/W= 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 

L(C)-0.5W L= 1000 1.000 1.0116 1.063 1.245 2.228 1.000 1.057 1.079 1.304 2.523 1.000 1.068 1.094 1.362 2.815 
L(C)-0.5W L= 6000 1.000 1.016 1.022 1.086 1.431 1.000 1.020 1.028 1.106 1.534 1.000 1.024 1.033 1.127 1.636 

-I L«(;)=0.5W L=12000 1.000 1.016 1.021 1.083 1.1Ii7 1.000 1.019 1.027 1.103 1.517 1.000 1.0H 1.032 1.123 1.617 

m L(C)-1.0W L= 1000 1.000 1.090 1.124 1.479 3.410 1.000 1.111 1.153 1.590 3.968 1.000 1.131 1.181 1.699 4.513 

~ 
L(C) -1.0W L= 6000 1.000 1.032 1.044 1.169 1.856 1.000 1.039 1.054 1.209 2.056 1.000 1.047 1.064 1.249 2.253 
L(C)-1.0W L=12000 1.000 1.031 1.042 1.164 1.830 1.000 1.038 1.052 1.203 2.023 1.000 1.045 1.062 1.241 2.215 

"'U L(C)-1.5W L= 1000 1.000 1.131 1.182 1.702 4.545 1.000 1.161 1.223 1.860 5.334 1.000 1.189 1.262 2.012 6.094 
m L (C)=I. 5w L= 6000 1.000 1.047 1.065 1.251 2.277 1.000 1.058 1.080 1.309 2.566 1.000 1.068 1.095 1.366 2.850 
JJ L (C) =1.5W L=12000 1.000 1.045 1.063 1.243 2.237 1.000 1.056 1.077 1.299 2.518 1.000 1.066 1.092 1.354 2.794 » L(C)=2.0W L= 1000 1.000 1.171 1.236 1.914 5.632 1.000 1.208 1.288 2.112 6.621 1.000 1.243 1.337 2.301 7.559 
-I L(C)=2.0W L= 6000 1.000 1.062 1.085 1.330 2.692 1.000 1.076 1.105 1.405 3.064 1.000 1.089 1.124 1.478 3.428 
C L (e) =2. ow L=12000 1.000 1.060 1.083 1.320 2.639 1.000 1.073 1.101 1.393 3.001 1.000 1.087 1.120 1.464 3.354 

JJ 
m I- 4.0 T(0)-2.8 r(1)=20.0 (OR ANY OTHER VALUE) 

:0 W- 80.00 W=100.00 W= 120. 00 

en W(C)/w= 1.00 0.80 0.75 0.50 0.25 1.00 m 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 

» L(C) =0.5W L= 1000 1.000 1.047 1.065 1.250 2.260 1.000 1.058 1.080 1.310 2.559 1.000 1.069 1.096 1.369 2.854 

-I L(C)=0.5W L= 6000 1.000 1.019 1.027 1.103 1.522 1.000 1.024 1.033 1.128 1.644 1.000 1.028 1.039 1.152 1.766 
L(C) =0.5W L=12000 1.000 1.019 1.026 1.102 1.515 1.000 1.024 1.033 1.126 1.636 1.000 1.028 1.039 1.150 1.757 

() L(C)=1.0W L= 1000 1.000 1.091 1.126 1.489 3.482 1.000 1.113 1.156 1.602 4.044 1.000 1.113 1.184 1.712 4.593 

0 
L (e) =1. OW L= 6000 1.000 1.038 1.053 1.204 2.041 1.000 1.047 1.065 1.251 2.276 1.000 1.056 1.077 1.297 2.508 
L(C)=1.0W L=12000 1.000 1.038 1.052 1.201 2.028 1.000 1.046 1.064 1.247 2.260 1.000 1.055 1.076 1.293 2.489 

Z L(C) =1.5W L= 1000 1.000 1.134 1.185 1.716 4.663 1.000 1.164 1.226 1.875 5.453 1.000 1.192 1.266 2.028 6.214 

0 L(C)=1.5W L= 6000 1.000 1.056 1.078 1.301 2.558 1.000 1.069 1.095 1.369 2.895 1.000 1.081 1.112 1.435 3.225 

C L(C) =1.5W L=12000 1.000 1.055 1.077 1.297 2.538 1.000 1.068 1.094 1.364 2.871 1.000 1.080 1.111 1.430 3.197 

() L(C)=2.0W L= 1000 1.000 1.1711 1.241 1.933 5.800 1.000 1.211 1.292 2.132 6.786 1.000 1.247 1.341 2.320 7.718 

-I L (e) -2. OW L= 6000 1.000 1.074 1.102 1.396 3.071 1.000 1.090 1.124 1.483 3.500 1.000 1.106 1.146 1.567 3.918 

0 L (C) =2. OW L=12000 1.000 1.073 1.101 1.391 3.044 1.000 1.089 1.123 1.477 3.469 1.000 1.104 1.145 1.560 3.882 

:0 I= 4.0 T(0)-1.4 T(1) =20.0 (OR ANY OTHER VALUE) 

() W= 80.00 W=100.00 W=120.00 
0 
Z 
(J) 

W(C)/W= 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 

-I L(C)=O.Sw L= 1000 1.000 1.050 1.069 1.268 2.376 1.000 1.061 1.085 1.329 2.682 1.000 1.073 1.101 1.390 2.987 

JJ L(C) -0.5W L= 6000 1.000 1.027 1.038 1.146 1.757 1.000 1.033 1.046 1.180 1.921 1.000 1.040 1.055 1~ 213 2.086 

0 L(C)-0.5W L=12000 1.000 1.027 1.038 1.146 1.755 1.000 1.033 1.046 1.179 1.920 1.000 1.040 1.055 1.212 2.085 
L(C)-1.0W L= 1000 1.000 1.097 1.134 1.524 3.763 1.000 1.119 1.164 1.638 4.328 1.000 1.140 1.193 1.751 4.882 

-I L (C) ,. 1. ow L= 6000 1.000 1.053 1.074 1.288 2.541 1.000 1.065 1.090 1.351 2.847 1.000 1.077 1.106 1.413 3.152 
(5 L(C) =1.0W L=12000 1.000 1.053 1.074 1.288 2.538 1.000 1.065 1.090 1.350 2.844 1.000 1.077 1.106 1.412 3.148 

Z L(C)=1.5wL= 1000 1.000 1.142 1.196 1.768 5.155 1.000 1.172 1.238 1.928 5.928 1.000 1.201 1.278 2.082 6.677 
L(C) .'.5W L= 6000 1.000 1.078 1.108 1.426 3.352 1.000 1.095 1.132 1.514 3.774 1.000 1.111 1.154 1.601 4.192 
L(C)=1.5W L=12000 1.000 1.078 1.108 1.425 3.348 1.000 1.095 1.131 1.513 3.770 1.000 1.111 1.154 1.600 4.187 

N L(C) -2.0W L= 1000 1.000 1.184 1.255 2.000 6.546 1.000 1.221 1.306 2.198 7.475 1.000 1.257 1.355 2.385 8.364 

en L (C)a2. ow L= 6000 1.000 1.102 1.142 1.559 4.190 1.000 1.123 1.171 1.670 4.700 1.000 1.144 1.199 1.771 5.206 
Co) L(C)-2.0W L=12000 1.000 1.102 1.141 1.558 4.185 1.000 1.123 1.170 1.669 4.694 1.000 1.143 1.198 1.776 5.199 



N Table XXII - Values of (max delta Te)/(max delta Teo) en 
-'=" 

-I I- 6.0 T(0)-4.2 T(1)-20.0 (011 I'.NY orHER VALUE) 

:c W- 80.00 W-l00.00 W-120.00 
m 
OJ 

W(CI/wa 1.00 0.80 0.15 0.50 0.25 1.00 0.80 0.15 0.50 0.25 1.00 0.80 0.15 0.50 0.25 

m L(C)-0.5W La 1000 1.000 1.0116 1.0611 1.246 2.241 1.000 1.051 1.019 1.305 2.534 1.000 1.068 1. 0911 1.363 2.825 
r LIe) -0.5W L- 6000 1.000 1.016 1.022 1.081 1.1141 1.000 1.020 1.028 1.101 1.543 1.000 1.024 1.033 1.128 1.644 
r L(C)-0.5W L=12000 1.000 1.016 1.022 1.0811 1.1121 1.000 1. 019 1.021 1.104 1.526 1.000 1.023 1.032 1.124 1.624 

en L(e)-1.0W L= 1000 1.000 1.090 1.12l! 1.482 3.448 1.000 1.111 1.153 1.593 4.003 1.000 1.131 1.182 1.102 4.5115 

-< L(C)=1.0W L= 6000 1.000 1.032 1.0114 1.112 1.886 1.000 1.039 1.055 1.212 2.082 1.000 1.041 1.065 1.251 2.211 

en L (C) -1. ow L=12000 1.000 1.031 1.0113 1.161 1.858 1.000 1.038 1.053 1.205 2.048 1.000 1.0115 1.063 1.243 2.237 

--I L(C)=1.5W L= 1000 1.000 1.132 1.182 1.101 11.619 1. 000 1.161 1.223 1.864 5.402 1.000 1.190 1.263 2.016 6.151 

m L(C)-1.5W L= 6000 1.000 1.048 1.066 1.256 2.334 1.000 1.058 1.081 1.313 2.611 1.000 1.069 1.095 1.369 2.891 

s: L(C) =1.5W L=12000 1.000 1.046 1.0611 1.248 2.292 1.000 1.056 1.078 1.303 2.566 1.000 1.061 1.092 1.358 2.838 
L(C)=2.0W L= 1000 1.000 1.112 1.238 1.922 5.153 1.000 1.209 1.289 2.119 6.131 1.000 1.24_ 1.338 2.307 1.659 

-I 
L (e) =2. OW L= 6000 1.000 1.063 1.081 1.331 2.785 1.000 1.076 1.106 1.411 3.148 1.000 1.0~0 1.125 1.4811 3.505 

m L(C)-2.0W L=12000 1.000 1.061 1.0811 1.321 2.729 1.000 1.074 1.102 1.398 3.081 1.000 1.087 1.121 1.1169 3.427 

(') 1= 6.0 T (0) -2.8 T(l) -20.0 (OR !'.Ny OTHER VALUE) 

:c 
Z W- 80.00 W-l00.00 W-120.00 

0 W(C)/W= 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.15 0.50 0.25 1.00 0.80 0.75 0.50 0.25 

» 
r L(C) =0.5w L= 1000 1.000 1.0117 1.065 1.253 2.281 1.000 1.058 1.081 1.312 2.583 1.000 1. 069 1.096 1.371 2.876 

c... L (C) -D. 5W L= 6000 1.000 1.020 1.021 1.106 1.543 1.000 1.024 1.033 1.UO 1.662 1.000 1. 029 1.040 1.154 1.182 

0 
L(C)-0.5W L=12000 1.000 1.019 1.021 1.104 1.535 1.000 1. 024 1.033 1.128 1.654 1.000 1.028 1.039 1.152 1.172 

L(e)=1.0W L= 1000 1.000 1.092 1.128 1.495 3.565 1.000 1.113 1.151 1.601 4.120 1.000 1.1H 1.185 1.716 4.663 

C L(C) =1.0W L= 6000 1.000 1.039 1.0511 1.209 2.104 1.000 1.047 1.066 1.255 2.331 1.000 1.056 1.078 1.301 2.558 

:xJ L(e) =1.0W L=12000 1.000 1.038 1.053 1.206 2.089 1.000 1.041 1.065 1.252 2.314 1.000 1.055 1.077 1.297 2.538 

Z L(C)=1.5W L= 1000 1.000 1.135 1.181 1.727 4.830 1.000 1.165 1.228 1.885 5.604 1.000 1.193 1.267 2.031 6.353 

» L(C)=1.5W L= 6000 1.000 1.057 1.079 1.311 2.684 1.000 1.070 1.097 1.311 3.005 1.000 1.082 1.114 1.11112 3.326 

r L(C)=1.5W L=12000 1.000 1.057 1.018 1.301 2.662 1.000 1.069 1.095 1.372 2.979 1.000 1.081 1.112 1.1137 3.296 
~ L (CI =2. ow L= 1000 1.000 1.176 1.243 1.9119 6.071 1.000 1.213 1.294 2.146 7.031 1.000 1.2118 1.343 2.332 7.940 

" 
L (e) =2. ow L= 6000 1.000 1.015 1. lOll 1.410 3.283 1.000 1.091 1.126 1.495 3.684 1.000 1.107 1.148 1.578 4.084 

m L (C) =2. Ow L=12000 1.000 1.0111 1.103 1.405 3.253 1.000 1.090 1.125 1.488 3.650 1.000 1.106 1.146 1.570 4.045 

OJ 1= 6.0 T(0)-1.4 T(l) =20.0 (OR I'.NY OTHER VI'.LUE) 
:II 
C W- 80.00 W-l00.00 W=120.00 » 
:xJ W(C)/W- 1.00 0.80 0.15 0.50 0.25 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 

-< 
-" 

L (C) =0. 5W L= 1000 1.000 1.051 1.071 1.217 2.479 1.000 1.063 1.081 1.331 2.772 1.000 1.0711 1.102 1.397 3.068 

CO 
L (C) =0.5W L= 6000 1.000 1.028 1.039 1.154 1.836 1.000 1.0H 1.048 1.186 1.988 1.000 1.040 1.056 1.218 2.145 

""'-I L (C) =0. 5W L=12000 1.000 1.028 1.039 1.154 1.835 1.000 1.034 1.048 1.185 1.986 1.000 1.040 1. 056 1.217 2.1114 

m L(C)-1.0W L= 1000 1.000 1.100 1.139 1.547 4.118 1.000 1.121 1.168 1.658 4.633 1.000 1.142 1.196 1.768 5.155 

L(C)=1.0W L= 6000 1.000 1.056 1.077 1.301 2.819 1.000 1.061 1.093 1.366 3.016 1.000 1.078 1.108 1.426 3.352 

L(C)=1.0W L=12000 1.000 1.056 1.077 1.307 2.815 1.000 1.067 1.093 1.365 3.072 1.00G 1.078 1.108 1.425 3.348 

L(C)=1.5w L= 1000 1.000 1.146 1.203 1.809 5.931 1.000 1.116 1.243 1.962 6.511 1.000 1.204 1.283 2.112 7.239 

L(C)=1.5W L= 6000 1.000 1.082 1.114 1.459 3.983 1.000 1.098 1.136 1. Sill 4.273 1.000 1.114 1.158 t.624 11.619 

L (C) =1. 5W L=12000 1.000 1.082 1.114 1.458 3.977 1.000 1.098 1.136 1.540 4.267 1.000 1.114 1.151 1.623 4.612 

L(C)=2.0W L- 1000 1.000 1.190 1.2611 2.062 1.9H 1.000 1.226 1.314 2.249 8.515 1.000 1.261 1.361 2.429 9.295 

L(C)=2.0W L= 6000 1.000 1.108 1.149 1.609 5.379 1.000 1.127 1.177 1.711 5.590 1.000 1.147 1.204 1.812 5.942 

L(CI-2.0W L=12000 1.000 1.101 1.1119 1.608 5.369 1.000 1.127 1.176 1.109 5.582 1.000 1.147 1.203 1.811 5.933 



Table XXIII- Values of (max delta Te)/(max delta Teo) 

I- 8.0 T(0)-1I.2 T(I) -20.0 (OR ANY OTHER VALUE) 

w- 80.00 W=100.00 W-120.00 

W(C)/Wz 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 

L(CI-0.5W L= 1000 1.000 1.0116 1.06" 1.248 2.258 1.000 1.057 1.079 1.306 2.550 1.000 1.068 I. 094 1.364 2.840 
L(C! -0.5W Lz 6000 1.000 1.017 1.023 1.089 1.456 1.000 1.020 1.028 1.109 1.555 1.000 1.0211 1.033 1.129 1.656 

-f L(CI zO.5W L=12000 1.000 1.016 1.022 1.086 1.4111 1.000 1.020 1.027 1. IUS 1.538 1.000 1.023 1.032 1.125 1.6"35 

m L(C! -1.0W La 1000 1.000 1.091 1.125 1.486 3.502 1.000 1.111 1.154 1.597 4.052 1.000 1.132 1.182 1.705 ".591 

~ 
L(C)-1.0W L= 6000 1.000 1.033 1.045 1.177 1.931 1. 000 1.040 1.055 1.215 2.120 1.000 1.047 1.065 1.254 2.312 
L(Cl a l.0W L=12000 1.000 1.032 1.044 1.171 1.900 1.000 1.039 1.054 1.208 2.085 1.000 1.046 1. 063 1.246 2.270 

""U L(CI-l.5W L= 1000 1.000 1.133 1.1811 1.714 4.729 1.000 1.162 1.224 1.871 5.501 1.000 1.191 1.264 2.022 6.248 
m L(C)-'.5W L= 6000 1.000 1.049 I. 067 1.263 2.423 1. 000 1.059 1.082 1.319 2.694 1.000 1.070 1.096 1.374 2.967 
:Xl L(C) zl.5W L=12000 1.000 1.047 1.065 1.254 2.377 1.000 1.057 1.079 1.309 2.640 1.000 1. 067 1.093 1.363 2.905 

» L (c) -2. Ow L= 1000 1.000 1.173 1.239 1.932 5.933 1.000 1.210 1.290 2.128 6.891 1.000 1.245 1.339 2.315 7.805 

-f L(C) -2.0W L= 6000 1.000 1.064 1.089 1.348 2.935 1.000 1.078 1.107 1.420 3.276 1.000 1.091 1.126 1.491 3.620 

C L(C)-2.0W L=12000 1.000 1.062 1.086 1.337 2.872 1.000 1.075 1.104 1.407 3.204 1.000 1.088 1.122 1.476 3.538 

:Xl 
I- 8.0 m TIO)-2.8 TIl) =20.0 lOR ANY OTHER VALUE) 

:Xl Wz 80.00 W-l00.00 W-120.00 

en Wle)/Wz 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 
m 
» LIe) -0.5W L= 1000 1.000 1.048 1.066 1.257 2.326 1.000 1.059 1.081 1.315 2.617 1.000 1.070 1.097 1.374 2.908 

LIC!=0.51i La 6000 1.000 1.020 I. 028 1.109 1.575 1.000 1.025 1. 034 1.133 1.689 1.000 1. 029 1.040 1.156 1.806 
-f Lle)-0.5W L=12000 1.000 1.020 1.028 1.108 1.567 1.000 1.024 1.034 1.131 1.680 1.000 1.029 1.040 1.154 1.795 

() 
Llc) -1.0W L= 1000 1.000 1.093 1.129 1.505 3.691 1.000 1.114 1.158 1.615 4.231 1. 000 1.135 1.186 1.723 4.765 
L ICI = 1. Oli L= 6000 1.000 1.040 1.055 1.218 2.207 1.000 1. 048 1.067 1.262 2.417 1.000 1.057 1.079 1.307 2.634 

0 LIC) =1.0W L=12000 1.000 1.039 1.055 1.215 2.189 1.000 1.048 1.066 1.259 2.398 1.000 1.056 1. 078 1.303 2.613 

Z LIC)=1.5W L= 1000 1.000 1.137 1.190 1.744 5.092 1.000 1.166 1.230 1.899 5.833 1.000 1.194 1.269 2. 049 6.559 

0 L Ic) =1.5W L= 6000 1.000 1.059 1.082 1.325 2.902 1. 000 1.071 1.099 1.389 3.185 1.000 1. 083 1.115 1.453 3.483 

C L ICI = 1. 5W L= 1 2 a 00 1.0nO 1.058 1.081 1.321 2.874 1.000 1.070 1.097 1.384 3.155 1.000 1.082 1.114 1.441 3.451 

() LIC) =2.0W L= 1000 1.000 1.178 1.247 1.973 6.521 1.000 1.215 1.297 2.166 7.411 1.000 1.250 1.345 2.350 8.276 

-f L ICI =2. ow L= 6000 1. 000 1.078 1.108 1.432 3.669 1.000 1.093 1.129 1.512 3.994 1.000 1.109 1.151 1.593 4.352 

0 LIC) =2.0W L=12000 1.000 1.077 1.107 1.426 3.630 1.000 1.092 1.128 1.505 3.954 1.000 1.107 1.149 1.585 4.308 

:Xl IS 8.0 T(O) -1.4 Til) =20.0 lOR ANY OTHER VALUE) 

() W- 80.00 W=100.00 W=120.00 
0 
Z WICI/Wz 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.75 0.50 0.25 1.00 0.80 0.15 0.50 0.25 

en 
-f LICI=0.5WL= 1000 1.000 1.053 1. 0711 1.292 2.651 1.000 1.064 1.089 1.349 2.914 1.000 1. 075 1.104 1.407 3.194 

:Xl L Ic) =0.5W L= 6000 1.000 1.030 1.042 1.167 1.984 1.000 1.036 1.050 1.195 2.10 1 1.000 1. 042 1.058 1.226 2.241 

(5 LICI=0.5W L=12000 1.000 1.030 1.042 1.167 1.982 1.000 1.036 1.049 1.195 2.098 1.000 1.041 1.057 1.225 2.238 
Llc) =1.0W L= 1000 1.000 1.104 1.145 1.583 4.795 1.000 1.124 1.173 1. 687 5.163 1.000 1.145 1.200 1.793 5.607 

-f LIC)=1.0W L= 6000 1.000 1.060 1.083 1.339 3.443 1.000 1.070 1.097 1.390 3.515 1.000 1.061 1.112 1.446 3.708 

(5 Llc) =1.0W L=12000 1.000 1.060 1.083 1.338 3.436 1.000 1.070 1.097 1.389 J.509 1.000 1.081 1.112 1.445 3.703 

Z L ICI = 1. 5W L= 1000 1.000 1.153 1.213 1.8H 7.658 1. 000 1.181 1.251 2.014 7.808 1.000 1.208 1.289 2.156 8.236 
L(C)=1.5W L= 6000 1.000 1.089 1.123 1.517 5.805 1.000 1.103 1.143 1.584 5.381 1.000 1.117 1.163 1.660 5.454 
LIC)=1.5W L=12000 1.000 1.088 1.123 1.515 5.792 1. 000 1.102 1.142 1.583 5.371 1. 000 1.117 1. 163 1.658 5.446 

I\) LIC! =2.0W L= 1000 1.000 1.200 1.278 2.162 11.625 1.000 1.233 1.325 2.329 10.922 1.000 1.267 1.370 2.496 11.068 

en L (CI-2. ow L= 6000 1.000 1.116 1.163 1.699 10.239 1.000 1.134 1.186 1.777 7.935 1.000 1.152 1.211 1.867 7.551 

U1 L IC) -2. OW L=12000 1.000 1.116 1.162 1.697 10.214 1.000 1.134 1.186 1.776 7.920 1.000 1.152 1.211 t.865 7.538 
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Table XXIV - Values of (max ~Tc)/(max ~Tco) for the special case of a small current in a long conductor 

to = 1.4 (l-oz eu) 

W = 6 W = 8 W = 10 
Lc Wc/W=l 0.8 0.75 0.50 0.25 1 0.8 0.75 0.50 0.25 1 0.8 0.75 0.50 0.25 

2W 1.000 1.028 1.039 1.149 1.744 1.000 1.037 1.051 1.197 1.984 1.000 1.046 1.063 1.244 2.220 
4W 1.000 1.054 1.075 1.290 2.452 1.000 1.071 1.099 1.381 2.904 1.000 1.088 1.121 1.468 3.341 
6W 1.000 1.080 1.110 1.425 3.124 1.000 1.104 1.143 1.553 3.763 1.000 1.126 1.175 1.674 4.371 
8W 1.000 1.104 1.143 1.553 3.763 1.000 1.134 1.185 1.713 4.566 1.000 1.162 1.224 1.863 5.317 

-- -----

to = 2.8 (2-oz eu) 

W =6 W = 8 W = 10 
Lc W c/W=l 0.8 0.75 0.50 0.25 1 0.8 0.75 0.50 0.25 1 0.8 0.75 0.50 0.25 

2W 1.000 1.020 1.028 1.106 1.530 1.000 1.026 1.036 1.141 1.703 1.000 1.033 1.045 1.175 1.873 
4W 1.000 1.039 1.054 1.208 2.042 1.000 1.052 1.071 1.275 2.373 1.000 1.064 1.088 1.339 2.696 
6W 1.000 1.058 1.080 1.307 2.535 1.000 1.075 1.104 1.402 3.011 1.000 1.093 1.128 1.494 3.471 
8W 1.000 1.075 1.104 1.402 3.011 1.000 1.098 1.136 1.524 3.620 1.000 1.120 1.166 1.640 4.201 

- - - -- - ----

to = 4.2 (3-oz eu) 

W = 6 W = 8 W=1O 
Lc Wc/W=l 0.8 0.75 0.50 0.25 1 0.8 0.75 0.50 0.25 1 0.8 0.75 0.50 0.25 

2W 1.000 1.016 1.023 1.087 1.434 1.000 1.022 1.030 1.115 1 .. 576 1.000 1.027 1.037 1.143 1.717 
4W 1.000 1.032 1.044 1.171 1.856 1.000 1.042 1.059 1.226 2.131 1.000 1.053 1.073 1.280 2.400 
6W 1.000 1.048 1.066 1.253 2.266 1.000 1.062 1.086 1.333 2.664 1.000 1.077 1.106 1.410 3.050 
8W 1.000 1.062 1.086 1.333 2.664 1.000 1.082 1.113 1.435 3.176 1.000 1.100 1.138 1.534 3.669 

-- - - ------ -
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Table XXV - Values of (max aTc)/(max aTco) for the special case of small current in a long conductor 

to = 1.4 (l-oz eu) 

W = 20 W = 25 W = 30 
Lc W c/W=l 0.8 0.75 0.50 0.25 1 0.8 0.75 0.50 0.25 1 0.8 0.75 0.50 0.25 

W 1.000 1.026 1.036 1.141 1.703 1.000 1.033 1.045 1.175 1.873 1.000 1.039 1.054 1.208 2.042 
2W 1.000 1.052 1.071 1.275 2.373 1.000 1.064 1.088 1.339 2.696 1.000 1.075 1.104 1.402 3.011 
3W 1.000 1.075 1.104 1.402 3.011 1.000 1.093 1.128 1.494 3.471 1.000 1.109 1.151 1.583 3.914 
4W 1.000 1.098 1.136 1.524 3.620 1.000 1.120 1.166 1.640 4.200 1.000 1.141 1.195 1.751 4.753 

to = 2.8 (2-oz eu) 

W = 20 W = 25 W = 30 
Lc W c/W=l 0.8 0.75 0.50 0.25 1 0.8 0.75 0.50 0.25 1 0.8 0.75 0.50 0.25 

W 1.000 1.019 1.026 1.100 1.501 1.000 1.023 1.032 1.125 1.623 1.000 1.028 1.039 1.149 1.744 
2W 1.000 1.037 1.051 1.197 1.984 1.000 1.046 1.063 1.244 2.220 1.000 1.054 1.075 1.290 2.452 
3W 1.000 1.054 1.075 1.290 2.452 1.000 1.067 1.093 1.359 2.792 1.000 1.080 1.110 1.425 3.124 
4W 1.000 1.071 1.099 1.381 2.904 1.000 1.088 1.121 1.468 3.341 1.000 1.104 1.143 1.553 3.763 

to = 4.2 (3-oz eu) 

W = 20 W = 25 W = 30 
Lc W c/W=l 0.8 0.75 0.50 . 0.25 1 0.8 0.75 0.50 0.25 1 0.8 0.75 0.50 0.25 

W 1.000 1.015 1.021 1.082 1.410 1.000 1.019 1.027 1.102 1.511 1.000 1.023 1.032 1.122 1.611 
2W 1.000 1.030 1.042 1.162 1.809 1.000 1.038 1.052 1.201 2.004 1.000 1.045 1.062 1.239 2.196 
3W 1.000 1.045 1.062 1.239 2.196 1.000 1.056 1.077 1.296 2.480 1.000 1.066 1.091 1.352 2.758 
4W 1.000 1.059 1.082 1.315 2.574 1.000 1.073 1.101 1.388 2.941 1.000 1.086 1.119 1.460 3.297 
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Table XXVI - Values of (max aTc)/(max aTco) for the special case of small current in a long conductor 

to = 1.4 (l-oz eu) 

W = 80 W = 100 W = 120 
Lc Wc/W=l 0.8 0.75 0.50 0.25 1 0.8 0.75 0.50 0.25 1 0.8 0.75 0.50 0.25 

W/2 1.000 1.026 1.036 1.141 1.703 1.000 1.033 1.045 1.175 1.873 1.000 1.039 1.054 1.209 2.042 
W 1.000 1.052 1.071 1.275 2.373 1.000 1.064 1.088 1.339 2.696 1.000 1.075 1.104 1.402 3.011 

3W/2 1.000 1.075 1.104 1.402 3.011 1.000 1.093 1.128 1.494 3.471 1.000 1.109 1.151 1.583 3.914 
2W 1.000 1.098 1.136 1.524 3.620 1.000 1.120 1.166 1.640 4.200 1.000 1.141 1.195 1.751 4.753 

to = 2.8 (2-oz eu) 

W = 80 W = 100 W = 120 
Lc Wc/W=l 0.8 0.75 0.50 0.25 1 0.8 0.75 0.50 0.25 1 0.8 0.75 0.50 0.25 

W/2 1.000 1.019 1.026 1.100 1.501 1.000 1.023 1.032 1.125 1.623 1.000 1.028 1.039 1.149 1.744 
W 1.000 1.037 1.051 1.197 1.984 1.000 1.046 1.063 1.244 2.220 1.000 1.054 1.075 1.290 2.452 

3W/2 1.000 1.054 1.075 1.290 2.452 1.000 1.067 1.093 1.359 2.792 1.000 1.080 1.110 1.425 3.124 
2W 1.000 1.071 1.099 1.381 2.904 1000 1.088 1.121 1.468 3.341 1.000 1.104 1.143 1.553 3.763 

to = 4.2 (3-oz eu) 

W = 80 W = 100 W = 120 
Lc Wc/W=l 0.8 0.75 0.50 0.25 1 0.8 0.75 0.50 0.25 1 0.8 0.75 0.50 0.25 

W/2 1.000 1.015 1.021 1.082 1.410 1.000 1.019 1.027 1.102 1.511 1.000 1.023 1.032 1.122 1.611 
W 1.000 1.030 1.042 1.162 1.809 1.000 1.038 1.052 1.201 2.004 1.000 1.045 1.062 1.239 2.196 

3W/2 1.000 1.045 1.062 1.239 2.196 1.000 1.056 1.077 1.296 2.480 1.000 1.066 1.091 1.352 2.758 
2W 1.000 1.059 1.082 1.315 2.574 1.000 1.073 1.101 1.388 2.941 1.000 1.086 1.119 1.460 3.297 



APPENDIX B 
Comments on the Conservative Nature of the Results 

D. E. McCumber has suggested5 that the boundary conditions ap­
propriate to eq. (1) at the step discontinuity in conductor width are: 

(i) AT(x) be continuous. 
(ii) [dAT(x)/dx] be discontinuous such that W(X)[dAT(x)/dx] be 

continuous. 

These boundary conditions derive from the one-dimensional heat con­
tinuity equation: 

kto d: (W(x) dAJx(X) ) 

- 2HW(X)AT(x) + J2R,[1 + a1AT(x)] = O. (24) 

Equation (24) is identical to eq. (1) in the regions away from the dis­
continuity. McCumber's boundary conditions conserve integrated 
heat flux but neglect fringing in the transition region. These lead to 
a solution 

I'I 
dTc(x) = {3i 

{(1'2/{32) sech [({3/2)(L - LJ] + [(I'i/{3i) - (1'2/{32)]} cosh{31x 
(W c/W)({3d (3)sinh({31Lc/2)tanh [({3/2) (L - Lc)] + cosh ((31Lc/2) , 

(25) 

which is identical to eq. (2) except for the factor Wc/W in the first 
term of the denominator. 

McCumber has shown by a full two-dimensional analysis of a 
simplified system similar to that considered here that eq. (25) is more 
accurate than eq. (2) but tends slightly to underestimate the tempera­
ture rise ATc(x), whereas eq. (2) is conservative and always overesti­
mates ATc(X). As the results reported in this paper show, even these 
conservative estimates of ATc(x) indicate substantial thermal latitude 
for nicks or constrictions in printed wiring circuits. 
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