
IIrLn r:: OCTOBER 1982 

U LnJ u: VOL. 61, NO.8 

[83[EOJL §V§u[EM 
u[ECC~ N ~CCA[l B(Q)(uIT<?N~[l 
The Tap-Leakage Algorithm: An Algorithm for the Stable 1817 
Operation of a Digitally Implemented, Fractionally Spaced, 
Adaptive Equalizer 

R. D. Gitlin, H. C. Meadors, and S. B. Weinstein 

Using Magnetic Bubble Memories to Provide Recorded 1841 
Announcements 

J. E. Rowley and J. Bernardini 

Application of Graph Theory to the Solution of a Nonlinear 1863 
Optimal Assignment Problem 

M. Malek-Zavarei 

Stochastic Theory of a Data-Handling System With Multiple 1871 
Sources 

D. Anick, D. Mitra, and M. M. Sandhi 

Spatial Subsampling in Motion-Compensated Television Coders 1895 
J. D. Robbins and A. N. Netravali 

The Detection of Long Error Bursts During Transmission of Video 1911 
Signals 

K. Janac and N. J. A. Sloane 

Considerations for Single-Mode Fiber Systems 1919 
K. Ogawa 

Error Probability of Partial-Response Continuous-Phase 1933 
Modulation With Coherent MSf(-Type Receiver, Diversity, and 
Slow Rayleigh Fading in Gaussian Noise 

C.-E. Sundberg 

Comparisons on Blocldng Prouauilities for Regular Series Parallel 1965 
Channel Graphs 

D. Z. Du and F. K. Hwang 

On the Physical Limits of Digital Optical Switching and Logic 1975 
Elements 

P. W. Smith 

(Contents continued on back cover) 



THE BELL SYSTEM TECHNICAL JOURNAL 

ADVISORY BOARD 

D. E. PROCKNOW, President, 
I. M. ROSS, President, 
w. M. ELLINGHAUS, President, 

EDITORIAL COMMITTfE 

Western Electric Company 
Bell Telephone Laboratories, Incorporated 

American Telephone and Telegraph Company 

A. A. PENZIAS, Chairman 
M. M. BUCHNER, JR. R. A. KELLEY 

A. G. CHYNOWETH 

R. P. CLAGETT 

T. H. CROWLEY 

B. P. DONOHUE, III 

I. DORROS 

EDITORIAL STAFF 

J. W. TIMKO 

B. G. KING, Editor 

R. W. LUCKY 

R. L. MARTIN 

J. S. NOWAK 

L. SCHENKER 

G. SPIRO 

PIERCE WHEELER, Managing Editor 
LOUISE S. GOLLER, Assistant Editor 
H. M. PURVIANCE, Art Editor 

B. G. GRUBER, Circulation 

THE BEll SYSTEM TECHNICAL JOURNAL is published monthly, except for the 

May-June and July-August combined issues, by the American Telephone and Tele­

graph Company, C. L. Brown, Chairman and Chief Executive Officer; W. M. Elling­

haus, President; V. A. Dwyer, Vice President and Treasurer; T. O. Davis, Secretary. 

Editorial inquiries should be addressed to the Editor, The Bell System Technical 

Journal, Bell laboratories, Room 1J-319, 101 J. F. Kennedy Parkway, Short Hills, N. J. 

07078. Checks for subscriptions should be made payable to The Bell System Technical 

Journal and should be addressed to Bell Laboratories, Circulation Group, 101 J. F. 

Kennedy Parkway, Short Hills, N.J. 07078. Subscriptions $20.00 per year; single copies 

$2.00 each. Foreign postage $1.00 per year; 15 cents per copy. Printed in U.S.A. 

Second-class postage paid at New Providence, New Jersey 07974 and additional 

mailing offices. 

© 1982 American Telephone and Telegraph Company. ISSNOOO5-8580 

Single copies of material from this issue of The Bell System Technical Journal may be 

reproduced for personal, noncommercial use. Permission to make multiple copies 

must be obtained from the editor. 

Comments on the technical content of any article or brief are welcome. These and 

other editorial inquiries should be addressed to the Editor, The Bell System Technical 

Journal, Bell Laboratories, Room 1J-319, 101 J. F. Kennedy Parkway, Short Hills, N. J. 

07078. Comments and inquiries, whether or not published, shall not be regarded as 

confidential or otherwise restricted in use and will become the property of the 

American Telephone and Telegraph Company. Comments selected for publication 

may be edited for brevity, subject to author approval. 



Volume 61 

THE BELL SYSTEM 
TECHNICAL JOURNAL 

DEVOTED TO THE SCIENTIFIC AND ENGINEERING 

ASPECTS OF ELECTRICAL COMMUNICATION 

October 1982 Number 8 

Copyright © 1982 American Telephone and Telegraph Company. Printed in U. S.A. 

The Tap-Leakage Algorithm: An Algorithm for 
the Stable Operation of a Digitally 
Implemented, Fractionally Spaced 

Adaptive Equalizer 

By R. D. GITLIN, H. C. MEADORS, JR., and S. B. WEINSTEIN 

(Manuscript received January 19, 1982) 

A fractionally spaced equalizer is a nonrecursive adaptive filter 
whose tap weights are spaced a fraction of a symbol interval apart. 
Such an equalizer can significantly enhance modem performance in 
the presence of severe linear distortion, when compared with a 
conventional synchronous equalizer whose taps are spaced a symbol 
interval apart. However, a digitally implemented, fractionally spaced 
equalizer generally will exhibit long-term instability when the con­
ventional tap-adjustment algorithm is used. This occurs because, in 
contrast to the synchronous equalizer, a fractionally spaced equalizer 
generally will have many sets of tap values, which result in nearly 
equal values of mean-squared error (mse). Some of these tap set­
tings-which invariably will be attained because of biases in the 
digital tap-updating circuitry-are large enough to cause register 
overflows and consequent performance deterioration. In this paper 
we report how a simple modification in the tap-adjustment algorithm 
provides a solution to the above problem. The modified tap-adjust­
ment algorithm prevents the buildup of large coefficient values by 
systematically "leaking" or decreasing the magnitudes of all the 
equalizer tap weights. For an experimental modem operating at 9.6 
kb/s, it has been demonstrated that the tap-leakage adjustment 
algorithm prevents the accumulation of large equalizer tap values, 
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while permitting the full performance gain of a fractionally spaced 
equalizer to be realized. 

I. INTRODUCTION 

Fractionally spaced equalizers (FSES), which are nonrecursive, 
tapped, delay-line adaptive filters, are currently receiving much atten­
tionl

-
7 because of the significant performance advantage they provide 

when compared with a conventional synchronous equalizer. Since an 
FSE has the capability to adaptively realize the optimum linear re­
ceiver, it can greatly improve the performance of a modem in the 
presence of severe linear distortion. More specifically, significant per­
formance improvements have been observed owing to the ability of an 
FSE to compensate effectively for delay distortion at the limits of 
private-line, voice-grade channel conditioning.8 However, in laboratory 
experiments with a digitally implemented FSE it was noticed that after 
an extended period of operation some of the equalizer tap weights 
would invariably become large, while the mean-squared error (mse) 
remained at a satisfactory level. The taps generally would become so 
large that one or more registers, which compute partial sums of the 
equalizer output, would overflow, and the modem performance was 
then substantially degraded. This phenomenon is a consequence of the 
fact that an FSE, in contrast to a conventional synchronous equalizer, 
generally has many sets of tap values that correspond to roughly the 
same mse. Included in the set of tap values that correspond to the 

. minimum mse are some tap coefficients of relatively large magnitude. 
These large tap values can be attained because of the cumulative effect 
of noise or any bias in the digital circuitry that performs the equalizer 
updating. Even though the value of the mse is satisfactory, some of 
these tap values will be large enough to cause occasional overflow of 
the partial sums computed to form the equalizer output. The purpose 
of this paper is twofold: to elucidate why a fractionally spaced equalizer 
has so many apparently "good" sets of tap values, and to indicate how 
equalizer operation can be stabilized by simply modifying the conven­
tional estimated-gradient tap-adjustment algorithm. 

The "almost unique" nature of the fractionally spaced equalizer 
coefficients is discussed in Section II. In Section III we describe the 
reasons for the occurrence of large tap values, and in Section IV a 
modified adjustment algorithm, dubbed the tap-leakage algorithm, is 
proposed to remedy the observed equalizer instability. The results of 
laboratory experiments are reported in Section V. 

II. DOES A FRACTIONALLY SPACED EQUALIZER HAVE A UNIQUE 
OPTIMUM SETTING? 

2. 1 Fractionally spaced equalizers 
To answer the question posed by the title of this section, we refer to 

the simplified baseband data transmission system shown in Fig. la. 
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Fig. I-Simplified (baseband) pulse amplitude modulation (PAM) data transmission 
system incorporating an FSE. (a) Transmission system. (b) Spectrum of the transmitted 
pulse. (c) A fractionally spaced equalizer . 



For the purposes of exploring the phenomenon of large-tap buildup, 
this baseband model will suffice. Referring to the figure: {an} are the 
discrete-valued multilevel data symbols, liT is the symbol rate, p(t) 
is the band-limited transmitter pulse (whose spectrum is shown in Fig. 
Ib), f(t) is the channel impulse response, and v(t) is the additive 
background noise. Note that the receiving filter output, r(t), is sampled 
at the rate liT', and the samples are then passed through the tapped 
delay-line equalizer (shown in Fig. Ic) having (2N + 1) delay elements 
spaced T'«T) seconds apart and weighting coefficients {Cn}. The FSE 

output 
N 

q(nT) = ~ cmr(nT - mT'), n = 1,2, ... (1) 
m=-N 

is computed at the symbol rate and quantized (sliced) to provide the 
data decision, an. The transmitted pulse spectrum, shown in Fig. Ib, 
generally will be band-limited to (1 + a)'lTITradians/second where the 
rolloff factor, a, varies between 0 and 1. An FSE with tap spacing T' 
seconds will have a transfer function, CT, (w), with period 2'lTIT', and, 
as shown in Fig. 2, if T' < T/(I + a), the transfer function of the FSE 

will span the entire spectral range of the transmitted signal. This 
enables the equalizer to exert complete control over the amplitude and 
delay distortion present in the region 0 < I w I < (1 + a)'lTIT. Conse­
quently, the FSE can compensate for these distortions directly, rather 
than filtering the aliased (folded) spectrum, as is done by the conven­
tional equalizer.9 As an example of this feature, consider the ability of 
the FSE to compensate for delay distortion by synthesizing the phase 
characteristic conjugate to that of the received pulse. This operation 
will leave the noise power at the equalizer output unchanged from the 
received noise power. The conventional synchronous equalizer, be­
cause it has a transfer function that has period 2'lT IT, can only equalize 
the folded spectrum, i.e., the compensation characteristics on either 

FREQUENCY 
RANGE OF --l 

-TRANSMITTER- I 
PULSE 

I 
I 
I 

Cr(W) = ~ Cz e-jwzr 

1 

~------~~~--~------~--------~-----------W 7T 7T 
T (l+a)y 

7T 

T' 

Fig. 2-Transfer function of a fractionally spaced equalizer. 
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side of 1T/T are restricted to be the conjugate of one another. If the 
channel characteristics are such that the folded spectrum has a relative 
null at a particular frequency, then the noise at the output of the 
synchronous equalizer can be significantly enhanced and the perform­
ance degraded proportionately. 

From Fig. 2 it should also be evident that when the noise becomes 
vanishingly small, there is legitimate concern as to what function(s) 
the equalizer will synthesize in the region, (1 + a)1T/T < 1 w 1 < 21T/T, 
where there is no signal energy. It is known7

,8 that for an infinitely 
long equalizer the transfer characteristic that minimizes the mse is 

X*(w) 21T 
CT,(w)= I [21TJI2 Iwl::::;T' 

L X w + l- + No 
l T 

(2) 

where the asterisk denotes the complex conjugate, X(w) is the transfer 
function of the received pulse,t x(t), presented to the equalizer input, 
and No is the noise sp~ctral density. As long as No =I: 0, the equalizer 
function is zero whenever the received signal has no power; however, 
as No ~ 0 the derivation of (2) is no longer valid, and, moreover, (2) 
approaches % in the region (1 + a)1T/T < 1 w 1 < 1T/T. Clearly, as the 
noise vanishes, an infinitely long FSE can synthesize the required 
channel characteristic in the region 0 < 1 w 1 < (1 + a)1T/T, and an 
arbitrary-and nonunique-characteristic in the remaining frequency 
band. An interesting question, then, is what happens to the optimum 
tap setting for a finite length FSE as the noise becomes vanishingly 
small. 

2.2 Uniqueness of solution for finite length FSE as the noise vanishes 

The equalized mse is defined as 

(3) 

where the brackets denote the ensemble average with respect to the 
data symbols and the noise, and en is the equalizer output error, q(nT) 
- an, at t = nT. The mse is readily evaluated as the quadratic form 

E = c'Ac - 2c'x + (a~), (4) 

where the prime denotes the transposed vector, c' is the tap vector 
(c-N, ••• , Co, ••• , CN), x' is the truncated impulse-response vector 
Ix(NT'), "', x(-NT') I, and A is the channel-correlation matrix. 
More specifically, the channel vector is given by 

(5) 

t Thus x(t) is the convolution of the transmitter, channel, and receiver fIlters. 
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where the received vector is given by r~ = 1 r(nT + NT'), ••• , r(nT), 
r(nT - NT') I, and the A matrix is defined by 

A = (rnr~). (6) 

The kith element of the channel correlation matrix is given by 

Akl = L x(mT - kT')x(mT - iT') + a28k _ l , (7) 
m=-oo 

where a 2 is the noise variance and 8k is the Kronecker delta. Note that 
A is not a Toeplitz matrix, as it would be for a synchronous equalizer 
(T' = T). If A is nonsingular then the optimum setting and the 
corresponding minimum mse are obtained from (4) by differentiation, 
and are given by 

Copt = A -IX 

E opt = 1 - x'A -lX, 

where (a~) is taken to be unity. 

(8a) 

(8b) 

As seen from (7), the matrix A is the sum of two matrices, and as 
will be evident from the discussion that follows, the channel-dependent 
component of A is always positive semidefinite. Since the other com­
ponent of the channel-correlation matrix, ~ I, is positive definite, then 
A will also be positive definite, and we can conclude that when there 
is noise present, the optimum tap setting is unique. 

We now consider the situation as the noise becomes vanishingly 
small; clearly, the optimum tap setting will be unique if, and only if, A 
is nonsingular. A sufficient condition for A to be nonsingular is the 
nonvanishing of the quatratic form u'Au, for any nonzero test vector 
u with components [Ui]. Let us consider in detail this quadratic form, 
which we write from (7) as: 

N 

u'Au = L umAmnun 
m,n=-N 

N 

= LL UmUn L x(iT - nT')x(iT - mT') 
m,n=-N 1=-00 

00 [ N ]2 
I=~OO m~N umx(iT - mT') === O. (9) 

The above inequality establishes the positive semidefinite nature of 
the matrix A, and we see from (9) that u'Au can vanish only if* 

* The authors gratefully acknowledge discussions with J. E. Mazo that led to this 
development. 
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N 

L umx(IT - mT') = ° I = 0, ± 1, ±2, .... (10) 
m=-N 

If we define the periodic Fourier transform 

N 

Ur(w) = L umrlwmT', (11) 
m=-N 

then we can proceed further by noting that 

= foo [ f ume-JWmT'] X(w)e-JwlT dw 
-00 m=-N 2'1T 

= foo UT,(w)X(w)e-JwlT dw 
-00 2'1T 

f(2k+l)'::' . dw 
= L ;; UT,(w)X(w)e-jwlT-

k (2k-l)- 2'1T 
T 

{.::. [ ( k2'1T) = J-~ t UT' w + T 
T 

• w+- e -X ( 
k2'1T) ] -JwlT dw 
T 2'1T' 

(12) 

The right-hand side of (12) is recognized as the sample, at t = IT, of a 
function whose Fourier transform, Zeq(W), is contained in the brackets. 
If (12) is to be zero for every value of I, then it must be that the Fourier 
transform inside the integral vanishes completely, i.e., 

( 
k2'1T) ( k2'1T) Zeq(W)==~UT' w+ T X w+ T =0, (13) 

In Fig. 3a we show the situation when there is no excess bandwidth, 
and since the sum, (13), reduces to one term, the only way for 
Zeq(W) == ° is for either X(w) == ° or UT,(w) == 0. Since this implies that 
UT,(w) == 0, it would violate the nonzero requirement on u. Thus, we 
can conclude for this case that A is positive definite. A similar sketch 
for the less than 100-percent excess bandwidth case is shown in Fig. 
3b, where it is noted that only the k = 0, ±1 terms contribute to the 
sum, (13). However, in the nonrolloff region, I wi::::; (1 - a)'1T/T, only 
the k = ° term influences the sum. For channels that do not vanish 
over the entire nonrolloff region, it is clear that for Zeq(W) to vanish it 
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Fig. 3-Sketches associated with eq. (13). (a) a = O. (b) 0 < 0: < 1. (c) 0: = 1. 

W 

is required that UT(w) vanish at least over the entire nonrolloff region. 
Since UT'(W) is a finite-term Fourier series, it cannot vanish over an 
interval without vanishing everywhere, which in turn would again 
make u = O. Note that if the channel vanished over a portion of the 
nonrolloff region, then since Zeq(W) is a finite-term Fourier series, its 
energy could not be totally concentrated in the region where there was 
no channel energy. Thus, the solution still would be unique. It is worth 
noting that in the extreme case of 100-percent excess bandwidth, Zeq(W) 
can vanish. For example, in Fig. 3c we sketch the situation for a 
constant X(w), and with UT,(w) = cos wT/2 it is apparent that 
Zeq(W) == O. Thus, for a finite-length FSE with an excess bandwidth of 
less than 100 percent, we can conclude that even as the noise becomes 
vanishingly small, the A matrix is nonsingular and there is a unique 
optimum tap setting. 

We digress for a moment to point out that for a finite-length 
synchronous equalizer where T' = T, (13) indicates that since 
UT(W + k2'lT/T) = UT(w), we can conclude that if the folded channel 
spectrum does not vanish completely, then there is always a unique 
tap setting. 

III. THE TAP-WANDERING PHENOMENON 

3. 1 Motivation, background, and infinite-precision considerations 

We have shown that for a finite-length fractionally spaced equalizer 
and the practical range of interest-where the excess bandwidth is on 
the order of 10 to 50 percent-even \Ilith vanishingly small noise there 
will always be a unique best tap setting. One issue of interest is the 
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"closeness" (or ill-conditioning) of the A matrix to a singular matrix. 
This is important for two reasons. First, the distribution of the eigen­
values of A, which is a measure of the ill-conditioning of the matrix, 
influences the rate of convergence of the equalizer taps to their 
optimum setting.lO Second, and more importantly, we observe, from 
(4) that the contours of equal mse are elliptical, and the eccentricity of 
these contours is directly related to the eigenvalue distribution. In the 
appendix it is shown that for an infinitely long equalizer with T' = 
T /2, half the eigenvalues are zero; in Fig. 4 we illustrate some constant 
mse contours for a finite-length T/2 equalizer, whose optimum tap 
setting is denoted by Copt. RecalllO that even with an infinite-precision 
analog implementation, the use of a finite step-size in the conventional 
estimated-gradient tap-adjustment algorithm results in a steady-state 
mse that exceeds* E opt• This is depicted in Fig. 4, where the boldface 
contour is the mse that can be attained with the chosen step-size. 
Owing to the random component in the algorithm's correction term, 
the taps will wander along the constant mse contour, and there will be 
a certain probability that the taps will become so large that one or 
more registers will saturate.t Thus, even in an analog implementation, 
random tap wandering can, in principle, lead to degraded performance. 

3.2 A model for tap drifting in digital equalizer 

It has been observed in laboratory experiments with a digitally 
implemented FSE, that under control of the conventional estimated­
gradient tap adjustment algorithm, 10 

n = 1,2,3, ... (14) 

the equalizer taps inevitably drift close to the shaded (large tap) region 
of Fig. 4. In (14), Cn is the tap vector at t = nT, a is a positive value 
called the step-size, which influences both the convergence rate of the 
equalizer and the steady-state mse, and the brackets around enrn 
indicate that this increment is quantized to a specified number of bits. 
The term [enrn] will have a deterministic component proportional to 
the desired gradient, and a random component owing to both the 
manner in which the digital quantization is performed and the influ­
ence of the noise and data-dependent terms. Generally, [enrn] will also 
possess a deterministic component owing to bias inevitably present in 
a digital implementation. A typical mechanism for such a bias is the 
two's complement type of quantizing characteristic shown in Fig. 5. 
To quantify our discussion, we denote the bias by a time-invariant 

* The mse Eopt is achieved when the taps are at their optimum values, Copt. 

t For a synchronous equalizer the ellipses will not be very eccentric, and the tap 
wandering will not do any damage. 
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~--------------------------~~~~~~~~~~Cl 
Cmax 

Fig. 4-Contours of equal mse and tap convergence. 

vector, b, and model the adjustment algorithm as 

(15) 

where the bias vector has equal components, and b has a magnitude of 
less than half a quantization interval. Equation (15) ignores, except for 
the bias, the effect of limited precision on the algorithm. * Since it has 
been observed in the laboratory that tap wandering results in a 
systematic buildup of some tap values, the model expressed by (15) 
should be useful in relating the magnitude of the bias to the other 
system parameters. It is bias component that can drive, in a determin­
istic manner,t the tap vector towards the tap region corresponding to 
large tap values. Since the equalizer output is formed as a series of 
partial sums, of the form Lm cmrn - m, it is clear that large-tap values can 
lead either to an overflow of a partial sum or saturation of a tap. As 
the taps grow, occasional register overflows begin to occur, resulting in 
noise-like "hits" on the equalizer output. The occurrence of such a 
"hit" is a function of the specific pattern of data samples contained in 
the equalizer. Continued growth of the taps increases the frequency of 
the "hits" as more data patterns can produce these events. The error 
rate can become very high, relative to what constitutes acceptable 
performance, but the frequency of occurrence of "hits" is still low 

* Reference 10 discusses the effect of limited precision on the mse or an FSE in the 
absence of a bias term. Note that the bias as "seen" by the taps is abo 

t As opposed to the random wandering associated with the self-noise of the algorithm. 
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Fig. 5-Quantizing characteristic that produces a bias in the tap-adjustment algo­
rithm. 

enough that the mse is almost unaffected. Growth continues until the 
tap coefficients themselves begin to saturate. At this point severe 
degradation occurs as the degrees of freedom of the system are reduced. 
In fact, with an experimental digitally implemented FSE, with a symbol 
rate of 2400 symbols/second, overflows typically begin to occur within 
several minutes of operation. The overflows produce noise-like hits 
and a degraded equalizer output. 

3.3 The mean tap error and the mean-squared error 

To assess the effects of the bias quantitatively we fIrst defIne the 
tap-error vector, 

En == Cn - Copt, (16) 

and then use the model described by (15) to write the tap-error 
evolution as 

En+l = En - a(enrn + b). (17) 

The mse at the nth iteration, * En, is given by 

En = E opt + (EnAEn). (18) 

Our intent is to study the excess mse, 

qn == (E~AEn), (19) 

and the mean tap error vector, (En), in the presence of the bias, b. 

* In arriving at (18), we assume that iterations are infrequent enough so that 
successive vectors {rn} are independent. In practice, adjustments are generally made at 
the symbol rate, and the algorithm is observed to behave as if the {rn} were independent. 
This phenomenon is discussed in Ref. 11. 
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From (17) we have 

(En+l) = (En) - a(enrn) - ab = (I - aA)(En) - ab, (20) 

and thus the steady-state mean tap error satisfies 

(E) = A -lb. (21) 

If Ai and pi, respectively, denote the ith eigenvalue and eigenvector of 
A, then 

(22) 

Clearly, if there is a small eigenvalue whose eigenvector is not orthog­
onal to b, then the steady-state tap error can be quite large. It is 
interesting to note that for a small number of taps, one would expect 
that the eigenvalues not be small, i.e., the equalizer would not possess 
enough degrees of freedom to realize a somewhat arbitrary transfer 
function beyond the rolloff region. Consider the one-tap equalizer (or 
automatic gain control) where A = (r2(nT»), and consequently 

b 
(E) = (r2(nT») . (23) 

Thus, for a one-tap equalizer, the tap error is directly proportional to 
the magnitude of the bias, and the buildup of a large tap value is 
prohibited. However, in the limit as the number of taps becomes 
infinite, it is shown in the appendix that with T' = T 12, half the 
eigenvalues are zero, while the other half tend to uniformly sample the 
aliased (with respect to the symbol rate) squared magnitude of the 
channel transfer function. Moreover, the eigenvectors corresponding 
to the zero eigenvalues have most of their energy concentrated near 
liT Hz (and are thus close to being orthogonal to b), while the ith 
eigenvector corresponding to the nonzero eigenvalues approaches a 
sinusoid of radian frequency Wi = ilN wiT. For practical, finite-length 
equalizers, these limiting conditions will only be approximated, and 
there will be small eigenvalues whose corresponding eigenvector is not 
orthogonal to b. Consequently, (E) can become as large as the largest 
ratio [pib ]/Ai, and the steady-state tap error would then be biased 
away from the optimum value. 

We now discuss the effect of the bias term on the equalized mse, 

(24) 

where the tap error evolves according to (17). In particular we will 
examine the size of the residual msc, 

(25) 
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An exact analysis (or tight bounds) of the behavior of qn is an extremely 
difficult problem; however, by assuming that the sequence {rn} is 
independent,l1 and that when the taps are at or near their optimum 
settings, the squared output error is relatively insensitive to the trans­
mitted data pattern, * it is possible to establish simple, but useful, 
relationships between the relevant system parameters. From (17) we 
have that 

and by using the above assumptions we have (see Ref. 10) 

qN+l ~ [1 - 2a~ + a2AM(2N + 1) {r~) ]qn 

+ a2AM(2N + 1)( {r~)EoPt + b2), (27) 

where AM is the maximum eigenvalue of A, and where 
_ 1 N 

A=2N+I1 Ai (28) 

is the average eigenvalue. Thus, the steady-state fluctuation about the 
minimum mse is 

aAM(2N + 1)[ {r 2(nT) )Eopt + b2] 
qoo ~ 2A - aAM(2N + 1) (r2(nT) 

(29) 

To assess the effect of the bias on qoo, we note that the bias "seen" 
by a tap component, ab, will be approximately 2-B Cmax, where B is the 
number of bits used to represent the tap weights and Cmax is the 
maximum tap value. If the equalized signal is assumed to have unity 
power, then Cmax ;:::: I/[(2N + I){r;) r/2 and a is typicallylO on the 
order of 1/ / (2N + 1). {r~) /. Thus, b2

/ / r 2 (nT) / will be on the order of 
2-2B(2N + 1), and when the equalized output signal power is unity, 
Eopt is roughly the inverse of the output signal-to-noise ratio. With 
typical parameters like (2N + 1) = 60, B = 12, and E opt = 0.001, it is 
clear that the effect of the bias on qoo is negligible. Thus, owing to the 
quantizing bias, there can be, on the average, a buildup of one or more 
large-tap weights, while the mse is relatively unaffected. In other 
words, under the influence of a bias the taps would still remain on the 
boldface mse contour of Fig. 4, but would spend most of the time near 
the shaded region, and the system would be subject to random over­
flows, or hits. This phenomenon has been repeatedly observed exper­
imentally, and in the next section we will describe a very simple means 
of controlling the tap wandering. 

* When the taps are at their optimum values, the error is known to be uncorrelated 
with the received samples. 
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IV. THE TAP-LEAKAGE EQUALIZER ADJUSTMENT ALGORITHM 

As we have discussed in the previous section, some or all of the tap 
weights in an FSE can reach unacceptably large values when the 
conventional tap adjustment algorithm, (14), is used. A simple means 
of controlling large-tap buildup is by minimizing either of the aug­
mented cost functions 

N 

J 1 = E + P, L cl, (30a) 
i=-N 

N 

J 2 = E + P, L I Ci I , (30b) 
i=-N 

where, as in (3), E is the mse and p, is a suitably chosen (small) 
constant. The cost function J 1 ascribes a quadratic penalty to the 
magnitude of the tap vector, while J 2 provides a magnitude penalty, 
i.e., the cost function is penalized whenever the tap vector builds up 
excessively. Since the taps are to be adjusted adaptively, we cannot 
interpret p, as a Lagrange multiplier. The use of a Lagrange multiplier 
would be appropriate if we were actually able to minimize J in a 
deterministic manner by using the true gradient. However, since the 
gradient of E with respect to c, Ac - x, is not available, we must 
implement a stochastic algorithm analogous to (14). Thus, p, must be 
chosen beforehand by using some prior knowledge of the system 
parameters. 

4. 1 Increased steady-state mse: true-gradient algorithm 

As a preliminary calculation, let us fIrst consider the degradation in 
the minimum. attainable steady-state mse caused by choosing c to 
minimize J 1 instead of E. Note that, for the moment, we are neglecting 
the bias and· only assessing the increased mse caused by minimizing 
the augmented cost function, J 1, via the true-gradient algorithm. From 
(4) we observe, for binary transmission, that the taps will attempt to 
minimize the modifIed criterion: 

J1 = c'(A + p,I)c - 2c'x + 1. 

= c'Bc - 2c'x + 1, 

(31) 

(32) 

where B = A + p,I. The matrix B has the same eigenvectors as A, 
while the eigenvalues of B are A + p,. Note that the contours of equal 
values of J 1 are still ellipses but the maximum-to-minimum eigenvalue 
ratio governing the tap wandering is now (Amax + p,)/(Amin + p,), where 
Amax and Amin are the maximum and minimum eigenvalues of A, 
respectively. Thus, by choosing p, properly, the eccentricity can be 
controlled; and the equalizer tap vector is now determined as if the 
noise power were increased from a'2 to a'2 + p,. Of course, the use of a 
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tap vector selected on the basis of the pseudo-noise power, cl + J.L, will 
increase the steady-state mse. * Note that the steady-state tap vector 
will now satisfy 

Bc=x 

or 

(33) 

where c(J.L) denotes the steady-state tap vector corresponding to the 
chosen value of J.L. Thus, the minimum attainable mse is given by 

E(J.L) = c'(J.L)Ac(p.) - 2c'(p.)x + 1, 

and the increased mse, E(J.L) - Eopt, is 

E(J.L) - E opt = [c(p.) - copt]'A[ c(J.L) - Copt]. 

(34) 

(35) 

To make a more detailed evaluation of the increase in mse, we let 

E(J.L) = c(p.) - Copt 

denote the tap-error vector. Recalling the diagonalization 
N 

A = L AiPiP[, 
i=-N 

(36) 

(37) 

and the fact that inverse matrices have the same eigenvectors and 
inverse eigenvalues, we find that 

E{J.L) = c(p.) - Copt = [(A + J.LI)-l - A -l]X 

= ~ C" ~ I' -~) PiP[X 

'" p. , = -L,., (' ) PiX·Pi. 
i I\i I\i + J.L 

(38) 

Substituting (38) into (35), and using the orthogonality property of 
distinct eigenvectors, we find that 

N 1 
E(J.L) - E opt = p.2 ,L (p[X)2 A'(A' )2· 

z=-N z z + J.L 
(39) 

Thus, to a first approximation, the increased mse grows only as the 
square of the leakage parameter, J.L, while the eigenvalue distribution­
and the range in which the taps can wander-can be favorably altered, 
in a significant manner, by using even a very small value of J.L. 

* The fluctuation about the minimum mse, caused by the finite step size, will also be 
examined. 
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4.2 The adaptive tap-leakage algorithm 

In a manner analogous to the commonly used estimated gradient 
algorithm, the adaptive tap-leakage algorithms are constructed, from 
(30a), by minimizing the augmented instantaneous squared error, 
e; + fl.C~Cn, and, from (30b), by minimizing e; + fl. Lf:-N 1 c~) I. The first 
algorithm modifies the gradient by a term proportional to the tap 
vector itself, giving the algorithm 

Cn+l = Cn - a[enrn + fl.Cn] 

= (1 - afl.)cn - aenrn , 

while the second algorithm is of the form 

(40a) 

(40b) 

where the sgn operation is applied individually to each component of 
the tap vector. Note that from an implementation point of view, the 
algorithm can be modified with almost no hardware change other than 
applying a systematic decrement to the magnitude of each tap. The 
second algorithm (40b) has the practical advantage that adjustments 
will continue to be made no matter how small any tap weight becomes, 
while the first algorithm has the "advantage" of analytical tractability. 

Consider now the mean tap error when the leakage algorithm (40a) 
is used. In the presence of digital bias, the algorithm is modeled as 

(41) 

Subtracting Copt from both sides of (41), and solving for the steady­
state average tap error we find 

(42) 

The first term, on the right-hand side of (42), is similar to (22), but 
note that the eigenvalues have been modified to eliminate the cata­
strophic effects that can accompany vanishingly small eigenvalues. 
The second term, which is proportional to the leakage parameter, is 
similar to (39), and represents the increased tap error caused by the 
minimization of J 1 and not E. The leakage parameter, fl., must be 
chosen sufficiently large so that the first term is properly controlled in 
magnitude, but not so large that the magnitude of the second term 
becomes appreciable. In general, the choice of fl. is best done empiri­
cally, but if fl. is chosen to be in the range where Aminimum + fl. :::::; fl., then 
equating the magnitude of the two terms in (42) gives 
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(43) 

For any given channel, (43) can be evaluated, but as far as the average 
tap error is concerned, it is sufficient to choose Jl in such a way that 
the magnitude of (E) is within the nonshaded region of Fig. 4. From 
(42), one reasonable choice is to make Jl roughly equal to the smallest 
value of Ai for which p[x is significantly larger than Ai. 

To assess the effect of the tap-leakage algorithm, (40a), on the 
steady-state mse we recall eq. (18) 

En = E opt + qn, 

where Eopt is the minimum mse when both band Jl are zero. From (41) 
we can compute an approximation to the steady-state value, qoo, in a 
manner similar to the computation of (28). For the adaptive tap­
leakage algorithm we find that the fluctuation about the minimum 
mse is 

aAM[(2N + 1)· (r2(nT) )Eopt + b'b] + 2aJlb'x + Jl2x'A -IX 
qoo :::: . (44) 

2~ + Jl(1 - a~) - a[AM(2N + 1) (r2(nT) + Jl2] 

Obviously, (44) is very channel dependent, but when Jl is chosen on 
the order of a small eigenvalue, then the fluctuation about the mini­
mum mse is a rather insensitive function of the leakage parameter, 
while the magnitude of the mean tap error, (42), can be effectively 
controlled by the proper choice of Jl. 

In the next section we will discuss the results of laboratory experi­
ments that use the tap-leakage algorithm to control the potentially 
unstable operation of a fractionally spaced equalizer. 

V. LABORATORY EXPERIMENTS 

For an experimental 9.6-kb/s data transmission system using 16-
point quadrature amplitude modulation, the tendency of the tap 
coefficients of a digitally implemented equalizer with T /2 sample 
spacing to drift is demonstrated by the waveforms of Figs. 6a and 6b. 
These waveforms are analog representations of the values of one 
component of a set of complex tap coefficients associated with data 
samples taken T(=1/2400) second apart. The equalizer is physically 
constructed by using two conventional T-spaced interleaved struc­
tures, requiring four tap coefficient component distributions to totally 
describe the state of the equalizer. 

The equalizer goes through a conventional start-up procedure, ex­
cept that timing recovery and carrier phase adjustments are suppressed 
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(a) (b) 

Fig. 6-Tap buildup as a function oftime. (a) Three-minute intervals. (b) Five-minute 
intervals. 

so that the distribution of tap coefficients will not change through 
interaction with either of these operations. The transmitted signal is 
fed back to the receiver, after passing through appropriate attenuators, 
thus avoiding any time varying channel characteristics, and assuring 
a low noise environment. 

The fIrst trace of Fig. 6a illustrates the distribution of components 
among the particular collection of coefficients immediately after start­
up. A single large negative component is noted, with all other compo­
nents relatively insignifIcant. The coefficients are updated in the usual 
fashion, via (14), without the addition of a tap-leakage adjustment. 
Subsequent traces in Fig. 6a are taken at 3-minute intervals. The 
traces of Fig. 6b are a continuation of Fig. 6a with the separation in 
time extended to five minutes. A clear pattern of buildup in the 
amplitude of the taps, particularly those immediately preceding the 
original dominant tap, is demonstrated. A similar compensatory 
buildup occurs among those tap coefficient components not displayed, 
such that the mse is essentially unchanged over the duration of the 
test. This deterministic growth of tap amplitudes will eventually lead 
to saturation of shift register accumulators used in forming the various 
components of the equalizer passband outputs. The observed output 
signal constellation will display frequent apparent noise-like hits of 
large amplitude, and an unacceptable output error rate results. 

The tap-coefficient components in the laboratory confIguration are 
stored in 24-bit shift registers. The 12 most signifIcant bits are used in 
the multiplication to form tap-product outputs. The remaining bits 
were to average out the effects of tap updating, which is normally done 
according to the rule 

The components of the updating quantity -a(enrn) are stored in 12-bit 
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words which are added to the 20 most significant bits of the coefficients 
during the normal steady-state mode of operation. To counteract bias 
in the arithmetic, the updating is changed to the tap-leakage algorithm 

(45) 

where f3 = all of (40b). In the experimental setup, a count of 1 is added 
or subtracted to the 23rd most significant bit of each component of 
each tap coefficient once each symbol interval. In steady-state opera­
tion, the 12-bit updating signal will typically show activity in a mini­
mum of the five least significant bits. In general, therefore, the leakage 
term is quite small compared with the conventional updating term. 

The effect of introducing this leakage is shown in the waveforms of 
Fig. 7. The top trace shows the coefficient distribution 40 minutes after 
initial start-up, at the time the leakage is enabled. Subsequent traces 
were taken at 30-second intervals. Within two minutes the coefficient 
components had been virtually restored to the state that existed 
immediately after start-up. 

The experimental arrangement allows the leakage to be scaled over 
a wide range. Viewing the 24-bit coefficient as an integer, the leakage 
increment can be made 2r

, r = 0, 1, ... , 7 (r = 1 is the case displayed). 
Since the coefficients are chosen to span an analog range of ±4, this 
corresponds to f3 as defined in (45) ranging from 2-21 to 2-1

\ with f3 = 

2-20 displayed. The value of a used in the experiment is a = 2-11
• It is 

observed that f3 = 2-2
\ the lowest possible level of continuous leakage, 

is adequate to suppress tap drift, indicating the extreme low level of 
the system bias to which the FSE updating algorithm appears suscep­
tible. 

The larger the value of f3 that is chosen, the more the leakage will 
degrade the equalizer performance, although the degradation is negli­
gible for f3 less than 2-17

• In normal data-set operation, it is observed 

TAP VALUES-

Fig. 7-The effect of the tap-leakage algorithm (30-second intervals between traces). 
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that a substantially rapid shift in the sampling epoch, which may occur 
during the timing recovery operation, will greatly accelerate the 
buildup of tap coefficients. The choice of f3 = 2-18 will allow rapid 
response to this situation without perceivable performance degrada­
tion. 

VI. CONCLUSIONS 

Effective control of tap drifting for a fractionally spaced equalizer, 
at a 9.6-kb/s data rate, has been demonstrated by employing the easily 
implemented tap-leakage algorithm. The tap-leakage algorithm, or 
some variation of it, might be appropriate for any digitally imple­
mented adaptive system that has too many degrees of freedom and 
that exhibits coefficient wandering. 

APPENDIX 

Asymptotic Distribution of the Eigenvalues and Eigenvectors for 
Synchronous and Fractionally Spaced Equalizers 

In this appendix we describe the eigenval~es and eigenvectors of 
infinitely long synchronous and fractionally spaced equalizers. 

A. 1 Synchronous equalizer 

First we recall the eigenvalues and eigenvectors of an infinitely long 
synchronous equalizer. From (7) we have the eigenvalue equation 

N 

L Ak-lPl = Apk, 
l=-N 

N:5 k:5 N, (46) 

where 'A is an eigenvalue and p' = (P-N, ... , po, •.. , PN) is the 
associated eigenvector. As N ~ 00, taking the Fourier Transform of 
both sides of (46) yields 

A(w)P(w) = 'AP(w), (47) 

where 

(48)* 

The only way for (47) to be satisfied [with P(w) ¥: 0] is for P(w) to be 
concentrated at a single frequency [unlessA(w) has the same value at 

* Recall that the Nyquist-equivalent spectrum X~lj(w) is defined as Xeq(W) = 
L X(w + k27T/T). 
k 
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more than one frequency]. If we let 

then the solution to (47) is 

l 'IT 

Wi= NT' 

Ai = A(wd 

-NsisN 

Pdw) = 8(w - Wi). (49) 

Thus, for a synchronous equalizer the asymptotic (N ~ 00) eigenvalues 
uniformly sample the folded-channel plus noise spectrum, and the 
eigenvectors are the corresponding sinusoids. 

A.2 Fractionally Spaced Equalizer 

Here the channel-correlation matrix, while symmetric, is not 
Toeplitz; thus Fourier Transform techniques do not yield the eigen­
values and eigenvectors in the above short order. For convenience we 
consider the noiseless situation, and the eigenvalue equation becomes 

n 

~ A(kT', ZT')p(lT') = Ap(kT') -N<k<N, (50) 
l=-N 

where the channel-correlation matrix has elements 

A(kT', ZT') = ~ x(mT - kT')x(mT - ZT'). (51) 
m 

With T' = T /2 and N ~ 00 we write (50) for even and odd values 
of k 

~ A(k~, z~)p (z~) + ~ A(k~' z~)p (z~) 
I even 2 2 2 lodd 2 2 2 

= Ap (k ~). k even (52) 

~ A (k ~, Z~) p (z~) + ~ A (k ~, Z~) p (z~) 
I even 2 2 2 lodd 2 2 2 

= AP (k ~). k odd. (53) 

Now (52) and (53) can be written respectively as 

~ A(kT, ZT)p(lT) + ~ A (kT, ZT) + ~ P(ZT +~) 
I I 2 2 

= Ap(kT), -00 < k < 00 (54) 
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and 

~A( kT+ f, IT)P(IT) + ~A(kT+f, IT+f)p (If) 
=hJ>(kT+f), (55) 

where both equations hold for all integer values of k, and, more 
importantly, the various component matrices are now all Toeplitz. * If 
we let 

- ( 2W) ( 2W) Xeq(w) £ X(w) - X W - T - X w + T ' 

and 

- (2W) ( 2W) P(w) £ P(w) - P W T - P W + T ' W 
Iwl :5-, 

T 

(56) 

(57) 

then taking the synchronous Fourier Transform (i.e., with respect to 
the T seconds sampling interval) of (54) and (55) gives 

and 

Xeq(W)X:q(W)P(W) + IXeq(w) 1
2p(w) = AP(w). (59) 

Note that p(kT + T12) has the Fourier Transform 
.T 

-}w-_ 

e 2P(W), 

while the Transform of p(kT) is of course P(w). Arguing as we did for 
the synchronous equalizer, we see that the ith eigenvectors Pi(w) and· 
Pi(w) must again be delta functions at Wi = ilN wiT. Upon setting the 
determinant of the pair (58) and (59) to zero, we see that the eigen­
values satisfy 

AT - Ad IXeq(wd 12 + IXeq(wd 121 = 0, 
and thus for each value of Wi there are two eigenvalues 

Ai = ° 

(60) 

Ai = IX.q(w,) 12 + IX.q(W,) 12 = ~ 1 X( Wi + k~") 12 (61) 

In contrast to the synchronous equalizer, half of the eigenvalues are 

* For example, A (kT, IT+ Tj2) = Lm x(mT- kT)x(mT-IT+ Tj2) = LnX(nT)xlnT 
+ (k -1)T+ Tj21. 
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exactly zero, while the other half are samples of the aliased magnitude­
squared channel transfer function. Not surprisingly, the eigenvalues 
are independent of the receiver sampling phase. Once the eigenvalues 
are determined we can solve for the eigenvectors. The i th eigenvector 
associated with the zero eigenvalue is 

n even 
(62) 

n odd, 

while the eigenvector associated with the nonzero eigenvalue is 

neven 
(63) 

nodd. 

At this point we remark that when Wi is not in the rolloff region then 
Xeq(wd = Xeq(Wi), and (63) describes 'a sinusoid of frequency Wi, since 
the even and odd portions of Pi(n T /2) mesh together in a continuous 
manner [i.e., 

Pi(n T/2) = Xeq(wi)eiwinT/2]. 

However, (62) describes a function that changes sign and oscillates 
almost a full cycle in T seconds. Consequently, Pi(n T/2), as given by 
(62), will have most of its spectral energy concentrated near liT Hz. 
When Wi is in the rolloff region, the frequency content of (62) and (63) 
will differ somewhat from the above extreme cases but the general 
results will still be as above. 

REFERENCES 

1. A. Gersho, private communication, 1969. 
2. D. M. Brady, "An Adaptive Coherent Diversity Receiver for Data Transmission 

Through Dispersive Media," Conference Record ICC 1970, pp. 21-35 to 21-40. 
3. D. M. Brady, "Adaptive Signal Processor for Diversity Radio Receivers," U. S. 

Patent No. 3,633,107, fIled June 4, 1970, issued January 4, 1972. 
4. L. Guidoux, "Equaliseur Autoadaptif a Double Echantillonnage," L'Onde Electrique, 

55 (January 1975), pp. 9-13. 
5. O. Macchi and L. Guidoux, "A New Equalizer: the Double Sampling Equalizer," 

Ann. Telecommun. 30 (1975), pp. 331-8. 
6. G. Ungerboeck, "Fractional Tap-Spacing Equalizers and Consequences for Clock 

Recovery for Data Modems," IEEE Trans. on Commun., COM-24, No.8 (August 
1976), pp.856-64. 

7. S. U. H. Qureshi and G. D. Forney, Jr., "Performance and Properties of a T/2 
Equalizer," Conference Record NTC 1977 (December 1977). 

8. R. D. Gitlin and S. B. Weinstein, "Fractionally-Spaced Equalization: An Improved 
Digital Transversal Equalizer," B.S.T.J., 60, No.2 (February 1981), pp. 275-96. 

9. R. W. Lucky, J. Salz, and E. J. Weldon, Jr., Principles of Data Communication, 
New York: McGraw-Hill, 1968. 

10. R. D. Gitlin and S. B. Weinstein, "On the Required Tap Weight Precision for 
Digitally-Implemented Adaptive Equalizers," B.S.T.J., 58, No.2 (February 1979), 
pp.301-21. 

11. J. E. Mazo, "On The Independence Theory of Equalizer Convergence," B.S.T.J., 58, 
No.5 (May-June 1979), pp. 963-93. 

TAP-LEAKAGE ALGORITHM 1839 





Copyright © 1982 American Telephone and Telegraph Company 
THE BELL SYSTEM TECHNICAL JOURNAL 

Vol. 61, No.8, October 1982 
Printed in U.S.A. 

Using Magnetic Bubble Memories to Provide 
Recorded Announcements 

By J. E. ROWLEY and J. BERNARDINI 

(Manuscript received September 20, 1981) 

Recorded announcement systems have traditionally been electro­
mechanical in nature, and have required routine maintenance and 
adjustments. An electronic system, the 13A Announcement System, 
was designed to replace many of these older systems and eliminate 
the need for routine maintenance. It is the Bell System's first appli­
cation of magnetic bubble memories, and can provide from one to 
eight announcements of up to 24 seconds in length each. Entering the 
fifth year of production, the 13A is being installed in almost every 
type of central office of the telecommunications network. 

I. INTRODUCTION 

In the Bell System, audio recorders and announcement systems are 
used for a variety of applications to provide customers and operators 
with information. One group of applications are those associated with 
calls that cannot be completed. Announcements in this group tell the 
customer why the call was not completed. Examples of problems 
explained by these announcements are: non-working numbers, incor­
rectly dialed calls, damaged equipment and heavy traffic conditions. 
In general the announcements associated with these conditions are 
non-revenue producing. These announcements are fairly brief, many 
lasting only twelve seconds. Another major group of announcements 
are those which are customer requested. These announcements are 
longer, often about a minute in length. Examples of these are: the 
weather, stock market quotations, the news, department store sales, 
jokes, sports phone, etc. In general this group of announcements are 
revenue producing. 

Traditionally, the machines used to provide these announcements 
have been categorized as being either light-duty or heavy-duty ma-
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chines. The light-duty machines were generally designed for customer 
premises or for central offices where their use was not continuous. The 
heavy-duty service machines were characterized by a much higher 
calling rate, requiring that the machines run continuously 24 hours a 
day. 

The majority of the recording machines presently being used by the 
Bell System are approximately 25 years old in design. These recorders 
are all basically electromechanical in technology, employing magnetic 
drums for analog storage. In addition these designs require magnetic 
heads, mechanical drives, and a variety of moving parts. The problem 
associated with these designs has been the need for frequent routine 
maintenance in the form of lubrication, mechanical adjustments, and 
the replacement of worn parts. There is also a high cost associated 
with the special mechanical skills required for this type of maintenance. 
Other drawbacks of these electromechanical systems include their 
large physical size and their large power requirements. 

In contrast a solid-state design employing digital storage has the 
advantage of no moving parts and, hence, no routine maintenance. It 
also has the advantage of high reliability, extremely long life and small 
size. This technology also leads itself to modular construction with 
standard components and circuit boards. 

A study conducted in 1975 showed that for the shorter announce­
ments a memory system employing magnetic bubble technology would 
be economically attractive. The Bell System had extensive develop­
ment under way in this technology. It was clear that the magnetic 
bubble memory architecture was ideal for use in a solid-state an­
nouncement system and that the nonvolatility which the bubble mem­
ory offered was very desirable for this application. The large storage 
capacity of the bubble memory was another important consideration. 
All of these factors combined to make magnetic bubble memories the 
ideal choice for a storage medium. 

In the attempt to define what type of announcement system would 
be appropriate for the present and near future market, a survey of 
operating companies was conducted in 1975. This survey showed that 
90 percent of the shorter announcement market could be served by an 
eight-channel system. It also indicated that 85 percent of the market 
would be served by a system capable of providing recordings up to 24 
seconds in length. To minimize digital storage requirements various 
digital coding techniques were considered. Based on human factors 
tests, adaptive delta modulation (ADM) at 24 kb/s was selected as the 
best compromise of bit rate and intelligibility. 

With message length, bit rate, and multiple channel capability 
defined, the basic design requirements of a solid-state announcement 
system, coded the 13A, were established. 
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II. GENERAL DESCRIPTION OF THE 13A ANNOUNCEMENT SYSTEM 

The design of the 13A system evolved as a multichannel system that 
can record and play back up to eight messages. Each message can be, 
and usually is, different. With appropriate distribution circuits, each 
message can serve up to 500 customers simultaneously. For many 
applications, the 13A is used as a direct replacement for up to eight 7 A 
electromechanical machines. Figure 1 shows the 13A as compared to 
eight commonly used 7 A machines in standard central office frames. 
Figure 2 shows the 13A fully equipped with eight message modules. 

To minimize the cost of the system, circuitry that is common to all 
messages resides on three circuit packs at the left side of the system. 
A minimum 13A system requires one additional message-module cir­
cuit pack, which contains the memory and other circuitry necessary 
for that particular message. The remaining seven positions at the right 
side of the 13A can be equipped or not, as desired. 

There are two different message module circuit packs. Both types 
offer a variable-length message feature. One records announcements 
from 3 to 12 seconds in length, and the other can record messages up 
to 24 seconds long. The message length can be adjusted in 3-second 
increments by means of a thumb-wheel switch on the message module 
pack. Each pack can be set to a different message length, if desired, 
contingent upon its associated switching system. 

The 13A requires a maximum of 77 watts from the -48 volt central 
office battery for eight channels. This is an improvement over previous 
announcement machines, such as the 7 A, which requires 30 watts from 
110 volts ac for one channel. 

Each message channel of the 13A has a START input which controls 
the start of a message. After a closure to ground on this input, the 
message starts at the beginning with an average waiting time of 2.5 
seconds. As long as the start input is grounded, the message will 
continue to repeat with a 3-second silence interval between message 
repetitions. 

In addition to the message audio, several other outputs are available 
on a per-channel basis. To provide interchangeability between the 7 A 
and the 13A, 7 A output signals and their nomenclature were adopted. 
These outputs are contact closures that provide timing information 
that can be used by trunk circuits to ensure that the customer hears 
the message from the beginning, rather than from any point within 
the message. 

Each message-module channel also provides a voice-alarm output. 
A contact closure on this pair of leads signals an absence of audio 
output from the message channel. A loss of power to the 13A system 
will also result in a voice alarm. A system input called V A TEST can 
be used to test the operation of the voice-alarm circuit. 

MAGNETIC BUBBLE MEMORIES 1843 



Fig.l-Frame-mounted 13A Announcement System (left) compared to eight 7A 
units. 

There are two methods for recording a message on the 13A. One 
method is to use a G3CR-type handset. The preferred method is to 
use a prerecorded tape and dub the message from a cassette recorder 
(typically) onto the 13A. The latter method produces the highest­
quality announcernent, since the tape can be prepared in a quiet 
environment by a professional speaker. The 13A provides a tape input 
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Fig. 2-The 13A Announcement System with eight message modules. 

jack for this purpose. With the introduction of special information 
tones on standard intercept, vacant code, no circuit, and reorder 
announcements in 1981, dubbing from prerecorded tapes will become 
the standard method for recording these messages. 

A simplified block diagram of the 13A system is shown in Fig. 3.1 In 
recording, the input speech is filtered, converted into a digital repre­
sentation using adaptive delta modulation (ADM), and written into the 
29A magnetic bubble memory. Reproducing the message involves 
recovering the data from the memory, conversion back to an analog 
signal, and amplification for driving the output, which interfaces with 
trunk circuits. A large portion of the 13A circuitry is used to generate 
signals that are peculiar to the 29A memory. Therefore, some knowl­
edge of the bubble memory is helpful in understanding the 13A system. 

III. THE 29A MAGNETIC BUBBLE MEMORY 

The 29A package, shown in Fig. 4, is a 32-pin dual in-line package 
2.49 inches long and 1.2 inches wide. A permalloy outer case protects 
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Fig. 3-Block diagram of the 13A Announcement System. 

Fig. 4-The 29A bubble memory. 

the bubble chips, rotating field coils, erase coil, and bias magnet from 
stray external fields. 2 

The package contains four 68,121-bit chips for a total of 272,484 bits. 
At the 24-kb/s encoding rate, storage capacity is approximately 3 and 
12 seconds for chip and package, respectively. Each chip, approxi­
mately 5 mm by 6 mm, is organized as a single serial shift register. 
Ones and zeros are represented by the presence or absence of bubbles, 
respectively. Generation of new information and detection of the 
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Fig. 5-The 29A chip organization. 

existing memory contents are both done outside the 68,121-bit shift 
register loop. 

A line diagram of the chip organization is shown in Fig. 5. A bubble 
is generated at point G by an appropriate current pulse in the G 
conductor. Eight steps later, the bubble is at the write transfer point, 
W. If no current pulse is present in the R conductor, the bubble will 
travel along the path which ends in an X and be annihilated. If the 
proper current pulse is present in the R conductor, the bubble will 
take the other path, which will put the bubble into the data loop at 
point M. This is a passive merge point, and no signals are required to 
merge the generated bubble into the 68,121-bit loop. 

Once in the main loop, the bubbles require no conductor signals to 
keep them circulating in the loop. However, no bubbles will go to the 
detector unless a proper current pulse is applied to the R conductor. 
Two different types of pulses can accomplish this. A transfer pulse, 
applied to the R conductor, will cause all bubbles at point R to travel 
to the detector. A series of 68,121 of these could be used to clear the 
memory. Or, in combination with the generator lead, a smaller number 
of transfer pulses could be used to rewrite a portion of the 68,121 
locations. Another pulse, a replicate pulse, will cause a bubble at point 
R to split into two. One bubble stays in the main loop, the other travels 
to the detector. This pulse type is used for nondestructive readout of 
the memory's contents. The transfer pulse is not used in the 13A, since 
the 13A does not write a portion of a chip. In the 13A, clearing of the 
29A memory is done by using the z coil. 

In the z axis, which is perpendicular to the plane of the chip, there 
is a bubble-stabilizing bias field, nominally 160 Oe, which is supplied 
by a pair of permanent magnets inside the package. This field can be 

MAGNETIC BUBBLE MEMORIES 1847 



aided or opposed by a current in the z coil. The z coil is used in 
manufacture to test the bias margins of the four chips. A much larger 
z coil current, aiding the bias field," will cause collapse of the bubble 
domains and can be used to bulk erase the entire memory. 

In a semiconductor shift register, a clock signal advances the mem­
ory. In the 29A, an in-plane, constant-magnitude, rotating magnetic 
field does this. One 360-degree revolution of the rotating field advances 
the bubbles by one position. The rotating field is formed by applying 
two sinusoidal currents, 90 degrees out of phase, to the inner and outer 
field coils. In the 13A, these coils are driven by voltage sources, so the 
inductance of the coils must be tightly controlled in order to obtain 
control of the current amplitudes. At the 48-kHz rotating field fre­
quency, the required inner coil drive voltage is 25.15 volts peak to 
peak, and the current is 0.50 ampere peak to peak. The outer coil 
requires 25.15 volts peak to peak at 1.34 amperes peak to peak. The 
tolerance on both voltages is ±5 percent. Because the Q of the two 
coils is different, the desired 90-degree phase shift in currents is 
achieved by having the outer coil voltage lead the inner coil voltage by 
95 ± 3 degrees. 

The timing of the other functions of generate, replicate, and strobe 
(for data detection) is related to the phase angle of the rotating field. 
The timing requirements, as well as the current amplitudes, are shown 
in Fig. 6. It should be noted that the function drives must be current 
sources, since the function resistances have a tolerance of ±20 percent 
and the current tolerance, for example, of high replicate current is 110 
rnA ± 13.6 percent. 

In the 29A package, the generators of all four chips are connected in 
series, and one pair of generator leads is brought out. Similarly, the 
detectors and dummy detectors are connected in series. The replicate 
leads are brought out individually, and they function as chip-select 
leads, determining which chip is being written into or read from. 

The bubble arrives at the detector 60 rotating field cycles after being 
replicated at point R. The bubble field is detected by a magnetoresis­
tive detector. Since other fields (especially the rotating field) are 
picked up, a similar dummy detector, under which no bubbles pass, is 
included to cancel out unwanted signals. Both active and dummy 
detectors are driven by constant current sources of 4.5 rnA ± 0.2 rnA. 
The match between the two current sources must be better than 1 
percent. One side of the active and dummy detectors is connected 
together inside the 29A, and external circuitry must place this node at 
ac ground. The remaining two leads, one active and one dummy, must 
be amplified differentially. Since the detectors are insensitive to field 
polarity, the unwanted common mode signal is mostly at twice the 
rotating field rate and is about 80 m V peak to peak. 
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The desired bubble signature occurs during the strobe interval and 
is seen differentially across the active and dummy leads. To obtain a 
digital result, the signal is processed as shown in Fig. 7. A "I" (bubble) 
signature is typically 5 m V in magnitude, and a "0" response is 
somewhat smaller, as shown in Fig. 8. A technique known as dc 
restoration is used after this waveform is obtained. This references the 
signal level to the level at the start of the strobe interval. That is, 
within the strobe interval: 
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Fig. 6-The 29A timing requirements. 
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Fig. 7-Memory output signal processing. 
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Fig. 8-Amplified bubble signal before dc restoration. 
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where V (0) is the signal amplitude at the start of the strobe interval. 
Since V(O) is higher for O's than for l's, this process increases the 
separation between O's and 1's, as shown in Fig. 9. 

The specifications of 29A outputs are based on dc restored wave­
forms. Output amplitudes vary widely from module to module. In the 
13A, these variations are dealt with by varying the amplitude of a 
decision threshold until it is one-third of the distance between the 0 
and 1 amplitudes. 

One advantage of bubble memories is that data can be retained 
during loss of power, provided the rotating field signals are turned off 
properly. The rotating field must turn on and off within the ±45-
degree segment as shown in Fig. 10. Failure to do this will result in loss 
of memory contents. 

The 29A memories undergo extensive testing during manufacture.3 

This includes test of worst case amplitude and timing margins at room 
temperature, as well as a ±3 Oe bias margin test. In addition, each 
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Fig. 9-Amplified bubble signal after dc restoration. 
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Fig. lO-Normalized coil-current polar plot showing the 29A start/stop requirements. 

device must pass a less severe test at both l3°e and 60 0 e case 
temperature. 

IV. THE AUDIO ENCODING-DECODING CHAIN 

The l3A, viewed as a digitized audio system, is shown in Fig. II. 
The signal flow can be traced through the audio-processing stage, the 
audio-encoding section, and the bubble memory. After the memory, 
the signal goes to a decoding circuit and then to an output amplifier. 
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The first stage is a balanced amplifier which provides an input for 
a Tl-type transmitter or a tape recorder source. The input of this stage 
is designed to bias a Tl-type transmitter for up to 850 ohms of loop 
resistance and provide ac coupling for a tape recorder input. 

The AGC amplifier provides 40 dB of input dynamic range to allow 
for various speaker levels, record levels, and loop resistance losses. 
With the input dynamic range compressed to 4 dB, an equalizer 
provides a signal increase at a slope of 6 dB/octave above 1 kHz and 
a signal decrease at 6 dB/octave below 1 kHz. This preemphasis is 
coupled with a corresponding deemphasis at the decoder output so 
that a flat frequency response is maintained. The overall preemphasis/ 
deemphasis was subjectively determined to improve the response of 
the encoder/decoder chain by eliminating quantization noise at the 
decoder output. The last analog stage before encoding is a third-order, 
2.8-kHz, low-pass filter defining the 13A bandwidth. 

The filtered audio signal is digitized using an adaptive delta modu­
lator (ADM) encoder operated at 24 kb/s. This is an ADM chip-set 
originally developed for the SLC*-40 system and operated at approx­
imately 38 kb/s.4 For the 13A, the reduced clock rate is made possible 
because of the input AGC and the reduced importance of speaker 
identification. The output of the ADM encoder is processed by a 
preamble pattern inhibiter. The purpose of this circuitry is to inhibit 
bit patterns of 15 or more l's and patterns of 15 or more O's. A pattern 
of 15 or more l's is modified by changing the eighth 1 to a o. A pattern 
of 15 or more O's is modified by changing the eighth 0 to a 1. This 
procedure ensures a unique bit pattern for use as a data preamble. 
With the ADM encoder used in the 13A, patterns of greater than 14 l's 
or 14 O's have a low frequency of occurrence. This procedure, therefore, 
introduces a negligible distortion into the ADM encoding. The preamble 
is generated by inserting a bit sequence of 15 l's surrounded by O's as 
the first data loaded into the bubble memory during a message record­
ing. The bubble memory output is converted to logic levels by the 
detector amplifier. The detector drives both an ADM decoder and 
circuitry associated with preamble detection, synchronization and 
error detection (see Section VIII). The ADM decoder decodes the 
digitized speech into audio. The inverse equalizer normalizes the 
speech to a flat spectrum and the low-pass filter eliminates quantizing 
noise residing outside of the audio band. 

The final stage in this chain is a low-output-impedance amplifier 
capable of driving up to 500 trunk circuits at a maximum level of -9 
volume units. Referring to Fig. 11 it should be noted that all circuitry 

* SLC is a trademark of Western Electric. 
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after the preamble generator is duplicated for each message channel. 
All circuitry before this point is shared by all message channels for 
both record and playback operations. 

V. TIMING AND FIELD DRIVE 

A major consideration in the use of bubble memories is the overhead 
represented by the necessary circuitry for control and timing-signal 
generation. In the 13A, this circuitry takes the better part of two 
printed-circuit boards. However, this circuitry is shared by all message 
modules in the system. 

Figure 12 shows a functional diagram of the circuitry for the field 
drive, field-cycle timing, and chip-cycle timing signals. The field drive 
used in the 13A is sinusoidal. The basic system timing is derived from 
the crystal oscillator which drives the control and timing counter. The 
control counter in turn supplies a clock to the quadrature sinewave 
generator, chip-timing counter and the timing Read Only Memory 
(ROM). The start and stop timing for the quadrature sinewave generator 
and for the application of the generator outputs to the power amplifiers 
is provided by the timing ROM. The timing ROM also provides basic 
timing for the field-cycle timing signals previously described. The chip­
timing counter provides signals necessary for timing during the chip 
cycle. 

On the message-module boards, where the bubble memories reside, 
are capacitors in parallel with both the inner and outer coils. These 
form parallel resonant circuits at the 48-kHz rotating field frequency. 
They reduce the power required for steady-state operation by a factor 
of 10, but they also change the start-up and shutdown loads that the 
power amplifiers drive. 

To maintain nonvolatility with bubble memories it is important that 
the power up and power down cycles occur within the ±45-degree 
quadrant of the field drive cycles. When a system is powered up, the 
timing ROM starts the quadrature sinewave generator, allowing enough 
time for the generator to stabilize; then the timing ROM provides the 
start signal for the closure of the analog switches. The analog switch 
associated with the outer-coil drive is closed first. After a delay 
corresponding to 95-degrees of the field drive cycle, the inner coil drive 
analog switch is closed. At this point the inner and outer coil field drive 
signals must meet the previously outlined amplitude and phase re­
quirements. 

For nonvolatility upon power down, the inner and outer coil drive 
analog switches are shut off simultaneously at the point in the field 
drive cycle where the outer coil current is a maximum and the inner 
coil current is a minimum. This results in a gradual decay of the outer 
coil current and a slight oscillatory decay for the inner coil current. 
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The resultant field vector lies within the ±45-degree sector necessary 
to maintain nonvolatility. 

The final links in the chain for the inner and outer coil field drives 
are the associated power amplifiers. To maintain nonvolatile bubble 
memories during steady-state, transient, and variable-loading condi­
tions, these amplifiers must be carefully designed. During steady-state 
operation, the amplifier must supply a sinusoidal signal whose ampli­
tude must stay within ±5 percent and whose phase must not vary by 
more than ±1 degree for a load variation of 1 to 16 field coils. When 
the field drive signals are first turned on, the field drive loads appear 
capacitive. For this case, the power amplifiers must be capable of 
supplying up to 16 amperes at the sinusoidal peak voltage (12.57 volts). 
On turn-off, the power amplifiers must exhibit the transient response 
and low output impedances necessary to dampen the field coil energy. 
The power amplifiers also include circuitry to inhibit extraneous 
signals from reaching the field coils when the power supply voltages 
are below 13 volts. This is necessary to deal with transients occurring 
during low-voltage conditions when the 13A system is powered up or 
down. 

VI. POWER CONSIDERATIONS 

To ensure a nonvolatile system, the 13A must sense loss of power 
and turn the rotating fields and timing signals off before power supply 
voltages decay to the point that the control logic will no longer 
function. On power up, the system must hold the fields and timing 
signals off until power supply voltages are within normal limits. Figure 
12 shows the functional circuitry and signals related to the 13A power 
start-up and shutdown operations. 

When the dc voltages from the power supply are within 5 percent of 
their nominal value, the power sense signal is sent to the control logic. 
The power sense signal initializes all the logic and starts the sinewave 
generator via the timing ROM. Allowing sufficient time for the sinewave 
generator to stabilize, the field drive and field cycle timing signals are 
switched on. 

If the -48 volt power is lost, or the power switched off, the power 
sense signal is switched low when the dc voltages have decayed by 5 
percent. This signal, delayed by the control logic, switches off the field 
drive signals and associated field cycle timing signals at the proper 
time in the rotating field cycle. The maximum delay is one cycle of the 
rotating field, or 21 JlS. 

Although the previously described power-down sequence maintains 
13A nonvolatility, it causes the messages to be stopped at a random 
point in the chip cycle. IvIessage boards powered down in this manner 
cannot be interchanged between different 13A's without introducing 
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preambles at different relative positions. The ambiguous preambles 
would not permit proper synchronization of the 13A system. This, of 
course, would not be a problem for a single-channel 13A. To permit 
interchangeability of message modules for multichannel 13A's, the 13A 
can also be powered down by first employing the Field Down switch. 
Operating this switch (before switching the power off) turns the field 
drive signals off near the beginning of the chip cycle. This ensures that 
all message modules fielded down in this manner will have preambles 
in the same relative position. This feature cannot be ensured for 
emergency power down, or loss-of-power cases, because the control 
timing would have to delay the field down switching for up to one chip 
cycle (2.84 seconds) to reach the proper point in the chip cycle. 

VII. RECORD AND PLAYBACK CONTROL 

The record and playback operation of the 13A is controlled locally 
via circuit-card edge switches and light-emitting diodes (LEDS). The 
audio source can be either a telephone handset or a tape recording. 
Message modules can also be prerecorded at one site and installed in 
systems at other sites, provided the proper precautions are taken using 
the Field Down switch. 

The record operation starts with the record-request signal generated 
from a card-edge push-button switch. This sets the record-request flip 
flop, which in.turn lights a record-request LED on circuit pack UD3's 
card-edge. When the chip counter arrives at the appropriate point of 
the chip cycle, the record process is started by pulsing the z coil of all 
accessed message modules to clear the data recorded previously. Next, 
the preamble pattern is generated. The record-request LED is turned 
off and the record LED turned on as a signal to input the audio. At the 
end of each chip, the generated data is switched to the next chip until 
the last-chip signal occurs. The last-chip signal turns off the record 
LED, which signals the end of the record interval. 

The playback operation can be controlled either locally or remotely. 
With the selected channel started remotely or accessed locally, the 
playback operation begins. This involves replication and detection of 
bubble signals, decoding the ADM data, and amplification for driving 
trunk circuits. At the end of each chip cycle, the replication process is 
switched to the next chip in the bubble module. If the playback 
involves two bubble memories, switching between them is not imme­
diate. Owing to the delay between the replicator and the detector 
inside the 29A, switching of the detector from the first to the second 
module must follow switching of replication by 30 data cycles. 

The setting of the thumb-wheel message-length switch determines 
which chip is the last chip in the message. At the end of the last-chip 
signal, the message ends and, if the start or access signals are present, 
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a 2.84-second silence interval begins, after which the message repeats. 
During the silence interval, several relay signals are given to signal the 
end of the message and the start of the next message repetition. 

VIII. PREAMBLE SYNCHRONIZATION AND ERROR DETECTION 

In the 13A system, the stored-message-synchronization and error­
detection techniques were combined into common logic. The design 
requirements which prompted this approach were based on a need to 
provide synchronization of stored messages to the control counter and 
inexpensive means oflogic fault detection. It was considered important 
that the fault-detection scheme be capable of detecting stuck-at­
one(sAl) and stuck-at-zero(sAO) conditions in the data paths, and at 
the same time tolerate small or transient errors in the data. It was also 
considered desirable that the system be able to detect and recover 
from conditions when the control counter was out of synchronization 
with the messages. 

Referring to Fig. 11, the data stream of the ADM encoded speech is 
fIrst processed to inhibit preamble patterns and their complement 
from the data stream. A preamble of 15 l's is then fIrst generated and 
stored in the bubble memory. When reading the data from the bubble 
memory, the data is fIrst applied to the preamble detector noninverted. 
The output of the preamble detector, the match signal, is used to time 
synchronize the chip timing counter. Normally the fIrst preamble 
match signal that occurs after powering up is employed to provide this 
synchronization. Following this operation, all 13A messages are chip­
cycle synchronized to the control logic. All further occurrences of the 
match signal are compared with the chip-timing counter signal, TR. 
With a normal 13A system, match signals occur timed to TR. In this 
normal mode, every 60 seconds (enough time for two cycles of the 
longest 13A message) the data from the bubble store is inverted and 
applied to the preamble detector logic. During this cycle, the preamble 
detector in effect searches for 15 O's. Since this pattern was inhibited 
from the memory, any match signal generated in this cycle is inter­
preted as an error condition. 

To make the system tolerant to transient errors, a threshold of two 
or more false preambles during a 60-second interval was established. 
If two or more false preamble errors are detected, the internal digital 
voice alarm (DV A) is set. To cover the possibility that the control 
counter has slipped out of sync with the stored messages, a sync retry 
cycle is initiated at this point. It starts by permitting the next preamble 
match signal to resync the chip timing counter. If another two or more 
false preambles occur, the external voice alarm test (VAT) signal is set. 
This same alanl1 is seL for any case of a false preamble match signal 
during the data complement cycle. When an alarm is set during the 
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noncomplement data cycle, repeated attempts to resync the control 
counter to the preamble match signals are made. If a resync condition 
is achieved the alarm is reset and the system is returned to a normal 
state. 

IX. PHYSICAL DESIGN AND CIRCUIT PACK DESCRIPTION 

The five types of circuit packs used in the 13A are 8 by 11 inches. 
Except for circuit packs UDI and UD2, all have three 963B-20 con­
nectors for a total of 60 110 pins per pack. UD 1 and UD2 need only 
two connectors each. All packs are class 1 (25-mil paths and spaces) 
double-sided printed-circuit boards. All controls and indicators for 
operation of the 13A are mounted on the front edge of the circuit 
packs. 

A major objective in the physical design of the 13A system was to 
eliminate hand wiring. This is accomplished by the backplane, shown 
in Fig. 13. This double-sided printed-wiring board interconnects all the 
circuit packs and the packs to the 123 110 pins. Screw terminals are 
provided for -48V power and ground return. All other 110 terminals 
are 0.045-inch-square wire-wrap pins. Only four wires are needed to 
connect the handset and tape jacks located on the mounting strip at 
the front of the system. 

Overall dimensions of the 13A system are 9.88 inches high by 12 
inches deep by 23 inches wide. Compatibility with all the types of 
offices and frames in which the 13A is used is achieved by ordering 
different brackets to mount the system in the various frames. On the 
front of the unit there is a smoked plastic door, hinged at the bottom. 
All system indicators can be seen through the closed door at either the 
top or bottom. The strip across the center of the door is opaque. When 

Fig. 13-The 13A Announcement System backplane. 
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the door is opened, the instructions on the inside of the door are 
visible. These instructions, shown in Fig. 2, contain a summary of the 
procedures for monitoring an existing message, recording a new mes­
sage, and shutdown of power. All system indicators (LEDS) and control 
switches are also identified here. 

The first circuit pack in the 13A is the power supply, which is coded 
UDl. It is a pulse-width-modulated dc-to-dc converter. It converts the 
-48 volt supply to + 15. 75V at 1.6A, -15.75V at 0.5A, and +5.2V at 3.2A. 
Also, two low-current supplies, -4V at 100 rnA and -8V at 100 rnA, are 
derived from the -15.75V. When supplying these currents, which are a 
maximum for a fully equipped 13A, UD1 draws 1.6A from the -48V 
supply. The voltage outputs have a tolerance of ±5 percent, except for 
the +5V supply. It has a tolerance of ±3.5 percent. Circuitry is also 
provided for electronic shutdown if the voltages exceed their tolerance 
or if currents exceed specified values. Each message board adds a 
resistor in parallel with the current-sense resistor on UD1, changing 
the current-sense limit in proportion to the number of message boards 
in the system. Also, the +5.2V and +15.75V outputs are monitored, 
and both must be higher than the minimum values to result in a high 
level on the PWR SENSE output. 

The second common circuit pack is UD2, the encoder driver. It 
provides the circuitry for the input speech processing and encoding. 
This circuit pack also generates, amplifies, and provides analog switch­
ing of the field drive signals. 

The other common circuit pack is UD3. This circuit pack contains 
the basic digital control and timing for the 13A. It controls the rotating 
field generation, provides bubble memory timing signals and chip 
sequencing, and placement of the recording of new messages. UD3 also 
provides the logic for message synchronization and error detection. 

UD4 is a variable-length message module that stores and plays back 
up to 24 seconds of speech. It has a variable message length (VML) that 
can be adjusted from 3 to 24 seconds in 3-second increments. UD4 
stores the digitally encoded speech in two 29A bubble memories. It 
converts the stored information back into analog speech, and it ampli­
fies and buffers the output to drive up to 500 trunk circuits. Signaling 
closures are also provided by this circuit pack. 

UD6 is a variable-length message module that stores and plays back 
up to 12 seconds of speech. It is similar to UD4. In fact, the two codes 
use the same printed-circuit board. A UD4 has the second 29A and 
associated components, a UD6 does not. 

x. MANUFACTURING AND APPLICATION STATUS 

The 13A is manufactured at the 'vVestern Electric Columbus Works. 
Manufacturing information was released on October 1, 1977. The first 

1860 THE BELL SYSTEM TECHNICAL JOURNAL, OCTOBER 1982 



13A was shipped to New York Telephone Company in February 1978. 
By the end of 1981, approximately 4188 13As had been shipped, and 
production should continue at the rate of about 110 systems per month. 
This requires 1670 29A memories per month. Each circuit pack must 
pass a circuit-pack test. Testing of UD3, UD4, and UD6 packs is 
automated, using computer-controlled test sets. The only adjustments 
during circuit-pack test are made on the message-module packs to 
match the detection threshold with the particular 29A device. In 
addition to circuit-pack tests, each 13A is given a system test before 
shipment. 

The fIrst 60 systems manufactured went to a special application in 
New York City. This is the Automatic Dial Coin Zone (ADCZ) System, 
which uses announcements to automate handling of two-message-unit 
coin phone calls in the New York City area. Each 13A is equipped 
with six UD6 message-module packs, for a total of 360 29A's in the 60 
systems. All systems were placed in service on July 1, 1978. 

At present 13A systems are also in service in Step-by-Step, No.1 
and No.5 Crossbar, No. lilA ESS, No. 2/2B ESS, and No.3 ESS 
offices. In No. 3 ESS applications, the 13A is installed and shipped 
with the office from the manufacturing facility. For No. lilA and No. 
2/2B ESS the 13A's are installed and shipped as part of an announce­
ment frame. In all other applications the 13A's are shipped directly to 
central offIces for installation. 

XI. CONCLUSION 

The 13A is the fIrst application of magnetic bubble memories in the 
Bell System. The 13A performance and modular design has permitted 
it to satisfy a very large percentage of the Bell System announcement 
market. It is being used in all types of central offIces, and will be used 
in No.5 ESS. 

The 13A compares very favorably to the widely used electrome­
chanical 7 A system. The 13A is lower in cost for systems employing 
three or more channels, requires 77 watts for an eight-channel system 
versus 30 watts for a single 7 A, and eliminates the need for costly 
periodic maintenance. 

Magnetic bubble memory technology has proven to be an excellent 
match to the needs of the 13A Announcement System. By using 
magnetic bubble memories as the storage medium, the 13A offers 
nonvolatile storage of recorded announcements. The high storage 
density of magnetic bubble memories has enabled the 13A to occupy 
as little as one-eighth the space previously taken by eight 7 As. The 
high density and low cost of magnetic bubble memories relative to 
other nonvolatile and writable storage devices enable the 13A to be 
very cost competitive with electromechanical systems. 
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In its fifth year of production and at its current manufacturing rate 
of 110 per month, the 13A has proven to be a successful product. This 
is true both in terms of the use of magnetic bubble memories and the 
13A modular design. 
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a Nonlinear Optimal Assignment Problem 
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This paper poses an assignment problem with a nonlinear objective 
function. It is formulated as an integer programming problem and a 
graph model is used to determine its exact solution. Application of 
the problem in long-range homing in telephone networks is also 
discussed. 

I. INTRODUCTION 

Consider a process in which at each stage an originating center 
must be connected to exactly one of a set of terminating centers. The 
originating center has a .load and each terminating center has a 
capacity. The originating center can be connected to a terminating 
center only if the terminating center has enough capacity for its load. 
The originating center's load and the terminating centers' capacities 
vary with time (i.e., from one stage to another), but they are assumed 
to be known at all times. The problem is to determine the optimal 
connection configuration at each stage of time. The costs involved are 
the transmission cost and the rearrangement cost. Both costs are 
nonlinear functions of the originating center's load. The transmission 
cost is the cost of connection of the originating center to a terminating 
center. The rearrangement cost is incurred if, in transition from one 
stage to the next, the connection of the originating center to a termi­
nating center has to be changed because of insufficient capacity. 

Such an assignment problem may be encountered in many applica­
tions. One important application arises in the design of hierarchical 
telephone networks. 1

-
3 The process of connecting a switching center to 

a center in the next level of hierarchy in the backbone route of such 
networks is called homing. The problem of determining the optimal 
homing configuration of a switching center over several stages during 
a study period can be formulated as the above assignment problem.4 
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In such a case the originating center could be an end office and the 
terminating centers could be toll centers (i.e., switching centers in the 
next level of hierarchy). The load of the originating center would then 
correspond to the traffic volume of the end office and the capacities of 
terminating centers would correspond to the switching capacities of 
the toll centers. The transmission cost would be the cost of trunks 
homing the end office on a toll center and the rearrangement cost 
would correspond to the cost of changing the homing configuration. 

In this paper a graph model will be developed for the above nonlinear 
assignment problem. The solution to the problem will be converted to 
determining a shortest path on this graph. The algorithm developed 
for the solution is easily programmable on the digital computer. 

II. FORMULATION OF THE PROBLEM 

Consider N stages of time indicated by t = 1, 2, ... N. Let TC(t) 
represent the set of available terminating centers at stage t. The 
originating center DC must be connected to a terminating center TCk 
in this set at stage t. Let 

Xk(t) = {I if DC h.omes on TCk E TC(t) (1) 
o otherwIse. 

Indicate the load of the originating center at stage t by 8(t) and the 
capacity of terminating center TCk at stage t by Ck(t). The costs and 
the constraints of the problem can then be formulated as follows. 

2.1 Costs 

The transmission cost per unit distance is assumed to be a nonlinear 
function f of the originating center's load, as shown in Fig. 1. It includes 
a fixed cost that is independent of the originating center's load. (In the 
case of the homing problem in telephone networks, this fixed cost 
would represent the cost of preparing for establishing a transmission 
facility, e.g., laying a cable.) The fixed cost will be incurred only for a 
new connection. For increasing the capacity of an existing connection, 
only the incremental cost will be incurred. 

Thus, the total transmission and rearrangement costs can be for­
mulated as 

N 

L L {f[8(t)] - f[S(t - l)]xk(t - l)}xk(t)dk (2) 
t=l TCkETC(t) 

where 8(0) = 0 and dk is the distance between DC and TCk. Note that 
8(t) is known a priori for t = 1,2, ... , N. 

Equation (2) includes the rearrangement cost, i.e., the cost incurred 
if in transition from one stage to the next the terminating center 
assignment changes. However, if such a change occurs, the old con-
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Fig. I-Transmission cost per unit distance as a function of the originating center's 
load. 

nection will represent a saving in the cost that must be considered. 
This saving is, in general, a nonlinear function of the rearranged load. 
We call this function g[S(t)], which is obtained empirically for each 
application. Thus, eq. (2) must be modified as follows to represent the 
total transmission and rearrangement costs 

N 

~ ~ {f[S(t)] - f[S(t - l)]xk(t - l)}xk(t)dk 
t=1 TCkETC(t) 

N-l 1 
- ~ ~ -2 g [S(t)]lxk(t+1)-xk(t)l. 

t=1 TCkETC(t) 

(3) 

The reason for including the coefficient lJ2 in the second part of eq. (3) 
is as follows. If in transition from one stage to the next the terminating 
center assignment changes from TCk to TCk " the absolute value term 
will contribute 2 instead of 1 (1 for k and 1 for k'). 

2.2 Constraints 

Since the originating center must be connected to exactly one 
terminating center at each stage, we must have 

~ Xk(t) = 1 for t = 1, 2, ... , N. (4) 
TCkETC(t) 

Also, the load of the originating center cannot exceed the capacity of 
the terminating center to which it may be connected; thus 
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S(t)Xk(t) =:; Ck(t) for all TCk E TC(t), t = 1, 2, ... , N. (5) 

The problem can then be formulated as follows. Minimize the 
objective function (3) subject to constraints (4), (5) and 

Xk(t) = 0 or 1 for all TCk E TC(t), t = 1, 2, ... , N. (6) 

III. A GRAPH MODEL FOR THE PROBLEM 

The above problem is a nonlinear integer programming problem.5 

For most practical applications this problem will have a considerable 
number of variables and constraints. For example, for 10 stages and 8 
terminating centers there will be 8 X 10 = 80 variables and 10 + 8 X 

10 = 90 constraints in the problem. The nonlinearity of the cost 
function and the large number of variables and constraints render the 
available standard integer programming techniques (such as the 
branch and bound method5

) impractical for the solution of this prob­
lem. In this section a graph model will be developed for the problem, 
which aids in obtaining an exact solution for it. 

Define a matrix A whose rows and columns correspond to stages 
and terminating centers, respectively. The (t, k) element of matrix A 
is defined as 

a(t k) = {I if DC c~n be connected to TCk at stage t (7) 
, 0 otherwIse. 

Element a(t, k) of matrix A can easily be obtained by determining 
whether TCk E TC(t) has enough capacity for the originating center at 
stage t. Hence, constraint (5) will be used in the construction of matrix 
A. To incorporate constraint (4) and to perform the required minimi­
zation, define a directed graph6 G whose nodes are elements 1 of matrix 
A. The arcs of G connect node pairs in consecutive rows of A in the 
direction that t increases. Then each path in G that connects a node 
in the fIrst row of matrix A to a node in its last row forms a feasible 
solution to the problem where each node (t, k) of graph G included in 
such a path corresponds to Xk(t) = 1. Note that since exactly one node 
in each row of matrix A is included in such a path, constraint (4) will 
be satisfied. 

Costs will now be assigned to the nodes and the arcs of graph G in 
such a way that the solution of the problem converts to solving a 
shortest-path problem on G. The cost associated with a vertical arc in 
graph G (i.e., an arc connecting a node pair in the same column of 
matrix A) is zero. A cross arc of graph G (i.e., an arc connecting a node 
pair in different columns of matrix A) from row t to row t + 1 has cost 
-lhg[S(t)]. Each node of graph G corresponding to terminating center 
TCk and stage t is assigned the cost {f[S(t)] - f[S(t - 1) ]Xk(t - 1) }dk -

If the arc connecting the predecessor node of (t, k) to it is a cross arc, 
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then the cost of node (t, k) is f[S(t)]dk • If the arc connecting the 
predecessor node of (t, k) to it is a vertical arc, then the cost of node 
(t, k) is {f[S(t)] - f[S(t - l)]}dk • With these assignments, the costs 
of the nodes and the arcs in graph G correspond, respectively, to the 
fIrst and the second parts in expression (3). Hence, to solve the 
problem, a minimum cost path in graph G from nodes in the fIrst row 
to nodes in the last row of matrix A must be found. 

IV. AN ALGORITHM FOR THE SOLUTION 

Since graph G includes no cycles, a labeling method similar to that 
used in the "shortest-path algorithm,,6 may be employed to determine 
paths of minimum cost. Label each node in the fIrst row of A by its 
corresponding cost. The labels of nodes in the other rows of matrix A 
will be determined according to the following rule: 

Min Label of 
node (t, k) all predecessor nodes 

N ode label of its 
predecessor node 
+ cost of the arc 
connecting them 

(8) 

where 

proper node cost _ 
of node (t, k) -

+ proper node cost 

f[S(t)]dk if the arc 
arriving at node (t, k) is 
a cross arc, 
{f[S(t)] - f[S(t - l)]}dk if 
the arc arriving at node 
(t, k) is a vertical arc. 

(9) 

With the above labeling method, the label of each node will be the 
minimum cost of path(s) in graph G connecting nodes in the fIrst row 
of matrix A to it. An optimal solution to the problem is obtained by 
fInding the node(s) with minimum label in the last row of matrix A 
and determining its predecessor(s) from which the label was produced 
and continuing to the fIrst row of matrix A. Each node thus obtained 
will then identify the proper terminating center assignment at the 
corresponding stage. 

The above method is essentially a forward dynamic programming 
technique.7 It can also handle the case where a terminating center has 
been initially assigned to the originating center. In such a case, simply 
adjoin a row on top of the fIrst row of matrix A such that all its 
elements are zero except the one corresponding to the initial termi­
nating center assigned to the originating center, which is 1. In that 
case all paths in graph G will originate from this new node (and its 
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STAGE t = 0 STAGE t = 1 

~ 9JO ~c410 ~ 1 TC 21 1 TC 3 1 I TC 4 !0 15 25 30 20 
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@24 

(a) (b) 

STAGE t = 2 STAGEt=3 

~ 35 I TC 2 ! 30 I TC 3 ! 36 I TC 4 ! 40 ~ 35 ! TC 2 ! 45 I TC 3 ! 36 I Tc 4 1 40 

(c) (d) 

Fig. 2-Load, capacities, and distances in the example for stages t = 0 through t = 3. 

label can be assumed to be zero). Note that for cost calculation in such 
a case, 8(0) will have its actual value, not zero. 

v. EXAMPLE 

We will illustrate the above method by applying it to a problem 
involving three stages, t = 1, 2, 3, and four terminating centers TCk , 

k = 1, 2, 3, 4. Assume that initially (i.e., at t = 0) terminating center 
TC2 has been assigned to the originating center. This is illustrated in 
Fig. 2a where the load of the originating center and the capacities of 
the terminating centers (in proper units) are indicated adjacent to 
them. Also, the distance between the originating center and each 
terminating center is indicated in Fig. 2a (i.e., d1 = 6, d2 = 3, d3 = 4, 
d4 = 5 in proper units). Figures 2b, 2c and 2d show the originating 
center's load and the terminating centers' capacities in stages 1, 2 and 
3, respectively. Note that 

8(0) = 20, 8(1) = 24, 8(2) = 32, 8(3) = 38. 

This configuration results in the matrix A shown in Fig. 3a. The 
corresponding graph G in which nodes are distinguished by circles and 
arcs are shown by directed links between the nodes is shown in Fig. 
3b. Assume, for con,"'eni6nc6, that the cost characteristic sho\vn in Fig. 
1 does not change with time and that 
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0 0 t = 1 

A= 

0 t=2 

0 0 t=3 

(a) (b) 

t = 0 

t = 1 

t=2 

t=3 

(c) 

Fig. 3-Construction of the optimal solution in the example. (a) The matrix. (b) The 
graph with costs of arcs and nodes. (c) Node labels and the optimal path (in heavy 
lines). 

{(20) = 4, {(24) = 7, {(32) = 11, ((38) = 13, 

as indicated in Fig. 1. Also assume that 

g(20) = 6, g(24) = 8, g(32) = 10. 

From the above information the proper node costs can be calculated. 
For example, for node (1,1) (corresponding to stage t = 1 and termi­
nating center TC l ) the proper node cost is 

{[S(I)]dl = (7)(6) = 42, 

and for node (1,2) (corresponding to stage t = 1 and terminating center 
TC2) it is 
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{{[S(l)] - {[S(O)]}d2 = (7 - 4)(3) = 9. 

The costs of arcs and the proper node costs in graph G are written 
adjacent to them in Fig. 3b. Note that all the vertical arcs have zero 
cost and all the cross arcs from any stage to the next have the same 
(negative) cost. The node labels obtained by the above procedure are 
shown in Fig. 3c. The path distinguished by heavy lines in Fig. 3c is 
the minimum-cost path corresponding to the optimal solution. Thus, 
the optimal assignments are as follows: 

stage 0 1 2 3 

terminating 
center TC2 TC2 TC4 TC4 
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In this paper we consider a physical model in which a buffer 
receives messages from a finite number of statistically independent 
and identical information sources that asynchronously alternate 
between exponentially distributed periods in the 'on' and 'off states. 
While on, a source transmits at a uniform rate. The buffer depletes 
through an output channel with a given maximum rate of transmis­
sion. This model is useful for a data-handling switch in a computer 
network. The equilibrium buffer distribution is described by a set of 
differential equations, which are analyzed herein. The mathematical 
results render trivial the computation of the distribution and its 
moments and thus also the waiting time moments. The main result 
explicitly gives all the system's eigenvalues. While the insertion of 
boundary conditions requires the solution of a matrix equation, even 
this step is eliminated since the matrix inverse is given in closed 
form. Finally, the simple expression given here for the asymptotic 
behavior of buffer content is insightful, for purposes of design, and 
numerically useful. Numerical results for a broad range of system 
parameters are presented graphically. 

I. INTRODUCTION 

1. 1 Physical model 

A data-handling switch receives messages from many, say N, infor­
mation sources, which independently and asynchronously alternate 
between the 'on' and 'off' state. The on periods as well as the off 
periods are exponentially distributed for each source. These two dis­
tributions, while not necessarily identical, are common to all sources; 

* Presently at the Department of Mathematics, University of California, Berkeley. 
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also, the sources are mutually independent. Without loss of generality, 
the unit of time is selected to be the average on period; with this unit 
of time, the average off period is denoted by l/A. Again, without loss 
of generality, the unit of information is chosen to be the amount 
generated by a source in an average on period. In these units an on 
source transmits at the uniform rate of 1 unit of information per unit 
of time. Thus, when r sources are on simultaneously, the instantaneous 
receiving rate at the switch is r. The switch stores or buffers the 
incoming information that is in excess of the maximum transmission 
rate, c, of an output channel. (Thus, c is also the ratio of the output 
channel capacity to an on source's transmission rate.) 

As long as the buffer is not empty, the instantaneous rate of change 
of the buffer content is r - c. Once the buffer is empty, it remains so 
as long as r :::; c. We assume that the buffer is infinite and that the 
following stability condition is satisfied: 

NA 
---<1. 
c(l + A) 

The left-hand side is the traffic intensity, p. 

(1) 

Discussions with A. G. Fraser l suggest that the above is a useful 
model for a switch in a computer network. In such an application, the 
output channel rate may be in the range from 5 kb/s to 56 kb/s. For 
one specific source type, the slow terminals, the message rate may be 
taken to be 300 b/s, which gives 16 % and 186 % as the extreme values 
of c. A representative value of A for this source type is 0.4, as computed 
from the fact that A/(l + A) is the long term on time fraction. The 
stability condition is satisfied with N as large as 3.5c. Other sources, 
such as screen terminals and computers, will have quite different 
statistics. In the interests of generality, we have not placed any further 
restrictions on the system parameters. 

We first derive in a straightforward manner the set of differential 
equations that governs the equilibrium buffer distribution. We obtain 
a set of mathematical results that renders trivial the computation of 
the distribution and its moments and thus also the waiting time 
moments. The main result explicitly gives all the system's eigenvalues. 
This is achieved by using the generating function method. Insertion of 
the boundary conditions in the differential equations requires the 
solution of a matrix equation, which in many cases of practical interest 
is dimensionally quite large. However, even this step is eliminated 
since the matrix inverse is given in closed form. Finally, simple expres­
sions for the moments of the distribution and the asymptotic behavior 
of buffer content are obtained. 

The physical model described above is related to the model in our 
primary reference, a powerful paper by L. Kosten.2 Kosten's model is 
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a limiting case of our model with N ~ 00, A ~ 0 in a manner so as to 
give a finite traffic intensity, p. Also, pooling the instants of commence­
ment of the on periods of all the sources yields, by assumption, a 
Poisson process. The above physical model and its variants have also 
been proposed in other papers.3

-
6 

1.2 Motivations and discussion of results 

Two broad questions supply most of our motivation. In this connec­
tion we acknowledge the benefit of several discussions with our col­
league A. G. Fraser. The first question concerns the right buffer size to 
use for a predetermined number of sources and grade of service. The 
other question, which is of operational significance, concerns the 
selection of the maximum number of sources to be allowed in the 
system, the reasoning being that the incremental source disproportion­
ately affects the grade of service for all the sources. 

The study of these questions requires that the number of sources in 
the system, N, be finite. We also examined the conventional belief that 
the traffic intensity is a reliable indicator of overflow probabilities. 

We would like to draw the reader's attention to an important aspect 
of our problem, namely, numerical stability. Underlying this problem 
is the fact proven below that the set of linear differential equations 
governing the behavior of the equilibrium probabilities [see eq. (8)] 
has 'unstable' eigenvalues. (This is cause for calling the system of 
equations 'inherently unstable.') Thus, if the boundary conditions are 
such that any of these modes are excited, then the solution grows at 
an exponential rate. In the mathematical model this does not happen. 
However, the situation during computation is quite different. The 
inevitable errors, no matter how small, incurred during numerical 
integration are liable to excite the unstable modes and lead to solutions 
that blow up. 

The above observations apply as well when the Laplace transforms 
of the equilibrium probabilities are available and are to be numerically 
inverted. The boundedness of solutions is, in principle, obtained by 
the exact cancellation of unstable factors in the numerator and denom­
inator of the transform. Of course, a straightforward numerical inver­
sion cannot be expected to preserve this feature. 

Therefore, it appears inevitable that any method that counters the 
inherent instability must depend on the a priori segregation of the 
stable modes from the unstable modes. This in turn depends on the 
availability of complete information on the eigenvalues and eigenvec­
tors-information that is generally costly to obtain. We compose the 
solution to eq. (8) in the form 

F(x) = L Aiez;x, x === 0, (2) 
i:Rez;:sO 
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where the z/s appearing above are a subset of the eigenvalues, and the 
coefficient vectors {Ai} depend on the boundary conditions and eigen­
vectors. While the problem of numerical stability does not arise when 
the solution is computed in the above form, its effectiveness depends 
on the efficiency of the computation of the eigenvalues and coefficient 
vectors. An example of the efficiency achieved is that we are able to 
obtain all the eigenvalues by solving only a set of quadratic equations. 

We should mention that Kosten2 is fully cognizant of the problem of 
numerical stability. Kosten's solution method consists of obtaining the 
initial conditions and then numerically integrating the differential 
equation while continually filtering away the component of the nu­
merical solution that exists in the span of the eigenvectors associated 
with the unstable eigenvalues. 

A noteworthy feature of our primary solution method is that it 
manages to avoid requiring the numerical solution of matrix equations. 
This is achieved by avoiding the direct procedure (see Section III) 
which requires the solution of a dense set of lcJ + 1 linear algebraic 
equations.2* Instead, we require the solution of a typically much larger -
set of N -lcJ linear algebraic equations which, however, we obtain in 
closed form. 

Numerical results are discussed in Section VI. We observe substan­
tial departures from Kosten's results in cases where N is small. More 
generally, we observe for identical traffic intensities, rather different 
probabilities of overflow for different values of N. We graphically 
demonstrate the quite acceptable quality of an approximation to the 
overflow probabilities provided by a relatively simple asymptotic for­
mula. The formula states that, for x large, the probability of buffer 
content exceeding x behaves as Ae-rx

, A some constant and 

f). (1 - p) (1 + ;\) 
r= 1-c/N . (3) 

The positive parameter r is thus, like traffic intensity, a predictor of 
overflow probabilities. Small values of r may be associated with high 
probabilities of overflow and low grades of service. 

1.3 Mathematical model 

If at time t the number of on sources equals i, two elementary events 
can take place during the next interval At, i.e., a new source can start 
or a source can turn off. Since the on and off periods are exponentially 
distributed, the respective probabilities are (N - i);\At and iflt. Com­
pound events have probabilities O(flt2

). The probability of no change 
is 1 - {(N - i);\ + i}flt + O(flt2

). 

* We let LcJ denote the integer part of c. A tacit assumption is that c < N, since 
otherwise the buffer is always empty. 
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Let Pi(t, x), 0 ~ i ~ N, t 2: 0, x 2: 0, be the probability that at time 
t, i sources are on and the buffer content does not exceed x. Now, 

Pi(t + Ilt, x) = {N - (i - 1) }AlltPi-1(t, x) + (i + 1)lltPi+1(t, x) 

+ [1 - {(N - i)A + i}llt]Pi{t, x - (i - c)llt) + 0(llt 2
). (4) 

Passing to the limit Ilt ~ 0: 

aPi ( . ) aPi (N . ) \ n at + l - C a; = - l + 1 /\ri-l 

- {(N - i)A + i}Pi + (i + 1)Pi+1. (5) 

We are interested only in time-independent, equilibrium probabilities, 

Fi(x) A. equilibrium probability that i sources are on (6) 
- and buffer content does not exceed x. 

Therefore, we set aPJ at = 0 and obtain, for i E [0, N], 

(i - c) :i = (N - i + l)"AFi-l - {(N - i)A + i}Fi + (i + l)Fi+h (7) 

where the understanding is that Fi = 0 if i is not in the stated interval. 
In matrix notation, 

d 
D dx F(x) = MF(x), x 2: 0, (8) 

where D = diag {-c, 1 - c, 2 - c, ... , N - c} and 
-NA 1 
NA - {(N - 1);\ + I} 2 

(N - 1);\ - {(N - 2);\ + 2) 3 

M= 

2;\ - {;\ + (N - I)) N 
;\ -N 

Note that the initial conditions to the differential equations are as yet 
unspecified. Considerations relating to their determination may be 
found in Section III. 

Let* 

G(x) ~ Pr(buffer content> x) = 1 - l'F(x), x 2: O. (9) 

We refer to G(x) as the 'probability of overflow beyond x', or, loosely, 
as just the 'probability of overflow.' Also observe that 

* We let 1 denote the vector with unity for all its components and prime denote 
transposition. 
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1 (N). 
Fi(oo) = (1 + A)N i N, O$i$N, (10) 

since Fi(oo) is the probability that i out of N sources are on simulta­
neously. Obviously, 

N 

L Fi(oo) = 1. 
i=O 

In the analysis to follow, we assume that c is not an integer. (When 
c is an integer, one of the differential equations in (7) degenerates to 
an algebraic equation that may be used to eliminate one of the 
unknown components of F.) 

In Ref. 2 the elements of the matrix M below the diagonal are 
identical, i.e., independent of row number, and the diagonal element is 
accordingly adjusted to give column sum 0, as in (8). 

The work of Arthurs and Shepp considers various models related to 
the one considered here; the emphasis of their analysis is on obtaining 
Laplace transforms of the probabilities.6 Cohen7 obtains a broad range 
of results for the case c = 1. 

II. EIGENVALUES AND EIGENVECTORS 

2. 1 Computing the eigenvalues 

Let z be some eigenvalue of D-1M and let cf> be the associated right 
eigenvector. That is, 

zD</> = M</>. (11) 

Equation (11) is also 

z(i - C)</>i = A(N + 1 - i)</>i-l - {(N - i)A + i}</>i + (i + 1)</>i+l, 
0$ i $ N. (12) 

Let <I>(x) denote the generating function of </>, i.e., 
N 

<I>(x) ~ L </>iXi. 
i=O 

(13) 

By multiplying (12) by Xi and summing over i we expect to obtain an 
equation in <I>(x) and <I>'(x) [for example, L iXi</>i = x<I>'(x)]. In fact, 

<I>'(x) = zc - NA + NAx 
<I> (x) AX2 + (z + 1 - A)X - 1· 

(14) 

In preparing to solve the differential equation, we define rl and r2 to 
be the distinct real roots, rl > 0> r2, of the quadratic in the denomi­
nator of the right-hand side, i.e., 

rl = {-(z + 1- A) + J(z + 1- A)2 + 4A}/2A (15a) 

r2 = {-(z + 1 - A) - ../(z + 1 - A)2 + 4A} j2A. (15b) 

1876 THE BELL SYSTEM TECHNICAL JOURNAL, OCTOBER 1982 



Equation (14) may now be written as 

<I>'(x) CI C2 
--=--+--
<I> (x) x - rl x - r2' 

where the residues are computed to be 

The solution to (16) is 

C2 = N - CI 

zc - NA + NArl 
CI=------

A(rl - r2) 

<I>(x) = (x - rl)Cl(x - r2)N-Cl, 

where, as in the rest of the paper, we have assumed CPN = 1. 

(16) 

(17a) 

(17b) 

(18) 

There is an observation on (18) to be made that is central to the 
present derivation. Observe that by its definition in (13), <I>(x) is a 
polynomial in x of degree N. Since rl and r2 are distinct, this is possible 
if and only if CI, defined in (17b), is an integer in [0, N]. Denoting this 
integer by k we get 

<I>(x) = (x - rl)k(x - r2)N-k, K = 0, 1, ... , N. (19) 

If in (17b) we write k for CI, use (15) to substitute expressions for rl 
and rl - r2, rearrange, and square, then we obtain the following family 
of quadratics in the unknown eigenvalue z, 

A(k)Z2 + B(k)z + C(k) = 0, k = 0,1, ... , N 

where, 

A(k) ~ (Nj2 - k)2 - (Nj2 - C)2 

B(k) ~ 2(1 - A)(Nj2 - k)2 - N(1 + A)(Nj2 - c) (20) 

C(k) ~ -(1 + A)2{(Nj2)2 - (Nj2 - k)2}. 

We denote by Z~k) and Z&k) the two roots associated with the kth 
quadratic. 

To recapitulate, we have shown that all the roots of the above family 
of N + 1 quadratics are eigenvalues, as defined in (11). The reader will 
find in the following section an enumeration of the properties of the 
roots and eigenvalues. 

We observe that the above argument takes the place of the argument 
"<I>(x) should be an entire function of x" employed by Kosten.2 

2.2 Properties of the roots of the quadratics 

The theorem below, which is presented in conjunction with Fig. 1, 
is a collection of various properties of the roots. 
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INCREASING 
k (k ~N/2) 

A (k) Z2 + B (k) Z + C (k) 

(a) 

A (k) Z2 + B (k) Z + C (k) 

(b) 

/k=O 
I ",k = 1 

I / 
I ............ k=N-lcJ- 1 

INCREASING 
k (k~ N/2) 

Fig. I-Sketches of graphs of quadratics, N odd. If N is even, the quadratic for k = 
N /2 has a repeated real root. (a) c < N /2. (b) N /2 < c. 

Theorem 
(i) The quadratics for k and k' are identical when N/2 - k = 

k' - N/2. 
(ii) For each k < N/2 the corresponding quadratic has two real 

and simple roots. When N is even and k = N/2, the corresponding 
quadratic has a real repeated root. 

(iii) k' < k :5 N/2 ~ A(k')Z2 + B(k')z + C(k') > A(k)Z2 + B (k)z 
+ C(k), Vz. 

(iv) The roots of the quadratic corresponding to any k are distinct 
from those of the quadratic corresponding to any k',provided k' < k 
:5 N/2. 

(v) Ignoring the multiplicities, there are N - lcJ negative roots, 
1 root at 0 and lcJ positive roots. (If the inequality in the stability 
condition is reversed, then there is 1 less negative root and 1 more 
positive root.) 

(vi) The set of eigenvalues coincide exactly with the set of roots of 
the quadratics. 

(vii) The largest negative eigenvalue is - (1 + A - NA./ c) / 
(1 - c/N). D 
The proof of the theorem is given in the appendix. 

We will employ the following convention for the eigenvalues: 

ZN-lcJ-l < ... < Zl < Zo < ZN = 0 < ZN-l < ... < ZN-lcJ. (21) 

With this convention, Z'l and ZN-Il are roots of the kth quadratic, i.e., 
} { (Il) (Il)} 

{Zh' ZN-Il = Zl ,Z2 . 
Since we shall later require the stable or negative eigenvalues, let us 

be explicit about their computation. Let N be first odd and employ the 
notation Z~Il) < Z~Il). The stable subset is given in braces. 
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If c < N/2: 
Z~k) = [-B(k) - ~B2(k) - 4A(k)C(k)]/2A(k), 

o :5 k :5 lcJ. (22a) 

zl~J = [-B(k) =+= ~B2(k) - 4A(k)C(k)]/2A(k), 

lcJ+l:5k<N/2 

and if N/2 < c: 

{Z~k) = [-B(k) - ~B2(k) - 4A(k)C(k)]/2A(k), 

0:5 k :5 N - lcJ - l.}. (22b) 

When N is even, the only change is that the set in (22a) is augmented 
by -N(1 + A)/(N - 2c), which is one of the repeated roots of the 
quadratic associated with k = N /2. 

2.3 Eigenvectors 

We mention the procedure for obtaining the eigenvectors from the 
eigenvalues. Given an eigenvalue z, we compute in order, using (15) 
and (17), the quantities rl, r2, and k. These are used in (19) to yield 
the coefficients of the given polynomial and thus the eigenvector 
coefficients. Therefore, for the i th component of the eigenvector* 

o :5 i ~ N. (23) 

Of particular subsequent interest are the eigenvectors cf>N and cf>o, 
corresponding respectively to the eigenvalues ZN = 0 and Zo = (1 + 
A - l\?"'/c)/(1 - c/N). The vector CPN may either be obtained directly 
or by noting that it is the appropriately normalized vector of equilib­
rium probabilities F(oo) given in (10). Therefore, 

rl.N = ~ [1 NA ... (N) Ai ... AN]' 
'f' AN ' , 'i ' , 

The vector cpo is obtained by following the procedure mentioned in the 
previous paragraph. We find that 

N 
rl = 1--, 

c 
1 1 

r2 = ~ . N / c - l' k=N, 

(25) 

* We let cf>i and CPi, respectively, denote the ith eigenvector and the ith component 
of the generic eigenvector. 
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Hence, 

<</>0), = (~)(~ - If', 0:5 i:5 N (26) 

and 

1'</>0 = (~r 
This example serves to illustrate a noteworthy point: Recall that for a 
specific k we may obtain an eigenvalue z using (20); for the same z we 
may obtain k' from (15) and (17), as outlined in the fIrst paragraph of 
this section. It may be that k ¥= k '; however, it is always true that 1 N / 
2 - k 1 = 1 N /2 - k' I. This should not be surprising in view of statement 
(i) of the theorem, and it is due to the operations, including squaring, 
that allow us to go from (15) and (17) to (20). 

2.4 Left eigenvectors 

Sometimes, as in Section 3.3 below, not only the right, but also the 
left, eigenvectors 0/, 

zo/'D = o/'M (27) 

are required to be known. It is reasonable to expect that the procedure 
in Section 2.1 can be repeated to obtain the generating function of the 
left eigenvectors, but we have not found this approach to be tractable. 
However, the procedure outlined below may be used. 

There is a diagonal matrix T that symmetrizes M, i.e., 

(28) 

In fact, 

{ 
. (N)}1/2 

Ti = A' i ' 0:5 i:5 N, (29) 

where Ti i~the ith diagonal element of T. 

Define 0/ and cj) to be the left and right eigenvectors obtained when 
D is replaced by 'T-1D'T and M by 'T-1M'T. It is easy to see from the 
defining relations that 

~ = T-1cp and ~ = 7"l/;. (30) 

Now notice the important fact that since T-1MT is symmetric, it has 
identical left and right eigenvectors. Hence, 

'T20/ = cp 
or, component-wise, 

~I -.~/-N~\-----------.---_~_I 

I A' ~ -i) 'h = cf>i, 0 :5 l :5 N ·1 (31) 

Thus, the left eigenvector may be obtained from the right eigenvector. 
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III. THE SOLUTION 

The solution to the differential equations in (8) with F(O) = f, can 
be written as 

It is clear, however, that as only bounded solutions are allowed, 

N-lcJ-l tI/Df 
F(x) = F(oo) + L e

ZjX ,lD'" q,i, (33) 
i=O q,i 'Yi 

where, according to our convention in (21), the z/s appearing in the 
above expression are all negative. The term F( (0) in (33) is identical to 
the i = N term in (32). Recall that F(oo) is already known, as shown in 
eq. (10). With appropriate identification, (33) also may be written as 

N-lcJ-l 
F(x) = F( (0) + L eZjXaiq,i. 

i=O 
(34) 

Our primary solution method developed below in Sections 3.1 and 
3.2 depends on the explicit solution of the coefficients ai in the form 
appearing in (34). In Section 3.3 we give a second, contrasting, method 
in which the initial condition vector f is numerically solved and 
substituted in (33). 

3. 1 A key property of the solution at the boundary x = 0 

If the number of sources on at any time exceeds c, then the buffer 
content increases and the buffer cannot stay empty. It follows that 

Fi(O) = 0, lcJ + 1 :::; i:::; N. (35) 

By supplementing (35) with the tri-diagonal structure of the matrix 
D-1M we may make further deductions regarding the behavior of F(x) 
when x is small. Observe that an application of D-1M on F(O) will 
diminish by 1 the number of trailing elements that are zero, and that 
each additional application will have the same effect until 
(D-1M)N-lcJ-1F(0) has only its last component equal to zero and 
(D-1M)N-lcJF(0) has none. Thus, 

{(D-1M)iF(0)h = 0, lcJ + 1 + j:::; i. (36) 

N ow recollect that on account of the governing differential equations 
for F(.) in (8), 

F(J)(O) = (D-1M)iF(0). (37) 

Thus, from (36) we find that 

FV)(o) = 0, lcJ + 1 + j:::; i, (38) 

and, in particular, the following relation, which we shall find most 
useful: 
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j = 0, 1, ... , N - lcJ - 1. (39) 

Thus, not only is the event "all sources are on and buffer is empty" of 
probability zero, as already is known from (35), but the growth of the 
probability is also slow when the buffer content is small. 

3.2 Procedure for obtaining the solution 

We proceed to obtain the coefficients {ai} in the solution expression 
(34). Recall that by convention {<pd N = 1, so that from (34) we find 
that 

x;::: o. 

The above, taken with (39), implies the following set of equations: 

N-lcj-l _ (A)N 
" (z-)'a- = - -- 0-~ 'j J 1"\ at, 

j=O + 1\ 

o :5 i:5 N - lcJ - 1. 

Equation (41) in matrix form is 

va=_(_A )Ne 
1 + A ' 

where Vij = (Zj)i, a = (ao, aI, ... , aN-lcj-I)' and e = (1, 0, ... , 0)'. 

(40) 

(41) 

(42) 

The key observation is that V is a Vandermonde matrix. Well known 
results on such matrices allow us to solve (42) explicitly. Note that V 
is nonsingular because the eigenvalues {Zi} are distinct,8 as previously 
established in the theorem (see Section 2.2). Therefore, 

IVI = II (Zi - Zj). (43) 
O$.i$.j$.N-lcj-1 

This formula, applied to the minors, 
Vandermonde matrices, gives 

which also are related to 

(
A )N N-lcj-l Zi 

a-=- -- II--
:J 1 + A i=O Zi - z/ 0:5 j:5 N - lcJ - 1. (44) 

i,.,j 

To summarize, the above procedure for obtaining the equilibrium 
probabilities F(x) and the probability of overflow G (x) is based on 
using the expressions 

and 

N-lcj-l 
F(x) = F( (0) + L eZixai<pi 

i=O 

N-lcJ-I 
G(x) = - L eZiXai(l'<Pi). 

i=O 
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Only the stable eigenvalues appear in the above forms and they are 
explicitly given in (22); {cf>d is obtained from the generating function 
in (18) and the coefficients {ad appear in (44). Note that l'cj> = <1>(1), 
so that {cf>d need not be computed explicitly to compute G(x). F(oo) is 
given in (10). 

3.3 An alternative procedure for obtaining the solution 

Under certain conditions the following procedure may be considered 
a viable alternative to the one described above. Here we compute 
F(O) = f and use it in the solution series (33). 

Recall from (35) that only the leading Lcj + 1 elements of fare 
nonzero and need to be computed. Precisely the same number of 
equations are forthcoming by requiring of the initial conditions that 
the Lcj unstable modes are not excited (compare with Kosten's "illegal 
eigenvalues,,2) and that F( 00) is normalized, i.e., 

",[Df = 0 i = N - 1, N - 2, ... , N - LCj } 

",oDf = -c + m (47) 
I+A 

In matrix form, 

(48) f' = {fl., O'} } 

and AfJ = ( -c + /~\)e . 
where the coefficients in (47) multiplying the unknown f have been 
arranged to form the matrix A in (48). We note parenthetically that A 
is not sparse. The (Lcj + I)-dimensional matrix equation in (48) has to 
be solved. 

Recall that our primary procedure in Section 3.2 and the one shown 
above require solutions of matrix equations. However, in the former 
case we were able to explicitly obtain the solution even though the 
dimension there, N - Lcj, is typically much greater. In the absence of 
an explicit inverse for A, we expect the above procedure to be useful 
only for small c. 

IV. ASYMPTOTICS 

4. 1 Probability of overflow 

Here we examine the behavior of G(x), the probability of overflow 
beyond x, for large values of x. The asymptotic formulas obtained are 
useful for the following reasons: As can be seen from the numerical 
results in Section VI, they often describe the system behavior rather 
well in all but the regions of lesser importance, where x is small; also, 

DATA HANDLING 1883 



the analytic formulas are simple, even though they contain the essen­
tial information. 

Since the form of the solution in (34) is a sum of exponential terms, 
the departure ofF(x) from F(oo) will be dominated by the exponential 
with the largest exponent. Hence, * 

F(x) - F(oo) -- aocpoe-rx (49) 

and 

(50) 

where -r(=zo) is the largest negative eigenvalue of n-1M. Using 
statement (vii) of the theorem, we find that 

(l+A-NA/c) 
r=------

1- c/N 

(1 + A)(l - p) 

1- c/N 
(51) 

where in the latter, more suggestive form, p is the traffic intensity. The 
coefficient ao and the eigenvector cpo are given in (45) and (26). 
Collecting terms, we find that 

~---~----~---, 

I {
N-lCJ-l z· } 

G(x) -- pN II -~- e-rx • 
i=l Zi + r 

(52) 

In the event that the alternative procedure given in Section 3.3 is 
used, then the following asymptotic formula is more relevant. 

G(x) -- Ae 

where 

( 
N - C )N[ PI] lcJ (c - i) fi 

A = N - 2c + c/p c(l - p) - N - C i~O Ai(N/c - l)i' 
(53) 

4.2 Limiting equations for an infinite number of sources 

Here we bridge some of the results presented in this paper and 
Kosten's results. We will show that some of Kosten's important expres­
sions are obtained by passing to the appropriate limit, namely, 

N~oo, A ~ 0 and NA = X. (54) 

(Our notation is close to Kosten's with one notable exception: X is 
Kosten's A.) The results obtained in the limit may be interpreted to be 
applicable when the number of sources grows large and the fraction of 
time that each source is on decreases in such a manner that the traffic 
intensity approaches the fixed constant AI c. 

In this section we follow Kosten and normalize the generating 

* By a(x) - b(x) we mean that a(x)/b(x) ~ 1 as x ~ 00. 
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function to yield cpo = 1 (rather than, as in the rest of the paper, CPN = 
1), so that 

~(x) = (1 _ ~)' (1 _ ~) N-., (55) 

where rl and r2 are as in (15). It may be shown that, in the limit (54) 

rl~ l/(z + 1) 

r2 ~ -N(z + l)/X; 

and, furthermore, on using (55), 

<I>(x) ~ exx/(z+l){l - x(l + Z)}k, 

which is Kosten's expression for the generating function. 

(56) 

(57) 

(58) 

To establish another correspondence, observe that on substituting 
(17b), the expression for rl and r2 in (15), we obtain 

k = zc - !VA + !VA [ -(z + 1 - A) + J(z + 1 - A)2 + 4AJ/2A 

J (z + 1 - A)2 + 4A . 
(59) 

The limit of the right-hand side may be obtained and found to give 
Kosten's key equation 

k = z(cz + c - X)/(z + 1)2. (60) 

The correspondence in the eigenvector components is particularly 
illuminating, showing that 

CPi = 'Ai ~ (~)(~~~) (-A)-j(rl)i-2j, 
j=O J 1, J 

and, from (23), that 

_. k (k) 1 _. ( 1 ) i-2j 
CPi~ N ~ , (' _ ')' (-A)-) -1- . 

)=0 J 1, J. + z 
(61) 

A final correspondence concerns the important rate parameter r 
appearing in the asymptotic formulas in Section 4.1. We find that 

r = (1 + A)(l - p) ~ 1 - P (62) 
1- c/N ' 

where p is simply the limiting traffic intensity AI c . 
We should also mention that certain key results of this paper, such 

as those pertaining to our primary solution method in Sections 3.1 and 
3.2, have no parallel in Ref. 2. 

V. MOMENTS 

We give below expressions for the moments of the equilibrium buffer 
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content, which allows for their easy computation once the elements of 
the exponential series solution in (34) are available. 

We observe that the nth moment 

E(xn) = f xnd{l'F(x)} = n f xn-'G(x)dx. (63) 

Since 
N-LcJ-l 

G(x) = - L eZiXai(l'CPi) , 
i=O 

as we saw in eq. (46), we obtain 

n n! N-LcJ-l ai(l'cpi) 
E(x ) = (_l)n+l.L 1J' 

l=O Zl 

(64) 

If the alternative procedure given in Section 3.3 is used to obtain 
the solution, then (64) may again be used with the identification 

VI. NUMERICAL RESULTS 

t/;iDf 
ai= .','D . 

't'i CPi 

(65) 

In Figs. 2 through 5 we have held the source statistic A to a constant 
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Fig. 2-Probability of overflow vs buffer size with A and c constant. For N = 25, 30, 
40, and 50, the traffic intensity p is 0.43, 0.51, 0.69, and 0.86, respectively. 
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Fig. 7-Probability of overflow vs buffer size with traffic intensity p and c constant. 
For A = 0.6,0.4,0.2, and 0.15. The number of sources N = 33,44, 75, and 96, respectively. 
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Fig. 8-Probability of overflow vs buffer size with traffic intensity p and c constant. 
For A. = 0.6, 0.4, 0.2, and 0.15, the number of sources N = 267, 350, 600, and 767, 
respectively. 

value, 0.4. Each figure has a distinctive value of c, the ratio of output 
to input transmission rates. The four values of c are chosen for the 
cases where an on source transmits at 300 b/s and the output channel 
rates are 5 kb/s, 10 kb/s, 20 kb/s, and 40 kb/s. These figures show 
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rather clearly the effect of incremental sources. For example, we see 
from Fig. 2 that for a fixed grade of service as given by the probability 
of overflow = 10-5

, a 33-percent increase in the number of sources from 
30 to 40 requires about a 300-percent increase in buffer size from 2 to 
8. Recall from the discussion in Section 1.1 that the unit of information, 
and thus of the buffer as well, is the amount generated by one source 
in the average on period. 

Observe in Figs. 2 through 5 the generally acceptable quality of the 
approximation to the probability of overflow provided by the asymp­
totic formula in eq. (52). 

In each of Figs. 6 through 8 we have a constant traffic intensity, p, 
and a constant ratio of transmission rates, c. Note in particular that 
any two curves will have different source statistics A. and different N. 
The figures in this series illustrate the difference between the model 
considered in this paper and Kosten's limiting modeL The figures also 
demonstrate rather emphatically the limitations of using only the 
traffic intensity as a predictor of overflow behavior. For example, in 
Fig. 7 we see that for constant traffic intensity and buffer size = 20, 
probability of overflow varies from about 10-4 to about 10-9

, depending 
on A.. 

In Figs. 9 and 10 we examine the proposition that the rate parameter 
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Fig. ll-Minimum buffer size required to satisfy traffic intensity p with constrained 
probability of overflow. The constant is A. 
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Fig. 12-Minimum buffer size required to satisfy traffic intensity p with constrained 
probability of overflow. The constant is A. 

r, which gives the slopes of the curves obtained from the asymptotic 
formula, is a useful single index of overflow behavior. Equations (3) 
and (51) give r. The strength and limitations of the index are contrasted 
in Figs. 9 and 10. 

Figures 11 and 12 are motivated by the design problem in which it 
is required to estimate the buffer size needed to meet various traffic 
conditions with a specified grade of service and fixed source statistics. 
The slackening requirements in the buffer size with increasing c, which 
are observed in both figures, denote the economies of scale that stem 
from using higher capacity output channels. In comparing Figs. 11 and 
12 we observe that for the same traffic intensity, buffer requirements 
are less stringent when A is greater, i.e., when the source type is on for 
higher fractions of time. 
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APPENDIX 

Proof of Theorem 

(i) Observe thatA(k), B(k), and C(k), as given in eq. (20), depend 
on k only through (N/2 - k)2. 

(ii) Roots are real if B2(k) - 4A(k)C(k) 2: 0, and distinct as well 
if the expression is positive. View the expression as a function of 
(N /2 - k)2. Observe that it is a quadratic in (N /2 - k)2 and, further­
more, that it is concave since the leading coefficient of (N /2 - k)4 is 
4(1 - A)2 - 4(1 + A)2 < 0. Thus, the minimum of B2(k) - 4A(k)C(k) 
for (N /2 - k)2 in [0, (N /2)2] is at one of the corner points where the 
respective values are ° and positive. 

(iii) We claim that 

{A(k') -A(k)}Z2 + {B(k') - B(k)}z 

+ {C(k') - C(k)} > 0, 

To prove eq. (66) we need to observe that 

A(k') - A(k) > ° 
and 

Vz. (66) 

(67) 

{B(k') - B(k)}2 - 4{A(k') - A(k)}{C(k') - C(k)} < 0. (68) 

(iv) It follows immediately from (iii) that the graphs of the quad­
ratics are nonintersecting. See Fig. 1. 

(v) We first consider c < N /2 and later its opposite. Consider in 
turn k = 0, ° < k :s c, and c < k :s N /2. 

When k = 0, it turns out that C(k) = 0, so that the quadratic reduces 
to 

A(O)z{z + B(O)/A(O)}. (69) 

Hence 

(0) _ B(O) _ -(1 + A - NA/c) 
Zl ------------

A(O) 1- c/N 
(70) 

and 

z~O) = 0. (71) 
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Observe that the stability condition implies that z iO) < 0; reversal of 
the inequality in the stability condition gives z iO) > o. 

Now consider 0 < k < c. Observe that A (k) > 0 and C(k) < 0, so 
that zlk) < 0 < Z~k). 

Finally, consider c < k < N /2. It is easy to see that A (k) < 0 and 
C (k) < o. We show below that B (k) < 0, from which it will follow that 
zik

) < 0 and z~k) < o. If A 2= 1 then the" defining expression for B (k) in 
eq. (20) shows that B (k) < o. If A < 1 then the following equivalent 
expression shows that B (k) < 0: 

B(k) = 2(1- A) [G -ky - (~ - c YJ 
- 2c G -c) ( 1 - A + ~ ) . (72) 

The above completes the considerations related to c < N /2. 
For the opposite situation where N /2 < c, the case of k = 0 is 

unchanged. For 0 < k < N - c, it is easy to see that A (k) > 0 and 
C(k) < 0, so that zlk ) < 0 < Z~k). 

N ow consider N - c < k < N /2. We show below that B (k) > 0 (note 
the contrast with the situation for c < N /2), which when taken with 
A(k) < 0 and C(k) < 0, which are easy to see, gives 0 < zlk) < Z~k). If 
A ::; 1 then the defining expression for B(k) in eq. (20) shows that 
B (k) > o. Assume now that 1 < A. Then, 

B(k)=N(I+A) (C-~)+2(l-A) (~ -k)' 

> N (1 + A) (c -~) + 2(1 _ A) (c _ ~) 
2 

= 2c (c - ~) ( 1 - A + ~ ) > O. (73) 

(vi) From our derivation of the quadratics it is clear that all roots 
are eigenvalues of n-1M. As we have isolated exactly (N + 1) distinct 
values for the roots, there cannot be an eigenvalue that is not one of 
the roots. 

(vii) It follows from (iii) and (v) that the largest negative eigenvalue 
is a root of the quadratic corresponding to k = o. The negative root in 
this case is - (1 + A - NA/C)/(l - c/N), as shown in eq. (70). 
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Motion-compensated television coders generate data at a nonuni­
form rate, which is smoothed by a buffer for transmission over a 
channel of constant bit rate. Spatial subsampling is one of the 
methods used to prevent overflow of the buffer, which would otherwise 
occur for scenes with complex motion from frame to frame. In this 
paper we evaluate the effects of spatial subsampling on the perform­
ance of motion-compensated coders. In particular, we find that, 
although the quality of motion estimation does degrade in the pres­
ence of subsampling, the degradation is not substantial. Use of 2:1 
horizontal subsampling, for example, results in bit rates that are 50 
percent lower compared with no subsampling for motion-compen­
sated coders. This percentage is approximately the same for the 
conditional-replenishment coders. Spatial subsampling generally re­
sults in blurring of the picture. We describe a technique for adaptive 
interpolation that results in blurring of only the unpredictable areas 
of the picture. The subjective quality in the presence of subsampling 
is thus improved considerably. In conclusion, our techniques for 
subsampling in a motion-compensated coder reduce the bit rate 
approximately by the same factor as subsampling in a conditional­
replenishment coder, but result in a much better picture quality. 

I. INTRODUCTION 

Television signals contain a significant amount of frame-to-frame 
redundancy. Interframe coders attempt to exploit this redundancy by 

(i) Segmenting each television frame into two parts, one part that 
is predictable from the previous data, and one part that is unpredict­
able. 

(ii) Transmitting two types of information: (a) addresses specifying 
the location of the picture elements in the unpredictable area, and (b) 

1895 



information (usually quantized prediction error) by which the inten­
sities of the unpredictable area can be updated. 

(iii) Matching the coder bit rate to the channel rate. Since the 
motion in a real television scene occurs randomly and in bursts, the 
amount of information about the unpredictable area will change as a 
function of time. It is transmitted over a constant bit-rate channel by, 
(a) storing it in a buffer prior to transmission to smooth out the 
transmitted information rate, and (b) using the buffer fullness to 
regulate the encoded bit rate by varying the amplitude, spatial, and 
temporal resolution of the television signal. Intensities of the picture 
elements (pels) in the unpredictable areas are transmitted by predic­
tive coding. In conditional-replenishment coding,1-4 quantized values 
of frame difference, element difference, and line difference (or a com­
bination thereof) are transmitted. In motion-compensated coders,5-9 
estimates of interframe translation of objects are obtained, and more 
efficient predictive coding is performed by taking differences of ele­
ments from the previous frame that are appropriately translated. The 
translation is equal to the displacement of the object. In our previous 
papers5-9 we described several methods of displacement estimation 
and locally adaptive prediction to reduce the bit rate of interframe 
coders. Displacement estimation methods were recursive, which min­
imized the motion-compensated prediction error by a steepest-descent 
algorithm. 

As mentioned before, most interframe coders require a buffer to 
smooth the output of the coder for transmission over a channel. One 
method of reducing the size of the buffer or preventing buffer overflow 
is to control the resolution by spatial subsampling. Typically, if the 
buffer starts to fIll rapidly, resolution is decreased; resolution is in­
creased if the buffer is nearly empty. It is not known how to optimally 
control the resolution of the unpredictable area for a given channel-bit 
rate and buffer size. However, many excellent resolution-channel al­
gorithms have been designed on a trial and error basis. In this paper, 
we are concerned with spatial subsampling in motion-compensated 
coders, for the purpose of 

(i) Investigating to what extent spatial subsampling adversely 
affects the recursive-displacement estimation algorithm 

(ii) Modifying the displacement estimator to increase its effIciency 
in the presence of subsampling 

(iii) Evaluating a new algorithm for adaptive interpolation that 
blurs only the unpredictable area (as compared with the "moving 
area") in a conditional-replenishment coder 

(iv) Presenting simulation results on synthetic scenes with known 
displacement, and real scenes containing complex motion. 

Our simulations are restricted to horizontal subsampling by factors 
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of 2:1 and 4:1. Simulations indicate that spatial subsampling does 
degrade our displacement estimation. However, the degradation is not 
very serious. It is known (and confirmed by our simulations) that 2:1 
and 4:1 subsampling reduces the bit rates of conditional-replenishment 
coders approximately by a factor of two and four, respectively. We 
found that in the case of motion-compensated coders, 2:1 and 4:1 
subsampling reduces the bit rates of a motion-compensated coder by 
similar factors. In most conditional-replenishment coders, subsampling 
blurs the "moving areas" (i.e., pels for which amplitude of the frame 
difference is above a certain threshold); our adaptive interpolation 
algorithm blurs only the unpredictable areas. Thus, improvement in 
prediction reduces the blurred areas, thereby improving the picture 
quality. 

II. ALGORITHM 

In this section, we describe the modifications to our displacement 
estimation algorithm. It is worthwhile, however, to look at the basic 
algorithm described in our earlier works.5 Let I(xk, t) denote the 
intensity of a scene at the kth sample point Xk in the scanning order of 
a frame, and let I(xk, t - T) denote the intensity at the same spatial 
location in the previous frame. If the scene consists of an object that 
is undergoing pure translation under uniform illumination, then, dis­
regarding the background, 

I(xk, t) = I(xk - D, t - T), (1) 

where D is the displacement (two-component vector) of the object in 
one frame interval, T. The pel-recursive algorithm obtains an estimate 
of D (i.e., D) by recursively minimizing the square of the displaced­
frame difference at the current pel location. The displaced-frame 
difference DFD( ., .) is defined by 

DFD(Xk, D) = I(xk, t) - I(xk - D, t - T) . (2) 

The minimization is performed by a steepest-descent algorithm of 
the form 

(3) 

where Vn[·] is the two-dimensional gradient with respect to D. Equa­
tion (3) can be expanded to 

Dk+l = Dk - eDFD(xk+l, Dk)VI(Xk+l - Dk, t - T) , (4) 

where V = V x is the two-dimensional spatial-gradient operator with 
respect to horizontal and vertical coordinates of vector x. We use a 
finite-difference approximation for the gradient, which is formed by 
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element difference, EDIFk , and line difference, LDIFk , using the pel 
closest to the point Xk+I - Dk in the previous frame. The above 
displacement estimator requires multiplication at each iteration, which 
is undesirable for hardware implementation and is therefore simplified 
to: 

where 

-1, if Z <-T 
sgn(z) = 0, if IZI::5 T 

+ 1, otherwise. 
(6) 

The above recursion to update Dk is carried out only in the moving 
areas of the current frame, i.e., for those pels where 

+p 

L II(xk+j, t) - I(xk+j, t - T) I ~ Threshold. 
j=-p 

The motion-compensated coder predicts intensity, I(xk, t), using either 
the previous frame intensity, I(xk, t - T), or displaced-previous-frame 
intensity, I(xk - Dk- I, t - T), based on which predictor results in less 
error for certain already transmitted neighbors. We note that if a point 
x - D does not lie on the grid formed by the pels, then interpolation 
is required to evaluate I(xk - Dk- I, t - T). The displacement at either 
the previous pel or the previous line element is used to form the 
displaced-previous-frame prediction of the present pel. This allows the 
receiver to compute displaced-previous-frame predictions without ex­
plicit transmission of the displacement. If the magnitude of the predic­
tion error exceeds a predetermined threshold, the coder transmits a 
quantized version of the prediction error and the necessary addressing 
information to the receiver. 

Above we described the basic motion-compensation algorithm. We 
now describe its modifications relevant to the spatially subsampled 
television signal. Although the algorithm we describe below can be 
applied to signals subsampled in a variety of ways, we restrict ourselves 
to horizontal (along a scan line) subsampling by a factor of two and 
four to one. Modifications and details of each component of the 
motion-compensated system are given below. 

2. 1 Displacement estimator 

Figure 1 shows the pel arrangement used for the updating process of 
the displacement estimator. Since the subsampled and subsequently 
interpolated pels contain more noise, they are given less importance in 
the updating process. This is done in two ways. The fraIne-difference 
signal at subsampled pels is given less weight in determining where 
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Fig. I-Pel configuration for a displacement-updating process. Displacement is re­
cursively updated only at those pels where the weighted sum of frame difference in a 
window around pel k is above a threshold. 

the displacement is updated and a smaller updating constant ('epsilon') 
is used at subsampled pels. Thus, the estimator works as follows: 

where 

A A A I EDIFk I Dk = D k - 1 - ESGNIDFD(Xk, D k - 1) I·SGN LDIFk ' 

E = I El, if pel Xk is subsampled 
E2, otherwise . 

(7) 

(8) 

We have found that the estimator performance is improved by choos­
ing El < E2 (both positive numbers). The recursion is carried out only 
at those pels where a weighted sum of the magnitude of the frame 
difference in a window around pel k exceeds a given threshold. Thus, 
Dk- 1 is updated only if 

p 

L wil FDIF(xk+i) I ::: THRESH1 ; (9) 
i=-p 

otherwise Dk = Dk- 1• The weights {Wi} are nonnegative and are lower 
for subsampled pels compared with the nonsubsampled pels. The 
threshold, THRESH!, is preselected and optimized by simulations, 
and the displacement Dk was used for the prediction of the element at 
location k in the next line (see Fig. 1). 

2.2 Predictor and predictor selection 

As in our earlier works, we have used only predictors based on 
intensities in the previous frame. The previous-frame and displaced­
previous-frame predictions are calculated for each pel, whether sub­
sampled or not. Of course, other predictions (e.g., intrafield predictors 
such as previous element or line) can be used to augment our prediction 
strategy. Having computed both the previous-frame and displaced-
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frame predictors, we use the following rule to switch adaptively be­
tween them on a pel-by-pel basis. Referring to Fig. 1, we use the frame­
difference predictor if 

+m +m 

j=-m j=-m 

otherwise we use the displaced-frame predictor. The above inequality 
is evaluated for a window of size (2m + 1) pels centered around pel k. 
Again, less weight is given to pels that are subsampled, i.e., Wj is lower 
for subsampled pels. In the calculation of FDIF(.) and DFD(., .), 
sometimes the use of interpolated pels in the previous frame may be 
required. 

2.3 Subsampling and interpolation 

We considered several patterns for subsampling. Some patterns were 
such that they did not change from line to line, field to field, or frame 
to frame, whereas some were intentionally staggered. Some of these 
are described in Section 2.4 Having selected a subsampling pattern, 
we then interpolated the missing pels using an adaptive technique. If 
the magnitude of the prediction error for the nearest nonsubsampled 
pels to the right and left was below a threshold, then the intensity of 
the subsampled pel was replaced by its prediction. If, on the other 
hand, either the closest right or left nonsubsampled neighbor had 
prediction-error magnitude above the threshold, then a simple linear 
(horizontal) interpolation was used to reconstruct the intensity of the 
subsampled pel. The threshold used is the same as the one that 
determines whether the quantization error is transmitted. This type of 
adaptive interpolation improves with the quality of prediction. The 
conditional-replenishment coders subsample the "moving area" pels, 
which are determined by the frame difference signal. This has the 
effect of blurring the entire moving area even if more sophisticated 
predictors are used. Our strategy, on the other hand, replaces all the 
"predictable" pels (as determined by the closest neighbors) by their 
prediction rather than by spatial interpolation. Thus, only the unpre­
dictable areas are blurred by spatial interpolation. 

2.4 Transmitted information 

As previously mentioned, we transmitted to the receiver the quan­
tized prediction error of every nonsubsampled pel where magnitude of 
prediction error was above a threshold, called the replenishment 
threshold. This classifies pels into predictable and unpredictable pels. 
~~ 35-1e\Tel symmetric quantizer ,x,ras used \IY'ith representative levels at 
0, 3, 6, 11, 16, 21, 28, 35, 44, 53, 64, 77, 92, 109, 128, 149, 178, and 197 
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(on an 8-bit scale of 0 to 255). We obtained decision levels by averaging 
the adjacent representative levels. A code set for representing the 
quantizer levels was not designed, but entropies were computed. In 
addition, horizontal run lengths of predictable and unpredictable pels 
were transmitted. Here again, entropies of the predictable- and unpre­
dictable-pel run lengths were calculated. This assumes that in practice 
separate code sets will be used for run lengths of predictable and 
unpredictable pels. 

III. SIMULATIONS AND RESULTS 

Computer simulations were performed on two types of scenes. The 
first was a synthetic scene that was computer-generated. It was a 
damped radial cosine in intensity with a radius of 60 pels, which 
translated from frame to frame by a given amount. The pattern is 
described mathematically by the intensity function 

I(R) = 100· exp(-0.0IR)cos(2'7TR/P) , O:s 60, 

where R is the radial distance from the center [taken to be (100,100)] 
and 

P = (1 - R/60)10 + 10. 

This function is displayed on a 256- by 256-element raster in two 
interlaced fields of 128 lines each. The pattern is shown as Fig. 6 in 
Ref. 7. The other scene, called Judy, is a head and shoulders view of 
a person engaged in active conversation. This consisted of 50 frames 
obtained by taking a Nyquist-rate sampling of a video signal having a 
I-MHz bandwidth. Each sample was quantized uniformly to 8 bits. 
Four frames of this sequence are shown in Fig. 4 of Ref. 5. 

3.1 Synthetic Scene 

The simulations on the synthetic scene were restricted to 2:1 sub­
sampling with a subsampling pattern that did not change from line to 
line and field to field (referred to as a nonstaggered pattern). The 
purpose of this simulation was to evaluate the degradation in the 
performance of the displacement estimator. Therefore, only the dis­
placement was calculated, without using it for coding. Figures 2 and 3 
show the relative displacement error as a function of the iteration 
number. The iteration number in this case refers to only those in­
stances where the displacement was actually updated. Owing to several 
factors [e.g., the setting of the threshold in eq. (9)], a given iteration 
number in a subsampled case may not be at the same location in the 
nonsampled case. Figure 2 shows the case when the pattern moves at 
4 pels per frame, whereas Fig. 3 shows the results for displacement of 
5 pels per frame. The parameters of the displacement estimator (of 
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Fig. 4-Bits required per field for conditional-replenishment scheme using a fine (511-
level) quantizer. 

Section II) were selected by trial and error. It is seen from both figures 
that the convergence of the displacement estimator is more rapid when 
there is no subsampling. The degradation appears to be somewhat less 
for the 5-pel/frame case as compared with the 4-pel/frame case. The 
effect of this degradation on the motion-compensated coder is evalu­
ated in Section 3.2. 
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3.2 Real Scene 

Before the performance of the subsampled motion-compensated 
coders is given, it is important to note the parameters that were chosen 
for simulations. These choices were based on trial and error. While 
this may not have resulted in optimum choices, our choices may not 
be too far from the optimum. 

The epsilon of eq. (8) was different for subsampled pels compared 
with nonsubsampled pels; El was V64, and E2 was %2. The parameters in 
the update condition of eq. (9) were taken to be:p = 1, and THRESHl 

= 4 (on a scale of 0 to 255, 8-bits).The weight given to subsampled pels 
was 1 and to nonsubsampled pels was 2. Thus, through E and these 
weights, subsampled pels were given less "importance" in the displace­
ment estimation process. The predictor selection [eq. (10)] was done 
by using a window of 3 (i.e., m = 1), and the subsampled pels were 
given weight Wj = 1, whereas nonsubsampled pels were given weight 
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Wj = 4. The displacement estimator was not initialized at the beginning 
of each scanning line; thus, the estimate from the last pel of the 
previous line was used as the initial estimate for the first pel of the 
next line. 

The performance was measured by the number of coded bits that 
were required for each field (approximated by appropriate entropies). 
When the coarse quantizer of Section 2.4 was used, then the total 
squared-interpolation error was also calculated for each field. Figures 
4 and 5 show the coded bits for both conditional replenishment and 
motion compensation, when no coarse quantization was performed 
(i.e., quantizer with 511 levels was used). It is obvious that 2:1 subsam­
pling reduces the bits/field by approximately two for both conditional 
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replenishment and motion compensation. The decrease in bit rates is 
high for those fields with a large amount of motion. The 4:1 subsam­
pIing reduces the bit rates of motion-compensation schemes much 
more significantly compared with conditional replenishment. However, 
this may be a peculiarity of the particular scene we used for simulation. 
We used a few more scenes and found that 4:1 subsampling, in general, 
reduced the rate by a factor of two compared with 2:1 subsampIing for 
both conditional replenishment and motion compensation. 

Using the 35-level quantizer mentioned earlier, the bit rates are 
plotted in Figs. 6 and 7. Figure 6 shows conditional replenishment and 
Fig. 7 shows motion compensation. These figures indicate that motion 
compensation results in approximately 60-percent reduction for no 
subsampling, approximately 80-percent reduction for 2:1 subsampIing, 
and about 90-percent reduction for 4:1 subsampling, compared with 
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conditional replenishment. Obviously these conclusions are scene-de­
pendent. However, for scenes containing significant translational mo­
tion, such conclusions may remain valid. It is always difficult to 
evaluate quality of short segments of scenes. We made informal 
observations to compare pictures resulting from conditional replenish­
ment and motion compensation. Subsampling results in visible blur-
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ring. However, it was found that, owing to our adaptive interpolation 
scheme, motion compensation blurred a much smaller area than did 
conditional replenishment. Also, the blurred areas in motion compen­
sation appear to be much more fragmented and somewhat randomly 
distributed, which also decreases their visibility. Figures 8 and 9 show 
the plots of squared-interpolation error per field versus the field 
number for both 2:1 and 4:1 subsampling. Curves for both frame­
difference conditional replenishment and motion compensation are 
shown. In the case of2:1 subs amp ling, the interpolation error decreases 
by almost a factor of two using motion compensation. This decrease is 
even greater for 4:1 subsampling. 

In our simulations we also tried staggering the subsampling pattern 

220 

200 

180 

160 

~ 
~ 140 
~ 
cr: 
0 
cr: 
cr: 120 w 
z 
0 
f= 
<t: 

100 ...J 
0 
a.. 
cr: 
w 
I-
!:: 80 

60 

40 

20 

00 10 20 30 

CONDITIONAL 
REPLENISHMENT-- ...... 

40 50 60 

FIELD NUMBER 

4:1 SUBSAMPLING 

MOTION 
..... --- COMPENSATION 

70 80 90 100 

Fig. 9-Plot of squared interpolation error summed over an entire field versus field 
number for a 4:1 spatial subsampling. 

1908 THE BELL SYSTEM TECHNICAL JOURNAL, OCTOBER 1982 



from line to line, field to field, and frame to frame. This makes the 
quantization and the interpolation noise appear random and less 
patterned. However, field-to-field or frame-to-frame staggering results 
in annoying flicker, as expected. We thus found line-to-line staggering 
to be most useful. Although staggering improved the quality of pictures 
for both conditional replenishment and motion compensation, the 
improvement was somewhat higher for conditional replenishment. The 
required bits per field did not change significantly because of stagger­
ing. Thus, we might conclude that line-to-line staggered-subsampling 
patterns improve the quality of pictures without any significant in­
crease in the bit rates. 

IV. SUMMARY AND CONCLUSIONS 

We have presented in this paper schemes for motion compensation 
in the presence of spatial subsampling, which is required in interframe 
coders to prevent buffer overflow. We also described an adaptive inter­
polation scheme that blurred only the "unpredictable" area during 
subsampling. Computer simulations were performed in synthetic 
scenes to evaluate degradation of the displacement estimator in the 
presence of subsampling. It was found that, although the quality of 
displacement estimation was degraded in the presence of spatial sub­
sampling, the effect on the bit rates was not significant. Compared 
with conditional replenishment, motion compensation reduced the bit 
rates by a factor of two or more even during subsampling. Thus, a 2:1 
subsampled motion-compensated coder results in about one quarter of 
the bit rate of conditional replenishment and about one half of the bit 
rate of the 2:1 subsampled 'conditional-replenishment coder. Our adap­
tive interpolation scheme blurs only the "unpredictable area" rather 
than the "moving area" that is blurred in subsampled conditional­
replenishment coders. Since "unpredictable area" is a subset of moving 
area and is fragmented randomly, the blurring caused by subsampling 
in the case of a motion-compensated coder is much less visible. This 
is also borne out by the total-interpolation error, which decreases by 
more than a factor of two using adaptive interpolation. 
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In this paper we describe a simple threshold code for monitoring 
digital communication channels which, with high probability, will 
detect the presence of an error burst of length at least 70, say, but will 
ignore shorter bursts. This code has applications to digital systems, 
such as video-conferencing systems, which have an existing error­
correction procedure that can handle small numbers of random 
errors and bursts of length less than some fixed number, but which 
are adversely affected by longer bursts. 

I. INTRODUCTION 

Sophisticated techniques are available for removing redundancy in 
TV pictures. l

,2 These reduce the cost of transmitting video signals over 
telephone lines, as, for example, in video-conferencing systems.3

,4 The 
compressed video signal is represented in digital form and is protected 
by coding5 against the most frequently occurring channel errors. l 

Certain other, less common, error patterns, however, are also detri­
mental to the system, causing the picture to disappear momentarily, 
a phenomenon that is annoying to the viewer. In this paper we describe 
a coding scheme that detects a class of error patterns that contributes 
to this degradation of the system. The scheme can also be used for 
other digital transmission systems where similar coding procedures are 
employed. 

II. MODEL OF A DIGITAL VIDEO-COMMUNICATION SYSTEM 

Figure 1 shows a simplified model of a digital video-communication 
system, as used, for example, in video-conferencing services. l

-
3 This 

model emphasizes the error-correcting mechanism. Video data (a) 
from the camera is first passed through a picture coder or data 
compressor (b) that removes some of the redundancy from the picture. 
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Fig. I-Error-correcting mechanism in a typical video communication system. 

The resulting bit stream is encoded (C) by an error-correcting code, a 
typical code being the [255, 239, 5] double-error-correcting Bose-Chau­
dhuri-Hocquenghem (BCH) code.6 The output from the encoder is 
interleaved (d), say, to a depth of 35. (This is explained in greater 
detail below.) Finally, a multiplexer (e) combines the video data from 
the interleaver with audio and control information, and distributes the 
result among two high-speed (typically 1.544 Mb/s) channels for 
transmission. At the receiving end the inverse operations are per­
formed. The audio and control data have a much lower rate than the 
video data, and can usually be ignored in the analysis of errors. (Other 
systems use one or even four transmission channels, but it is not 
difficult to show that our proposed coding scheme applies equally well 
to these situations.) 

To understand how errors on one of the channels affect the picture, 
we must consider how the interleaver and multiplexer together distrib­
ute the bits among the channels. This is explained in Fig. 2. The 
interleaver consists of an array (bi}) of 35 x 255 bits (Fig. 2a). Code 
words from the BCH encoder enter the array by rows and are read out 
by columns. Figure 2b shows the same bits distributed among the two 
channels. We see that 35 bits now separate any pair of adjacent bits in 
a code word. 

Thus an error burst* of length::; 34 on a channel will affect at most 
one bit from a code word, a burst of length 35 to 69 at most two bits, 
a burst of length 70 to 104 at most three bits, and so on. If not more 
than two bits in a code word are in error, this will be corrected by the 
BCH code. Thus error bursts of length ::; 69 on any channel are not 
significant. On the other hand, bursts of length::: 70 may cause three 
or more errors in a code word, and this cannot be corrected by the BCH 

* Definition of burst: Suppose XI, ••• , Xn is transmitted and Y!' ••• , Yn is received. 
The difference el, ••• , en = Yl - X!, Y2 - X2, ••• , Yn - Xn is the error pattern. If the 
vector e!, ... , en is 0 except for a string of length b, which begins and ends with a I, we 
say that a burst of length b has occurred. For example, 00110101000 contains a burst of 
length 6. 
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Fig. 2-The interleaver and multiplexer distributing bits among channels. (a) 35 BeH 
code words are loaded by rows into the array in the interleaver. (b) The same bits after 
they have been read out of the array by columns and multiplexed between the two 
channels. Bits from the ftrst row of the array are marked with circles. 

code. However, in most cases, the presence of such an error pattern 
will be "detected," either by the BCH code or by the parity checks 
associated with the picture coder. When this happens, the receiver 
normally substitutes the appropriate portion of the previous frame for 
the missing segment. But if too many errors of this type are detected 
in one frame, the whole frame must be retransmitted, instead of, for 
example, just sending the difference from the previous frame. This 
leaves the screen momentarily blank, which is disturbing to the viewer 
and is what we are trying to avoid. The penalty for a burst of length 
greatly exceeding 70 is much higher, for more rows of the array will be 
affected. 

The problem then is to detect whether either channel has suffered 
from an error burst of length greater than 70. When such a channel 
has been identified, the appropriate corrective action can be taken 
(possibly including switching the transmission to a backup channel if 
the long bursts occur frequently). 

The problem is somewhat unusual, since most existing burst detec­
tion schemes (compare with Ref. 7) are designed to detect the presence 
of any burst of length up to some number bI , while here we are only 
concerned with detecting bursts of length greater than bl • 

III. BURST DETECTING CODE 

The code we propose is a simple threshold scheme, to be used 
separately on each channel. There are many possible variations of this 
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code, but we shall just describe the simplest version. The data is 
usually transmitted down each channel in blocks of some fixed length, 
say 4200. We wish to detect the presence of an error burst of length 
:;::: 70, occurring either inside a block or overlapping two adjacent 
blocks. 

3. 1 Encoding 

Our encoding procedure takes the last 70 bits of the previous block 
and the 4200 bits of the current block, a total of 4270 = 70 X 61 bits, 
which we denote by 

UI, U2, ••• , U4270, 

and forms the following check sums: 

VI = UI + Un + Ul41 + ... + U4201, 

V2 = U2 + U72 + Ul42 + ... + U4202, 

V70 = U70 + Ul40 + U210 + ... + U4270, 

the addition being carried out modulo 2. In other words, the 4270 bits 
are divided into 61 subblocks of length 70 and the modulo 2 sum v = 

(VI, ••• , V70) of these subblocks is determined, without carries. This 
check vector v is then transmitted along with the current block. (Of 
course, parity checks have been used since the beginning of coding 
theory, but as far as we know, their use in this particular configuration 
is new.) 

3.2 Decoding 

When the bit stream on this channel reaches the receiver, the check 
sums are recomputed from the same 4270 bits, producing a vector w 
= (WI, ••• , W70), say. The decoder determines the number N of places 
where w differs from the received version of v. Of course, if there are 
no errors, then w = v and N = O. The decoder compares N with a 
fixed threshold 0. If N ::; 0, the decoder decides that the channel is 
acceptable (and there is only a low probability that a burst of length 
:;::: 70 has occurred). If N > 0, the decoder decides that there is a 
significant probability that a burst of length :;::: 70 has occurred, and 
requests that the appropriate corrective action be taken. The basic 
configuratioI) of the scheme is illustrated on one channel by the block 
diagram shown in Fig. 3. A similar arrangement is realized in all four 
channels (two in each direction). The implementation of this scheme 
clearly presents no difficulties. 
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Fig. 3-Simplified block diagram of the proposed scheme for one channel showing 
the mth data block w"'. 

3.3 Choice of Threshold 

The following argument shows that an initial threshold of 0 = 22 is 
a good, conservative choice. (However, 0 can be left as a variable 
parameter in the system.) Let us assume that a random burst of errors 
of length b will begin at any point in the bit stream, and will comple­
ment each of the following b bits with probability 1/2. On the average, 
b/2 bits will be wrong. If b is less than 70, each of the errors will affect 
just one check bit, and so there will be about b/2 places where Vi'# Wi, 

implying N::::: b/2. On the other hand, if b ~ 70, all the check bits will 
be involved, and we can expect N ::::: 35. However, these are just the 
average values of N, and the actual values will be different. The 
variance a'2 of N is roughly b/4, which is 17.5 when b = 70. Therefore, 
an initial threshold of 0 = 35 - 3a ::::: 22 is recommended. The optimal 
value can then be determined by experiment. A more precise deter­
mination of the threshold cannot be made at this time owing to the 
uncertainty about the density of l's inside a burst and of the distri­
bution of burst lengths. 

The problem is essentially one of hypothesis testing, of distinguish­
ing between the "null hypothesis" that the channel is acceptable and 
the hypothesis that a burst of length ~ 70 has occurred. Let us assume 
that the burst lengths have an exponential distribution, i.e., that a 
burst of length b = 0, 1, 2, ... occurs with probability 
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where A. is a parameter and C1 = 1- e-A
• Then two important quantities 

associated with our code are the "false alarm" probability, which is 

lX = Prob(N > 81 channel is good) 

= ~ C1e -Ab ± ( b) ~ 
b=(}+1 N=(}+1 N 2b

' 

and the probability of an undetected burst, which is 

f3 = Prob(N ~ 81 channel is bad) 

= b~O cle-
M 1 G~) 2~O' 

(1) 

(2) 

If A. is known, these two probabilities can be calculated easily from eqs. 
(1) and (2) and the best value of 8 chosen accordingly. Presumably, f3 
should be made much smaller than lX, but this decision must be made 
by the system designer. 

Some possible variations on this scheme follow: (i) v could be sent 
over a separate, slower channel. (ii) The number of check bits, i.e., the 
length of v, could be made greater than 70, thus supplying more 
information about the state of the channel. [Equations (1) and (2) then 
need to be slightly modified.] (iii) The decoder could use two thresh­
olds, and declare the channel good if N < 81 , bad if N > 82 , and 
questionable if 81 ~ N ~ 82 • 

IV. SUMMARY 

The existing error-detecting procedures for digital communication 
channels do not distinguish long error bursts from other types of 
errors, even though in the case of compressed video signals these long 
bursts contribute to fast retransmissions of the whole frame, leaving 
the screen momentarily blank, which is annoying to the viewer. We 
have proposed a simple threshold code that is compatible with the 
present video-compression and communication-channels systems, and 
will detect such long bursts with high probability. Formulas are given 
for the probability of an undetected burst and of a false alarm. The 
code can be used for monitoring the burstiness of digital communica­
tion channels for other services. 
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The intrinsic low-dispersion and low-attenuation properties of 
single-mode fibers between 1.3 and 1.6 f.lm make them attractive for 
use in high-capacity, long-haul digital systems. In this paper we 
discuss some fundamental performance limitations-such as atten­
uation, bandwidth, mode-partition noise, burst-type error, and re­
ceiver sensitivities-for systems with bit rates above 274 Mb/s. Also, 
we discuss the maximum capacity achievable by either using a single 
channel at the minimum-dispersion wavelength, or multiple wave­
length-multiplexed channels with equal, but necessarily lower, bit 
rates. We conclude that the characteristics of present laser diodes 
limit repeater spacing to lengths far less than the potential capacity 
expected from single-mode fibers. For total capacity of bit rates less 
than 1 Gb/s, wavelength multiplexing is found to offer longer repeater 
spacings than single-wavelength systems. 

I. INTRODUCTION 

The intrinsic low-dispersion property of single-mode fibers makes 
them attractive for high~capacity, long-haul lightwave systems/,2 es­
pecially in the wavelength region between 1.1 and 1.7 f.lm, where low 
attenuation (less than 1 dB) has been demonstrated.3 Minimum dis­
persion can be achieved over a range of wavelengths above 1.3 f.lm by 
controlling Ge-doping density and core size.4

-
6 Low dispersion over a 

wide range of wavelengths can be achieved by introducing a certain 
amount of waveguide dispersion.7

,8 As in any communication system, 
there are three basic origins of system-performance limitations and 
degradations: (i) sources, (ii) media, and (iii) receivers. Some limita­
tions, such as receiver sensitivity and source-output power, are deter­
mined by a single component. However, many other performance 
limitations and degradations are caused by the interaction of two 
components. 

Laser diodes as sources have several characteristics that result in 
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Table I-Degradation factors of laser diodes 

Center wave­
length 

Spectrum (half­
rms width) 

Intrinsic noise 

Reflection 

Bandwidth 

Characteristics 
of Laser 

Manufacturing varia-
tion ±3 nm 

Temperature variation 
0.5 nm;oC 

Mode skipping 
(jumps) 6 - 10 d}.. 

Half rms width 2 - 4 
nm 

Spectrum broadening 
Mode partition (0 ~ k 
~ 1) 

Quantum noise 
Transverse mode fluc-

tuation 

Spectrum noise 
Self-pulsing 

1 - 2 GHz 

Related Fiber Degradation Ef-
Characteristics fects to System 

Bandwidth (with 
fiber disper-
sion) 

Bandwidth (with 
fiber disper-
sion) 

Burst error 

Chromatic 
dispersion 

Bandwidth of fi-
ber 

Mode-partition 
noise 

N.A. and !J. (cou- Noise 
piing to fiber) Power fluctuation 

Fiber end Noise 
Pigtail length 

Bandwidth of 
transmitter 

severe limitations on the performance of a single-mode fiber system. 
As indicated in Table I, these characteristics, such as spectral distri­
bution,6 longitudinal mode-partition effects,9-11 and abrupt jumps1O,12 
of the longitudinal or transverse lasing modes,1O cause a degree of 
system degradation that depends on the characteristics of the fiber 
(chromatic dispersion). There are also fundamental performance limi­
tations and degradation factors for single-mode fiber systems caused 
by fiber attenuation and bandwidth,13,14 mode-partition noise,9-11,15 and 
limited receiver sensitivity.16-19 

Because of these limitations and their mutual interactions, it is a 
problem when designing a lightwave system with a given bit rate per 
fiber to decide whether to use a single high-speed digital signal or 
several lower-speed channels multiplexed on different wavelength 
light waves. This paper will discuss this problem and develop some 
general guidelines for solving it. 

II. PERFORMANCE LIMITATIONS AND DEGRADATIONS 

Table I shows detrimental aspects of laser diodes and Table II shows 
degradation factors caused by fibers. In this paper, we will focus on 
five fundamental factors that limit system performance: (i) fiber 
attenuation, (ii) fiber bandwidth, (iii) nlOde-partition noise, (iv) burst­
type errors caused by mode jumps, and (v) receiver sensitivity. 
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Table II-Characteristics of fiber 

Intrinsic loss 

OH-absorption 

Imperfection of wave­
guide 

Microbending 

Splicing loss 

Material dispersion 

Waveguide dispersion 

Loss 

• Infrared absorption 
• Ultraviolet absorption 
• Rayleigh scattering 

o Boundary of core and 
cladding 

o Bubbles 
• Core size variation 
o Coating 

• Stress 

Dispersion 

• Doping material 

• Core size and refractive 
index difference 

• Wavelength dependency 

• 1.24 pm 
• 1.38 pm 

Refractive index 

Difference dependency 

• Core size and refractive index 
difference 

• Wavelength dependency 

G Wavelength dependency 

• Wavelength dependency 

6.0r----------------------------------------------------------n 

0: 
UJ 
f­
UJ 
~ 
o 
-I 

4.0 

~ 2.0 
0: 
UJ 
0-
Vl 
-I 
UJ 
co 
U 1.0r-----------------~----~----------------------~--------~ 
UJ 

~ 0.8 
Z , ....... ,,\\\'.\\\' ..... 
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f-
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WAVELENGTH IN MICROMETERS 

Fig. I-Fiber attenuation spectrum of a Ge-doped core single-mode fiber. 

2.1 Fiber attenuation 

Figure 1 shows the theoretical attenuation of single-mode fiber (Ge­
doped core) caused by Rayleigh scattering, infrared absorption, and 
ultraviolet absorption. The crosshatched area in Fig. 1 shows the 
theoretical limitation (refractive index difference a = 0.2 to 0.7 percent) 
without the water absorption peaks at 1.38 and 1.24 p.m. The water 
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absorption peaks at 1.24 and 1.38 !lm are expected to be eliminated 
eventually by improvement of the dehydration process. There are 
additional attenuation factors such as (i) imperfection losses of the 
waveguide,20 (ii) microbending losses,21 and (iii) splicing losses.21 ,22 
Considering these additional losses, probably 0.5 dB/km total fiber 
loss at 1.3 !lm is the theoretical limit, and 1 dB/km can be assumed to 
be obtainable for practical fiber systems. 

2.2 Bandwidth, mode-partition noise, and burst error by mode jumps 

Bandwidth, mode-partition noise, and burst error caused by mode 
jumps are all generic functions of laser and fiber characteristics. If 
laser diodes are stabilized someday either by injection locking,23 a new 
laser-cavity configuration,24 or other methods (such as the use of an 
external modulator),25 then these will not limit system performance so 
severely. However, at present these three factors are important con­
siderations for single-mode systems. 

2.2.1 Bandwidth limitations 

The bandwidth of a system using a well-stabilized single-longitudi­
nal-mode laser would be limited by the degenerate-polarized mode 
dispersion of the fiber,26 not by the laser spectrum. Since most laser 
diodes show spectral broadening under direct-current modulation, the 
bandwidth is determined by the source spectrum and the chromatic 
dispersion of the fiber. Figure 2 shows the bandwidth of single-mode 
fibers. Two curves are shown for source rms half-widths of 1 nm and 
2 nm. The wavelength of minimum dispersion is assumed to be 1.3 !lm. 
The overall transmission bandwidth is determined by chromatic dis­
persion of the fiber and by the laser spectrum, as follows: lO,14 

f6dB = 187.3 [GHz] 

z.u.'~' 
off the wavelength of 

minimum dispersion 

616.4 
f6dB = ,2 ,[GHZ] at the wavelength of 

Z.e?-. d T minimum dispersion, 
dA 2 

(1) 

where f6dB[GHz] is the bandwidth of fiber (3-dB optical bandwidth), Z 

is its length.' ~, [ps/nm. km] is the differential chromatic dispersion 

'::2' [ps/nm
2
.km] is the third· order chromatic dispersion. and u is 

the half-rms width of laser spectrum. 
If we permit a 3-dB power penalty at an error rate of 10-9, then the 

signal bit rate, B(b/s), and fiber bandwidth, {sdB, are related by19 
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Fig. 2-Bandwidth of a single-mode fiber vs. wavelength. 

f6dB = 0.55B. (2) 

Combining equations (1) and (2), we obtain the performance limitation 
caused by bandwidth as a bit rate-distance product, B .Z, as shown 
below. 

B.Z ~ 340.5 [Gb/s.km] 

a·I:1 
11207 

B·Z ~ [Gb/s.km] 

I 
d2". I 

cJ2. d"A? 

2.2.2 Mode-partition noise 

off the wavelength of 
minimum dispersion 

at the wavelength of 
minimum dispersion. 

(3) 

As discussed in Ref. 10, mode-partition noise can become a serious 
performance limitation. The bit-rate-distance product caused by this 
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partition noise is expressed for the condition that the asymptotic error 
rate be 10-17 (or a power penalty or 1.5 dB at 10-9 error rate) 

130 
B·Z~ [Gb/s·km] 

u·I:1 Jk 

off the wavelength of 
minimum dispersion 

1173 
B·Z ~ [Gb/s.km] at the wavelength of (4) 

if'·1 ~: 1 Jk minimum dispersion, 

where k is the mode-partition noise-suppression factor (0 ~ k ~ 1). 
Measured results indicate that k lies between 0.4 and 0.7 and a 
theoretical analysis of k shows that it cannot be zero and is about 0.1 
even with dc operation. A comparison of eqs. (3) and (4) shows that 
the effect of partition noise is greater than that of bandwidth when k 
is greater than 0.1. Therefore, mode-partition noise is the dominant 
effect on the system. Figure 3 shows the bit-rate-distance product 
caused by the mode-partition noise in the worst case, which is k = 1. 
Two curves are shown for source rms half-widths of 1 nm and 2 nm. 
The wavelength of minimum dispersion is assumed to be 1.3 /lm. 

2.2.3 Burst error caused by mode jumps 

Because of temperature variations or drive-current variations, some 
laser diodes show sudden jumps of the center wavelength. This causes 
a burst of errors until the retiming circuit locks into the shifted phase. 
This burst-type error will happen randomly at any repeater. To keep 
the system error rate within system requirements, there are two design 
approaches: 

(i) Error-rate objective-worst short-term error rate must be under 
10-9 when this burst error is a frequent random phenomenon. 

(ii) Error-free-seconds objective-the error-free seconds must be at 
least 95 percent when burst errors occur occasionally. 

If we assume that mode jumps at each repeater are rather frequent 
random phenomena, unlike fading or lightning, then a 6400-km ter­
minal-to-terminal error-rate objective should be applied to this burst­
type error caused by mode jumps. From Ref. 8, the bit-rate-distance 
product in the worst case is then given by the relation 

225 
B·Z ~ [Gb/s·km], 

I:~I'M 
where l1?-.[nm] is the center-'.vavclength shift for a typical jump. 
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Fig. 3-Bit-rate-distance product caused by mode-partition noise vs. wavelength. 

2.3 Receiver sensitivity 

There are two basic design approaches used to obtain highly sensi­
tive receivers: (i) InGaAs-pin photodiode27,28 with an ultra-low noise 
amplifier, and (ii) Ge29 or InGaAs avalanche photodiode30 with a low­
noise amplifier. For the first approach, there are several device tech­
nologies that provide ultra-low noise amplifiers above 274 Mb/s: (i) Si­
microwave bipolar transistors,31 (ii) GaAs-MEsFETs,32 and (iii) Si 
short-channel MOSFETS. 18,33 Although Si bipolar transistors will deliver 
better noise characteristics than FETS above 300 Mb/s, theoretically 
FETS are still useful for high bit-rate amplifiers because the cut-off 
frequency (-4 GHz) of practical bipolar transistors is lower than that 
of FETs (10 - 25 GHz). An avalanche photo diode APDreceiver delivers 
much higher sensitivities, theoretically, even with its intrinsic excess 
noise factor. However, the sensitivity achieved using a practical 
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GeAPD is comparable to InGaAs pin with a ultra-low noise amplifier. 
In general, the practical value of sensitivity can be expressed as 

P = -34 + 10 log B[dBmJ, 

where B is [Gb/sJ. 

III. REPEATER SPAN 

The achievable repeater spacing at different bit rates above 274 
Mb/s can now be found assuming 0 dBm of average output power from 
laser diodes into the fiber. Figures 4 and 5 show two different cases: 
Fig. 4 shows that the half-rms width of laser spectrum is 2 nm and 
mode jumping ~A is less than 3 nm. Solid lines indicate performance 
limitations due to fiber attenuation (0.5 dB/km and 1.0 dB/km). The 
dot-dash lines are the fiber bandwidth of 1.3 /Lm and 1.275 /Lm. 

However, the mode-partition noise limitations indicated by the dashed 
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lines are much more severe than the fiber bandwidth limitations. Also, 
when the center wavelength shift caused by a mode jump is 2.9 nm, 
the burst-error limitation is the same as the mode-partition noise 
limitation for 1.275 /lm. Figure 5 shows that the half-rills width of laser 
spectrum is 2 nm and mode jumping tl"A is 5 to 10 nm. When the center 
wavelength shift due to a mode jump becomes large (5 nm to 10 nm), 
the system performance is limited by the burst errors caused by mode 
jumps. Two dotted lines indicate the performance limitation caused 
by mode jumps. For both figures, two solid lines indicate the fiber 
attenuation limitations; one is 0.5 dB/km and the other is 1 dB/km. 
The dashed lines indicate the performance limitations caused by the 
mode-partition noise when the mode-partition factor, k, is 1; the dotted 
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line is the performance limitation of the burst-errors caused by mode 
jumps. The chain line indicates the bandwidth limitations caused by 
laser spectral width. As we see in Figs. 4 and 5, the fiber bandwidth 
limitation is no longer dominant in comparison with mode-partition 
noise or mode-jump penalties. The difference between Figs. 4 and 5 is 
due to the effect of mode jumps. This shows that when we use laser 
diodes with narrow spectra, the mode jumps become the dominant 
effect. 

IV. MAXIMUM TRANSMISSION CAPACITY 

Laser diodes have about 1- to 2-GHz modulation bandwidth. The 
following criteria are used to maximize transmission capacity by either 
increasing signal speed or using wavelength multiplexing. 

(i) Total data rates are to be n X 274 Mb/s (n = 1, 2, 4). 
(ii) For wavelength multiplexing, the separation of wavelengths is 

25 nm. Since InGaAsP /lnP laser diodes have a wavelength tempera­
ture dependency of 0.5 nm/OC,2 we assume stabilization of the tem­
perature is within ±10°C. We also assume that the initial variation of 
laser wavelength is within ±2.5 nm, and that the separation band 
required to suppress the interference from a neighboring channel is 10 
nm. Therefore, a total value of 25 nm becomes the separation of 
neighboring wavelengths. 

(iii) The transmission distance and bit rate for each wavelength­
multiplexed channel is the same. 

(iv) The laser spectrum half-width is 2 nm and mode jumps are less 
than 3 nm. 

(v) We ignore the insertion losses of the wavelength multiplexing 
and demultiplexing devices. 

(vi) We also ignore the mode-partition noise caused by the optical 
filter of wavelength multiplexer, which must be carefully designed to 
minimize that noise. 

Figure 6 shows the total capacity and repeater spacing. There are 
two cases: one for 0.5 dB/km, and the other for I-dB/km fiber loss. 
The solid line is for a basic transmission rate of 274 Mb/s. The small 
numbers on each dot are the orders of multiplexing. The dashed lines 
are the cases of 548 Mb/s. The chain lines are the cases of 1096 Mb/s. 
Each number (1 ... 5) indicates the number of wavelength multiplexed 
channels. There are two dominant performance limitations: (i) loss 
limitation, and (ii) mode-partition noise limitation. In loss limitation, 
the wavelength multiplexing technique is advantageous to increase its 
capacity. In the mode-partition noise limitation, increasing the bit-rate 
of single channel is a more powerful way to increase capacity and 
repeater spacing. 

Once fiber attenuation and repeater spacing are given, what bit rate 
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is the best choice? Let us choose a fiber attenuation of 0.5 dB/km and 
the repeater spacing of about 60 km. A 274 Mb/s-multiplexed system 
can achieve its maximum capacity of 3 X 274 Mb/s with three­
wavelength multiplexing. The 548 Mb/s system and the 1096 Mb/s 
system can achieve maximum capacities of 1096 Mb/s and 2192 Mb/s, 
respectively; further wavelength multiplexing reduces the repeater 
spacing to a much lower span than 60 km. Thus, the maximum capacity 
can be achieved by 1096 Mb/s systems using two-wavelength multi­
plexing. The choice of bit rate, 274 Mb/s or 1096 Mb/s, will be 
determined by availabilities of components and transmission capacity 
demands. 

V. CONCLUSION 

We have discussed performance limitations for single-mode fiber 
systems and introduced formulas for several performance limitations. 
Also, in Fig. 6, we have shown that wavelength multiplexing increases 
transmission capacity. We conclude that 

(i) For more than 1 Gb/s capacity, system performance is limited 
by fiber dispersion, especially mode-partition noise. In this case a 
single high-bit-rate channel is the better choice to achieve the maxi­
mum capacity and longest repeater spacing. 

(ii) For less than 1 Gb/s capacity, wavelength multiplexing be-
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comes the most effective technique to increase total capacity, to 
achieve longer repeater spacing, and to lower the bit rate for each 
channel. The lower channel bit rate eases component requirements. 

(iii) Mode-partition noise and burst errors caused by mode jumps 
severely limit performance. 

Results of the bit-rate-distance product we discussed here are far 
less than the theoretical 400 to 3000 Gb/s·km that can be expected 
from single-mode fibers. To achieve such a high-capacity single-mode 
fiber system, further research effort is required, especially in the areas 
of: (i) fiber and cabling improvements, (ii) fabrication, stabilization, 
and mode behavior oflaser diodes, (iii) high-sensitivity receiver design 
using low-noise components, (iv) a high-gain detector such as InGaAs­
APD or InGaAs-photo-FETs, and (v) high-speed integrable compo­
nents such as GaAs-MESFETS, and Si-MosFETs. 
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This paper considers a class of constant-amplitude modulation 
schemes with good spectral main lobe and tail behavior. Detection is 
assumed to be coherent and the receiver is of offset-quadrature type, 
i.e., minimum shift keying (MSK) type, consisting of a linear filter in 
each quadrature arm followed by simple processing. Analytical error­
probability formulas are derived for various modulation schemes and 
receiver filters for ideal diversity with maximal-ratio and selection 
combining. Independent slow Rayleigh fading in Gaussian noise is 
assumed and several numerical examples are given. Asymptotic 
behavior of the error probability for large signal-to-noise ratios is 
derived, and the relationship between the degree of smoothing in the 
partial-response continuous-phase modulation and the asymptotic 
error probability is shown for fading channels with and without 
diversity. 

I. INTRODUCTION 

The transmission of information over radio channels with multiple 
changing-propagation paths is subject to fading, i.e., random time 
variations of the receiver signal strength. For digital transmission over 
a fading channel, the time variations cause a varying error probability 
for all types of digital-modulation methods. 

The application of bandwidth-efficient constant-amplitude modula­
tion schemes to digital land-mobile radio has been considered in 
several papers.1

-
5 Other investigations have shown that transmission 

* This work was done while Mr. Sundberg was a consultant at Bell Laboratories. 
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over such channels is subject to fading.6
,7 In this paper we will consider 

slow Rayleigh fading where the density function for the signal-to-noise 
ratio (sin) is 

(1) 

where r is the average signal-to-noise ratio. We define slow fading as 
the time-varying sin y, which is approximately constant over several 
transmitted bits (symbols). It will be seen below that the type of 
detectors considered for the modulation schemes in this paper operate 
over at most that number of symbols. 

By combining a number of channels with independent Rayleigh 
fading, the density function for the resulting signal-to-noise ratio (1) 
can be improved. This is called diversity. Thus, with decreased prob­
ability of very low signal-to-noise ratios, the average error probability 
is improved by means of diversity. 

This paper presents analytical, easy to use, bit-error probability 
formulas for smoothed continuous-phase constant-amplitude modula­
tion with a simple coherent receiver and diversity. From these calcu­
lations we conclude that the increase in error probability owing to the 
degree of smoothing is smaller for a fading channel than for a nonfading 
channel. In Section IV we show an example of the difference between 
quadriphase shift keying (QPSK) and the schemes 3RC and 4RC, which 
depict smoothed constant-amplitude modulations with narrow spectral 
main lobe and low spectral tails. The nonfading channel is approached 
with large numbers of diversity branches. The fading channel is 
approached with few branches of diversity. The gradual change from 
the two extreme cases is readily apparent. 

1. 1 Probability of error 

Coherent transmission is considered. For quadriphase shift keying, 
4-PSK (QPSK), there is a special case of the more general error-proba­
bility formula considered below. For QPSK and Binary Phase Shift 
Keying, 2-PSK (BPSK) the error probability for the Gaussian channel 
with ideal transmission and optimal detection is 

P(y) = Q(J2Y), (2) 

where y = Eb/No is the sin (per information bit), Eb is the energy per 
information bit, and No is the (one-sided) spectral density for the 
additive white Gaussian noise. The function Q ( .) is the error function 
associated with the normal distribution, i.e., 

"....,/ \ 1 roo _,2/? 7. 

\f\X} = ~ J e' ·-ar;. 
v27T x 

(3) 
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For the family of modulation schemes considered in this paper, the 
error probability P( y) for the Gaussian channel is a linear sum of Q­
function terms. We obtain the average bit-error probability for the 
fading case by averaging P(y) over the density function in eq. (1), i.e., 

P = f f(y)P(y)dy. (4) 

The averaging is performed with different density functions for the 
diversity cases below with different combiner strategies. The problem 
dealt with in this paper is finding the average bit-error probability (4) 
for the family of modulation schemes and diversity cases described 
briefly below. 

The solution to the error-probability averaging in (4) is of interest 
in cellular systems with frequency reuse where co channel interference 
is the main interference source and where diversity is used to improve 
the signal-to-noise density function.3.6•

7 When we consider so-called 
time-division retransmission schemes, it is realistic to consider space 
diversity with more than two diversity branches.8

-
lo 

1.2 Modulation schemes 

Before we address the fading and diversity problems, we will give a 
short description of the modulation schemes considered in this paper. 
A family of binary constant-amplitude digital modulation schemes is 
defined by the transmitted signal 

f2E 
S(t, g) = "VT COS[27Ttot + cp(t, g)], (5) 

where E = Eb is the symbol (bit-) energy, T is the symbol time, and to 
is the carrier frequency. The information-carrying phase is 

cp(t, g) = 27Th L aiq(t - iT), (6) 
i=-oo 

where g = ... lXn -2, lXn-l, lXn, lXn+l, lX n+2 ... is a sequence of independent 
binary symbols lXi E {-I, + I} (we will consider only binary schemes 
here) and h is the modulation index. The phase response is defined by 

q(t) = fro g(T)dT, (7) 

whereg(t) is a time-limited pulse defining instantaneous frequency.1l-13 
The above family of schemes is considered in this paper only for 
modulation index h = 1/2. For this case, such modulation schemes as 
minimum shift keying (MsK)-or fast frequency shift keying (FFSK)/ 
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tamed-frequency modulation (TFM),2 and Gaussian MSK (GMSK)3,4-are 
contained in the family (5). Different modulation schemes are obtained 
by changing the pulse shape g(t). Thus, for MSK 

g(t) = {~ 
2T 

t < 0, t> T 
(8) 

O:S t:S T, 

and for TFM2,12 

(9) 

where 

(10) 

The TFM pulse is infinite in time. Below we consider time-truncated 
versions of the pulse (9). 

Raised-cosine pulses of various lengths LTll
-

12 are also considered. 
For this case 

{ 

1 ~ (21Tt)~ -- 1- cos -

g(t) = ~LT otherwise. T 

O:s t:S LT 
(11) 

The notation LRC denotes a raised-cosine pulse of length LT or a 
modulation scheme (5), (6) based on the pulse LRC, shown in eq. (11). 
Additional details on schemes based on LRC can be found in Refs. 11, 
12, and 13. 

Duobinary MSK, i.e., 

O:s t:S 2T 
(12) 

otherwise 

is also considered. This pulse is also denoted as 2REC.12 

Schemes based on pulses g(t) of length larger than the symbol time 
T are so-called partial-response schemes. Controlled intersymbol in-
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terference is introduced. This improves the power spectra 12,14 and the 
detection efficiency under certain conditions.12,15 

Figures 1 and 2 show the motivation for considering partial-response 
continuous-phase modulation schemes with overlapping pulses g(t) of 
increasing length L. Figure 1 shows how the power spectral density 
(normalized to the total power) becomes more narrow for larger L 
values. The sidelobes are also low due to the large number of contin­
uous derivatives in g(t).11,12,14 Figure 2 compares QPSK, MSK, and 3RC. 
Note that the raised-cosine schemes have constant amplitude. By 
changing g(t), further improvements of the spectral tails can be 
achieved.2,12 

1.3 Detectors 

We show in our references that the h = 1/2 schemes can be detected 
with good efficiency in an MSK detector1 or an MSK-type detector 
(modified offset quadrature receiver)/3 which consists of a "matched" 
filter in each quadrature arm followed by very simple digital processing. 
In its most simple form, this processing consists of differential decoding 
in each quadrature arm 1,2 with differential encoding employed at the 
transmitter. For MSK, the receiver in Fig. 3a is optimum. MSK consists 
of linear modulation in each quadrature arm. A matched receiver filter 
whose impulse response is a half-cycle sinusoid of length 2T is the 
filter function a1(t) and a2(t) in this case. 

An MSK receiver with modified filters was proposed in Ref. 2 for 
partial response schemes in the case of TFM. For the partial response 
case with overlapping pulses g(t), the receiver shown in Fig. 3a is 
suboptimum. However, for h = 1/2 and for reasonably small L (L ~ 4), 
this receiver gives good results for low and intermediate signal-to-noise 
ratios.2,13 The error probability shown in the graphs below is for binary 
decisions based on the filter output compared to a threshold which is 
O. 

Figures 3b and 3b show two examples of the receiver filter a1(t).13 

The receiver filter a2(t) is identical to a1(t). The first example is the 
so-called SPAM (selected pulse amplitude modulation) filter/3 where 
we have used the same strategy in filter selection as was shown in Ref. 
2. Note that the filter in Fig. 3b is truncated to NT = 4 symbols. Figure 
3c shows the so-called MIN (minimum energy signal) filter. It is shown 
in some detail in Ref. 13 that the preferable filter depends on the 
s/n. Filter SPAM is good for low sin's, while filter MIN is good for high 
s/n's.13 For 3RC the difference in performance is small, though. 

Figure 4 shows the "detection eye," i.e., the input cos {</>(t, q)} to the 
filter a1(t) for the 3RC scheme. (For further details see Ref. 13). The 
eye in the other quadrature arm is the same, but offset one symbol 
interval T. 
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Fig. 3b-The SPAM filter for a binary, h = 1/2, 3RC receiver. 

Fig. 3c-The MIN filter for a binary, h = 1/2, 3RC receiver. 
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Fig. 4-Cos cj>(t, g) eye pattern of a binary 3RC, h = 1/2, scheme. Note how open the 
eye is at the detection point (t = 5T in this time scale). 

1.4 Error probability in Gaussian noise 

The average error probability P for a given modulation scheme­
given pulse shape g(t)-and for a given receiver filter a(t) = al(t) = 
a2(t) can be evaluated exactly. For any given data sequence, the 
decision after the filter is a comparison between a Gaussian variable 
and a threshold which is zero in Fig. 3a. (For details see Refs. 13, 15, 
16, 17, and 18.) It is shown in Ref. 13 that various filters are best at 
various levels of P (various values of sin). Note that by error proba­
bility P we consistently refer to the average error probability associated 
with one binary decision after the receiver filter a(t). Because of the 
phase ambiguity of 'TT, the bit-error probability of the modulation 
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scheme, Pbit, is affected by the resolution of this ambiguity.l,2 With 
differential decoding we have19 

Pbit = 2P(1 - P). (13) 

This will be discussed somewhat in Section V. Until then the calcula­
tions will be done using P (before the differential decoding). 

In Ref. 13 we see that the average error probability P for the partial­
response scheme with an MSK-type receiver is 

p = i~l CiQ( ~ dr !: ). (14) 

Here Eb = E, No is the spectral density of the one-sided Gaussian 
noise, Q(.) is the error function associated with the normal distribu­
tion, d r is the squared Euclidean distance associated with a signal 
corresponding to data sequence number i received in the fixed filter 
a(t) (see Refs. 13 and 15 for details), and Ci is the probability of that 
specific signal. There are at most m = 2NT+L+1 different signals in (14), 
where NT is the fIlter length in bit intervals (some of the distance 
values are the same for several data sequences due to symmetry. (See 
Ref. 13 for details.) 

Assuming independent data symbols with p( -1) = p( + 1) = 1/2, then 

Ci = 11m. (15) 

For QPSK and MSK we have d 2 = 2; thus, 

(16) 

with the optimum receiver filter. 
For the general partial-response case, the sum (14) consists of several 

terms with several squared distance values dr, where one of them is 
the minimum squared Euclidean distance. Methods for the calculation 
of dr, i = 1 ... m, are given in Ref. 13. The parameters dT are 
independent of signal-to-noise ratio. They depend only on the data 
sequence, the pulse shape g(t), and the receiver fIlter a(t). 

Figures 5 and 6 show the calculated average error probability P, 
using eq. (14), for a number of modulation schemes where the receiver 
filter is the SPAM filter. 13 The technique described in Ref. 2 was used 
for selecting the filter. Several different pulse shapes are considered 
(see Ref. 13 for details). For comparison, the error probability for QPSK 
is also shown. It is evident that the longer and smoother pulse g(t), 
the better the power spectrum and the larger the penalty in E bl No 
compared to QPSK. However, the penalty-using, for example, 3 ... ~C= 
is only 0.5 dB at P = 10-3

• The penalty for TFM at P = 10-3 is about 1.0 
dB. For lower P values the penalty is larger. 
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The rest of the paper is organized as follows: In Section II we derive 
formulas for error probability for the partial-response continuous­
phase modulation schemes with Mbranch diversity and maximal-ratio 
combining. Section III contains the corresponding results for selection 
combining, and Section IV presents some numerical results. Section V 
contains a discussion and conclusions. 

II. MAXIMAL-RATIO-COMBINING 

First we consider the problem of calculating the average error 
probability 
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P = f f(y)P(y)dy, (17) 

where P (y) is the average error probability of the modulation scheme 
(with coherent detection) for Gaussian noise at the sin y given by (14), 

m 

P(y) = L CiQ( Jdrr) , (18) 
i=l 

and where f(y) is the density function for y, Note that the receiver 
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filter a(t) operates over NT symbols, typically smaller than 6. Slow 
fading is assumed and the averaging is performed over one "block" of 
length NT, much the same way as is shown in Ref. 20. 

The instantaneous sin in diversity branch k is assumed to be Yk, 
with equal average value for all branches. For Rayleigh fading, the Yk 
have the probability density function of eq. (1). 

Assume ideal maximal-ratio combining.6
,7 This combiner must know 

each path magnitude and phase to perform perfect combining and 
must have the property that the output signal-to-noise ratio is the sum 
of the instantaneous branch sin's, i.e., 

M 

Y = L Yk. (19) 
k=l 

The random variable Y has the density function6
,7 

_ 1 Y 1 -y/r 
( )

M-l 

f (Y) - Ii Ii (M _ I)! e (20) 

for M-branch maximal-ratio combining, assuming independent Ray­
leigh fading in each branch. The average receiver-output sin is 

E{y} = Mr. (21) 

References 21 and 22 show that the average bit-error probability for 
BPSK (QPSK) with coherent detection, maximal-ratio combining, inde­
pendent Rayleigh fading, and Gaussian noise is 

I{ JJ;[ 1 1·3 P = - 1 - -- 1 + - (1 + r)-l + - (1 + r)-2 
2 1 + r I!2 2!22 

1·3·5· .... (2M - 3) ]} + ... + (M _ I)!2M-1 (1 + r)-(M-l) , (22) 

where r is the average sin per branch and where M is the number of 
branches, M 2: 2. Corresponding formulas are also described in Refs. 
23 through 25. For M = 1, see Ref. 7. 

The average error probability for a modulation scheme with bit­
error probability P (Y) = Q( .J2ay) for the additive white Gaussian 
channel is given by eq. (22) with r replaced by ar (see Refs. 21 and 
22). 

For the case of coherent MSK-type reception of partial-response 
continuous-phase modulated signals (see Section I), the error proba­
bility after the detection filter but before differential detection is a 
weighted sum of Q-functions, as shown in eq. (14). Thus, the bit-error 
probability for the fading and diversity case is given by 
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m Ci { P=L- 1-
i=l 2 drr 

1+-
2 

. [1 + ~ (1 + drr)-l + 1·3 (1 + d rr)-2 
1!2 2 2!22 2 

1·3·5· .... (2M - 3) ( drr)-<M-l)] I 
+ ... + (M - 1)!2(M-I) 1 + -2- ,(23) 

where Ci, dr, i = 1 ... m depend on the modulation scheme and the 
receiver filter used (see Section I). Numerical calculations of (23) for 
various modulation schemes and various M are presented in Section 
IV below. 

For large sin's r, the formula (22) reduces to6
•
7

•
21 

(2M - I)! (l)M 
P ~ M! (M - I)! 4r . (24) 

It is easy to adapt this formula to the partial-response continuous­
phase modulation case. For large sin's eq. (23) can be written as 

(2M - I)! (l)M m Ci 

p ~ M!(M - 1)1 4r • i~l (~rr· (25) 

To evaluate the asymptotic sin difference between different schemes, 
it is convenient to write eq. (25) as 

M 

(2M - I)! 
P ~ M!(M -I)! 

1 

(26) 

The special case of BPSK (2PSK) is given by m = 1, Ci = 1, dr = 2. 

Thus, the asymptotic E b/ No difference between two schemes, e.g., 
between QPSK (BPSK) and some partial-response CPM schemes is given 
by the factor 

1 

(27) 

From the relationships above and (17) we can draw the following 
conclusions: 
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For M = 1, the difference in EblNo between a partial-response scheme 
and QPSK is smaller than the difference given by d~in alone. All the 
dr affect the difference with equal weight Ci = 11m. For increasing M 
values it can easily be concluded from the average in eq. (27) that the 
smallest dr, i.e., d~in' will play an increasing role and dominate the 
difference for large M, just as for the Gaussian channel. 

These relative performance differences for various M values are 
illustrated by the numerical examples in Section IV. 

III. SELECTION COMBINING 

In this section we will derive formulas corresponding to eqs. (22), 
(23), and (24) for the case of diversity with ideal selection combining. 

The ideal selection-diversity combiner is defined here as a device 
that selects that diversity branch with the largest sin for bit decisions. 
The same branch is used for all symbols over one time interval for the 
receiver filter, under the assumption of slow fading. 

Let- Yk be the instantaneous signal-to-noise ratio in branch k with 
average value r equal for all branches. For Rayleigh fading, the Yk 
have the probability density function of eq. (1). As shown in Refs. 6 
and 7, the probability density function for the ideal selection-combiner 
output sin Y is 

(28) 

where r is the average sin per branch and M is the number of 
branches. The average receiver-output sin in this case is 

M 1 
E{y} = r. L -, (29) 

k=l k 

which of course increases more slowly with increasing M than the 
corresponding average for maximal ratio combining (21).6,7 

First we derive an analytical solution to (17) for selection combining 
and coherent BPSK. It is then easy to apply this solution to the error 
probability for partial-response continuous-phase modulation (14). 
The probability density function (28) can be written as 

{(y) = M M~l (_l)i (~ - 1) e -P1+i ). (30) 
r i=O _ J 

The average bit-error probability for BPSK, coherent-detection and M­
branch diversity with selection combining is 

p = r {(y)Q(5y)dy 

M M-l - (M - 1) 100 

--bi1+j) 
= r i~o (_1)1 j 0 Q(J2Y)e r dy. (31) 
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We evaluate (31) for the more general family of modulation schemes 
where the bit-error probability for the Gaussian channel is P (y) 
Q( ~2exy); here ex is a constant :::;1. 

The integral above can be evaluated analytically as 

100 Q( ,j2ay)e-y/r (1+j)dy 

= fex> {Jex> _1_ e-t2/ 2dt} e -~1+j)dy 
o .j2ay ,J2;;, 

1 r 
= "2

0

1 + j 

Thus, with (31) we have P: 

M M-l (-l)j (M - 1) 
P = 2 j~O (1 + i) 0 j 

which can be written more compactly as 

(-l)j (A!) 
1 M J 

P=-L .. 
2

j=OH 1+-exr 

(32) 

(33a) 

(33b) 

For the general case with an MSK-type receiver for a partial-response 
continuous-phase modulation scheme with h = 1/2, as shown in eq. 
(14), we arrive at the analytical error-probability formula 

(-l)j(A!) 
m 1 M J 

P = L Cio- L , (34) 
i=l 2 j =o ~ 

'J1+;nr 

where Ci, dr, i = 1 0 0 0 m are defined by the modulation scheme and 
by the receiver. Numerical examples for specific transmitted-signal 
formats, receiver filters, and number of diversity branches M are given 
for (34) in Section IV below. 

Next, we evaluate the dominating term in (34) for large signal-to­
noise ratios r. For simplicity we do this for BPSK (ex = 1). This can 
then easily be extended to the general case (34), as we will see. For 
large r's, eq. (33) with ex = 1 can be written as 
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p = ~ ~ (-I)i (P:I) 
2 i=O l 

{ 

00 k 1.3 ..... (2k - 1) (i)k} 
. 1 + k~l (-1) 2kk! r' (35) 

Since 

~ (-I)i (J:f) = 0 
i=O l 

(36) 

(37) 

The quantity 

(38) 

is related to the Stirling numbers of the second kind (see Ref. 26, 
Chapter 24 and Ref. 27, p. 33). Sis 0 for k < M and 

S = (-I)M.M! (39) 

for k = M. S can also be evaluated for k > M, as shown in Refs. 26 and 
27. Thus, for large r's, the error probability behaves like 

1· 3· .... (2M - 1) 1 
p;;;; 2M+! rM' (40) 

The power of l/r is the same as for M-branch diversity with maximal­
ratio combining. The multiplying coefficient is larger, however. 

For high-average-branch sin's r, the asymptotic error-probability 
behavior for coherent BPSK with M-branch diversity is shown in Table 
I below. 

Table 1-Asymptotic behavior 
of average probability of error 
for large average per-branch 
signal-to-noise r for selection 
and maximal-ratio combining 

using BPSK (QPSK). 
Maximal-

Selection Ratio Com-
M Combining bining 

1 
1 -.L 

4r 4r 
3 1 3 1 

2 
sr2 16 r 2 

15 1 5 1 
3 

16 r 3 32 r 3 

105 1 35 1 
4 

32r4 256 r 4 
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For partial response h = 1/2 continuous phase-modulation with an 
MSK-type receiver, the asymptotic behavior for selection combining is 

M 

1·3····· (2M - 1) 
p = 2 (M+I) 

1 

(41) 

Comparing formula (41) with the corresponding one for maximal-ratio 
combining (24), it can immediately be seen that the relative asymptotic 
performances of various modulation schemes are the same for the 
selection combiner as for the maximal-ratio combiner. This is also 
illustrated by the curves in Section IV. 

IV. NUMERICAL RESULTS 

Formula (23) for maximal-ratio combining and (34) for selection 
combining are used to calculate the error probability P in the figures 
below. Again note that the error probability is that found after the 
filter in the quadrature arm in Fig. 1. 

Figure 7 shows the error probability Pversus the average per-branch 
(and per-bit) signal-to-noise ratio r for the modulation scheme 3RC, 
h = lh, with a receiver filter of MIN-type. I3 Formula (23) was used and 
QPSK results are shown for comparison. Note that the difference 
between QPSK and 3RC grows with M. Also compare the difference in 
Figs. 5 and 6 for the nonfading-additive white Gaussian channel. As 
was predicted by the formula in Section II above, the asymptotic 
difference between QPSK and 3RC is smaller for M = 1 than for M = 

16 and for the additive white Gaussian channel. This is due to the fact 
that, for low M, low signal-to-noise ratios dominate the density func­
tion fey), as shown in eq. (1). For this region of y, the difference 
between the error probability for QPSK and 3RC is small for the 
additive white Gaussian channel (see Figs. 5 and 6). 

Figure 8 shows the same modulation and diversity schemes as Fig. 
7 with the exception that for 3RC a sPAM-receiver filter is used (see 
the introduction and Ref. 13). Notice that the differences between the 
corresponding curves in Figs. 7 and 8 are small. The MIN filter is better 
than the SPAM filter for high sin's over the additive white Gaussian 
channel (see Figs. 5 and 6 and Ref. 13). The SPAM filter is better than 
the MIN filter for low sin's. This explains the small but noticeable 
differences between the 3RC curves in Figs. 7 and 8. 

Fig-uTes 9 and 10 show the 3RC-MIN and 3RC-SPAIvI cases for selection 
combining with QPSK results shown for comparison. Formula (34) was 
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Fig. 7-Error probability P vs average-per-branch sin r with 3RC, h = 1/2, receiver 
with MIN-fIlter. (The curves are shown without differential encoding/decoding.) 

used for the computations. Note that the same relative behavior is 
present in Figs. 9 and 10 as was shown in Figs. 7 and 8. Also note the 
larger per-branch sin required for selection combining compared to 
maximal-ratio combining for equal M.6

,7 

The exact analytical formulas (23) and (34) are easy and straight­
forward to evaluate. For example, for M = 16 and for the 3RC-SPAM 
case with a filt~r of length 4 binary symbols, 16x28 terms are used in 
the sums. In general, Mx2 NT+

L
+l terms are summed where NT is the 

filter impulse response length in bits.13 

Figures 11 to 14 show the error probability P versus the average­
per-branch sin r for an increasing number of diversity branches with 
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maximal-ratio combining. Again, QPSK (BPSK) results are shown for 
comparison. The same group of modulation schemes and receiver 
filters are used. Note the widening spread for increasing M, as expected. 
The corresponding case for selection combining is shown in Figs. 15 
through 17 (and in Fig. 11 for the M = 1 case). 

Figure 18 shows another way of presenting the relative error­
probability results. This figure shows the required receiver output sin 
(M. r) to achieve bit-error probability 10-3 as a function of the number 
of branches of diversity M. Maximal-ratio combining is assumed. The 
modulation schemes are coherent 2RC, 3RC, and 4RC with SFAM 

filters,13 with QPSK shown for reference. For increasing M, the sin for 
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the additive Gaussian channel is approached. Note the relative position 
of the curves for 2RC, 3RC, and 4RC. For further numerical results, 
see Ref. 28. 

V. DISCUSSION AND CONCLUSIONS 

The curves in Figs. 7 through 18 are calculated with the assumption 
that the receiver can resolve phase ambiguity of 180 degrees in the 
detection process.1

,2 This is normally done by employing differential 
encoding and decodingl

-
3

,17 and, likewise, for QPSK. For this case, the 
bit-error probability for the Gaussian channel is19 

Pbit = 2P(1 - P), (42) 
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where P is the error probability in the symbol decision after the linear 
filter in each quadrature arm. Thus, for the fading and diversity case, 
the same relative curves are obtained as upper bounds 

(43) 

on the bit-error probability with differential encoding/decoding. In 
absolute numbers, all error probabilities P must be multiplied by 2. In 
principle, averaging of the type in (17) can be performed numerically 
for (42) but, especially for large sin's and large numbers of diversity 
branches, the bound based on eq. (43) is very tight. 

The calculations of the bit-error probability for TFM with fading are 
given in Ref. 28. This lies, as expected, between that of 3RC and 4RC. 

The performance of GMSK in fading for various values of the param­
eter BbT-affecting the length of the pulse g(t)-can be estimated by 
comparisons to the raised-cosine pulses.3

,4 Compare the spectra and 
eye patterns in Refs. 3 and 4 with those for raised-cosine pulses in 
Refs. 11 through 13. Approximate fading and diversity (M = 2) error­
probability behavior is given in Ref. 3 for some cases of GMSK. A 
detailed comparison of raised-cosine schemes and GMSK is given in 
Ref. 28. 
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This paper contains formulas for the calculations of the bit-error 
probability for a class of modulation schemes with attractive spectral 
behavior. The class contains such modulation schemes as MSK, FFSK, 

TFM, and GMSK, as defined above. A simple suboptimum coherent 
detector can be used with performance approaching the optimum 
detector. The channel is assumed to be a slow Rayleigh fading channel 
with Gaussian noise, and diversity is employed to combat multipath 
fading. We assume the receiver uses either ideal maximal-ratio com­
bining or selection combining. Analytical formulas are derived for both 
cases, and simple asymptotic expressions for large signal-to-noise ratios 
are also derived and discussed. It is noted from the numerical calcu­
lations and also from the asymptotic formulas that the difference in 
Eb/No between various modulation schemes in the considered class at 
a given error probability decreases as the number of branches of 
diversity decreases. 
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We give a sufficient condition for one regular series parallel 
channel graph to be superior to another with the same number of 
stages. The main mathematical tools used for doing this are the 
recently developed results on majorization over a partial order. 

I. INTRODUCTION 

An s-stage channel graph is a graph whose vertices can be partitioned 
into s subsets (stages) VI, V2 , ••• , Vs, with VI and Vs each containing 
a single vertex (called the source and the sink, respectively), and whose 
edges can be partitioned into s - 1 subsets E I , E 2 , ••• , Es- I such that 

(i) Edges in Ei connect vertices in Vi to vertices in Vi+I, 
(ii) Each vertex in Vi, 1 < i < s, is connected to at least one vertex 

in each of Vi - 1 and Vi+1 • 

A channel graph is regular if for each i, the numbers of edges in E i- 1 

and Ei coincident to a vertex in Vi are independent of which vertex is 
chosen. 

A series combination of an s-stage channel graph G and at-stage 
channel graph H is a union of G and H into an (s + t - I)-stage 
channel graph, with the sink of G identified with the source of H. A 
parallel combination of two s-stage channel graphs is a union of these 
two graphs into another s-stage channel graph with the source and the 
sink of one graph being identified with the source and the sink, 
respectively, of the other graph. A channel graph is series parallel if it 
is either an edge or is constructable from two smaller series parallel 
channel graphs by either a series or a parallel combination. A series 
parallel canopy is a special case of a series parallel channel graph in 
which parallel combinations are allowed only when at least one of the 
two component sub graphs consists solely of a single edge. 

Each edge in a channel graph can be in one of two states, occupied 
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or idle. In this paper, we follow Lee's assumption I that the states of 
the edges are independent and that each edge in Ei has probability pi, 
called the occupancy for Ei, of being occupied. The blocking probabil­
ity of a channel graph is the probability that every channel-by which 
we mean a path from source to sink consisting of one edge from each 
Ei-contains at least one occupied edge. An s-stage channel graph is 
said to be superior to another s-stage channel graph if the blocking 
probability of the former never exceeds that of the latter, independent 
of the occupancies for the Ei (common to both graphs). 

Chung and Hwang2 showed that a regular series parallel channel 
graph (hereafter referred to as rspcg) without multiple edges can be 
uniquely represented by its degree vector. They also proved that in 
the case of two s-stage regular series parallel canopies, a necessary and 
sufficient condition for one graph to be superior to the other is that 
the degree vector of the former "majorizes" that of the latter. They 
conjectured that the same condition might also hold for rspcg's. 
However, counterexamples to the sufficiency of the condition for 
rspcg's were given in Refs. 3 and 4. In this paper, we give a sufficient 
condition for one s-stage rspcg to be superior to another, with multiple 
edges between two vertices allowed, by using the recently developed 
results of majorization over a partial order.5

,6 

II. MAJORIZATION OVER A PARTIAL ORDER 

A set of numbers A = {al ;::: a2 ;::: ... ;::: an} is said to be weakly 
submajorized7 by another set of numbers B = {b i ;::: b2 ;::: .•• ;::: bn} if 

k k 

L ai::: L bi for each k = 1, ... , n. 
i=1 i=1 

If, in addition, 
k k 

L ai = L bi, 
i=1 i=1 

then A is simply said to be majorized by B. 
The above concept of set majorization has been extended to major­

ization over a partial order.5
,6 Let P = {S, ~} denote a partial order on 

S, where S is a set of n elements and Si, Sj E S, Si ~ Sj indicates that Si 

is greater than Sj in P. Let A = {aI, a2, .•. , an} and B = {bl, b2, ... , 
bn }, where A and B can be thought of as two sets of weights for the 
elements in S. Then A is said to be weakly submajorized by B on P if 
for every filter Sj of S, 

L ai::: L bi, 
8iESj 8iESj 
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where Sj is a filter if Si E Sj and Sk ~ Si ~ Sk E Sj. If equality holds for 
Sj = S, then A is simply said to be majorized by B on P. 

Lemma 1. Suppose A is weakly submajorized by B on P. Then there 
exists C = {CI' C2, ... , cn}, where Ci ~ 0 for all i, such that A + C is 
majorized by B on P. 

Proof: The proof is by induction on n. For n = 1, Lemma 1 is true by 
setting CI = bl - al. For general n, without loss of generality, assume 
that Sn is a minimal element in P. Set Cn = bn - an. Then A' = {aI, a2, 
... , an-I, an + cn} is still weakly submajorized by B on P, since for 
any filter Sj containing Sn, 

L bi - L ai = L bi - L ai ~ o. 
SiESj SiESj SiESj-{Sn} SiESj-{Sn} 

Next consider the partial order P on S - {Sn}. By our inductive 
assumption, there exists nonnegative CI, C2, ... , Cn-l such that (al + 
CI, a2 + C2, ... , an-l + Cn-l) is majorized by (bl , b2, ... , bn- l). Lemma 
1 follows immediately. 

We quote a result from Ref. 5: 

Theorem 1: Let f(xI, X2, ... , Xn) be a function defined over the 
domain D. Let P = (X, ~) denote a partial order, where X = {Xl, X2, 
... , x n}. Then 

f(al, a2, ... , an) :::::; f(bl , b2, ... , bn) 

for all A majorized by B on P if and only if f is such that for every i 
andj, 

af af 
Xi~Xj~-~­

aXi aXj 
over all XED. 

We now generalize Theorem 1 into Theorem 2. 

Theorem 2: Let f(xI, X2, ... , Xn) be a function defined over the 
domain D such that f is monotone nonincreasing in each of its 
arguments. Let P = (X, ~) denote a partial order, where X = {Xl, X2, 
... ,<xn}. Then 

f(al, a2, ... , an) ~ f(bl , b2, ... , bn) 

for all A weakly submajorized by B on P if and only if f is such that 
for every i and j, 

over all XED. 

Proof: 
(i) Assume f(aI, a2, ... , an) ~ f(b I, b2, ... , bn) for all A weakly 

submajorized by B on P. Then, in particular, 
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or equivalently, 

-{(aI, a2, ••• , an) :::; -{(bl, b2, ••• , bn) 

for all A majorized by B. From Theorem 1, a necessary condition for 
this to happen is that for every i and j, 

or equivalently 

a{ a{ 
-<­
aXi - aXj 

over all XED. 

(ii) Assume that for every i andj 

a{ a{ 
Xi~Xj~-:::;-

aXi aXj 
over all XED. 

Let A be weakly submajorized by B on P and let Lf=l bi - Lf=l ai = 
C ;::: O. From Lemma 1, there exists nonnegative C such that A + C is 
majorized by B. From Theorem 1, 

-{(al + CI, a2 + C2, ••• , an + cn) :::; -{(bl , b2, ••• , bn). 

Since fis monotone nonincreasing in each Xi, it follows that {(aI, a2, 
••• , an) ;::: {(al + CI, a2 + C2, ••• , an + Cn) ;::: {(b l , b2, ••• ,bn). • 

III. THE MAIN RESULTS 

Theorem 2 will be used for comparing two rspcg's. To do this, 
however, we first have to define a partial order such that an rspcg can 
be represented as a set of weights for the elements of the partial order. 
This can be done by using the Takagi graph characterization of an 
rspcg. 

An (i,j, r) multiplex, 1:::; i:::;j:::; s, of an s-stage channel graph Gis 
an s-stage channel graph formed from the union of r copies of G, with 
the copies being merged into a single copy from stage 1 to stage i and 
from stage j to stage s. A channel graph is called a Takagi graph8

,9 if it 
can be obtained as a multiplex of a smaller Takagi graph, where the 
smallest Takagi graph of s stages is an s-stage path. An (i, j, r) 
multiplex can also be represented by the equation mij = r, where mij 

is called the multiplex index and r is the value of the index. Therefore, 
a Takagi graph can be represented by a set {mij = k} called a multiplex 
set. Figure l' illustrates how the Takagi graph {m13 = 3, 
m24 = 2} is constructed. It is clear that adding or deleting a multiplex 
index with value one has no effect on the Takagi graph. Up to this 
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0--0------0---- • • 

Fig. I-A Takagi graph. 

equivalence, it has been proved (see Ref. 4) that there exists a one-to­
one mapping between multiplex sets and Takagi graphs, regardless of 
the ordering of the multiplex indices in the set. Furthermore, it is 
straightforward to verify that for an rspcg the product of all the values 
in its multiplex set equals the total number of distinct channels. 

Let mij and mpq denote two multiplex indices. Then mij is said to 
cross mpq if i < p < j < q, and to contain mpq if i :s p < q :s j. The 
following has been proved in Ref. 10: 

Theorem 3: A channel graph is an rspcg if and only if it is a Takagi 
graph without crossing multiplex indices. 

We define a partial order PIs on the set of multiplex indices {mij: 
1 :s i < j :s s} by: mij ~ mpq if mij contains mpq. Then the multiplex set 
of any s-stage rspcg can be considered as a set of weights for the 
elements of PIs (if mij is not in the multiplex set, we define mij = 1). 
For a given multiplex set M, we define Mij to be the subset of M 
consisting of all multiplex indices contained by mij. We also let P ij 
denote the partial order P restricted on M ij . For fixed occupancies PI, 
P2, "', ps-I, let B(M) denote the blocking probability for the Takagi 
graph with multiplex set M. Then, from Theorem 3, we have 

B(Mij ) = {I - IT (1 - pz) IT [1 _ B(Mpq)]}m
ii

, 

ZELij mpqENii 

where Lij = {l:mZ,Z+I = 1, mij ~ mZ,Z+I, but there does not exist muv > 
1 such that mij ~ muv ~ mZ,z+d and where N ij = {mpq:mpq > 1, 
mij ~ mpq , but there does not exist muv > 1 such that mij ~ muv ~ 
mpq }. We quote a result from Ref. 2: 

Lemma 2: For given constants CI, C2, "', cn, all lying between zero 
and one, define 

f(xk, Xk+I, "', Xn) = {I - ck[l - f(xk+l, Xk+2, ... , Xn)]Yk 

for k = 1, 2, ... , n - 1. 

Suppose the vector (in aI, In a2, ' ... , In an) is weakly submajorized by 
the vector (In bI , In b2, ... ,In bn) where In ai and In bi are nonnegative 
for all i. Then 
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In particular, for any w > 1 and i < j, we have f( aI, a2, ... , ai, ... , 
ajw, ... , an) ;::: f(aI, a2, ... , aiW, ... , aj, ... , an). Therefore, we also 
have: 

Corollary: 

af(xI,x2, ···,Xn) af(xI,x2, · .. ,Xn) 
--------------<--------------a In Xi - a In Xj 

for i:s j. 

We are now ready to prove Theorem 4. 

Theorem 4: An s-stage rspcg with the multiplex set {mij = aij} is 
superior to another s-stage rspcg with the multiplex set {mij = bij } if 
{In bi}} is weakly submajorized by {In aij} on PIs. 

Proof: A straightforward induction proof shows that B (MIs) is mon­
otone nonincreasing in each mij E MIs. Therefore, if we can prove that 
for every muv ~ m xy , 

aB(MIs ) aB(MIs ) 
---<---
a In muv - a In m xy , 

then Theorem 4 will follow immediately from Theorem 2. 
Consider a path Z from the top of PIs to the bottom of PIs which 

contains muv and m xy • Let ri, i = 1, 2, ... , n, denote the value of the 
ith multiplex index on this path. Suppose we hold every other mij 
constant except those on Z. Then B (MIs) can be expressed as a function 
of rI, r2, ... ,rn alone since all other mij are now constants. To be more 
specific, we have 

and 

B(rk, rk+I, .•• , rn) = {I - ck[l - B(rk+1, rk+2, ... , rn)]Yk 

for k = 1, 2, ... , n - 1. 

From the Corollary of Lemma 2, we conclude that i < j implies 

aB(rI, r2, ... , rn) aB(rI, r2, ... , rn) 
--------------<--------------

a In ri - a In rj 

In particular, we have 

aB(rI, r2, ... , rn) aB(rI, r2, .•. , rn) 
--------------<--------------

a In muv - a In m xy 

The proof is now complete by noting 

aB(MIs ) aB(rI, r2, ... , rn) 

a In muv a In muv 
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and 

aB(MIs ) aB(rI, r2, ... , rn) 

a In mxy a In mxy 

Define MIs = {mij E MIs: Lij ~ cp} and define the partial order PIs 
accordingly. 
Theorem 5: An s-stage rspcg with the multiplex set {mij = aij} is 
superior to another s-stage rspcg with the multiplex set {mij = bij } 
only if {In bij } is weakly submajorized by {In aij} on PIS (associated 
with the {aij} set). 

Proof: Consider two s-stage rspcg's A and B with multiplex numbers 
{mij = aij} and {mij = bij }, respectively. Suppose there exists a fliter 
M C MIs such that 

L In aij < L In bij . 
mijEM mijEM 

Consider a set ofoccupanciesPI,P2, ... ,ps-I such thatPk = 0 ifmk,k+I 
is contained by any mij not in M. Clearly, if all edges from stage ito 
stage j are idle, then we can set aij and bij to 1 without affecting the 
blocking probabilities of A and B. But now, owing to the assumption 

L In aij < L In bill 
mijEM mijEM 

the product of all aij in A is less than the product of all bij in B, or 
equivalently, there are fewer paths in A than in B. But it is well known 
that when the occupancies of all edges approach one,4 then the blocking 

(a) (b) 

4 
(c) 

/~ 
2 2 

(d) (e) 

Fig. 2-Graphs for Example 1. 
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(a) (b) 

(c) 
4 /"'" 1 1 /""/'" 2 1 2 /""/""/"" 1 1 1 1 

(d) (e) 

Fig. 3-Graphs for Example 2. 

probability of a channel graph with fewer channels exceeds the block­
ing probability of a channel graph with more channels. Therefore, A 
cannot be superior to B. • 

IV. EXAMPLES 

Example 1. Figure 2(a) shows the Takagi graph A = {m12 = m23 = 2, 
ml3 = 4}. Figure 2(b) shows the Takagi graph B = {m12 = 3, m23 = 
5}. Figure 2(c) shows the partial order P13. Figure 2(d) shows the 
weights of A on P13 . Figure 2(e) shows the weights of B on P13 . 

It is easily seen that Ml3 has only four filters, {mI3}, {m12, mI3}, 
{m23, m13} and {mI2, m23, mI3}, and product of the weights of A is 
greater than that of B in every case. From Theorem 4, the first graph 
is superior to the second graph. 
Example 2. Figure 3(a) shows the Takagi graph A = {m15 = 4, ml3 = 
m35 = 2}. Figure 3(b) shows the Takagi graph B = {m14 = 3, m45 = 
5}. Figure 3(c) shows the partial order P15 . Figure 3(d) shows the 
weights of A on P15 . Figure 3(e) shows the weights of B on P15 . 
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Consider the fIlter M = {m14, m45, m35, m15, m25}. The product of 
the weights of A on Mis 8 while the product of the weights of B on M 
is 15. Hence, A is not superior to B. Note that A can still be preferable 
to B (or B preferable to A) in many other senses. But one does not 
dominate the other as far as the strong property of superiority is 
concerned. 

v. CONCLUSION 

Channel graphs, of which regular series parallel channel graphs form 
an important subclass, have been extensively used in modeling and 
analyzing blocking probabilities of switching networks. A popular 
concept in comparing the blocking characteristics of two channel 
graphs is to see whether one is superior to the other under arbitrary 
traffIc loads. We give a sufficient condition for superiority in comparing 
regular series parallel channel graphs. 
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In this paper we identify and discuss some fundamental physical 
mechanisms that will provide limits on the speed, power dissipation, 
and size of optical switching elements. Illustrative examples are 
drawn primarily from the field of bistable optical devices. We com­
pare the limits for optical switching elements with those for other 
switching technologies, and present a discussion of some potential 
applications of optical switching devices. Although thermal effects 
will preclude their wide application in general-purpose computers, 
the potential speed and bandwidth capability of optical devices, and 
their capability for parallel processing of information, should lead to 
a number of significant applications for specific operations in com­
munication and computing fie·lds. 

I. INTRODUCTION 

A number of recent developments have increased the interest in 
digital optical signal-processing devices and techniques. Laser tech­
nology has now advanced to the point that lasers are being used in 
consumer electronics. Optical fiber communication systems are being 
widely installed. Integrated-optics spectrum analyzers have been de­
veloped. 

In the research stage it has been shown that optical fibers can be 
used to 'transmit information at rates approaching 1 THz.1

,2 This rate 
is much beyond the capabilities of any presently' known electronic 
light detector. Thus, to utilize this information-handling capacity, 
some form of optical signal processing will have to be performed before 
the light signals are converted to electronic ones. 

Low-power integrated-optics light switches3 and low-energy inte­
grated-optical bistable devices4 capable of performing optical logic 
have been demonstrated. It is tempting to propose that such digital 
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optical switching elements be used to construct high-speed computers 
as well as repeaters and terminal equipment for optical communica­
tions systems. To examine these possibilities we need to understand: 
(i) What are realistic possibilities for speed, power dissipation, and size 
for optical switching elements? and (ii) What are the fundamental 
limits imposed by the physics of the nonlinear interactions, and by the 
available optical materials? 

Previous studies of these optical device limits have been made by 
several authors. The pioneering work of Keyes5 examined several 
nonlinear optical processes and concluded that thermal considerations 
imposed severe limits on the use of optical logic elements. A similar 
assessment was made by Landauer.6 A more optimistic conclusion was 
reached by Fork,7 who suggested that by using suitable interactions 
and resonant structures, competitive optical elements could be real­
ized. Recently KogelnikB has examined the role of integrated-optics 
devices and has concluded that they may well be most useful in 
performing functions that cannot be provided by other technologies. 

In this paper we will attempt to provide a perspective on the ultimate 
limits of optical switching elements, and the areas in which one might 
expect optical signal processing to offer a significant advantage over 
other technologies. 

II. BISTABLE OPTICAL DEVICES 

In this paper we will draw examples from the field of bistable optical 
devices. This is to some extent due to a bias of the author, as he has 
worked on these devices for several years. However, in many respects, 
bistable optical devices are the most basic binary optical systems, and 
they have a demonstrated capability for low-energy latching operation. 
In addition, these devices are extremely versatile and can function as 
optical limiters, differential amplifiers, and optical logic elements. 
Their transmission can also be controlled by another optical beam 
creating an "optical triode." 

A generic bistable optical device is shown in Fig. 1. It consists of a 
Fabry-Perot resonator containing a nonlinear optical material. This 
nonlinearity can be either a saturable absorption (an absorption that 
decreases with increasing light intensity), or a nonlinear refractive 
index (a refractive index that increases or decreases with increasing 
light intensity). The bistability arises from the simultaneous require­
ments that the intensity of light inside the resonator, and thus the 
transmitted light intensity, depends on the resonator tuning (or the 
loss in the resonator), and the resonator tuning (or the loss in 
the resonator) depends on the intensity of light in the resonator. 
The resonator transmission exhibits optical hysteresis, as shown in 
Fig. lb. 
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Fig. l-(a) A generic bistable optical device. (b) Typical output power characteristic 
for a bistable optical device. 

Optical bistability has been demonstrated using both intrinsic de­
vices, which use materials with an intrinsic optical nonlinearity, and 
hybrid devices, which use a detector and an electrooptic modulator to 
create an artificial nonlinear medium. 

Many types of bistable optical devices have been developed and 
studied. Small, integrated-optics hybrid devices have been operated 
with less than a picojoule of optical energy.9 Two-dimensional arrays 
of bistable elements using a liquid-crystal light valve have been dem­
onstrated for image-processing applications. lO Nonresonant devices 
have been developed that use no Fabry-Perot resonator and thus have 
a broad frequency response and can switch very rapidly with a suitably 
fast-responding nonlinear material. ll

,12 

III. SPEED AND POWER LIMITATIONS 

In this section we will discuss the fundamental physical mechanisms 
that limit the performance of these devices. Although we will specifi­
cally consider bistable optical devices, the results will be generally 
applicable to any passive digital optical switching elements. 

The switching speed of a bistable optical device is limited by the 
buildup time of the resonator, and by the response time of the nonlin­
ear medium. In principle, the resonator response time can be made 
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negligible by reducing the length of the resonator, or by using a 
nonresonant configuration. The ultimate limit is set by the response 
time of the nonlinearity. Materials exhibiting strong electronic nonlin­
earities are known with response times of <10-14 seconds. To operate 
a device with such a short response time, however, requires high light 
powers. 

The switching power and switching speed of a bistable optical device 
are not independent. For example, if the response time of a given 
device is dominated by the resonator buildup time, the response time 
can be reduced by a factor of two by halving the length of the 
resonator. However, as only half the length of nonlinear material is 
now available, twice the switching power must be used to reach the 
switching threshold. 

R. W. Keyes5 has discussed several physical processes that limit the 
switching power and speed of optical devices. For any (nonreversible) 
switching operation, it can be shown that a minimum energy of the 
order of kT must be dissipated (k is Boltzman's constant and T is the 
absolute temperature). Quantum mechanical considerations lead to 
the assertion that a switching operation must dissipate at least hiT of 
energy (h is Planck's constant and T is the switching time). These 
limits are shown in Fig. 2, which is a plot of the power required for a 
switching operation as a function of switching time, i.e., the time for 
which this power must be applied. The frequency label on the horizon­
tal axis is appropriate if switching is being done repetitively so that a 
switching time limit implies a limit on the data rate. 

Keyes has discussed the limitations imposed by the heat dissipated 
in a switching element. For continuous operation, this heat sets an 
upper limit on the achievable switching rate (a higher rate would result 
in an unacceptable temperature rise in the device). The region affected 
by such thermal considerations is also shown in Fig. 2, assuming a 
value of heat transfer coefficient (100 WI cm2

) that is appropriate for 
liquid-cooled elements and a maximum acceptable temperature rise of 
20°C. In many cases a lower temperature rise may be required because 
of the rapid refractive index change with temperature exhibited by 
most optical materials. It is important to note that a switching device 
can operate in this "thermal transfer" region provided that it is 
operated at less than the maximum repetition rate, or that not all of 
the switching power is dissipated in the device. 

Keyes considered the case of an optical switching device that oper­
ates by absorbing light that saturates an atomic transition and changes 
the optical properties of the material. To achieve appreciable satura­
tion, the condition 

(11) hC/ATD (1) 
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Fig. 2-Limitations on optical switching devices. The frequency scale (at bottom) 
applies for repetitive switching. The heavy lines indicate limits on optical switching 
devices for the case of A = 0.5 p.m (solid lines) and A = 5 p.m (dashed lines). 

must be satisfied. Here, a is the peak absorption cross section of the 
transition, I is the light intensity, h is Planck's constant, c is the 
velocity of light, A is the wavelength of the light, and TD is the decay 
time of the transition. From the expression for the Einstein stimulated 
emission coefficient, we can write 

4~IIL12T2 
a= 

3EohA ' 
(2) 

where IILI is the dipole moment of the transition, T2 is the inverse line 
width of the transition, and Eo is the vacuum permittivity. 

The maximum intensity for a given input power is obtained in a 
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waveguide geometry for which the input power, P, is given by 

P- Il\2 

(see Section IV). Combining eqs. 1,2 and 3 we obtain: 

3Eoh2"A?c 
P> "r 2 • 

4 IILI T2Tn 

(3) 

(4) 

To evaluate eq. 4 we will assume a large dipole moment for an atom 
given by 

IILI = eao, (5) 

where e is the electronic charge and ao is the Bohr radius. We will 
further take the response time, T, of the switching element to be 

(6) 

(T2 cannot be less than Tn, and a larger T2 implies a larger switching 
energy.) With these assumptions we find 

-24 l\2 
P > 1.2 X 10 X 2" W, (7) 

T 

where l\ is in ILm and T is in seconds. This limit is plotted on Fig. 2 for 
l\ = 0.51Lm and l\ = 5ILm and labeled "Absorptive Nonlinearity." Two 
points should be noted. First, Keyes shows that a similar limit should 
also apply for the case of a second-order nonlinear effect [X(2) process] 
or for the case of a nonlinearity based on self-induced transparency. 
Second, it has recently been shown that it is possible to find systems 
in which one can use excitonic resonances13 to obtain effective dipole 
moments appreciably greater than eao. An example using such a 
system is described in Section VI. 

A different limit is found for the case of a third-order nonlinearity 
[X(3) process]. Let us consider a material exhibiting an optical Kerr 
effect, i.e., the refractive index has a term proportional to the light 
intensity. To obtain an appreciable effect, we require a change in phase 
shift through the medium 

f).cp> 'IT. (8) 

If the refractive index change is n2I, where n2 is the optical Kerr 
coefficient, then eq. 8 becomes 

2'lTn2It 
-l\->'lT, (9) 

where t is the length of the element. The delay time is governed by 
the length 

T = not/c, (10) 
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where no is the (linear) refractive index of the material. Combining 
eqs. 9, 10, and 3, we obtain 

(11) 

Note that the dependence of P on T is different from that in eq. 7. 
How can we estimate n2? We can argue that the nonlinear refractive­

index term should be of the order of unity for light fields of the order 
of the atomic fields. Thus, we could write 

n21 = no 

for light fields of the order of e/a5. Now 

1= EonocE2 
2 ' 

(12) 

(13) 

where E is the electric field strength of the light. We combine eqs. 12 
and 13 to obtain 

(14) 

From eq. 14 we obtain n2 = 2.9 X 10-17[W /cm2r 1. Much larger 
electronic nonlinearities are known, however. The polydiacetylene 
PTS has the largest-known value;12 it is n2 ,..., 6 X 10-12[W /cm2r 1. The 
reason for this large value is that the electrons are relatively unconfined 
along the chain axis of the PTS molecules. Thus, effective distances 
much larger than ao are encountered, and as n2 oc a 4, nonlinearities 
much larger than our estimate are found. The limits represented by 
eq. 11 are shown in Fig. 2 for A = 0.5 /lm and A = 5 /lm and labeled 
"Reactive Nonlinearity." They are evaluated using the value of n2 for 
PTS. 

A third limit shown in Fig. 2 is derived from statistical considera­
tions. A number of photons large compared with unity is necessary to 
define a switching state. We have somewhat arbitrarily taken 103 

photons as this statistical limit, i.e., 

(15) 

This limit is also plotted in Fig. 2 for A = 0.5 /lm and A = 5 /lm. 
A word of caution is in order here. These limits that we have 

identified are "fuzzy" in that it may not be possible to do as well as 
these limits, or it may be possible to do somewhat better than these 
limits would indicate. In general, many kT of energy will be required 
for stable switching devices. On the other hand, the use of a high­
finesse optical resonator will lower the required switching energy. 
These limits are intended to be used as a guide and an indication of 
the underlying physical mechanisms. 
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An optical resonator decreases the required switching power at the 
expense of a reduction in the bandwidth. A bistable optical device 
utilizing a lossless material with a refractive nonlinearity has a switch­
ing power that varies as 

(16) 

where F is the finesse of the resonator. In the region where the 
switching time is limited by the resonator, 

(17) 

so that the switching energy, defined as the product of the switching 
power and switching time, is given by 

PT oc 1/F. (18) 

If the switching time is limited by the response time of nonlinear 
material, T will not depend on F, and 

(19) 

The limits shown in Fig. 2 were computed assuming no resonator, i.e., 
for F -- 1. We see that with high-finesse resonators, switching energies 
appreciably below the limits shown in Fig. 2 should be possible. The 
103 photon limit will still apply, however. 

IV. SIZE LIMITATIONS 

To obtain the largest light intensity for a given input power, it is 
usually desirable to focus the input light. The light can be focussed to 
a cross-sectional area of _A2

, but will diffract rapidly if not confined by 
some waveguiding structure. For this reason the lowest-power switch­
ing devices are likely to be those in which the light is guided in an 
optical dielectric waveguide with cross-sectional dimensions of --A. 
(Kogelnik8 has pointed out that with a smaller dielectric waveguide, 
the guided mode will extend beyond the waveguide walls so that the 
minimum light-beam cross section will always be of the order of A. 
Light can be confined to smaller cross sections using metallic wave­
guides, but in this case large absorption losses will result.) 

The minimum length of the waveguide (i.e., the device) will depend 
on the strength of the optical nonlinearity and on the finesse of the 
optical resonator. In many cases the linear absorption loss of the 
nonlinear medium will determine the resonator dimensions. Miller14 

has shown that for a high-finesse waveguide resonator containing a 
material with a nonlinear refractive index and a linear absorption loss, 
the lowest switching power will occur for a length of resonator such 
that 

1- R =A, (20) 
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where R is the reflectivity of each of the resonator mirrors, and A is 
the absorption loss per pass through the nonlinear medium. If we write 
A = at, where t is the length of the medium and a is the absorption 
coefficient, this condition requires 

at= 7T12F (21) 

or 

t= 7T12aF. (22) 

Thus, the length of a device that is optimized for minimum switching 
power will be determined by the absorption coefficient and the finesse 
of the resonator. If the nonlinearity is caused by the absorption of 
light, then compact, fast, and efficient elements will require a large 
value of a. Under optimized conditions the switching power, P, varies 
as 

P oc I/F. (23) 

The optimum length of the device varies with R so that the resonator 
response time, 'T, is independent of F. Thus, in this case we find the 
switching energy 

P'T oc I/F. (24) 

In Table I, we show recent results from the literature on bistable 
optical devices. We have taken the switching time to be the "recovery 
time" of the device, i.e., the time constant for the return to equilibrium 
in the absence of a driving signal. It is important to note that in many 
cases a device can be switched on (or off) much more rapidly by the 
application of a short, intense driving pulse. The data in Table I shows 
a wide range of switching powers and speeds. As might be expected, 
the fastest devices require the highest switching powers. The lowest 

Table I-Experiments: recent results 

Bistable Fabry-Perot resonators 
CS2 

Na vapor 
GaAs 
InSb 

Hybrid bistable Fabry-Perot resonator 
LiNb03 

Bistable liquid-crystal matrix 
Hughes liquid crystal light valve 

Nonlinear interface 
Glass-CS2 

Switching 
Power 
(watts) 

3 x 105 

10-2 

2 X 10-1 

10-2 

10-5 

5 X 10-7 

2 X 105 

Switching 
Time 

(seconds) 

5 X 10-10 

10-5 

4 X 10-8 

<5 X 10-7 

5 X 10-8 

4 X 10-2 

2 X 10-12 

Switching 
Energy 
(joules) 

1.5 X 10-4 

10-7 

8 X 10-9 

<5 X 10-9 

5 X 10-13 

2 X 10-8 

4 X 10-7 
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reported switching energy is for a hybrid, integrated-optical bistable 
device. This low energy is possible because of the very large effective 
nonlinearity created by the electro optic modulator with electrical 
feedback. Although for some applications long switching times or large 
switching powers are acceptable, in general one wishes to minimize 
each of these parameters. How much could we improve present bi­
stable devices by shrinking device dimensions to provide shorter transit 
times and higher light intensities for a given input power? 

We have extrapolated current experimental results to }..2/n2 cross­
section waveguide devices with a length adjusted for minimum switch­
ing energy. We have assumed a finesse of 30 for the Fabry-Perot 
resonator and have considered the response time to be the undriven 
recovery time of the device. The results are shown in Fig. 3. It is 
interesting to note that with known devices and materials it should be 
possible to approach rather closely the fundamental limits for optical 
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Fig. 3-The points represent performance limits extrapolated from current experi­
mental values for 'l!aveguide Fabry-Perot resonators containing the polydiacctylcnc 
PTS, the semiconductor GaAs, the semiconductor InSb, and a hybrid device using the 
electro optic crystal LiNbOa• 
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devices; however, as we see in Table I, present laboratory devices are 
not yet developed to the point where they are close to these limits. 

V. COMPARISON WITH OTHER SWITCHING TECHNOLOGIES 

How do these projected results and limits that we have derived 
compare with those for other switching technologies? In Fig. 4 we 
show how the limits for bistable optical devices compare with the best 
reported values for two well-established switching technologies­
semiconductor electronic devices, and Josephson devices. It is also 
interesting to see how these devices compare with a biological switch­
ing device-a neuron. 

It is clear that in the 10-6 through 10-11 second region, one cannot 
hope to switch with substantially less power than that required for 
semiconductor electronic devices, and appreciably lower switching 
powers are possible with Josephson technology. In the 10-12 through 
10-14 second region, however, optical devices appear to have no com-
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Fig. 4-A comparison with the operating range of two other switching technologies: 
semiconductor electronic devices, and Josephson devices. The operating point for a 
biological "switch" -a neuron-is also shown for comparison. 
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petition. This unique capability for sub-picosecond switching is one of 
the most exciting aspects of optical switching technology. 

The switching power required in this short-time region puts the 
operating point well within the "thermal transfer" region discussed 
earlier. For this reason, it does not appear feasible to design a high­
speed, general-purpose digital optical computer. However, for many 
applications these thermal limits may not present severe problems. 
Two points are worth noting. First, devices using a reactive nonline­
arity do not depend on the absorption of the incident light. Thus, most 
of the switching power is transmitted by the device and the power 
dissipated is much less than the power required for switching. Second, 
for some applications, fast switching operations are required at rela­
tively low duty cycles. In both cases the temperature rise in the 
switching elements will be much lower than the maximum value used 
in computing the "thermal transfer" region boundary. 

There are many other factors that relate to the choice of a switching 
technology that cannot be shown on a power-time plot. In many cases 
it is desirable, to perform some signal-processing operation on a light 
signal, either because the incoming signal is in the form of light or 
because freedom from electromagnetic interference is desired. Optical 
switching devices typically operate at room temperature. In many 
cases, they have extremely large bandwidths and can be adapted for 
many special functions such as rapid parallel processing of information. 
For these reasons, there will be cases where optical switching systems 
will be used, even in an area of Fig. 4 in which other technologies show 
a switching-energy advantage. 

VI. ILLUSTRATIVE EXAMPLES 

We have shown that because of thermal problems associated with 
the high packing densities required for rapid operation, optical switch­
ing elements are unlikely to be used as building blocks for a general­
purpose computer. For certain specific applications, such as the inte­
grated-optical spectrum analyzer recently developed for microwave 
signal processing, and optical computers for picture processing and 
pattern recognition,15-17 special-purpose optical computers have al­
ready demonstrated their usefulness. We should also point out that 
fast optical switching devices are opening up a new time region for 
scientific studies, and picosecond spectroscopy is rapidly becoming an 
important field of research.18 

In this section we will consider a few specific applications of optical 
switching elements, and see where an extrapolation of current tech­
nology might lead. In many cases nonlinear materials with a suitable 
combination of properties are not currently available. The materials 
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we have chosen for these examples illustrate the wide range of prop­
erties that can be obtained. 

6. 1 Low-energy optical switch 

The lowest "switch-off" energy currently demonstrated is 0.5 pJ for 
a hybrid bistable device (see Table I). Extrapolation of this figure with 
a LiNb03 device with minimum waveguide dimensions and assuming 
current detector technology, we find 1 fJ operation should be possible. 
A similar limit is found by extrapolating current figures for InSb 
devices at 5 /lm wavelength. These figures might be reduced still 
further by using optical resonant structures related to those currently 
being employed for surface-enhanced Raman studies. (See, for exam­
ple, Ref. 19.) 

6.2 High-speed optical switch 

The highest-speed operation will be obtained with a device utilizing 
a nonlinear material with an electronic nonlinearity. Such nonlineari­
ties are believed to have response times in the range of 10-14 seconds. 
For minimum device response time, a nonresonant configuration 
should be used. A suitable configuration might be the self-focussing, 
bistable optical switch described in Ref. 20. By focusing the input to a 
spot size on the order of the wavelength of the light at the nonlinear 
material, adequate discrimination between "on" and "off" states could 
be obtained with a device length of 20 wavelengths. For a device using 
as nonlinear material the polydiacetylene PTS12 and light of 1 /lm 
wavelength, the response time would be 0.1 ps and the peak pulse 
switching power would be 100 W. This power is low enough that it 
might be reached with a mode-locked semiconductor laser diode. 

6.3 4 x 4 optical switching network 

If picosecond speed is not required, an optical distribution network 
could be formed with integrated optics technology on a LiNb03 sub­
strate, as demonstrated by Schmidt and Buhl.21 This example is 
somewhat different from the others we have given, in that electrical 
signals are used to control the distribution of the optical signals. 
Kogelnik8 has addressed the question of the limits for the stepped llfJ 
couplers that comprise the switching units. He shows that the limiting 
electrical energy, Esw, needed for one switch of the optical path is 
given by 

ESwoT = 100 pJ X ps, (25) 

where T is the transit time through the device. A directional coupler 
switch with a switching time of 110 ps and a transit time of 3 ps has 
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already been demonstrated.22 Switching times of 30 ps should be 
possible with 1 /lm electrode gaps.22 LiNb03 waveguides suffer severe 
problems at optical power levels higher than -100 /lW in the visible 
range. Much higher power levels are possible, however, if near infrared 
light is used. 

6.4 Image amplifier 

An optical image amplifier could be made using an array of bistable 
elements, as shown in Fig. 5a. Each element in the array is a self­
focussing bistable element similar to that described in Ref. 20. A 
typical output characteristic for each element is shown in Fig. 5b. It 
can be seen that a weak input signal (Is) produces a strong modulated 
signal at the output when the input light level corresponds to the 
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Fig. 5-An optical image amplifier. (a) Schematic diagram. (b) Operating character­
istic of each element. 
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"knee" in the characteristic curve. Thus, each spatial element behaves 
as an "optical triode." 

One possible nonlinear medium for this application would be a liquid 
suspension of sub-micron dielectric particles. As shown in Ref. 23, this 
medium exhibits a large nonlinear coefficient, although it has a slow 
response time on the order of a second. Such times may be acceptable 
for certain image-processing operations. If each element of the input 
image is focussed by the composite lens to a spot size of -"A?, with an 
aqueous suspension of quartz particles one would require an input 
power of 10 m W /resolution element at A. = 0.5 /-tm and 1 m W /resolution 
element at A. = 5/-tm. Recent calculations24 indicate that input powers 
of -100 /-tW/resolution element and a response time of -I /-tsec might 
be possible using suitably doped GaAs as the nonlinear medium. The 
verification of these ideas must await further experiments. 

6.5 Optical time-division multiplexer and demultiplexer 

As our final example, let us consider a high-speed optical time­
division multiplexer (or demultiplexer) that might be used to multiplex 
picosecond optical pulses into a high-capacity optical fiber, and de­
multiplex the signals at the receiver to obtain low enough bit rates to 
allow handling by optical detectors and subsequent electronic systems. 

A multiplexer can be made from a number of triggerable switching 
elements, as shown in Fig. 6a. A trigger pulse with the proper time 
synchronization is required to multiplex pulses as shown. Each element 
could be made from a properly designed bistable optical device, as 
shown in Fig. 6b. This bistable device consists of a suitable nonlinear 
optical material in a ring resonator. The ring geometry allows separa­
tion of the inputs and outputs. However, some polarization selectivity 
may have to be employed to avoid interference effects between the 
two input beams Ij~ and Ij2J. Let us assume here that pulses in these 
two beams are never present simultaneously in the element. The 
output intensity depends on the total input intensity Ij~ + Ij2); + I TRIG, 

as shown in Fig. 6c. If the input pulses are of intensity slightly less 
than the critical intensity corresponding to the "knee" of the curves, 
the output in the absence of a trigger input will consist solely of Ij~. 
However, during the time that a small trigger signal I TRIG is present, 
the output will consist solely of Ij2J. Because of the sharp "knee" in 
the characteristic curves, only a small I TRIG is required to accomplish 
this switching. 

In a similar way, one can perform demultiplexing by using an optical 
"tap," as shown in Fig. 7a. A similar bistable ring resonator serves as 
a triggerable "tap," as shown in Fig. 7b; the output characteristics are 
shown in Fig. 7c. 

An appropriate nonlinear material for use in these devices might be 
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Fig.6-0ptical time-division multiplexer. (a) Overall schematic diagram. (b) Ring 
triggerable bistable element. (c) Output characteristic of ring bistable element. 

the semiconductor CdS. It has recently been shown13 that large non­
linear effects are found near the biexitonic resonance line. By using 
light at A - 4836A, we will obtain a sufficiently large nonlinearity to 
allow the device to operate at a pulse power level of about 1 m W with 
a time response of - 1 ps. This material requires cooling to liquid 
helium temperatures, however, and the wavelength range over which 
this operation can be obtained is small (-5A). A material such as PTS 
will avoid these difficulties, but will increase the peak power required 
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to the 1 W level. As this power is only required for 1 ps, however, the 
operating energy would still be a very reasonable 1 pJ. 

VII. CONCLUSIONS 

Having identified the physical limits for optical switching devices 
and discussed some specific examples, let us try to draw some general 
conclusions with regard to their future applications. The strong points 
of optical switching devices are: 

(i) Speed: With an electronic nonlinearity or free-carrier genera­
tion in semiconductors, sub-picosecond switching times are possible. 

(ii) Bandwidth: With a nonresonant bistable optical device or a 
nonlinear interface, a large fraction of the visible light bandwidth can 
be used. 

(iii) Ability to treat directly signals already in the form of light. 
(iv) Capability for parallel processing: With a liquid crystal bistable 

array, image processing has already been demonstrated. I5 

The weak points of optical switching devices are: 
(i) High power is required for fast switching. This will tend to 

create thermal problems unless highly transparent materials are used. 
(ii) Materials do not yet exist that have the ideal combination of 

properties for these devices. 
(iii) Theoretical and practical problems involved in waveguide and 

microresonator formation in A 3 volumes have yet to be overcome. 
(iv) The minimum size of an optical switching element cannot be 

reduced below a volume of about A 3 unless lossy metallic structures 
are used. 

The field of digital optical switching is a dynamic one in which rapid 
progress is being made. New materials and devices are being proposed 
and studied. Let us close by proposing some areas where future work 
should be directed. 

There is clearly a need for good optical quality, high-nonlinearity 
materials with low absorption coefficients. The development of such 
materials will have a great impact on future applications. Techniques 
must be developed for fabricating optical waveguides and optical 
resonant structures with dimensions on the order of optical wave­
lengths. For many applications, the problem of regeneration of signals 
associated with 'fan out' is important.7 Some types of bistable lasers 
may well find use here. Finally, the general problem of the optics­
electronics interface (i.e., making optics compatible with electronics)­
is one that will require a good deal of attention if the most effective 
use is to be made of the tremendous potential of digital optical 
switching. 
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In this paper we use an approximation sequence defined by the 
Widder Laplace transform inversion formula to provide a practical 
method for inverting the Laplace transform. The approximation 
sequence converges uniformly and retains essential structural char­
acteristics of the original function, e.g., nonnegativity, monotonicity, 
and convexity. Thus, we approximate a distribution function by 
distribution functions and use enhancement techniques to increase 
the speed of convergence and to capture the quality of exponential 
decay. Also, we present a practical computational method illustrated 
by examples. 

I. INTRODUCTION 

The purpose of this paper is to summarize the techniques presented 
in the paper "An Inversion Technique for the Laplace Transform"l 
and to make available a useful reference of properties of the 
'approximation sequence,' and a new numerical method developed 
since the publication of Ref. 1. The inversion, or approximation se­
quence, retains the essential structural characteristics of the original 
function, e.g., nonnegativity, monotonicity, and convexity. Thus, we 
approximate a distribution function by distribution functions. For 
application to queueing theory, this may be considered quite impor­
tant. The basic inversion sequence, together with error estimates, is 
discussed in Section II; also, two enhancement procedures are given­
namely, the construction of a sequence that is more rapidly convergent 
than the approximation sequence and which was not given in Ref. 1, 
and a method of accurate approximation to functions that decay 
exponentially. Section III discusses the new numerical method, and 
Section IV presents two examples of numerical inversion along with 
controls. Except for the new material whose derivations are given here, 
all proofs can be found in Ref. 1. 
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II. INVERSION SEQUENCE 

Consider a function f(t) for which the Laplace transform, ((8), 
defined by 

(1) 

exists for 8 > c and f(t) = O(e ct
) (t ~ 00); then a sequence of functionals, 

(Ln ),[), is defined by 

Lnf(t) = fn(t) = (_~)n 8 n
+1 d1~) I"~ n+1. (2) 

t 

One has 

lim fn(t) = f(t) (3) 
n-+oo 

uniformly in every finite closed interval throughout which f (t) is 
continuous. Equations (2) and (3) constitute a variant of Widder's 
theorem.2 The sequence [fn(t)]O' is called the "approximation se­
quence" of f(t). 

The following lists some important properties of fn(t) valid for t;::: 0, 
n ;::: 0; a dot indicates differentiation. Assumptions on f(t) are to hold 
in (0, 00). 

(i) a '5: f(t) '5: b ~ a '5: fn(t) '5: b, 

fn(O+) = f(O+), 

In(O+) = 1(0+), 

fn ( 00) = f ( 00 ) , 

In ( 00) = /( 00 ) , 

(ii) f(t) monotone ~ fn(t) monotone in the same sense. f(t) com­
pletely monotone, absolutely monotone, convex, log-convex implies 
the same property, respectively, for fn(t). 

(iii) f(t) ;::: 0 ~ f
n
(t)1 monotone decreasing in n, f(t) convex ~ 

n+ 
f(t) '5: fn(t), /(t);::: 0 ~ fn(t) monotone decreasing in n. 

(iu) If f(t)*g(t) = 100 

f (;) g(u) d: (Mellin convolution), then 

fn(t) is the approximation sequence of f(t) ~ fn(t)*g(t) is the approx­
imation sequence of f(t)*g(t). 

The poinhvise error, En(t; f), is defined by 

En(t; f) = fn(t) - f(t). (4) 
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One has 

00 1 
En(t; f) - 1~1 T! G/(-n - 1, -n - I)tlt(l)(t), n~ 00, (5) 

in which G/( -n - 1, -n - 1) are Poisson-Charlier polynomials.3 Set 
/31 = G/( -n - 1, -n - 1); then the following recursion is satisfied: 

l 
/11+1 = --1 [/31 + /11-1], /30 = 1, /31 = O. (6) 

n+ 

The terms of eq. (5) through order n -2 are 

1 1 
En(t; f) - 2" n + 1 t 2

t(2)(t) 

+ - t 3t(3)(t) + --- t 4t(4)(t) 1 [1 1 n + 3 ] 
(n + 1)2 3 8 n + 1 ' 

Some bounds for En(t; f) are 

t 2 
.. 

IEn(t;f)I ~--suplt(x)l, 
2n + 2 x>o 

for pointwise error, and 

I En(t; f) I ~ ansupl tl(t) I 
t>0 

uniform over all t. The an satisfies 

an- f2, -V-:;;;; n~ 00. 

n ~ 00. (7) 

(8) 

(9) 

(10) 

It appears, therefore, that the convergence of tn(t) to t(t) is not 
rapid. In fact, from eq. (7) it is O(I/n) and is not improved by assuming 
a higher degree of smoothness for t(t). However, one may decrease the 
error, En(t; f), for a given n in at least two ways by: (i) modifying the 
sequence tn(t) to obtain a higher convergence rate, and (ii) modifying 
[oCt) to improve its approximation to t(t). The first way may destroy 
the desirable properties of the approximation sequence as previously 
listed because the transformation from [(t) to the members of the new 
sequence may no longer be positive; the second way can be imple­
mented to preserve all the desirable properties with respect to a 
function different from the original t(t). 

The following procedure improves the convergence rate but does 
not preserve positivity. Define the functionals, an, by 

unf= un(t) = (2 +~) f2n(t) - (1 +~) fn(t); (11) 

then, from eq. (7) 
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1 1 
an(t) - {(t) ,..., - t 3{(3)(t) 

3 (n + 1)(2n + 1) 

1 2n 
2 + 9n + 5 4 (4) 

- 8 (n + 1)2(2n + 1)2 t { (t), n ~ 00, (12) 

and hence 

an(t) - {(t) = O(I/n 2). (13) 

Often, {(t) decreases exponentially fast for t ~ 00; the inversion 
method may not capture this effect well for large t if the decrease is 
very rapid. This problem is largely overcome by the following tech­
nique, which constitutes an example of the second method of improving 
the approximation. 

If {(8) converges for 8 ~ -{3({3 > 0), and 0 ~ ex ~ /3, then{(8 - ex) 
exists and is the transform of g(t) = eat{(t). If gn(t) is the approxima­
tion sequence for eat{(t) and 

(14) 

then 

lim {n,a(t) = {(t). (15) 

The error En,a(t; f) = {n,a(t) - {(t) can be much smaller than En(t; f), 
corresponding to ex = 0, so that a real improvement in accuracy can 
result; of course, 

(16) 

The approximation {n,a(t) imitates the rapid exponential decrease of 
{(t) with increasing accuracy as ex approaches /3. Since gn(t) is an 
approximation sequence, it possesses all of the properties given earlier, 
many of which carryover to {(t). 

III. NUMERICAL EVALUATION 

A type of generating function may be constructed for [{n(t)]O'. Let 

1 _(1 - z) 
G(z, t) = t { -t- (17) 

and define [an (t )]0' by 

G(z, t) = l: an(t)zn; (18) 
n=O 

then 

(19) 
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· This permits the use of numerical procedures for obtaining coeffi­
cients in a power series. The following is such a method. The notation 

.27TX 
1-

eq(x) = e q (20) 

will be used. Let 0 < r < 1, q prime and q > n, and define the functional 
Sby 

n + 1 ~ 0 f-{n + 1 [ ( O)]} Sf = --n- 1..- eq(-nJ) -- 1 - req J , 
tqr j=l t 

(21) 

then, in terms of fn(t) , one has 

00 (n + lq + 1 ) lq 
Sf= fn(t) + L fn+lq 1 t r . 

1=1 n + 
(22) 

For the purpose of computing fn(t), Sfin the form of eq. (21) will be 
used. 

We will now assume that f(t) is bounded so one may take 
If (t) I ~ A. Clearly, from eq. (22) and property 1, 

r q 

I Sf - fn(t) I ~ A 1 _ r q (23) 

and 

lim Sf = fn(t). (24) 
r~O+ 

Thus, Sf is an accurate approximation to fn(t) when r is small; 
however, if the round-off error of each term of eq. (21) is bounded by 
E, and the total round-off error by '11, then 

n+1 
'11 ~ E--r-n 

t 
(25) 

It follows that a choice of r may be made to ensure the round-off 
error, '11, is not too large, in accordance with eq. (25). The parameter q 
may now be chosen to render the truncation error given by eq. (23) 
comparably small. 

IV. EXAMPLES 

A Fortran program for the evaluation of Sf, as shown in Eq. (21), 
was written by Bharat Doshi. Double precision arithmetic was used 
with a round-off error of 10-15

• As a rough estimate, it was assumed 
that the computations required to form each term of the summation 
in eq. (21) resulted in a round-off error of 10-11

; thus the choice E = 
10-11 was made. The choices 
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r = 0.83, 

r = 0.91, 

q = 127; 

q = 251; 

n = 50, 

n = 100 (26) 

lead to about five units error in the sixth decimal; the values of q given 
result in negligible truncation errors. These errors in computing {50 and 
{IOO were considered acceptably small. 

The function 

{(t) = 1/2e-t + 1/2e-3t (27) 

is chosen for the fIrst example. It represents a complementary distri­
bution function whose values may be accurately computed as a control, 
and which shows the enhancement of accuracy obtainable by use of 
eqs. (11) and (14). Tables I and II illustrate these results. Since 

- 1 1 1 1 
{(8) = 2 8 + 1 + 2 8 + 3' (28) 

the choice a = 1 is the appropriate value to use. 
It may be observed, from Table I, that the error is halved in going 

from {50 to {IOO as expected from the O(I/n) behavior of eq. (7), while 
the decrease of error from {IOO to 0"50 is better than 1/50 as seen from 
the O(1/n 2) rate of eq. (13). Table II shows that the effect of a is 
greater for larger t since the exponential term that is being tracked 
becomes dominant. 

The second example concerns the complementary busy-period dis­
tribution for an M/M/1.4 The arrival rate is p and the service rate is 
Jl = 1. For this case 

and 

2 
4 
8 

2 
4 
8 

{(t) = 1 - p-l/2 e-<1+P)XIl(2x./P)~, it d 

o X 
(29) 

{(8) = _1_ [p - 1 - 8 + J(p + 1 + 8)2 - 4p], (30) 
2p8 

{ 

0.06891 
0.00916 
0.00017 

{ 

0.06891 
0.00916 
0.00017 

Table I-a = 0 
{50 {IOO 

0.07203 0.07048 
0.01064 0.00990 
0.00030 0.00023 

Table II-a = 1 
{50,] {IOO,] 

0.06911 0.06901 
0,00916 0,00916 
0.00017 0.00017 

0.06890 
0.00915 
0.00016 

a50,] 

0.06891 
0.00916 
0.00017 
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Table III-p = 0.9, a = 0 
{ {50 {IOO (150 

3 0.2919 0.2942 0.2931 0.2919 
6 0.1950 0.1967 0.1959 0.1950 
9 0.1514 0.1528 0.1521 0.1514 

Table IV-p = 0.5, a = 0 
t { {50 {IOO (150 

3 0.1803 0.1834 0.1819 0.1803 
6 0.0764 0.0785 0.0775 0.0764 
9 0.0399 0.0415 0.0407 0.0399 

Table V-p = 0.1, a = 0 
{ {50 {IOO (150 

3 0.0732 0.0774 0.0753 0.0732 
6 0.0088 0.0103 0.0096 0.0088 
9 0.0013 0.0018 0.0016 0.0013 

Table VI-p = 0.1, a = 0.4675 
{ {50,0. {I 00,0. (150,0. 

3 0.0732 0.0742 0.0737 0.0732 
6 0.0088 0.0090 0.0089 0.0088 
9 0.0013 0.0014 0.0014 0.0013 

in which I 1(2xJ-p) is a modified Bessel function. The evaluation of the 
control was accomplished by using a quadrature procedure. The values 
p = 0.9, 0.5, and 0.1 were used. The best choice of a is, from Section II, 
(1 - J-p)2; however, when a is small, one could simply set a = 0, since 
there is little improvement in using the best a. For the case p = 0.1, 
one has a = 0.4675; accordingly, a comparison was made with a = O. 
Tables III through VI sample the results obtained. 

V. CONCLUSION 

It may be observed that the best a for p = 0.1 noticeably improved 
the approximation. The performance of the Un functionals in all cases 
created a marked improvement in accuracy; however, one should 
remember that the desirable properties of the Ln functionals are not 
possessed by the Un. Nonetheless, there is a property of the Un, impor­
tant in numerical work, which follows from eq. (11). Namely, if S is the 
round-off error in the computation of fn(t) and f2n(t), then (3 + 2/n)S, 
n 2: 1 bounds the induced round-off error in Un (i.e., round-off errors 
are not significantly magnified). 
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An interesting use of the inversion technique follows. A function f (t) 
is given in the form 

((t) = f g(t, x)dx, (31) 

with g(t, x) known; it is required to evaluate f(t) over a wide range of 
values of t. Quadrature methods are accurate, for t small, or can be 
designed, for t large, but do not apply equally well over all values of t, 
including the important transition region from small to large. If the 
transform 1(8) can be obtained, then the inversion method described 
here can be used to obtain sufficiently accurate values of f(t) over the 
entire range of t, since eq. (9) shows that the errors, edt; f), are 
uniformly bounded. 
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In this paper we give an approximation method for obtaining the 
probability the server is busy and the mean waiting time as seen by 
the nth arriving customer for the 0//0/1 queueing system. Transient 
behavior is the key issue of the method. The approximation consists 
of a pair of recursion formulae whose state variables are the proba­
bility of delay and the mean waiting time. Any initial state may be 
prescribed for the Oth arriving customer. Programming is very easy, 
and the computation is rapid. The procedure is useful for rush-hour 
analyses and for studying the recovery of a system from temporary 
overload. 

I. INTRODUCTION 

This paper presents an approximation method for obtaining the 
probability the server is busy and the mean waiting time as seen by 
the nth arriving customer for the 01/0/1 queueing system. Thus, 
transient behavior is the key issue of the method. The approximation 
consists of a simultaneous pair of recursion formulae whose state 
variables are the probability of delay and the mean waiting time. It is 
assumed that the Oth arriving customer finds the queue in some 
prescribed state from which the successive states are computed. Nat­
urally, for the nth arrival when n is large, the computations provide 
approximations to the corresponding eqilibrium quantities when equi­
librium exists. The procedure, however, is not limited to queues 
possessing an equilibrium state. For methods specially adapted to 
approximating the equilibrium quantities, we refer to a paper by A. A. 
Fredericks,l in which the approximation Ao,l of that paper essentially 
corresponds to the equilibrium results obtained here; we also refer to 
Fredericks for an application to computer systems.2 

Transient analysis is of particular importance in studying the recov­
ery of a system from temporary overload. This can occur after a short 
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downtime during which the buffers become full and the machine must 
now work off the accumulated load. Another situation calling for 
transient analysis occurs in the case of minicomputers receiving hourly 
data from an electronic switching system (ESS). The hourly rush of 
traffic requires a transient analysis to determine the buildup and falloff 
of delays. This corresponds to the general problem of rush-hour 
situations. Knowledge of the transient behavior of a queue also indi­
cates the number of customers needed in the arrival stream until 
approximate equilibrium conditions are recovered from some tempo­
raryoverload (i.e., the relaxation time may be estimated). 

In Section II we obtain the general recursion formulae and the 
corresponding formulae defining the equilibrium results. In Section III 
we specialize the recursions to the GI/M/I queue and present the 
exact solutions obtained using the Takacs3 method as a control. We 
show the relationship between the exact probability of delay and mean 
waiting time, and also conclude that the approximate equilibrium 
quantities are, in fact, exact. We discuss a number of numerical 
examples and compare them with exact results. In Section IV we 
reduce the general recursions to the M/G/I case. A.relation is again 
obtained between the probability of delay and the mean waiting time. 
The interesting property is proved that the approximate probability of 
delay and mean waitirig time as seen by the nth arrival satisfies the 
same relation as the exact quantities; thus, the approximation method 
is shown to preserve certain properties of the exact solution. We 
discuss a number of numerical examples and compare them with 
exact results. In Section V we present several numerical examples of 
GI/G/I queues. Exact solutions, however, are derived only for equi­
librium values. 

In all the numerical examples given, the queues start empty; how­
ever, this is done only to facilitate obtaining the controls. Any initial 
state may, of course, be used in the recursion formulae. A synopsis of 
the important recursions and definitions of symbols is given in Section 
VI. 

II. RECURSION FORMULAE 

Let A (x) be the distribution of time between arrivals with mean 
arrival rate A, and B(x) the distribution of service time with mean 
service rate p,; the random variable ~, which is service time minus 
interarrival time, has the distribution 

K(x) = r B(x + y)dA(y), (1) 
- v_ 

If Wn is the waiting time of the nth arrival, then we have the recursion 
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(2) 

in which 

[x t = x, x ::: 0 

= 0, x:5 0 

and the ~n are iid with the common distribution K(x). Let Wn(x) be 
the distribution function of Wn; then Wn(s) is defined by 

Wn(s) = L
oo 

e-SXdWn(x), 
0_ 

(3) 

and hence 

(4) 

A recursion relating Wn(s) to Wn-1(s) will now be developed. From 
eqs. (2) and (4) we have 

and hence 

in which the expectation is over the distribution of Wn - 1• Let 

K(s) = L~ e-~dK(x); 

then the functions 

and 

will be used in the development. From eq. (6), we find that 

(5) 

(6) 

(7) 

(8) 

"ltn(s) = "ltn - 1(s)K+(s) + f~ Ee-"[W·-,+x]+dK(x). (10) 

The recursion of eq. (10) is exact but, to obtain a simple, explicit 
recursion, an approximation will be used at this point for the distri­
bution of W n - 1• The more accurate the approximation chosen, the 
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more accurate the final recursion will be, but also, presumably, the 
more difficult to use; accordingly, a simple exponential approximation 
will be used. 

Let 

and 

I n = 1 - Wn(O+); 

then we use the approximation 
I n 

--x 
Wn(x) =:: 1 - Jne an , 

= 0, X < o. 
From eq. (13) we compute 

Ee-S [Wn - 1+x]+ = 1 _ In-1s 
I n- 1 
--+s 
an-l 

Thus, eqs. (10) and (14) yield the recursion 

X::: 0, 

X<O. 

.... .... .... .... In-1s.... ( In-l) 
Wn(s) = Wn-1(s)K+(s) + K-(O) - J K- - - . 

n-l an-l 
--+s 
an-l 

(11) 

(12) 

(13) 

(14) 

(15) 

A pair of recursion relations will now be obtained for I n, an. Since 

(16) 
S-+OO 

- W~(O) = an, (17) 
and 

(18) 
S-+oo 

we obtain from eq. (15) 

.... .... ( In-l) I n = K+(O) + In-1K- - - , 
an-l 

(19) 

and 

[ 
.... .... (In-l)] .... an = K+(O) + K_ - an-l lXn-l - K~(O). (20) 

Equations (19) and (20) constitute the approximate recursions sought. 
If the queueing system possesses equilibrium values, then approxi­

mations designated by J, a, W(s) are obtained from 

.... .... ( J\) 
J = K+(O) + JK- \ - ~ , (21) 
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and 

A 1 
W(s) = A 

1 - K+(s) 
[

A Js A ( J)] K-(O) -~K- -~ . 

-+s 
a 

(22) 

(23) 

The recursions of eqs. (15), (19), and (20), and all subsequent 
recursions derived from them, apply to arbitrary initial conditions and 
to stable or unstable queues. 

III. GI/ M /1 QUEUEING SYSTEM 

To ascertain the quality of the approximations obtained by eqs. (19) 
and (20), a control is needed. This will be provided by the explicit 
solution formulated by Takacs3 for the GI/G/1 system. Accordingly, 
let 

(24) 
n=O 

(25) 

and 

(26) 

then 

K(s) = ..4 (-s).8 (s), (27) 

and the factorization 

1 - zK(s) = r +(z, s)r -(z, s) (28) 

defines the functions r +(z, s), r -(z, s). The function r +(z, s) is to be 
analytic for Res> 0 and not to vanish for Res:::: 0, while r -(z, s) is to 
be analytic for Res < 0 and not to vanish for Res:::; o. Further, define 
the projection operator T by 

(29) 

in which TJ is an arbitrarily given random variable. Then the exact 
solution for the generating function, G (x, s), is 

1 [ Wo(s) ] 
G(z, s) = r +(z, s) T r -(z, s) . (30) 
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The only exact solutions to be studied in this paper will correspond 
to the queueing system starting empty; hence, Wo(s) = 1. For this case 
the projection of eq. (30) may be evaluated; we find that 

1 
G(z, s) = (31) 

r+(z, s)r-(z, 0) 

To apply eq. (31) to the GIl Mil, we consider 

and 

A A JL 
K(s) = A(-s)-­

JL+s 

K
A() JL+s-JLzA(-s) 

1-z s = . 
JL+s 

Let 8(z) > 0 be defined by 

JL - 8 - JLzA(8) = 0; 

then we find that 

1 _ zK(s) = 8 + s JL + s - JLzA(-s) . 
JL+s 8+s 

Thus, 

and 

8+s 
r+(z s) =--

, JL + s' 

r ( ) = JL + s - JLzA (-s) 
- z, S t- ' u+s 

Hence, from eq. (31), we obtain 

8 JL + s 
G(z, s) = (1 ) t-

JL -z u+S 

(32) 

(33) 

(34) 

(35) 

(36) 

(37) 

(38) 

(39) 

Let jn, an designate the exact values of 1 - Wn(O+), and EWn, 
respectively, and let 

j(z) = L jnzn, (40) 
n=O 

a(z) = L anzn; (41) 
n=O 

then, from 
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i(z) = -1 1 - G(z, (0), 
-z 

(42) 

a 
a(z) = - as G(z, s) 10 (43) 

and eq. (39), we get 

.() 1 - olJl 
J z =---

1- z ' 
(44) 

and 
~-l -1 
u -Jl 

a(z) = 1 . -z 
(45) 

Let Ln = in - in-I, An = an - an-l and L(z), A(z) be the corresponding 
generating functions; then elimination of 0 in eqs. (44) and (45) yields 

and 

A(z) = 1 L(z) 
Jl1 - L(z) 

a(z) = 1 i(z) 
Jl1 - L(z) 

(46) 

(47) 

In particular eq. (47) implies the recursion relatingin, an, as follows: 
1 n-l 

an = - in + L An-k(ik - ik-d. 
Jl k=l 

From eq. (32), we find that 

and 

K+(s) = _Jl-A(Jl), 
Jl+s 

K_(s) = _Jl_ [A(-s) - A(Jl)], 
Jl+s 

..... 1 ..... 
K~(O) = - - A(Jl). 

Jl 

Hence, eqs. (19) and (20) specialized to the GIl Mil are 

(48) 

(49) 

(50) 

(51) 

I n = A (Jl) + I
n
-

1 
[A (In-l) - A (Jl)] (52) 

1 I n- 1 an-l 
1---

Jl an-l 

and 

1
..... 1 [ ..... (In-l) ..... ] I 1 ..... an = A(Jl) + J A - - A(Jl) an-l + -A(Jl). 

1 n-l an-l Jl 
1---

Jl an-l 

(53) 
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We will now show that the limiting forms of I n, an, that is J, a are 
exact; thus J = j, a = a. Equations (52) and (53) show that 

and 

Hence, 

A J [A (J) A ] J = A(p,) + 1 J A ; - A(p,) , 
1---

p,a 

A 1 [ A (J) A ] a = A (p,) + 1 J A ; - A (p,) 
1---

p,a 

..... (J) ..... A ; - A(p,) 

1J 
1--­

p,a 

1 A 

1--A(p,) 
J 

1 A 

a + -A(p,). 
p, 

and, from eqs. (55) and (56), 

1 J 
a=---

p, 1- J 

and 

J = A[p,(l - J)]. 

(54) 

(55) 

(56) 

(57) 

(58) 

Since eqs. (57) and (58) are the exact relations defining j, a, the 
statement is proved. 

An MIMl1 will be used to start the numerical examples. For the 
MIMl1, one has (p = "Alp,) 

I n = 1 ~ p (p + J~-l ) (59) 

1 + X gn-l 

and 

in which the designation gn = Jnl an will henceforth be used. 
Since J o = 0, ao = 0, the computations are started with 

..... p 
J 1 = K+(O) = , .J.. n' (60) 

.L I r-' 

and 
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Table I-M/M/1 , p = 0.2. 
n J ex j a 

1 0.1667 0.1667 0.1667 0.1667 
2 0.1898 0.2176 0.1898 0.2176 
3 0.1962 0.2368 0.1962 0.2364 
4 0.1985 0.2445 0.1985 0.2440 
5 0.1994 0.2477 0.1993 0.2473 

Table II-M/M/1, p = O.B. 
n J ex j a 

1 0.4444 0.4444 0.4444 0.4444 
2 0.5542 0.7517 0.5542 0.7517 
3 0.6047 0.9959 0.6084 0.9912 
4 0.6354 1.2016 0.6418 1.1890 
5 0.6570 1.3804 0.6650 1.3578 

Table III-M/M/1, p = 2.0. 
n J ex j a 

1 0.6667 0.6667 0.6667 0.6667 
2 0.8148 1.2593 0.8148 1.2593 
3 0.8719 1.8233 0.8807 1.8189 
4 0.9012 2.3727 0.9172 2.3603 
5 0.9191 2.9131 0.9362 2.8922 

, 1 p 
(61) al = -K+(O) = ---, 

JL1+p 

which are exact. The value JL = 1 will be used in all examples. Tables 
I through III below present approximate and exact values for p = 0.2, 
0.8, and 2.0. 

For the next example, the renewal stream is 

..4(s) 
1 

(62) 
(1 + s)(l + 2s) . 

The recursion relations are 

J - 1 [T 5 + 2gn- 1 ] n - - 1 + Un-l , 
6 (1 + gn-l)(l + 2gn- 1) 

(63) 

and 

an = - 1 + an-l + -. 1 [ 5 + 2gn- 1 ] 1 
6 (1 + gn-l) (1 + 2gn- 1) 6 

(64) 

Some numerical results are given in Table IV. 
As a further example the case D/M/1 is considered. We have 

..4(s) = e-sT
• (65) 

The recursion relations are 
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Table IV-GI/M/1, p = 1/3. 
n J a j a 

1 0.1667 0.1667 0.1667 0.1667 
2 0.1991 0.2269 0.1991 0.2269 
3 0.2100 0.2538 0.2101 0.2534 
4 0.2147 0.2670 0.2148 0.2662 
00 0.2192 0.2808 0.2192 0.2808 

Table V-D/M/1, T = 2, p = 0.5. 
n J a j a 

1 0.1353 0.1353 0.1353 0.1353 
2 0.1720 0.1903 0.1720 0.1903 
3 0.1867 0.2179 0.1868 0.2175 
4 0.1938 0.2331 0.1940 0.2324 
5 0.1977 0.2419 0.1978 0.2410 
00 0.2032 0.2550 0.2032 0.2550 

(66) 

and 

an = e-T + an-l + e-T
• 

( 

e-Tgn-I _ e-T ) 

1 - gn-l 
(67) 

We find that the exact result for jn is 
n kk-l 

. _ " Tk-1 -kT 
jn- ~ -kl e. 

k=l • 
(68) 

The equilibrium values for T = 2 are J = j = 0.2032, a = a = 0.2550. 
Table V presents the numerical results. 

V. M/G/1 QUEUEING SYSTEM 

For the M/G/1 queue, we have 

A A A 

K(s) = -,-B(s); 
I\-S 

hence 
A A - s - AzB (s) 

1 - zK(s) = . 
A-S 

Define ~(z) > 0 by 

A - ~ - AzB(~) = 0; 

then 
A 

A B - SA - S - AzB(s) 
1 - zK(s) = , ~ , 

I\-S -s 
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and hence 

and 

r ( ) _ ,\ - s - '\z13 (s) 
+ Z, S - ~ , 

u-s 

8-s 
r-(z, s) = -,\-, 

-s 

Accordingly, the generating function, G(z, s), is 

,\ 8 - s 
G(z, s) = A ; 

8 ,\ - s - '\zB(s) 

thus, the generating functionsj(z), a(z) are 

and 

. 1,\ 
J(z)=I_z-'8' 

1 (1 11 - zP) 
a(z)=I_z '8-~~. 

Elimination of 8 in eqs. (77) and (78) yields 

1 1 [zp .] a(z) = --- -- - J(z) , 
'\1-z l-z 

which implies that the relation betweenjn} an is 

1 1. 
an = an-l + ~ - ~ In, 

n 1 n 
an = - - - L jk. 

J.1. ,\ k=l 

This may be compared with eq. (48) for the GI/M/l. 
From eq. (69), we have 

A ,\ A 

K-(s) = -,\- B('\), 
-s 

A ,\ A A 

K+(s) = ,\ _ s [B(s) - B('\)], 

K+(O) = 1 - 13('\), 

and 

(73) 

(74) 

(75) 

(76) 

(77) 

(78) 

(79) 

(80) 

(81) 

(82) 

(83) 

(84) 

A 1 A 1 
K~(O) = ~ [1 - B('\)] -~. (85) 
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Thus, the recursion formulae eqs. (19) and (20) become, for M/G/I, 

B(l-..) 
I n = 1- B(l-..) + I n- 1----

1 
1 + >:.gn-l 

an = 

(86) 

(87) 

Insofar as approximations imitate characteristics of an original, we 
may better apply the approximations. We will now show that the 
approximations I n, an, satisfy eq. (80). From eq. (86) we find that 

B(l-..) I n - 1 + B(l-..) 
(88) 

1 In-1[Jn - 1 + B(l-..)] 
an-l = - A A, (89) 

l-.. In-1B(l-..) - I n + 1 - B(l-..) 

and, from eq. (87), 

an - an-l = -
In-1B(l-..) - I n + 1 - B(l-..) 

1 1 A 

• an-l + - - - [1 - B(l-..)]. 
!l l-.. 

(90) 

Thus, substitution of an-l from eq. (89) into the dexter of eq. (90) yields 

1 1 
an = an-l + ~ - >:. I n, (91) 

and 
n 1 n 

an = ao + - - - L Jk. 
!l l-.. k=O 

From eqs. (81) and (92), we have 
1 n 

an - an = -ao + J o - '" L (jk - J k); 
1\ k=l 

hence, for a stable queue, 

jk - Jk~ 0, k~ 00. 

(92) 

(93) 

(94) 

Sincejk ~ p, then also Jk ~ p, k ~ 00. Unlike GI/M/I, however, a =F: 

a. The equality that occurs in GI/M/I was to be expected since the 
waiting-time distribution was approximated by an exponential in a 
portion of the integration producing eq. (15), and the exact equilibrium 
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distribution is, in fact, exponential. This does not occur in M/G/l, 
however, since the waiting time is not exponential. ·The value for a is 
simply 

A B"(O) 
a=---

2 1- p' 
(95) 

while solution of the equilibrium form of eqs. (86) and (87) shows that 

1 p - 1 + B(A) 
a =- A; (96) 

Jl (1 - pHI - B(A)] 

thus, a ::: a for small A. 
For the fIrst numerical example, consider 

then 

A P 
A(s) =--, 

p+s 
(97) 

I n = (2 p )2 (4 + P + I n - 1 4 ), (98) + P P + gn-1 

an = ( p )2 (4 + P + 4 ) a n-1 + 1 - ~ (1 - ( 4 )2)' (99) 
2 + P P + gn-1 p 2 + P 

We have 

J _ p(4 + p) 
1 - (2 + p)2' 

a1 = 1 - ~ [1 _ 4 ] 
p (2 + p)2 

(100) 

for the queue starting empty. Table VI presents some numerical values 
for p = 0.5. 

As another example let us consider the following M/ D/l: 

A 1 A 

A(s) = 1 + 2s' B(s) = e-
s
• (101) 

The recursion formulae are 
-1/2 

-1/2 e 
I n = 1 - e + I n- 1 1 2 ' + gn-1 

(102) 

and 

an = 1 - e-1
/
2 + e a n -1 + 2e-1/ 2 - l. 

( 

-1/2 ) 

1 + 2gn- 1 

(103) 

The values are summarized in Table VII below. 

v. GI/G/1 QUEUEING SYSTEM 

For the next group of examples, the control will provide only 
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equilibrium values. The following uses an interrupted Poisson arrival 
stream4 defined by 

..4(s) = 3.004s + 0.913216 . 
S2 + 4.308s + 0.913216 

(104) 

The service time distribution is given by 

B 3 + 5s 
(s) = (1 + 2s)(3 + 2s) . 

(105) 

Thus, 
A (0.913216 - 3.004s)(3 + 5s) 

K(s) = (0.223586 - s) (4.084414 - s) (1 + 2s) (3 + 2s) , 
(106) 

K ( ) = 0.0516472 0.672764 
- s 0.223586 - s + 4.084414 - s' 

(107) 

A ( ) _ 0.182021 + 1.266801 
K+ s - 1 + 2s 3 + 2s ' 

(108) 

and 

K+(O) = 0.604288, K~(O) = -0.645553. (109) 

The recursion formulae are 

I n = 0.604288 + n-l + , J (
0.0516472 0.672764) 

0.223586 + gn-l 4.084414 + gn-l 
(110) 

and 
( 0.0516472 0.672764) 

an = 0.604288 + + 
0.223586 + gn-l 4.084414 + gn-l (111) 

·an-l + 0.645553. 

Table VI-M/G/1 , p = 0.5. 
n J a j a 

1 0.3600 0.2800 0.3600 0.2800 
2 0.4245 0.4310 0.4266 0.4269 
3 0.4515 0.5280 0.4547 0.5174 
4 0.4666 0.5948 0.4698 0.5777 
5 0.4762 0.6423 0.4789 0.6198 
00 0.5000 0.7778 0.5000 0.7500 

Table VII-M/D/1, p = 0.5. 
n J a j a 

1 0.3935 0.2131 0.3935 0.2130 
2 0.4443 0.3244 0.4482 0.3166 
3 0.4655 0.3933 0.4701 0.3764 
4 0.4773 0.4387 0.4812 0.4140 
5 0.4846 n ~,..nA 1'\ .. o,.,~ n .41)00 

V.'tU0::7't V.'tOIU v.""voo 
00 0.5000 0.5415 0.5000 0.5000 
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Table VIII-GI/G/1 , interrupted 
Poisson, p = 0.7. 

n J a 

1 0.6043 0.6456 
2 0.7123 1.1509 
3 0.7498 1.5762 
4 0.7703 1.9470 
5 0.7842 2.2769 
6 0.7947 2.5743 
7 0.8031 2.8452 
00 0.8824 8.0160 

Table IX-Approximate and 
exact waiting-time distributions. 

x w(x) =e w(x) = 

0 0.1176 0.1183 
1 0.2190 0.2212 
2 0.3014 0.3026 
3 0.3728 0.3717 
4 0.4363 0.4323 
5 0.4933 0.4863 
6 0.5448 0.5350 
7 0.5911 0.5789 
8 0.6330 0.6187 
9 0.6706 0.6547 

10 0.7045 0.6872 

Table VIII presents the numerical results. The exact equilibrium 
values are j = 0.8817, a = 8.547. 

We will use this example to illustrate eq. (23) for the approximate 
distribution function. Using the approximate equilibrium values J, a, 
as in Table VIII, we find that 

w(x) :::: 1 - 0.894602e-o.1l008x + 0.0439472e-O.306135X (112) 

- 0.0317493e-o.969454x. 

The exact waiting-time distribution is 

w(x) = 1 - 0.842057ge-o.0990363x - 0.0396306ge-O.8959713x. (113) 

The numerical comparison is given in Table IX. 
As another GI/G/l example, we consider 

.... 1 
A(s) = (1 + s) (1 + 2s) , (114) 

and 

(115) 

Here the service consists of a step function with two values. The 
recursive equations are 
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and 

J - 57 2 J (1.226734 _ 0.384559) 
n - 0.1 8 5 + n-l , 

1 + 2gn- 1 1 + gn-l 

( 
1.226734 

an = 0.157825 +---
1 + 2gn- 1 

0.384559) 
1 + gn-l 

an-l + 0.068909. 

(116) 

(117) 

We show the numerical values in Table X. The exact equilibrium 
values are j = 0.1798, a = 0.09266. 

Table X-GIIG/1, two-step 
service time distribution, p = 

1/3. 
n J a 

1 0.1578 0.06891 
2 0.1741 0.08688 
3 0.1782 0.09278 
4 0.1795 0.09485 
5 0.1800 0.09558 
00 0.1802 0.0960 

For the last example, a DIGII will be considered. Let 

.... 1 
B(8) = ( 1)2; 

1 +-8 
2 

then 
.... esT 

K(8) = ( 1 )2' 
1 +-8 

2 

.... e-2T 2Te-2T 

K+(8) = ( 1 )2 + l' 
1+-8 1+-8 

2 2 

and 

The recursion equations are 

I n = e-2T(1 + 2T) + In-1K-( -gn-l) , 

and 

(118) 

(119) 

(120) 

(121) 

an = [e-2T(1 + 2T) + K-(-gn-l)]an-l + e-2T(1 + T). (122) 

Tables XI through XIII show values for T = 2, 10/9, and 0.5, respec­
tively. 

To obtain exact equilibrium values for the stable queues, define the 
roots OI(Z), 02(Z) by 

(123) 
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then 

and 

Table XI-D/G/1 , t = 2, p = 
0.5. 

n 

1 
2 
3 
4 
5 
00 

J 

0.0916 
0.1085 
0.1136 
0.1154 
0.1162 
0.1167 

0.05495 
0.07016 
0.07561 
0.07775 
0.07863 
0.07927 

Table XII-D/G/1, T = 10/9, p 
= 0.9. 

n J a 

1 0.3492 0.2288 
2 0.4614 0.3822 
3 0.5185 0.5025 
4 0.5545 0.6032 
5 0.5801 0.6906 
00 0.7590 2.0631 

Table XIII-D/G/1, T = 0.5, p = 
2. 

n 

1 
2 
3 
4 
5 

10 
20 

J 

0.7358 
0.8875 
0.9362 
0.9566 
0.9672 
0.9850 
0.9928 

0.5518 
1.0716 
1.5822 
2.0893 
2.5945 
5.1101 

10.1252 

j(z) = 1 ~ z [ 1 - ~ 81(z)82(z) J. 

Thus, the equilibrium values are 

(124) 

(125) 

(126) 

(127) 

and, hence, for T = 2, we have j = 0.1164, a = 0.07842, and for T = 

10/9,j = 0.7587, a = 1.9895. 
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VI. SYNOPSIS 

We list the recursions and definitions of symbols here for ready 
reference. 

6. 1 Definitions 

A(x): 
B(x): 

Wn(x): 

interarrival time distribution. 
service time distribution. 
waiting-time distribution of nth arrival. 

K(x) = f B(x + y)dA(y). 

A: mean arrival rate. 
p.: mean service rate. 

P = A/p.. 

K(B) = l~ e-~dK(x). 

K+(B) = f e-~dK(x). 
1

0-

[(-(B) = -00 e-SXdK(x). 

A(B) = f e-'"'dA(x). 

B(B) = f e-"'dB(x). 

Wn(S) = 100 

e-SXdWn(x). 
0_ 

in: probability nth arrival sees server is busy. 
I n: approximate evaluation of jn. 
an: mean waiting time of nth arrival. 
an: approximate evaluation of an. 

gn = In/an. 

All symbols without the subscript n designate equilibrium values. 
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6.2 Recursion formulae 

6.2.1 General-Transient 

I n = K+(O) + In-1K(-gn-l), 

an = [K+(O) + K-(-gn-l)]an-l - K~(O), 

and 

6.2.2 General-Equilibrium 

J = K+(O) + JK-( -g), 

a = [K+(O) + K-( -g)]a - K~(O), 
and 

w(s) = " K-(O) - -- JK-( -g) . A 1 [" s" ] 
1 - K+(s) S + g 

6.2.3 GI/ M /1 

..... I n - 1 ..... ..... 
I n = A(/L) + ---[A(gn-l) - A(/L)], 

1 
1- -gn-l 

/L 

an = I A(/L) + : [A(gn-l) - A(/L)] ) 
1- - gn-l 

/L 

1 ..... 
an-l + - A (/L), 

/L 

J = A[/L(1 - J)], 

and 
1 J 

a=---. 
/L 1- J 

6.2.4 M/G/1 

I n = 1 - B(A) + I n - 1 

J=j = p, 

1 p - 1 + B(A) 
a = - '" 

/L (1 - p)[l - B(A)] 
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and 

A B"(O) 
a=----. 

21-p 
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An Analysis of the Carrier-Sense Multiple­
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In this paper we analyze the throughput and delay characteristics 
of the Carrier-Sense Multiple-Access protocol with a queueing model. 
The effects of finite buffer size, bursty arrivals, and collision detection 
with exponential rescheduling are examined. 

The Carrier-Sense Multiple-Access protocol could be used on a bus 
in a packet switch. It works by sending a signal to all sources when 
the bus is occupied. A source postpones transmission to the bus when 
this signal is heard. Since the signal takes a positive amount of time 
to reach the sources, two or more sources occasionally will attempt to 
use the bus at about the same time. When this occurs, all the packets 
are destroyed and rescheduled. 

We conclude that: (i) it is important to choose the mean resched­
uling time correctly, and (ii) performance degrades significantly 
when compound Poisson arrivals (peaked traffic) replace Poisson 
arrivals (smooth traffic). 

I. INTRODUCTION 

The Carrier-Sense Multiple-Access (CSMA) protocol has been pro­
posed for resolving conflicts when several sources attempt to use a 
single channel. In this paper we investigate the throughput and delay 
characteristics of CSMA. 

1. 1 Background 

When several sources attempt to use a single channel, a protocol (in 
this context, protocol is synonymous with queue discipline) is required 
to allocate the channel among the sources. When the channel is 
occupied, a signal is sent indicating that state of affairs. When a source 
wants to use the channel, it fIrst listens for this signal. If the signal is 
not heard, the source starts transmitting. If the signal is heard, the 
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source postpones transmitting and tries again at another time. The 
advantage of this system is that a device to control the sources is not 
required. The disadvantage is that occasionally messages will be de­
stroyed because two sources will transmit at the same time. This is a 
consequence of the fact that signals travel at finite speeds, so there is 
a delay between the epoch when one source seizes an idle channel and 
the epochs when the other sources can first hear the busy-channel 
signal. Thus, soon after a source seizes the channel, another source 
may sense that the channel is free even though the channel is busy. 
When this occurs, both messages are destroyed because their bits have 
been merged. At the end (earlier if collision detection is used) of each 
transmission, the source determines whether the transmission was 
successful. If it was, the source goes about its business; if it was not, 
each message is rescheduled as if the channel were sensed as busy. 

The CSMA protocol is used in the Ethernet* local-area distribution 
system and has been considered for part of a digital switch. Since CSMA 

is envisioned as a protocol for packet networks, we will refer to the 
arrivals as packets and the channel as a bus. 

1.2 Relation to other work 

The first study of CSMA is Kleinrock and Tobagi.l In addition to the 
version of CSMA studied here, which they call nonpersistent CSMA, they 
investigated various forms of persistent CSMA and slotted CSMA that 
are not alluded to in this paper. Their paper implicitly assumes that 
the rescheduling delay is infinite. This means that packets which find 
the bus occupied or which are destroyed in a collision are abandoned. 
For the most part, we assume, as their paper does, that packets arrive 
according to a Poisson process. In a subsequent paper by Kleinrock 
and Tobagi,2 the rescheduling times are modelled as geometrically 
distributed random variables. They used a finite number of sources 
and assumed the arrivals to be quasi-random (i.e., finite-source Pois­
son). Also, they introduced an unnatural discretization of the time 
scale, which causes some small distortions in the results. A continuous 
version of this model is described and solved in Halfin.3 Our analysis 
shares many features with the analysis found in Ref. 2, particularly 
the exploitation of the regeneration epochs. 

Tobagi and Hunt4 add collision detection to the model of Kleinrock 
and Tobagi.2 Collision detection is a feature that informs a source that 
its packet has been destroyed soon after the collision occurs. Our 
model of collision detection is based on the model presented in Ref. 4. 

Rappaport5 and Rappaport and Bose6 describe an elaborate model 
of a protocol similar to CSMA. 

* Ethernet is a trademark of Xerox Corporation. 
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1.3 Summary of results 

The models considered in this paper can be easily solved numeri­
cally. The following conclusions were reached by considering many 
numerical examples. 

(i) It is important to choose the mean rescheduling time correctly; 
performance is not sensitive to changes in this number near its best 
value. 

(ii) If the mean rescheduling time is based on a designed load but 
the realized load is different, the realized performance is almost as 
good as if the mean rescheduling time were based on the realized load. 

(iii) When the traffic intensity is no larger than 0.7, the throughput 
is insignificantly lower than the traffic intensity. 

(iv) Performance is significantly degraded when compound Poisson 
arrivals (peaked traffic) replace Poisson arrivals (smooth traffic). 

(v) When the traffic intensity is no larger than 0.7, collision detec­
tion lowers the average waiting time significantly and reduces the 
sensitivity of the throughput to the mean rescheduling time. For higher 
traffic intensities, collision detection significantly increases the 
throughput and decreases the average delay. 

1.4 Outline of this paper 

Our model is described in detail in Section II, and the method of 
solution is outlined. The details of the solution are presented in Section 
III. Numerical examples and empirical conclusions from the model are 
given in Section IV. In Section V, we consider the effects of bursty 
traffic by introducing compound Poisson arrivals. We return to Poisson 
arrivals in Section VI and examine the benefits of collision detection. 
Appendix A records the transition probabilities omitted from the text, 
and Appendix B lists the most important symbols used in the text. 

II. MODEL AND OVERVIEW OF THE SOLUTION METHOD 

Our setting is a queue of the MjDjljKtype. Let A. be the rate of the 
Poisson arrival process. There is a single server with a constant service 
time per packet. At most K packets may be in the system (queue plus 
server) at any time. Packets that arrive when the system is full are lost 
forever and have no effect on the system. Our use of constant service 
times reflects the assumption that all packets have the same length. 

The parameter Khas two potential interpretations. One is to suppose 
there is a buffer that can hold K - 1 packets, so the maximum number 
of packets in the queue is K - 1. The other is to suppose there are K 
ports and a packet that cannot seize a port is lost. We will show that 
proper limiting probabilities will not exist without this bound on the 
number of packets in the system. 
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When a packet is on the bus (i.e., when it enters service), a signal is 
sent that warns other packets that the bus is occupied. (Equivalently, 
a signal indicating the bus is free is turned off when a packet is on the 
bus.) Let h denote the one-way propagation delay for this signal. It is 
common to all potential users. The propagation time between a source 
and the bus depends on the distance between them. If we calculate h 
for the source that is farthest from the bus, the assumption that h, the 
one-way propagation delay, is common to all users will underestimate 
the performance measures. This propagation delay has two effects. 
The fIrst effect is that for the fIrst h time units after a packet occupies 
a previously idle bus, other packets that arrive and want to use the 
bus will do so because the signal that the bus is occupied has not 
reached them. When this happens, we say that a "collision" has 
occurred and the fIrst h time units of a service time are called the 
"vulnerable" period. The second effect is that the signal that the bus 
is free is not received until the bus has been free for h time units. 

When a collision occurs, the bits in both packets are scrambled, and 
so both packets must be retransmitted. We assume that the collision 
is detected at the end of the unsuccessful transmission. Then each 
source involved in the collision draws a number from an exponential 
distribution with mean 1/ lX, which is the length of time until the source 
next attempts to use the bus. Furthermore, all sources that attempt to 
transmit a packet and hear the signal that the bus is occupied make 
their next attempt in this fashion. We call lX the "retry rate." 

Our objective is to express the throughput (equivalently, the asymp­
totic departure rate or the asymptotic proportion of time that the bus 
is successfully transmitting packets) and average waiting time of a 
packet (i.e., the departure time minus the arrival time) to the system 
parameters A, K, h, and lX. 

2. 1 Outline of solution 

Choose time units so that the processing time of a packet is unity. 
Consider a packet, f?J>, that gets on an empty bus at time t. This pac­
ket will relinquish the server at t + 1 and the signal that f?J> is on the 
bus will cease being sensed at some random time T with t + 1 + h ::: 
T ::: t + 1 + 2h. If no packets arrive during the vulnerable period, then 
T = t + 1 + 2h. 

Suppose we assume that f?J> holds the bus for a (nonrandom) length 
of time v, with 1 ::: v ::: 1 + 2h, at the end of which f?J> relinquishes the 
server and the signal that f?J> is on the bus ceases. Retries that occur 
during the vulnerable period destroy the messages involved in the 
collision. These retries are not considered to have seized the bus. 

When v = 1, these assumptions will provide an upper bound for the 
throughput and a lower bound for the average number of customers 
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present (in a buffer or on the bus) in the steady state. When v = 1 + 
2h, a lower bound for the throughput and an upper bound for the 
average number of customers present is obtained. Little's theorem (the 
queueing formula L = h W) implies that setting v = 1 provides an 
upper bound for the average waiting time and that setting v = 1 + 2h 
provides a lower bound. Therefore, we will solve a model with constant 
service times v. 

Since h is typically much smaller than one (we use h = 0.01 in our 
examples), we expect that the bounds will be close together. That is 
the case in our numerical examples. Therefore, either of the bounds is 
a good approximation to the true measure of performance. 

Let X(t) be the number of packets present at time t. We want to 
obtain 

Pi = lim P{X(t) = i} (1) 
t->oo 

for each i = 1, 2, ... , K. These "limiting probabilities" are easily 
shown to be independent of the distribution of the initial state X(O). 
To obtain {Pi}, we embed a discrete Markov chain at customer 
"ejection" epochs, which are defined as follows. Let Cm be the epoch 
where the mth packet to get on an empty bus leaves the bus. This may 
be the end of a successful transmission where the packet leaves the 
system or it may be the end o( a destroyed transmission where the 
packet rejoins the queue. To encompass both types of events, we call 
Cm the mth ejection epoch. 

Let Ym = X(C~) ~ lims!o X(Cm + s); it represents the number of 
customers present just after Cm. Since the arrivals are Poisson and 
retrials are governed by an exponential distribution, it is easy to see 
that {Y m; m = 0, 1, ... } is a Markov chain. It is also easy to see that 
this chain is irreducible and aperiodic (details are omitted) so that the 
limits 

Wi ~ lim P{Ym = i}, i = 0,1, ... ,K, 
m->oo 

exist and are independent of Yo, are positive, and sum to one. 
Three steps are used to obtain {pd from {nd. The first step is to 

relate {nd to {p n where 

P~ ~ lim P{Yn = i and transmission is successful}, 
n-.oo 

i = 0, 1, ... , K - 1. (2) 

The relationship is obtained by calculating the state-dependent prob­
ability of having a collision. The second step is to use a "rate up equals 
rate down" argument to show 

i = 0, 1, ... , K - 1, (3) 
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where ris the ejection rate. The third step is to obtain po by a renewal­
reward argument. Then eq. (3) is used to calculate r and the remaining 
p/s. 

III. SOLVING THE MODEL 

In this section we give details of the solution of the model described 
in Section II. 

3. 1 Collision probabilities 

Let Cn be the probability that n packets arrive in an interval of 
length, v; then 

-AP (AV)n 
Cn = e -,-, 

n. 
n = 0,1, .... 

A well-known property of Poisson arrival processes (e.g., Corollary 5-
13 in Heyman and Sobef) is that the arrival epochs are iid and uniform 
over [0, v] when it is given that n > ° arrivals occurred during [0, v]. 
Thus, for a service interval that starts with i packets in the queue, we 
have 

TIn £. P {no arrivals prior to hi n arrivals in a 
service interval that starts with i in queue} 

n = 0, 1, ... and any i. (4) 

Use the memoryless property of the exponential distribution to obtain 

8i £. P {no retries prior to hi n arrivals in a 
service that starts with i in queue} 

i = 0, 1, ... and any n. (5) 

Since a collision is avoided if, and only if, there are no arrivals and no 
retries during the vulnerable period, we have 

and 

dn (i) £. P {no collision and n arrivals in a service 
interval I start with i in queue} 

dn(i) £. P{ collision and n arrivals in a service 
interval I start with i in queue} 

= (1 - Tln8i)cn, i, n ::: 0. 

(6) 

(7) 

Equations (6) and (7) are used to calculate the transition probabilities 
of the embedded Markov chain {Y m; m = 0, 1, ... }. 
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3.2 Transition probabilities 

Recall from Section 2.1 that Ym is the number of packets in the 
system just after the mth ejection epoch. All of these packets must be 
in the queue because of the propagation delay in broadcasting that the 
bus is available. Let 

pij ~ P{Ym +1 = jl Ym = i}. (8) 

In this section we present formulas for computing Pij, 0 ~ i, j ~ K. It 
will be convenient to call both exogenous packet arrivals and retries 
"arrivals"; the former are "outside" arrivals. Then, for 2 ~ i ~ K - 1 
and 0 ~ i + n ~ K - 2, we may write 

pi,i+n P {next arrival is from outside I i in queue} 
X [P{n outside arrivals during service and no collisionlservice 

starts with i in queue} 
+ P {n - 1 outside arrivals during service and a collision I service 

starts with i in queue} ] 
+ P{next arrival is a retryli in queue} 
X [P{n + 1 outside arrivals during service and no colli­

sion I service starts with i-I in queue} 
+ P {n outside arrivals during service and a collision I service 

starts with i-I in queue}]. 
Use the memoryless property of the exponential distribution to obtain 

P {next arrival is from outside I i in queue} = ~ . 
1\ + la 

Set f1 = AI a for notational simplicity; then 

pi,i+n = . f1 a [dn(i) + dn- 1(i)] + ~ [dn+1(i - 1) + dn(i - 1)]. (9) 
l+,u l+,u 

To obtain the remaining entries of (Pij) we need to account for 
boundary conditions. The details and the formulas are given in Ap­
pendix A. 

It is easy to see that (Pi) is irreducible and aperiodic. Therefore, 
there is a unique stationary distribution that is also the limiting 
distribution. Furthermore, since the continuous-time process {X(t); 
t ~ O} starts from scratch (i.e., it regenerates) each time the Y-process 
reaches zero, the X-process is regenerative and the mean time between 
regeneration points is finite. This implies the limits in eq. (1) exist. A 
similar argument establishes that the limits in eq. (2) exist. 

We can use eq. (9) to explain why the finite capacity, K, is essential 
for our analysis. Suppose K = 00; then eq. (9) is valid for i ~ 2 and 
every n ~ O. Equation (9) is also valid for n = -1 if we set dj(i) = 0 
whenever j < O. Define 
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gi = L npi,i+n - Pi,i-I; 
I 

it is the expected size of a jump out of state i in the Y-process. 
Intuitively, if limi-+oo gi > 0, the Y-process is tending to infinity and 
limTn--+ooP{Ym ::=}} = ° for all}. From eq. (9) we can calculate (details 
are omitted) 

{3(1 - e-iahe-Ah) i[e-a(i-I)(e-Av _ e-Ah) + e-aie-AV] 
gi = AV + . f3 . {3 l+ l+ 

and so, if h > 0, 

limgi = Av. (10) 
i-*l>oo 

This phenomenon can be described physically. When} is large, e-jah 

is small so the probability that an ejection is a completion is very 
small. This means that once state} is reached (as it must be because 
the process is irreducible), the number of customers present grows 
monotonically with very high probability. 

The corollary in Kaplan8 states that an irreducible and aperiodic 
Markov chain for which eq. (10) holds is not ergodic ifpij = ° whenever 
} < i - k for some k that is independent of i. At most, one departure 
can occur at a time, so pij = ° whenever} < i - 1. Therefore, the Y­
process is not ergodic when K = 00. 

3.3 Solving the balance equations 

Instead of solving 'IT = 'lTP to obtain {'lTa, we will solve balance 
equations between two sets of states. Let 

K 

piC?}) ~ P{Ym+1 ===}\ Y m = i} = L Pik. 
k=j 

In the steady state, the rate of transitions between states {O, 1, ... , i} 
and states {i + 1, i + 2, ... , K} must be the same in both directions, 
so* 

'lTi+Ipi+I,i = L 'lTkPk(===i + 1), 
k=O 

i = 0, 1, ... , K - 1. (11) 

We can solve eq. (11) by replacing 'lTi by Xi and setting Xo = 1, and using 
eq. (11) to obtain Xi+1 from Xo, ••• , Xi. By setting 

'lTi= Xi/~ Xj 
j=O 

we obtain a nonnegative solution of eq. (11) that sums to one. 

* The basic idea was developed by Robert Morris and Eric Wolman. The details for 
Markov chains are given in Theorem 7-13 of Heyman and Sobe1.7 
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3.4 Departure point probabilities 

Recall that Cm is the mth ejection epoch. Let us write Cm = D when 
Cm is a departure epoch. Now 

P{Cm +1 = D, Ym+1 = j} 
K 

= L P{Cm+1 =D, Ym+1 =jIYm =i}P{Ym =i} 
i=O 

for every j and m. We will see below that P{Cm +1 = D, Ym +1 = 
jl Ym = i} does not depend on m, so denote it by qij. Then 

K 

pj = lim P{Cm+1 = D, Ym +1 = j} = L qi/lTi, 
m-.oo i=O 

j = 0, 1, ... , K - 1. (12) 

Observe that, for 1 sj s K - 2 and 1 S i sj - 1, P{Cm+1 = D, Ym +1 

=jl Ym = i} 

= P {next arrival is from outside I i in queue} 
X P {j - i outside arrivals during service and no collisionlservice 

starts with i in queue} 
+ P {next arrival is a retry I i in queue} 
X P {j - 1 + 1 outside arrivals during service and no collision I service 

starts with i-I in queue} 

{3 -. i - . 
= -{3 . dj -i(1,) + -f3 . dj -i+1(1, - 1). +1, +1, 

The remaining entries are obtained by accounting for boundary be­
havior. The results are: 

and 

qoo = CoY/o = Co, 

Co 
qlO=--' 

1+f3 

qiO = 0 for i::: 2. 

For 1 :s j :s K - 2, 

qOj = dAO), 

f3 - i-
qij = -{3 • dj-i(i) + -{3 . dj- i+1(i - 1), +1, +1, 

j + 1 -. 
qj+1,j = f3 + j + 1 do{j), 

(13a) 

(13b) 

(13c) 

(14a) 

1 s i sj, (14b) 

(14c) 
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and 

qij= 0, i ~j + 2. (14d) 

When j = K - 1 we obtain 

qO,K-l = L dn(O), (15a) 
K-l 

{3 00 • 00 

- l -
qi,K-l = -- L dn(i) + -{3 . L dn(i - 1), 

f3 + 1 K-l-i + l K-i 

(15b) 

qK,K-l = 8K - 1• 

In eq. (46) we show that the infinite sums in eq. (15) have represen­
tations as finite sums containing no more than K terms. Since Cm +1 = 

D and Ym+1 = K cannot occur simultaneously, qiK = 0 for every i. 
Notice that (the subscript 00 denotes a limit) 

K-l 

nc £ L pj = P{Coo = D, Yoo:s K - I} 
o 

= P{an ejection epoch is a departure epoch} 

= P{no collision}, (16) 

where the last two probabilities are steady-state quantities and can be 
interpreted as long-run proportions. 

3.5 Converting {pO to {Pi} 

Let E(t) be the number of ejections by time t. Since {E(t); t ~ O} 
regenerates when an ejection leaves the system empty (i.e., when 
Ym = 0 for some m), 

~ £ lim E(t)/t 
t-+oo 

exists. It is the ejection rate. It is also the rate at which packets gain 
access to an idle bus, so ~ is the arrival rate of new and rescheduled 
packets, which is denoted by G in Kleinrock and Tobagi.l 

The rate at which the number of packets present jumps from i to 
i + 1 is Api. The rate at which it jumps from i + 1 to i is ~pi. In the 
steady state these rates must be equal so we have 

Lemma 1: APi = ~pi, i = 0, 1, ..• , K - 1. (17) 

Lemma 1 can be proved rigorously. The proof uses standard methods 
and is omitted. 

There are K + 1 unknowns in eq. (17) and K equations. We will find 
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Po by an independent argument; the remaining p/s and r are obtained 
from eq. (17). 

Let To be the amount of time X( • ) is zero in an arbitrary cycle of the 
X-process, and let M be the expected length of a regeneration cycle. A 
basic property of regenerative processes (see, e.g., Theorem 6-7 in 
Heyman and Sober) is that 

po = E(To)/M. (18) 

Since X(t) = 0 if, and only if, t is in an idle period, 

E(To) = I/A. (19) 

When Y ~ i, let t/;i be the average time between en ejection epoch and 
the next ejection epoch. We have 

{
v+~ if i<K 

lO: + 1\ 

t/;i= 

1 l·f· K v+- l=, 
Ko: 

(20) 

because t/;i is v plus the expected time to the next arrival after the 
ejection epoch. Let mi be the mean number of visits of the Y-process 
to state i during an arbitrary regeneration cycle of the X-process. Thus, 
mi is the mean number of visits of the Y-process to state i between 
visits of the Y-process to state zero, because the X-process regenerates 
whenever the Y-process enters state zero. It is easy to show (see 
Exercise 7-78 in Heyman and Sobel7

) that 

i = 0,1, •.. ,K. (21) 

Using eqs. (20) and (21) we obtain 

K 1 [K-l ( 1) ( 1 )] M = L t/;imi = - L 7Ti V + -. --, + TTK V + V-
i=O TTO 0 lO: + 1\ .nO: 

= ~ ~ (p + K~l {37Ti + f37TK) 
7To A 0 {3 + i K ' 

(22) 

where p = Av. 
Substituting eqs. (19) and (22) into (18) yields 

/( 

K-l {37Ti f37TK) 
po = 7To P + ~ {3 + i + K . (23) 

Obviously [and formally from eqs. (12) and (13)], we find that 

po = 7To. (24) 
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Combining eq. (17) with i = 0 and eqs. (23) and (24) yields 

~ = Apo/P'o = A/(P + Ki
l 

(37T
i

. + f37TK
). 

o {3+l K 
(25) 

Equation (25) shows that ~ can be computed when the balance equa­
tions are solved. 

3.6 The throughput, occupancy, and average waiting time 

The throughput, 0, is the asymptotic departure rate. Since the 
departure process regenerates whenever the ejection process regener­
ates, 0 is well defined. The asymptotic departure rate equals the 
asymptotic rate at which packets are accepted, because all accepted 
packets eventually depart and the number of packets present is no 
larger than K; therefore 

K-l 

(J = A L Pi. 
o 

Combining eq. (26) with eqs. (16) and (17) yields 

() = ~nc. 

(26) 

(27) 

This equation states that the departure rate equals the ejection rate 
multiplied by the asymptotic proportion of ejections that do not suffer 
a collision. Equation (27) illuminates the essential trade-offs involved 
in using CSMA. One expects that ~ increases and nc decreases as A and 
a increase. This means that for each A, there is a value of a that 
maximizes (). Let ()* (A) be the largest value of () that can be achieved 
when A is specified. We also expect that ()* (A) will fIrst increase with 
A and then start decreasing. 

Let <p be the long-run proportion of time that the bus is occupied. 
The regenerative arguments used above can be used to prove that <p is 
well defined and that 

K 

<p = v L mi/M. 
o 

Using eqs. (22) through (25) in conjunction with eq. (28) yields 

<p = v~. 

(28) 

(29) 

This equation can be obtained from Little's theorem by regarding 
the bus as "the system." Then ~ is the arrival rate (since only packets 
that depart could have arrived) and v is the expected time a packet is 
on the bus. Little's theorem asserts that ~v is the average number of 
packets on the bus, which is the proportion of time that the bus is 
occupied. Combining eqs. (27) and (29) yieids 

<p = v(}/nc. (30) 
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Suppose that we attempt to increase 0 by increasing the arrival rate, 
and K and a are adjusted to keep nc constant (i.e., a fixed proportion 
of collisions). Equation (27) shows that increases in 0 must be accom­
panied by decreases in the occupancy of the bus, and that doubling 
the throughput would halve the occupancy. 

From eqs. (17) and (25), Pi for 1 :s i :s K - 1 is obtained in the 
obvious way and PK is obtained from PK = 1 - 'L.ff-1 Pi. Then 

K 

L = 'L. iPi 
1 

is the average number of packets present in the steady state. Since 0 
is the arrival rate of packets that enter the system, Little's theorem 
yields 

W= L/O, (31) 

where W is the average length of time that a packet is in the system. 

3.7 Relation to the model of Kleinrock and Tobagi 

In this section we explain how the "basic equation for the through­
put" [eq. (3) in Ref. 1] can be obtained from the model in this paper. 
This will clarify the similarities and differences between the two 
models. 

In Ref. 1 Assumption 1 states that the average retry interval is large 
compared with the packet transmission time. In our notation, this 
assumption is that l/a is large compared with v. Since there is no 
parameter corresponding to a in eq. (3) of Ref. 1, it appears that they 
have set a = o. Let us do that. This means that every transmission 
that is destroyed by a collision stays in the queue forever. Conse­
quently, Assumption 2 in Ref. 1, which states that the interarrival 
times of the point process consisting of packet arrival epochs and retry 
epochs is a Poisson process, is valid because there are no retry epochs 
and the arrival epochs form a Poisson process. 

Another consequence of a = 0 is that without a finite buffer, 
limt-->ooP{X(t) = i} = 0 for all i because each packet transmission has 
a positive probability of being destroyed by a collision. Therefore, we 
make these two assumptions. 

Assumption 3. There is a finite buffer that can hold K - 1 ~ 0 
packets. 

Assumption 4. If a packet transmission is destroyed when the buffer 
is full, that packet is flushed from the system. 

The next assumption is required to replicate the collision process in 
Ref. 1. 

Assumption 5. Packets that arrive when the buffer is full and a 
packet is being transmitted will destroy that transmission. 
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With these assumptions and a = 0, the arguments and formulas in 
Sections 3.2 through 3.5 can be used to obtain the results given below, 
but we will bypass that roundabout route and give a direct argument 
(which is essentially the argument in Ref. 1). 

In the steady state, whenever a packet seizes the bus, there are 
K - 1 packets in the buffer. The mean time between entries to state 
K - 1 is, via eq. (20), v + l/A, and l/A is the mean length of stay in 
state K - 1, so 

11A 1 
PK-l = V + 11A = 1 + AV' (32) 

The probability that a transmission is not destroyed by a collision is 
e-Ah, so 

(33) 

Equation (7) of Ref. 1 and a = 0 show that 

v = 1 + 2h - (1 - e-Ah
) IA. (34) 

Substituting eqs. (32) and (34) into eq. (33) yields 

8 = Ae-
Ah 

A(l + 2h) + e->th' 

which is eq. (3) in Ref. 1. 
We can conclude that eq. (3) in Ref. 1 is valid when a = 0 and the 

derivation in Ref. 1 requires assumptions 3, 4, and 5. Our model does 
not use assumptions 4 and 5 so it should produce a greater throughput 
when all other factors are the same; this is demonstrated numerically 
in Section IV. Since K = 1 is allowed, this derivation explains why eq. 
(3) in Ref. 1 becomes the single-server Erlang loss formula when there 
are no collisions, i.e., why h ! 0 yields eq. (9) in Ref. 1. 

IV. NUMERICAL RESULTS 

A Fortran program to solve the equations in Section III was imple­
mented in double-precision arithmetic on a PDP-1170. Because of 
memory limitations and the design of the program, K ::; 30 was 
required. The running time on a CRT display terminal with a 9600-baud 
line is less than a twinkling of an eye. 

In all the numerical examples we use h = 0.01. This is the value 
used by other authors. It is a reasonable value to use for a system such 
as Ethernet with loops of about 300 meters carrying 128-byte packets 
at 10 megabits/sec. In general, . 

lr 
hv=-, 

se 
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where 

l = loop length in meters, 

r = transmission rate in bits/second, 

s = packet size in bits, and 

c = speed of light in m/second. 

4. 1 The upper and lower bounds are close 

In Table I we present various cases that demonstrate that the lower 
and upper bounds for () and Ware close. The subscript "avg" stands 
for average and the entries are obtained by setting v = 1 + h. In all 
these cases, K = 20. 

Table I suggests the approximations 

Wavg = 1f2(WZb + W ub ) and ()avg = 1f2(()Zb + ()ub). 

We make no claim for the general validity of these approximations. 
Based on the encouraging results in Table I, and on several dozen 
other examples not reported here, we will henceforth use the case v = 
1 + h as an approximation; there will be no explicit mention that our 
numerical results are approximate. 

4.2 The effects of changing a 

The first two pairs of columns in Table I show that for fixed A, 
different values of a yield different values of the performance measures. 
In this section we explore the consequences of changing a. 

When K and A are given, the maximum achievable throughput is 
attained when there are no lost service times from collisions and 
instantaneous retries, i.e., by an M/D/l/K queue. Let the throughput 
of the M/D/l/K queue be denoted by ()max. When K = 20 and A = 0.7, 
()max = 0.700 to three decimal places. In Table II we show that good 
choices of a will achieve () = 0.699, but the throughput for poor choices 
of a have a much lower value. In particular, very small values of a do 

Table I-Evidence that the bounds for () and Ware close 
A 0.7 0.7 0.5 0.9 1.0 3.0 
a 0.01 3.0 0.5 1.0 1.0 2.0 

Bub 0.459 0.673 0.818 0.803 0.798 0.560 
Bavg 0.457 0.667 0.812 0.796 0.790 0.555 
BIb 0.455 0.660 0.806 0.788 0.782 0.549 

Wub 42.1 11.4 19.6 19.9 22.7 35.8 
W avg 41.9 10.2 19.1 19.3 22.3 35.5 
WIb 41.7 9.1 18.7 18.7 21.9 35.1 

avg Dc 0.991 0.828 0.923 0.861 0.824 0.570 
avg<l> 0.466 0.814 0.888 0.933 0.947 0.984 
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not do well. This confirms the observation given in Section 3.7 that 
the model in Ref. 1, in which a = 0, underestimates the throughput. 

The explanation for the qualitative properties shown in Table II is 
as follows. When a is very small, a packet that upon arrival finds 
another packet in service will spend a long time waiting to retry. This 
makes collisions rare but tends to keep the buffer positions full, which 
makes the throughput and bus utilization low. As a is increased, the 
retries are more frequent, and although there are more collisions, this 
is more than offset by the shorter times spent waiting to retry. When 
a is made sufficiently large, the retries occur so rapidly that too many 
packets are destroyed and performance degrades. 

A significant feature of the data in Table II is that 8 does not vary 
much for 0.5 :5 a :5 1.6. The variation within the interval 0.5 :5 a :5 1.4 
is in the fourth decimal place. The value of a that achieves the lowest 
value of W also achieves a high value of 8, but the value of a that 
achieves the highest value of 8 has a value of Wabout 9 percent larger 
than the best value of W we have found. 

Let 8* denote the largest value of 8 that is found for fixed values of 
A, h, and K. Numerical results not reported here have shown that 8*/ 
8max increases as A decreases. This is not surprising because lower input 
rates result in fewer collisions. Since 8* = 0.6993 and 8max = 0.700, 8*/ 
8max is very close to one. This suggests that CSMA will provide good 
throughput performance when A :5 0.7, and that collision detection 
schemes will not increase throughput very much when A :5 0.7. 

4.3 The effects of changing A 

Take K = 20 and h = 0.01. Choose a so that the throughput is 
maximized. The effects of changing A are shown in Table III. 

Notice that 8 increases with A for A :5 2 and then 8 decreases very 
slightly when A = 3. This indicates that the phenomenon of lower 
throughput with higher arrival rate will not occur in the normal 
operating range of A :5 1. Table III also shows that a should not 
increase as A increases. This property also appeared in every example 
we tried. 

Table II-Performance measures VS. a when K = 20 and A = 0.7 
a 0.001 0.01 0.1 0.5 0.8 1.0 

0 0.362 0.457 0.660 0.6989 0.6993* 0.6992 
W 53.9 41.9 22.8 8.34 6.51 6.51 
lle 0.993 0.991 0.979 0.968 0.963 0.963 
cf> 0.368 0.468 0.681 0.729 0.734 0.734 

a 1.4 1.6 2.0 3.0 4.0 5.0 

0 0.6986 0.6980 0.696 0.667 0.556 0.423 
W 5.53 5.52 5.87 10.2 21.1 42.1 
lle 0.949 0.943 0.927 0.828 0.612 0.437 
cf> 0.743 0.747 0.758 0.814 0.917 0.977 
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The average waiting times shown in Table III are about the same as 
the corresponding quantities for 1000 sources shown in Fig. 3 of 
Ref. 2. 

Suppose we design a system for a nominal arrival rate and from time 
to time the actual arrival rate differs from the nominal arrival rate. In 
Table II we see that performance suffers if a poor value of a is chosen. 
Now we show that moderate changes in A will not cause much 
degradation in the throughput rate or the average waiting time. 

We assume that K = 10 and h = 0.01 are held fixed. The nominal 
arrival rate is 0.7 and a = 1.6 yields the largest throughput rate. We 
also assume that when A changes, the new value is maintained long 
enough to ensure that steady-state performance measures are ade­
quate. If we achieve good performance with arrival rates Al and A2, it 
is reasonable to suppose that we will achieve reasonable performance 
when A is changing from Al to A2. 

We will use the notations 8* and W* for the best values of 8 and W 
we have found by varying a. The entries marked 8 and Ware for 
a = 1.6. 

Table IV shows that, for the values chosen, deviations from the 
nominal load will not cause serious performance degradation if a is 
kept fixed. 

4.4 The effects of changing K 

As K is increased, more packets can be stored, so the throughput 
should increase. This cannot be carried too far because as K ~ 00, 

limn->oo Yn = 00 (as shown in Section 3.2), which causes the probability 
of a collision to approach 1 and 8 ~ O. We have not found a value of 
K to demonstrate this numerically. 

Table III-Performance measures VS. A when K = 20 and h = 0.01 
A 0.7 0.9 1.0 2.0 3.0 

ex 0.8 0.6 0.5 0.5 0.4 
() 0.699 0.813 0.817 0.818 0.817 
()max 0.700 0.898 0.975 1.00 1.00 
W 6.51 18.9 21.4 23.9 24.1 
Dc 0.963 0.911 0.914 0.913 0.905 
q, 0.734 0.901 0.904 0.905 0.912 

Table IV-8 and W VS. A when a = 1.6, K = 10, and h = 0.01 
A 0.5 0.6 0.7 0.8 0.9 1.0 

() 0.500 0.599 0.692 0.764 0.801 0.812 
()* 0.500 0.599 0.692 0.764 0.801 0.815 
W 2.30 3.07 4.37 6.22 8.06 9.39 
W* 2.18 2.65 4.18 6.09 8.05 9.38 
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In Table V below we use the following notations: 

()* = largest value of () found 

a; = value of a that achieves ()* 

W* = smallest value of W found 

a tv = value of a that achieves W* 

W(a;) = Wwhen a = a; 

()(atv) = () when ex. = atv 

()max = throughput of M/D/l/K queue. 

In Table V, ()* and W* increase with K; a tv and at decrease with K; 
a tv 2:: at, and the difference is small and gets smaller as K increases; 
W(at) is not much bigger than W*; and (}(atv) is not much smaller 
than ()*. 

4.5 Conclusions 

From the data presented in this section, and from dozens of unre­
ported sets of calculations, we conclude that: 

(i) The bounds on () and Ware close, and choosing v = 1 + h yields 
a good approximation. 

(ii) It is important to choose a good value of a, and performance is 
not sensitive to changes in a near the best value. 

(iii) The value of ex. that minimizes W is close to the value of ex. that 
maximizes (). 

(iv) The best value of ex. decreases as A and K increase. 
(v) For A:::; 0.7, ()* is essentially the same as ()max when K 2:: 5. 

(vi) Although a should vary with A, () and W do not significantly 
differ from their best values if a is held fixed while A varies over a 
moderately wide interval. 

V. BATCH ARRIVALS 

In this section we replace the assumption that packets arrive ac­
cording to a Poisson process with the assumption that packets arrive 

Table V-Performance measures vs. K when A = 0.9 and h = 0.01 
K 5 10 15 20 30 

Omax 0.842 0.885 0.895 0.898 0.900 
0 0.771 0.801 0.810 0.813 0.814 
O(a:.) 0.771 0.798 0.808 0.811 0.814 
a3 3.0 1.4 0.8 0.6 0.4 
a:. 4.0 1.8 1.0 0.7 0.4 
W* 3.61 8.05 1:-3.2 18.8 30.5 
W(a3) 3.66 8.12 13.4 ·18.9 30.5 
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according to a compound Poisson process. In Fuchs and Jackson,9 
statistical analysis of call arrival times are given. Two of their conclu­
sions are as follows: The exponential distribution is a reasonably good 
approximation of the time between bursts, and the size of a burst 
(measured in various ways) has a geometric distribution. The purpose 
of this investigation is to find out how sensitive the performance 
measures are to the assumption of Poisson arrivals. We will see that in 
this model, the throughput can be significantly lower with bursty 
arrivals than with Poisson arrivals with same rate. 

Specifically, we assume that bursts arrive according to a Poisson 
process with rate Ab, and the bursts B 1 , B 2 , ••• are iid with 

i = 1,2, .... (35) 

It would be nice to interpret this process as one where messages arrive 
according to a Poisson process with rate Ab and the jth message 
consists of a random number of packets with a geometric distribution. 
Unfortunately, we cannot do that in the context of the model described 
in Section II. This arrival process does not conform to the finite buffer 
interpretation of the model because only the current lead packet in 
each message would compete for the bus; we, on the other hand, 
assume that all packets in (he buffer compete for the bus. This arrival 
process does not conform to the interpretation that there are K ports 
because that would require that if the first packet (i.e., the message) 
finds a free port, then all the packets in the message would enter the 
system. We assume that only those packets that find a port gain access 
to the system. 

5.1 Details of the arrival process 

Let A(t) be the number of arrivals during (0, T). Since A(t) is a 
compound Poisson process, we know that there are constants M and 
V, such that 

E[A(t)] = Mt 

and 

Var[A(t)] = Vt 

with V::: M. We call M the arrival rate. From eq. (35) we obtain 

1 ~ 
E(B 1) = 1- ~ and Var(B1) = (1- ~)2· 

Standard calculations yield 
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and 

Var[A(t)] = Abt Var(B1) + Abt[E(Bl)]2 

Abt(~ + 1) 
(1 _ ~)2 

In an obvious way we obtain 

2M2 V-M 
Ab = M + V and ~ = M + V· 

Letting z = V / M ~ 1 yields 
2M z-l 

Ab=-- and ~=--. 
l+z z+l 

(36) 

Equation (36) relates the parameters we might obtain from measure­
ments, M and z, to the parameters of the model, Ab and ~. Let 

b(n,j) = P{BI + B2 + ... Bj = n}; 

it is the probability that n packets are contained in j bursts. The sum 
of iid geometric random variables has a negative binomial distribution, 

b(n,j) = 1 (~-= ~) (1 - ~)j{n-j 
if n <j 

if n ~j 

for all nonnegative integers j and n. We can compute b(n, j) by 
recursion from 

b(O,O) = 1, b(l, 1) = 1 - ~, 

b(j,j) = (1 - ~)b(j - 1,j - 1), j~2, 

and 

b( ' k') j + k - 1 l:.b(· k ') J + ,J = k s J + - 1, J , k ~ 1 and j~ O. 

5.2 Changes in the Poisson model 

In this section we describe the changes in the equations in Section 
III that are caused by compound Poisson arrivals. 

Let Cb( j) be the probability that j batches arrive in an interval of 
length p; therefore, 

(37) 

Let 

dn(i,j) = P{no collision and n arrivals in a service intervallj 
batches arrive and start with i in queue}; 
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then 
n 

dn(i) = L dn(i, j)Cb(j). 
j=O 

Expand on the argument used to obtain eq. (6) to conclude that 

Similarly, 

dn(i, j) = 801ib(n, j) . 

n 

dn(i) = L (1 - 8(rli) b(n, j)Cb(j). 
j=O 

(38) 

(39) 

(40) 

The transition probabilities described in Section 3.2 and Appendix 
A are given in terms of the d and d functions, so they do not change 
form. The infinite sums, used in Section A.I of Appendix A, have to be 
recomputed; this is done in Section A.2 of Appendix A. 

The steady-state balance equations depend only on the transition 
probabilities, so everything in Section 3.3 is still valid. No changes are 
required for the equations in Section 3.4. 

Since the arrivals do not form a Poisson process, time-average 
probabilities need not equal arrival epoch probabilities and we cannot 
use the arguments in Section 3.5 to obtain the steady-state probability 
that i packets are present. This means we have not obtained Land W 
for this model. We can obtain the throughput by using the arguments 
in Section 3.5. 

Let t be the ejection rate and Po = limt->ooP{X(t) = OJ. In the steady 
state, AbPO is the rate at which transitions leave state 0 and two is the 
rate at which transitions enter state O. Since these rates are equal, we 
have 

(41) 

Equations (18) through (25) are valid for compound Poisson arrivals 
when A is replaced by Ab. The throughput is obtained from eq. (27). 

5.3 Numerical examples 

Let 8z be the throughput when z is the variance to mean ratio. In 
Tables VI and VII we use the value of a that maximizes 8, and h = 
0.01. 

In Tables VI and VII we see that batch arrivals can significantly 
degrade throughput, and the degradation increases with z and de­
creases (except, possibly, for very large A) with A. 

In Section IV we saw that 8 is strongly influenced by a. That 
observation suggests that the throughput values in Tables I and II 
might improve if a varied with z. Our numerical experience suggests 
that, in the vicinity of the best a, 8z is not sensitive to changes in a. 
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Table VI-Throughput vs. M for K = 5 and h = 0.01 
M 0.1 0.5 0.7 0.9 1.0 2.0 5.0 

ex 20.0 4.0 4.0 3.0 3.0 2.0 2.0 
8! 0.100 0.497 0.667 0.771 0.798 0.828 0.819 
82 0.069 0.382 0.535 0.663 0.709 0.819 0.813 
85 0.035 0.205 0.304 0.403 0.451 0.741 0.804 
82/8! 0.689 0.769 0.868 0.860 0.888 0.989 0.993 
85/8! 0.349 0.412 0.456 0.523 0.565 0.895 0.982 

Table VII-Throughput vs. M for K = 10 and h = 0.01 
M 0.1 0.5 0.7 0.9 1.0 2.0 5.0 

ex 10.0 1.5 1.6 1.4 1.2 0.9 0.6 
8! 0.100 0.500 0.692 0.801 0.815 0.821 0.816 
82 0.069 0.400 0.590 0.737 0.775 0.816 0.805 
85 0.035 0.235 0.371 0.512 0.576 0.798 0.788 
8d8! 0.690 0.800 0.853 0.920 0.951 0.994 0.987 
85/81 0.350 0.470 0.536 0.639 0.707 0.972 0.966 

The largest improvement that we could achieve by changing a was 
0.003. 

VI. COLLISION DETECTION 

Suppose that a time units after the vulnerable period ends, the bus 
is examined for a collision. When a collision is detected, the packet 
transmission is aborted and that packet is returned to the buffer. 
Collision detection reduces the time spent transmitting garbage, so it 
will increase throughput and reduce delays. 

6. 1 Changes in the model without collision detection 

Two changes in the equations in Section III are required to describe 
collision detection. The first change is in eq. (7). Let 

then 

1]~ = P{no outside arrivals prior to hln outside arrivals 
prior to a + h}; 

1J~= (a:S, n = 0,1, .... (42) 

Let c~ be the probability than n outside arrivals occur in an interval of 
length a + h, i.e., 

then 

a _ -A(a+h) (a + h)n 
Cn - e " n. 

n = 0,1, ... ; 

d~(i) ~ P{ collision and n outside arrivals by a + h I service 
starts with i in queue} 

2044 THE BELL SYSTEM TECHNICAL JOURNAL, OCTOBER 1982 



= (1 - l1~odc~, i, n ~ 0, (43) 

where Oi is given by eq. (5). 
The equations in Sections 3.2, 3.3, and 3.4 are given in terms of the 

functions d and (1, so no changes are required. In Section 3.5 we need 
to change eq. (20) because the expected length of time that a packet 
is on the bus is not v. Let 

Pc(i) = P{a collision occurs I service starts with i in the queue}. 

There are no collisions if, and only if, no arrivals (inside or outside) 
occur within a time interval of length h. Thus, 

or 

i = 0, 1, "', K - 2. (44a) 

When i = K - 1, no outside arrivals are permitted, so 

(44b) 

Let Ti be the transmission time of a packet, given that i packets 
were present at the last ejection epoch, and let Vi = E(Ti ); then 

T- = {I + h if no collision 
l a + h if a collision ' 

and so 

A 
Vi = -. -, {(I + h)[1 - pc(i)] + (a + h)Pc(i)} 

la + 1\ 

la 
+ -. -, {(I + h)[1 - Pc(i - 1)] + (a + h)pc(i - I)} 

la + 1\ 

= 1 + h - (1 - a) f3Pc(i) + ipc(i - 1) . = 0 1 ... K - (45) 
i+f3 ,l", 1. 

We replace the V in eq. (20) by Vi, which induces some obvious changes 
in eqs. (22) through (25). 

6.2 Numerical examples 

In Tables II and III we saw that when A = 0.7, the throughput in the 
vicinity of the best a (0.8) is very close to 0.7; but when a ::; 0.1 or 
a ~ 3.0, the throughput can be much smaller than 0.7. With collision 
detection, with a = 0.02, throughputs of about 0.7 can be achieved with 
a as large as 5.0. Collision detection reduces the average waiting time 
by about one-third. This example suggests that when a throughput 
close to the maximum possible can be achieved without collision 
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Table VIII-Performance measures VS. A when 
K = 20, h = 0.01, and a = 0.02 

,\ 0.9 1.0 2.0 3.0 

ex 4.5 3.0 2.5 2.5 
0 0.891 0.935 0.943 0.942 
W 8.53 14.9 20.6 20.9 
ne 0.718 0.673 \ 0.628 0.619 
cf> 0.910 0.958 0.969 0.970 

Table IX-Performance measures without 
collision detection 

,\ 0.9 1.0 2.0 3.0 

ex 4.5 3.0 2.5 2.5 
0 0.434 0.569 0.606 0.602 
W 44.2 33.3 32.4 32.9 
ne 0.444 0.585 0.625 0.620 
cf> 0.989 0.983 0.980 0.981 

detection, collision detection will lower the average waiting time and 
make the throughput less sensitive to a. 

N ow we investigate the effects of collision detection when the 
throughput is significantly smaller than the arrival rate. 

By comparing Tables III and VIII we can see the effects of collision 
detection. Throughput increases significantly for each A and W de­
creases. An indirect effect of collision detection is that larger values of 
a are best. This reduces the time spent waiting for a retry, makes the 
probability of no collision smaller, and yields a larger occupancy for 
the bus. If the values of a shown in Table VIII were used without 
collision detection, performance would degrade significantly, as shown 
in Table IX. From the last two rows of Table IX we deduce that the 
bus wastes a lot of time transmitting packets that have been destroyed. 
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APPENDIX A 

Transition Probabilities 

In Appendix A we record the transition probabilities omitted from 
the text. 

A.1 Transition probabilities for Section 3.2 

Let 

S(f(j, i) = L dn(i) 
n=j 

and 

Sd(j, i) = L dn(i). 
n=j 

The former is the probability that more than j - 1 packets arrive in a 
service interval and there are no collisions when i packets are in the 
buffer at the start of the service interval. The latter is the correspond­
ing probability when there is a collision. For computational purposes 
it is important to represent these infinite sums as finite sums. Observe 
that 

j-l 

S(f(j, i) = S(f(O, i) - L dn(i), j? 1, 
n=O 

and 
j-l 

Sd(j, i) = Sd(O, i) - L dn(i), j? 1; 
n=O 

then 

(46) 

Since S(f(O, i) + Sd(O, i) = 1 is easily established, 

(47) 

this equation also can be obtained by calculating the sum explicitly. 
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To modify eq. (9) when i = 0 we have to delete terms with negative 
arguments. When i + n = K - 1 we need to recognize that state K -
1 is reached if n ;::: K - 1 - i packets arrive and there is no collision. 
When i + n = K, we need to recognize that state K is reached if, and 
only if, at least K - 1 - i packets arrive and there is a collision. 

The following transition probabilities are obtained: 

Po,O = do(O) 

PO,K-I = L dn(O) + dK- 2 (0) = S(l(K - 1, 0) + dK- 2(0) 
K-I 

PO,K = L dn(O) = Sd(K - 1, 0) 
K-I 

1 -
PI,O = 1 + f3 do(O) 

f3 - 1-
PI,I = 1 + f3 do(l) + 1 + f3 [dl(O) + do(O)] 

f3 - 1 -
PI,j = 1 +,8 [dj - l (l) + dj - 2(1)] + 1 + f3 [dj(O) + dj-I(O)], 

2~j~K-2 

f3 _ 
PI,K-I = -- [Sd(K - 2,1) + dK- 3(1)] 

1+,8 

1 + -- [S(l(K - 1,0) + dK - 2(0)] 
1+f3 

PI K = _f3_ Sd(K - 2, 1) + ~f3 Sd(K - 1, 0). 
'l+f3 1+ 

For 2 ~ i ~ K - 2, 

l -
pi,i-l = -=--f3 do(i - 1) 

l+ 

f3 -. . i - . 
Pi,j = -=--f3 [dj-i(z) + dj-i-l(l)] + -=--f3 [dj-i+l(l - 1) 

l+ l+ 

i+1~j~K-2, 
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pi,K-I = -!!- [SJ(K - 1 - i, i) + dK- 2- i(i)] 
l + f3 

+ i : f3 [SJ(K - i, i -:- 1) + dK-1-i(i - 1)] 

PI· K = ~ Sd(K - i-I i) + _i - Sd(K - i i-I) 
'i+f3 'i+f3 ' 

K-1 -
PK-I,K-2 = K _ 1 + f3 do(K - 2) 

f3 K-1 
PK-I,K-I = K _ 1 + f3 S(l(O, K - 1) + K _ 1 + f3 [S(l(l, K - 2) 

+ do(K - 2)] 

f3 K-1 
PK-I,K = K f3 Sd(O, K - 1) + K f3 Sd(l, K - 2) 

-1+ -1+ 

PK,K-I = OK-I 

PK,K = 1 - OK-I. 

A.2 The effect of batch arrivals 

Equations (46) and (47) have to be modified for the compound 
arrival process. From eqs. (38) and (39) we obtain 

00 n 

SC[(O, i) = L dn(i) = L L dn(i,j)Cb(j) 
n=O n=Oj=O 

= L Cb(j) L dn(i, j) 
j=O n=j 

= L Cb(j) L oi11J b (n, j) 
j=O n=j 

To evaluate the double sum, let 
n 

an = L b(n, j)Cb(j); 
j=O 

(48) 

it is the probability that n customers arrive during a service interval. 
Let 

A(z) = L znan = L zn L b(n, j)Cb(j). (49) 
n=O n=O j=O 
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Comparing eqs. (48) and (49) we see that the double sum in eq. (48) is 
..4(0) evaluated at z = (v - h)/v. 

Standard generating-function arguments yield 

where 

and 

..4(z) = C[B(z)], 

00 

C(z) = L ZjCbU) = e-AbP(l-z). 

j=O 

Substitution into eq. (50) yields 

A(z) = exp (AbP: ~ :~). 

(50) 

(51) 

Evaluating eq. (51) at z = (v - h)/v and substituting the result into eq. 
(48) yields 

As before, 

is obtained easily. 

APPENDIX B 

List of Symbols 

Sd(O, i) = 1 - Sil(O, i) 

The following is a list of symbols and their definitions as used in this 
paper. 

a = retry rate 
h = one-way propagation delay 
K = system capacity in packets 
i\ = Poisson arrival rate 
M = compound Poisson arrival rate 
nc = P {no collision} 
v = service time (constant) 
</> = proportion of time bus is occupied 
o = throughput 
Omax = throughput of an M/D/l/K queue 
VI" = average \vait (in queue plus in service) of a packet 
z = variance to mean ratio of compound Poisson process 
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f = ejection rate of packets from the bus. 
An asterisk on a symbol means the best value found. The subscripts 

Ib, ub, and avg stand for lower bound, upper bound, and average, 
respectively. 
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In this paper we describe the design, testing, and use of drand48-
a good, pseudo-random number generator based upon the linear 
congruential algorithm and 48-bit integer arithmetic. The drand48 
subroutine is callable from C-language programs and is available in 
the subroutine library of the UNIX * operating system. Versions coded 
in assembly language now exist for both the PDP-ll and VAX-ll 
computers; a version coded in a C'portable" dialect of C language has 
been produced by Rosler for the Western Electric 3B20 and other 
machines. Given the same initialization value, all these versions 
produce the identical sequence of pseudo-random numbers. Versions 
of drand48 in the assembly language of other computers or for other 
programming languages clearly could be implemented, and some 
output results have been tabulated to aid in testing and debugging 
such newly coded subroutines. Timing results for drand48 on the 
PDP-ll/45, the PDP-ll/70, the VAX-ll/750, and the VAX-ll/780 
are also presented and compared. 

I. INTRODUCTION 

The work described in this paper arose when one day the author 
found himself in need of a good, pseudo-random number generator 
that would execute and produce identical results on two different 
computers (in this case, the I6-bit PDP-II and the 32-bit VAX-II, 
both manufactured by Digital Equipment Corporation). Good, pseudo­
random number generators often require multiple-precision arithme­
tic; hence, to achieve speed they are usually implemented in assembly 
language and are dependent upon the word length of the computer. If 

* UNIX is a trademark of Bell Laboratories. 
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this is not enough of a barrier to portability, add the fact that the 
recoding of a pseudo-random number generator for a different com­
puter is an error-prone endeavor. The author has himself found bugs 
in several pseudo-random number subroutines that were supposedly 
"correctly" coded. (The author admits to being facetious, but do such 
bugs make the output from a generator more or less random?) 

This paper does not present a magical method to eliminate these 
difficulties. However, it does present enough data and intermediate 
results so that a person may code on any computer a good generator 
based upon 48-bit integer arithmetic and then begin to test the new 
version for bugs. In addition, we describe proper usage of routines 
drand48, lrand48, mrand48, erand48, nrand48, and jrand48-C-Ian­
guage callable functions to generate pseudo-random numbers-cur­
rently available at Bell Laboratories in the subroutine library of the 
UNIX* operating system for the Western Electric 3B20, the PDP-II, 
the VAX-II, and other computers. 

The pseudo-random number generator considered in this paper is 
based upon the well known linear congruential algorithm, e.g., see 
Section 3.2.1 of Knuth. I The next number in the pseudo-random 
sequence is generated according to the formula 

Xn+I = (aXn + c)modm n::: o. 

We choose the value of m to be 248
; hence, 48-bit integer arithmetic is 

required. The values of the multiplier a and the addend c are chosen 
as follows: 

a = 5DEECE66DI6 = 2736731631558 

c = BI6 = 138 • 

While other equally good choices for m are clearly possible, we chose 
248 for the following reasons, based upon matters of taste and judgment. 
The word length of many popular computers is a multiple of 16 bits; 
hence, it seemed wise and convenient to choose log2m to be an integer 
multiple of 16. A period of 248 for the generated pseudo-random 
sequence seemed long enough for most purposes, while 232 seemed 
dangerously short. Assuming it takes 10-4 second to generate a pseudo­
random number (see the timing results in Section IV), a period of 248 

corresponds to 893 years, while 232 would only require 119 hours for 
the complete cycle to be generated. The argument for 48 bits becomes 
even more compelling if we assume that a future processor or custom­
ized hardware might be a factor of 10 or 100 faster. 

The value of a, chosen above, was one of the multiplier values 
judged by Coveyou and :rvfacPherson2 to be satisfactory according to 
the "spectral test," one of the most demanding of the canonical tests 
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for overall pseudo-random number-generator quality. The above val­
ues of a, c, and m ensure that the generated pseudo-random sequence 
will have the maximum possible period, i.e., 248 (see Theorem A, 
Section 3.2.1.2 of Knuth l

). The testing done by Coveyou and Mac­
Pherson2 was demanding enough and the properties of pseudo-random 
sequences based upon the linear congruential algorithm are well 
enough understood l that further statistical testing of the generator 
was deemed unnecessary. 

The linear congruential algorithm with these choices for the param­
eters yields a generator that exceeds the requirements of most users 
and is much better than many generators in common use today. 
Obviously, this is not the "optimum" pseudo-random number genera­
tor; it will not meet all the requirements of any potential user, and the 
author makes no such claims. However, in more than four years of use 
in numerous programs at Bell Laboratories, it has served well, even in 
situations where other generators have failed. 

II. PSEUDO-RANDOM GENERATOR RESULTS 

The pseudo-random sequence generator described and specified in 
Section I was coded in assembly language three times-once on the 
PDP-II using the I6-bit integer arithmetic instructions "mul" and 
"add,,,3 once on the PDP-II using the 64-bit floating-point arithmetic 
instructions "mulf' and "addf," 3 and once on the VAX-II using the 
32-bit integer extended multiply and add instruction "emul.,,4 After a 
bit of debugging, all three independent versions finally produced the 
identical sequence of 48-bit pseudo-random integers. For purposes of 
comparison with future newly coded subroutines, a portion of that 
sequence is presented below (in hexadecimal) as Table I. 

Since it is common practice to treat the output from a pseudo­
random number generator as a pure binary fraction, thus yielding a 
uniform distribution over the interval 0 to 1, the numbers in Table I 
were so treated and then multiplied by 4096 to yield the decimal 

Table I-A portion of the pseudo-random sequence Xi of 48-bit 
integers 

1234ABCD330E 
5195D97A8D15 
623B341D40CO 
28B8E8F5507F 
63F661075102 
67ACFIIEB039 
OOB48E98A054 
FB95A6FE16C3 

657EB7255101 
E2ECF94AEFFC 
BOE5A9AIIICB 
8876ElD9601E 
4BIC4CBD49E5 
DB7DlEF03E50 
765E7C77BBCF 
4E897866E312 

D72AOC966378 
03FD3<D49657 
OFl160B4F57A 
9AA93190EODl 
BEOC7218348C 
F124D606681B 
8858368AF12E 
99DIA468L\<\B5 

5A743C062A23 
958 6EFCAlDl 6 
E65<n&..1020FD 
952BC3577F08 
4C6C2C9427A7 
A9AF4526958A 
C9B2484004Al 
9BD4C9FFBDlC 

72534ABF62F2 
28CC6IDEF669 
29DE25BD59C4 
451(D3C24673 
135676A8EC26 
D8B2A2FFA7(D 
43FF29D69E98 
3662639MCF7 
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Table II-Pseudo-random integers Yj corresponding to the Xj in 
Table I 

291 1623 3442 1447 1829 1305 3630 63 2392 652 
1571 2830 241 3685 669 651 2183 2474 2386 1105 
1599 1201 3040 1222 309 1658 3511 3858 2714 3467 

11 1893 2181 3227 1087 4025 1256 2461 2493 870 
3628 1247 622 1383 1587 2636 3086 2472 2177 1881 
2672 1340 3876 1507 3866 30 2115 1117 99 2424 
839 3595 243 1068 1240 3651 2040 2908 1173 3542 

2767 1877 3930 3173 1542 936 1452 1230 2743 2944 

integers in Table II. More precisely, each integer Yi in Table II was 
computed from the corresponding value of Xi in Table I by the formula 

Y i = l(Xi )(2-48)(4096)J = l2-36Xd. 

For some purposes, Table II may be more convenient or appropriate 
than Table I. 

Tables I and II should be valuable to a person attempting to code 
and test a new version of the generator subroutine. After initializing 
with Xo = 1234ABCD330E16 , the new version, if correct, should repro­
duce Table I (or Table II). The fact that three independent co dings of 
the 48-bit linear congruential algorithm gave the same results gives 
the author substantial confidence that Tables I and II are indeed 
accurate. In addition, Lawrence RosIer of Bell Laboratories has inde­
pendently verified Tables I and II using both C- and assembly-language 
code he produced for the Honeywell H6000 series of 36-bit computers.5 

The author has found that an empirical but effective heuristic for 
quickly evaluating the general quality of any pseudo-random number 
generator is to display the output bits on a bile vel display device, and 
this has been done in Fig. 1 for the generator defined in Section I of 
this paper. (A bilevel display device consists of an n X m rectangular 
array of dots, each of which can be made either white or black.) Figure 
1 was generated using only the leftmost 32 bits of each 48-bit Xi; 213 

values of Xi were generated, thus giving a total of 218 bits. These bits 
were displayed on a 512 X 512 CRT display device with a 1 being 
displayed as white and a 0 being displayed as black. Good quality 
pseudo-random number generators produce displays similar in ap­
pearance to Fig. I-random salt and pepper effect with no visible 
patterning. For comparison, Fig. 2 shows the display produced by an 
inferior generator.* Note the prominent nonrandom patterns visible in 

... The author apologizes for the generally poor quality of Figs. 1 and 2 and assures the 
reader that the result is much more striking and apparent when the original CRT or 
photographic plates are viewed. Glossy prints such as these simply do not reproduce 
well. 

2056 THE BELL SYSTEM TECHNICAL JOURNAL, OCTOBER 1982 



Fig. I-Bilevel dot display generated by drand48. 

Fig. 2, which was produced by a 1977 version of the library routine 
"rand," described in Section III of the UNIX Programmer's Manual. 
(This 1977 version used the linear congruential algorithm with m = 
215; the version of "rand" currently in the UNIX library (1982) is better 
since it uses m = 231.) 

III. SUBROUTINES FOR USE WITH THE C PROGRAMMING LANGUAGE 

As an example of how the calling sequences to the pseudo-random 
number generator might be designed, we now describe some routines 
that were coded for use with the C programming language.6 So far the 
author has himself implemented versions of these routines only for the 
PDP-II and VAX-II computers. However, a version for other com­
puters that support the C language has been implemented by Rosler7 

and is now in use on the Western Electric 3B20, the Honeywell H6000, 
the IBM-370, and the Motorola MC68000 computers. 

The pseudo-random number generator was implemented in assem­
bly language as one subroutine having nine entry points. Six of the 
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Fig. 2-Bilevel dot display generated by an inferior pseudo-random number generator. 

entry points generate the next pseudo-random Xi in the sequence and 
then convert the leftmost bits of it into the particular type of data 
item desired-floating-point fraction, positive integer, or signed inte­
ger. The entry points erand48, nrand48, and jrand48 can be called 
without fIrst having to invoke a special initialization entry point. Calls 
to the entry points drand48, lrand48, and mrand48 should be preceded 
by at least one call to one of the initialization entry points-either 
srand48, seed48, or Icong48. 

3. 1 Function drand48 

Example C usage: 
double fnext, drand48( ); 
fnext = drand48( ); 

The next pseudo-random number is returned as a non-negative 
binary fraction in double precision floating-point format; i.e., the value 
returned is 2-48X i • The values returned are uniformly distributed over 
the interval [0, 1). Thus, in the above C-code example, the value range 
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for fnext is 0 ::s fnext < 1. Either srand48, seed48, or lcong48 should be 
invoked before calling drand48. 

3.2 Function Irand48 

Example C usage: 
long int lnext, lrand48( ); 
lnext = lrand48( ); 

The next pseudo-random number is returned as a non-negative 
integer in long integer format. The long integer is formed by taking 
the leftmost 31 bits of Xi, i.e., the value returned is l2-17Xd. In the 
above C-code example, the value range for lnext is 0 ::s lnext < 231. 

Either srand48, seed48, or Icong48 should be invoked before calling 
lrand48. 

3.3 Function mrand48 

Example C usage: 
long int mnext, mrand48( ); 
mnext = mrand48(); 

The next pseudo-random number is returned as a signed integer in 
long integer format. The long integer is formed by taking the leftmost 
32 bits of Xi to be a signed integer in two's-complement format. Hence, 
the leftmost bit of Xi determines the sign of the output value. In the 
above C-code example, the value range for mnext is _231 ::S mnext < 
231. Either srand48, seed48, or Icong48 should be invoked before calling 
mrand48. 

3.4 Functions erand48, nrand48, and jrand48 

These functions are identical to drand48, lrand48, and mrand48, 
respectively, in the characteristics of the data value returned. The 
difference is that erand48, nrand48, and jrand48 allow, and require, 
the calling program to provide the storage for the current 48-bit Xi 
value, while drand48, lrand48, and mrand48 provide this storage inter­
nally for themselves. For those programs that require only a single 
stream of pseudo-random numbers, drand48, lrand48, and mrand48 
are a little more convenient and simpler to use. However, erand48, 
nrand48, and jrand48 allow multiple "independent" streams of pseudo­
random numbers to be generated, i.e., subsequent numbers in each 
stream will not depend upon how many times the routines are called 
by other parts of a program to generate numbers for other streams. 
This property can be a big asset for certain statistical computations 
and for program debugging. 

3.4.1 Function erand48 

Example C usage: 
double fnext, erand48( ); 
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short int xsubi[3]; 
fnext = erand48(xsubi); 

3.4.2 Function nrand48 

Example C usage: 
long int lnext, nrand48( ); 
short int xsubi[3]; 
lnext = nrand48(xsubi); 

3.4.3 Function jrand48 

Example C usage: 
long int mnext, jrand48( ); 
short int xsubi[3]; 
mnext = jrand48(xsubi); 

3.5 Function srand48 

Example C usage: 
long int seedval; 
seedval = OxI234ABCD; 
srand48(seedval); 

This is an initialization entry point that sets the value of Xo; the 
multiplier a and the addend c are set to the values specified in Section 
I. The leftmost 32 bits of Xo are taken from the argument passed to 
srand48 when it is called (seedval in the above C-code example). The 
rightmost 16 bits of Xo are arbitrarily set to 330E16 • Hence, the above 
C-code example sets the value of Xo to 1234ABCD330E16 • 

3.6 Function seed48 

Example C usage: 
short int seedI6v[3], *shp, *seed48( ); 
seedI6v[O] = Ox330E; 
seedI6v[l] = OxABCD; 
seedI6v[2] = Ox1234; 
shp = seed48(seedI6v); /* pointer to previous Xi stored in shp * / 

/* or alternatively, * / 
seed48(seedI6v); /* pointer to previous Xi just ignored * / 

This is an initialization entry point that sets the value of Xo to the 
48 bits specified by the argument passed to seed48; the multiplier a 
and the addend c are set to the values specified in Section 1. In 
addition, the previous value of Xi is automatically stored in a 48-bit 
internal buffer, used only by seed48, and the value returned is a pointer 
to this buffer. The argument is an array of three 16-bit integers. The 
above C-code example sets the vElJue of Xo to 1234ABCD330E16 • 

The pointer to the previous value of Xi is useful if a restart from that 
point is desired at a later time. The 48-bit Xi value must be copied out 
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of the internal buffer before seed48 is called again or it will be 
destroyed. The following code sequence, for example, restarts a pro­
gram with a saved value of Xi. 

short int newx[3], oldx[3], *shp, *seed48( ), i; 
shp = seed48(newx); /* initialize with whatever is in newx * / 
for (i = 0; i < 3; i++) oldx[i] = shp[i]; /* save previous Xi in 

oldx * / 

seed48(oldx); /* reinitialize with oldx * / 

3.7 Function /cong48 

Example C usage: 
short int param[7]; 
param[O] = Ox330E; param[l] = OxABCD; parem [2] = Ox1234; 
param[3] = OxE66D; param[ 4] = OxDEEC; param[5] = Ox5; 
param[6] = OxB; 
Icong48 (param); 

This is an initialization entry point that sets the values of X o, a, and 
c; hence, different 48-bit linear congruential generators may be created 
by specifying different values for the multiplier a and the addend c. 
The argument passed to Icong48 is an array of seven 16-bit integers. 
The fIrst three specify a 48-bit value of Xo; the next three specify a 48-
bit value of the multiplier a, and the last one specifIes a 16-bit value of 
the addend c. Hence, the above C-code examples set Xo = 
1234ABCD330E16 , a = 5DEECE66S16, and c = B 16 • 

IV. TIMING RESULTS 

Table III presents the time required to generate, using function 
drand48, 106 pseudo-random numbers on fIve different computer hard­
ware confIgurations. More precisely, Table III gives the time required 
to execute the following short C-Ianguage program: 

main() { 
register int i, j, h; 

Table III-Time required to generate 106 

pseudo-random numbers 
Computer 

PDP-ll/45 
PDP-ll/45 with Fabritek cache 
PDP-ll/70 
VAX-ll/750 
VAX-ll/780 

Time (sec) 

440 
340 
162 
200 
96 
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double nfd, drand48( ); 
int lli, llj; 
short int nn[500]; 
long int seedval; 
seedval = OxI234ABCD; srand48(seedval); 
for(i = 0; i < 500; i++) nn[i] = 0; 
lli = 1000; llj = 1000; 
nfd = 500; 
for(i = 0; i < lli; i++) for(j = 0; j < llj; j++) 

{h = nfd*drand48( ); 
nn(h)++; 

} 
} 

Execution of drand48 accounts for 80 percent, approximately, of the 
times listed in Table III. For the timing tests on the PDP-II/45 and 
PDP-II/70, our version of drand48 that employs the floating-point 
arithmetic instructions was used, since it is substantially faster than 
the version that employs the integer arithmetic instructions. The first 
three entries in Table III represent separate executions of the same 
binary machine code; hence, the time differences reflect brute-force 
speed differences of the processor and/or memory hardware. The same 
is true for the last two entries in Table III. The comparison between 
the PDP-II and the VAX-II is, however, more subtle since a complete 
recoding of drand48 is involved here. Essentially, when comparing the 
VAX-II with the PDP-II in Table III, we are comparing the time 
required to accomplish the identical "function" on both computers 
using a near optimally coded version of drand48 on each machine. The 
faster time for the V AX-II/780 must be attributed to at least two 
factors: a more powerful and capable instruction set than the PDP-II, 
and faster basic hardware. 

V. DISCUSSION 

We have described the design of drand48, a good, pseudo-random 
number-generator subroutine, and presented enough output data so 
that this subroutine can be recoded for a new processor and quickly 
tested for bugs. While the reproduction by a new drand48 implemen­
tation of either Table I or II surely is not a logically complete test of 
correctness, it is, at least, a first-order indication that will catch many 
of the common types of programming errors. The drand48 subroutine 
is not a panacea, an "ultimate" generator for all purposes. There are 
numerous other algorithms for generating pseudo-random sequences, 
ana-each one has its advantages, disadvantages, advocates, and de­
tractors. The most sophisticated requirements will always have to be 
met by custom design of the generator and extensive statistical testing. 
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However, it is not at these most sophisticated users that drand48 is 
aimed. 

We live in an age when new computers are coming into existence 
very rapidly. The UNIX operating system and the C programming 
language are already running on the Western Electric 3B20 processor, 
and the 3B05 is not far behind. Other new processors have been or are 
being introduced by other manufacturers. As existing programs mi­
grate to these new machines, it would be desirable for the associated 
pseudo-random number generator to continue to produce the same 
output sequences. A subroutine written in a portable, high-level pro­
gramming language is one possible solution, and drand48 has proven 
itself amenable to such an approach. However, for applications in 
which speed is of paramount importance, subroutines Written in assem­
bly language are useful. (The implementation of drand48 in the 
"portable" dialect of C ran significantly slower7 than the assembly 
language versions described in this paper.) The drand48 subroutine 
has worked well on the PDP-II and VAX-II computers; the author 
hopes that the information provided in this paper will make it possible 
for new implementations of drand48 and its variants to be accurately 
coded for at least some of the new computers that will ultimately 
become popular in the future. 
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Using a Markov chain model for the motion of a particle through 
a V-node network, we consider the quantities nij, which are the 
average number of steps taken by the particle in traveling from an 
originating node, i, to a destination node, j. A figure-of-merit, N, for 
the entire network is introduced by averaging nij over i and j. We 
investigate which networks minimize or maximize N, either when no 
restriction is placed on the Markov chain, or when we restrict it so 
that it corresponds to random routing. By the latter we mean that at 
each node the particle "selects at random" lines from an undirected 
network graph. We show that for random routing, the complete graph 
has N = (V - 1) and is the minimizing graph. The maximizing graph 
is unknown, but we establish that the worst behavior of N increases 
at least with the cube of the number of vertices, but no worse than the 
3.5 power. Properties of the class of graphs known as barbells are 
useful here. The minimizing unrestricted chain corresponds to plac­
ing the nodes on a circle and proceeding unidirectionally from one 
node to the next. Here, N = V/2. 

I. INTRODUCTION AND RESULTS 

Our work is set against the background of the Markov chain model 
for the movement of a "particle" or "message" through a network of 
V nodes. Thus, suppose a particle originates at node i and is destined 
for node j ~ i. The particle wanders through the network toward its 
destination via a Markov chain, going to node n from node m with 
probability pmn. The quantity pmn is the (m, n) element of the transition 
matrix P of the Markov chain whose states correspond to the nodes of 
the network. Denote the average number of" steps required by the 
particle to reach its destination by nij, and assume that any node is 
accessible from any other (the Markov chain is irreducible). Then we 
introduce the figure-of-merit, N, for any such chain by averaging nij 

over the (V - 1) possible destinations and V origins of particles: 
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1 v v 
N == V(V _ 1) .L ~ nij. 

l=l J=l 

(1) 

i-Fi 

Our problem is: Which chains minimize or maximize N, either for a 
random-walk Markov chain or for an unrestricted chain? 

An unrestricted chain means that no restrictions are placed on the 
transition matrix P other than irreducibility and the requirement that 
Pii = ° for all i. The random-walk chain is a special case of interest and 
is defined as follows. Draw any connected undirected graph on the V 
nodes. If m and n are not joined by an edge of this graph set Pmn = 0, 
while if they are so joined set pmn = 1/lm, where 1m is the number of 
edges of the graph leaving node m. Thus, at any node, the particle 
chooses from the available lines "at random." This random walk on 
the graph has previously been used by Kleinrock in Ref. 1, where it is 
referred to as random routing. 

Our results are: 
(i) For random routing, the average number of steps N is mini­

mized when the graph of the network is the complete graph. For this 
case N = (V - 1). 

(ii) For the unrestricted chain, N is minimized when the nodes are 
placed consecutively on a circle and we proceed deterministically from 
1 to 2 to 3, etc. Here N = V/2. 

(iii) By choosing P12 = P21 = 1 - €, € ~ 0, N can be arbitrarily large 
for the unrestricted chain (when V> 2). 

(iv) We have not been able to determine the "worst" graph for 
random routing, but we can show for large V that O(V3

) ::::; Nworst ::::; 

O(V3
.
5

). The barbell graphs of Mitra-Weiss2 and Landau-Odlyzk03 are 
good candidates for bad graphs. 

II. THE MINIMAL WALK 

In this section, we demonstrate that the complete graph is the only 
graph which minimizes N for the random-walk problem. 

The fact that the symmetry of the complete graph requires nij = N 
for all i =I: j allows a simple demonstration of the fact N = (V - 1) for 
this case. If the particle originates at node i, we go directly to our 
destinationj with probability 1/(V - 1), requiring only one step, or we 
go to another node with probability (V - 2)/(V - 1) and then require 
an average of (1 + N) steps to reachj from i. Thus, 

1 V- 2 
N = V-I + V-I [1 + N]. (2) 

Solving (2) yields N = (V - 1). 
To show N > (V - 1) for other graphs is more involved. We first 
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give properties of those transition matrices that correspond to random 
routing, ending with (12) which gives the stationary probabilities for 
those chains. We then derive (24), which is an expression for the 
average of the fust passage times with which we are concerned. Finally, 
we obtain our result by giving a lower bound to (24). 

Standard results on Markov chains or positive matrices may be used 
without reference when needed. For the former, the reader may consult 
Ref. 4, while Ref. 6 is a useful source for matrices. 

In this paper, we denote transposition, complex conjugation, and 
hermitian conjugate by the symbols T, *, and t, respectively. 

For random routing, the transition matrix P is given by 

P=DA, (3) 

where A is the symmetric adjacency matrix of the graph and is defined 
by 

1 if i =;t: j and i and j are joined 
by an edge 
otherwise, 

and D is a diagonal matrix with diagonal elements 

dii = Illi, (4) 

li being the ith row sum of A and also, therefore, the number of edges 
of the graph incident on node i. The matrix P is stochastic, that is, it 
has nonnegative elements and the rows sum to one. Further, the 
assumed connectivity of the network graph implies that P is irreduci­
ble. The facts that P is stochastic and irreducible imply that the largest 
positive eigenvalue of P is unity and has multiplicity one. All other 
eigenvalues of P have modulus less than, or equal to, one. Set Al = 1 
and let A2, ••• , Av be the remaining eigenvalues of P. 

We now investigate the eigenvalue and eigenvector structure of P. 
The matrices P = DA and Q = D 1/2 AD 1/2 differ by a similarity 
transformation (P = Dl/2QD-1

/
2

) and so have the same eigenvalues. 
Since Q is real symmetric, the Ai are real. Further Q has a complete set 
of orthonormal eigenvectors </> (i) 

Q</>(i) = Ai</>(i) 

(5) 

If we denote the eigenvectors of P and P T, which correspond to Ai by 
U(i) and W(i), respectively, then we clearly have 

U(i) = a i D 1/ 2</>(i) 

W(i) = ai1D-1/ 2</>(i)* 

W(i)TU(j) = Oij. (6) 
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The (Xi in (6) are any convenient constants. In addition, we have the 
spectral representation 

v 
P = L AiU(i)W(i)T. 

i=l 

(7) 

Since the rows of P sum to unity, the eigenvector U(l) may be chosen 
to be 

(8) 

The eigenvector W(l), 

pTW(l) = W(l), (9) 

is then the stationary probability vector for the Markov chain 

(10) 

obeying the normalization of (6). 
Equation (9) is easy to solve when P corresponds to random routing. 

Define a vector Y by (Y)i = h so DY = U(l). Then, using (3), 

pTy = ADY = AU(l) = Y. (11) 

Thus, the stationary probability vector for the chain has components 

li 
Pi = 2L > 0, (12) 

where L equals the number of edges in the graph. Using (12) in (6), we 
find 

(13) 
We next derive the expression (24) for N that will be our point of 

departure. Let (;j(n) , n = 1,2, ... be the first passage probability from 
node i to node j at time n. Then, if pn is the nth power of the transition 
matrix P, we have (Feller, in Ref. 4, p. 352) 

(;Al) = Pi} (14) 
n-l 

{;j (n) = (pn)ij - L (pk)jj{;j (n - k), n 2: 2. 
k=l 
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In terms of the generating functions, defined for I s I < 1 by 

Fij(s) = L tJ(n)sn 
n=l 

Pij(S) = L (pn)ijSn, 
n=l 

(14) is equivalent to 

Pi} (S) 
Fij (S) = 1 + Pjj (S) , lsi < 1. 

(15) 

(16) 

(17) 

Since all eigenvalues Ai of P satisfy I Ai I :::; 1, (16) shows that (17) may 
be rewritten for i :r6 j as 

[1 - sP];:? 
Fij(s) = [1 - sP];]' 

i:r6j 
lsi < 1. 

(18) 

Denoting the ith component of U(/L) by U~/L), and similarly for W(/L), 

set 

U~/L) W(/:L) = b ~I!-) 
, J 'J (19) 

and note from (8) and (10) that 

b~y = Pj. (20) 

Then, using the spectral representation (7), (18) may be written 

v 1 ( ) 
pj + (1 - s) L b i) 

/L=2 1 - SA/L 
Fij (s) = v 1 (21) 

pj+ (1- s) L by;> 
/L=2 1 - SA/L 

In this form, Fij(s) may be analytically continued to a neighborhood of 
S = 1. Then, from (15) and a standard Abelian theorem we have 

00 dFij(s = 1) 
nij = L ntJ(n) = . 

n=l ds 
(22) 

Using (21) to (22), we obtain 

1 ~ 1 (/L) (/L) 
nil = - .LJ -1 "\ (b jj - bij ). 

pj /L=2 - I\/L 

(23) 

Finally, using the definition (1) and relations (6) and (19), we see that 
the average number of steps, N, required to reach a destination with 
random routing for V nodes may be written 

(24) 
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Again, Pi are the stationary probabilities of the Markov chain governed 
by transition matrix P = DA. The Ap., IL ;:::: 2, are the nonunity 
eigenvalues of P and Q = Dl/2ADI/2, the latter matrix having ortho­
normal eigenvectors <I>(p.). Also <I>(l), the eigenvector of Q associated with 
the eigenvalue Al = 1, is given by (13). 

We now lower bound the right member of (24). A few known facts 
about the quantities Ap., <I>(p.) , and Pi will be exploited, but their great 
interdependence (they are all determined by P) will be ignored. 

Set 

and rewrite (24) as 

N- 1 f ap' 
- V-I p.=2 1 - Ap.· 

We assert ap' > 0, since, by Cauchy's inequality, 

1 1 <l>Y) 12 1 ( 1<1>7)1
2
) () 1<1>7)1

2 
- L-·1 :S- L- L1 =L-· 
V i JP; V i Pi i i Pi 

However, equality can hold only if 

that is, if 

<I>(fL) 
_'_ex: 1 
JP;' 

<l>r) ex: JP; = <l>T· 

Since <I>(p.) is orthogonal to <1>(1) for IL ;:::: 2, this cannot happen.t 

(25) 

(26) 

(27) 

With the positivity of the ap' established, minimize (26) over the Ap. 
holding the ap' > ° fixed. During this minimization, we only impose 
two constraints on the A (p.). First, Ap. < 1, and second L ~=2 Ap. = -1. The 
fIrst has been amply discussed already while the second follows from 
the fact that the diagonal elements of the transition matrix P are zero 
and so 

v 
0= tr P = LAp.. (28) 

p.=1 

Since Al = 1, the second constraint follows. Introducing the second 
constraint via a Lagrange multiplier (call it -/3), we find that the 
unique stationary point of 

t Incidentally, if we write nij = LI' 7W / (1 - AI') it is not necessary that 'T~j) ::: O. 
However, 'T~j) + 'T<;t ::: O. 
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(29) 

satisfying the two constraints, occurs when 

(30) 

Therefore, applying (30) to (26) gives 

1 ( v )2 
N~ V(V-1) Jl~2 ~ (31) 

Next, use the fact that the arithmetic mean exceeds the geometric 
mean: 

N ~ V ~ 1 (V ~ 1 J2 ra;.)' 
~ V ~ 1 [( ~ ra;.)v~I = V ~ 1 C~i a.flo (32) 

Motivated by the definition of the aJl [see (25)], introduce the real 
symmetric matrix M having elements 

111 
Mij = - Oij - - --. (33) 

Pi V JpiPj 

Then, 

(34) 

Note that 

M</>(1) = L -Oij---- JiJ=O, v (1 1 1 ) 
j=1 Pi V JpiPj 

(35) 

while we have already shown 

</>tM</> > 0 if (</>, </>(1») = O. (36) 

Thus, M is positive semi-definite, having precisely one zero eigenvalue. 
Fix Pi > 0, i = 1, .. " V, and proceed to lower bound (32) by writing 

v v 
II aJl;::: min II 1J;(v)tM1J;(v) , (37) 
Jl=2 v=2 

the minimum in (37) being taken over all orthonormal sets of vectors 
1J;(v) which satisfy 
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(If;(Il), If;(v)) = 0llv 

(If;(Il), </>(1) = 0, /l, v= 2, ... , V. (38) 

An inequality of Ky Fan5 implies that under the conditions of (38) we 
have 

v 
min IT If;(v)tMlf;(v) = /l1/l2, ••• , /lV-I, (39) 

v=2 

where /li, i = 1, ... , V-I are the nonzero eigenvalues of the matrix M, 
which was defined in (33). Thus, 

V-I _I_ 

N::: -V [/l1/l2 ••• /lv_d V- 1. (40) 

If gi are the components of an eigenvector of M associated with 
eigenvalue /l, the equation 

V 

L Mijgj = /lgi 
j=1 

yields, when (33) is substituted for Mij, 

1 
gi=k-----. 

~Gi-~)' 
k being a normalization constant. Since for /l =tf 0 we must have 

V V 

0= L gi</>~I) = L gi~, 
i=1 i=1 

we obtain, using (42), 

V 1 
L =0. 
i=1 (1 ) --/l 

Pi 

(41) 

(42) 

(43) 

(44) 

Equation (44) determines the (V - 1) positive eigenvalues /li. Clearing 
fractions in (44) yields 

with 

1 V V (1 ) -LIT --/l =0 
D i=1 j=1 pj 

j",.i 

(45) 

(46) 

rT'I1.._ ..l ____ ! __ • ___ T\!_ IAr::\ _____ 1.._ ..l! _____ .1_.1 __ .1.1.. ___ .1.. ______ .1 ___ ._L! 
.1 U~ U~UUUl111i:1LUl- .lJ 111 \'i:iJJ lUi:1Y U~ Ul~(;cUU~U i:1UU LU~U LU~ !J1'UUU(;L Ul 

the nonzero eigenvalues of M is simply read off the remaining poly-
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nomial. Since the coefficient of JL V-I in the numerator polynomial in 
(45) is V(-I)V-\ 

1 V v 1 
JLl ••• JLV-l = - L II-· 

V i=l j=lPj 
I"",i 

(47) 

The product of positive numbers having a fixed sum is maximized 
when each number is the same, so we have 

or 

v [(I_ Pi)]V-l n prs V-I J=l 
j""'i 

1 v (V _ I)V-l 
JLl ••• JLV-l ::: - L --

V i=l 1 - Pi 
(48) 

Finally, the minimum of (48) subject to L]:l Pi = 1 occurs when Pi = 
1 
V' or, 

1 V (V-l)V-l JLl ••• JLV-l ::: - L -- = VV-l. 
V i=l 1 

I--
V 

(49) 

Combining (49) with (40) produces our desired result: 

V-I _I_ 
N ::: -V (VV-l) V-I = (V - 1). (50) 

It is easy to work backwards through the argument to see that the 
complete graph is the only one that can achieve N = (V - 1). Clearly, 
equality in the last step of the argument can only be attained if Pi = 

~. Substituting this into (24) and using the orthonormality of the 
V 
</>(p.) yields 

N_V-l~ 1 
- -V p.=21- Ap.' 

(51) 

which only equals the minimum when Ap. = - -V 1 ,JL = 2, ... , V. 
-1 

U sing this, and the fact that Al = 1 in (7) yields 

p = U(1)W(l)T __ 1_ ~ U(i)W(i)T 

V-I i=2 

= __ 1_ ~ U(i)W(i)T + ~ U(1)W(1)T. (52) 
V-I i=l V-I 
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The fIrst dyad sum in the right member of (52) is the identity matrix, 
while the last dyad in (52) is the matrix that has all elements equal to 
IIV. Thus, P is precisely the transition matrix associated with the 
complete graph. 

III. THE MINIMAL CHAIN 

N ow we turn to fInding the minimum value of N for the unrestricted 
chain. In the introduction we stated that for this we should place the 
nodes on a circle and go unidirectionally from one node to the next. 
Clearly, in this case, Lj nij does not depend on i, and, in fact, 

1 v 1 V 
N=-- L nlj=--[I + 2 + 3 + ... + (V-I)] =-. (53) 

V - I j =2 V-I 2 

We must now show that no other setup can do as well. For this end, 
expressions such as (23) are not useful since the All' V(Il) and W(Il) may 
be complex and it would be difficult to pick out even rew combinations, 
let alone positive ones that might be lower bounded. Rather, we retreat 
to an obvious generalization of the argument we used to derive (2). 
This generalization reads 

nij = pij + L Pik(I + nkj) , 
k 

k.,.,j 

or, since P is stochastic, 

nij - L Piknkj = 1, 
k 

k.,.,j 

i,j = 1, ... , V 
j~i 

i,j = 1,000, V. 
j~i 

Equation (55) is our new point of departure. 

(54) 

(55) 

Let NU), j = 1, 000, V, be the (V - 1) dimensional vector whose 
components are nij, with j fIxed and i ~ j. Also let P(j), j = 1, 0 0 0, V, 
be the (V - 1) X (V - 1) matrix obtained by crossing out the jth row 
and the jth column of P. The P(j) still have positive elements, but the 
irreducibility of P implies that not all rows of P(j) can sum to one, 
and so the largest eigenvalue of p(j) is strictly less than one. The 
equations represented by (55) may now be written 

[1 - P(j)]NU) = U, j = 1, .0. , V, (56) 

where u is the (V - 1) dimensional vector having all components 
unity. From (56), 

NU) = [1 - P(j)]-~ = [1 + P(j) + p2(j) + 000 ]u. (57) 

If P':.s(j) denotes the (r, s) eiement of the kth power of P(j), then (1) 
and (57) yield 
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1 V V-I <Xl 

N = V(V _ 1) j~1 r,t.1 k~O P~s(j), (58) 

where by p0(j) we mean the identity matrix for (V - 1) dimensions. 
Equation (58) succumbs to the application of the following: 
Lemma: Let P be any stochastic V X V matrix and let P(j), j = 

1, .•• , V be the (V - 1) X (V - 1) matrix obtained by crossing out the 
jth row andjth column of P. Then 

V V-I -k. { 0 for k ~ 0 
j~1 r,tl Prs{J) ~ V(V - k - 1) for 0:5 k:5 V - 2. (59) 

Proof: The positivity of the sum for all k is trivial since P(j) has 
nonnegative elements. If k = 0, pO(j) is the identity for all j, so the 
sum of all its elements if (V - 1), and we obtain V(V - 1) when we 
sum over j. Next consider k = 1 and make use of the stochastic nature 
of P, that is LS Prs = 1. 

L L Prs(j) = L L P rs = L L (1 - Prj) 
j r,s j r,-fj j r,-fj 

s,-fj 

= V(V - 1) - L L Prj + L Prr ~ V(V - 2). 
j r r 

Now proceed by induction assuming that the lemma is true for k and 
show it true for (k + 1) 

= L L Pnln2Pn2n3··· Pnknk+l 
j nl,-fj 

nk+l,-fj 

- L L Pn1n2 ·•• Pnk+lj 
j nl,-fj 

~ V(V - k - 1) - L L Pn1n2 · .• Pnk+l,j. (60) 
j nl,n2'" 

The inequality follows from the induction assumption (true for k) and 
is further strengthened by extending the range of summation on the 
negative term. In the negative term, the sums over j, nk+l, ... , n2 yield 
unity, and, finally, the sum over nl gives V. The conclusions of the 
lemma follow. 

Now apply the lemma to (59). 
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1 V-2 [ ] 

N ~ V(V _ 1) k~O ~ ~ P~s(j) 
1 ~2 V 

~ V(V - 1) k~O V(V - k - 1) = 2' (61) 

as desired. 
The condition for equality in (61) obviously requires that 

L L P n1n2 ••• P nkj = L L Pnl~ 
j nl'f'i j nl'··· ,nk 

nk~j 

k = 1, ... , V - 1. (62) 

Since all terms on the right member of (62) are nonegative, any term 
present there but not appearing on the left must be zero. In particular, 
we must have for any j 

Pjj= 0 

L P jn2 • • • P nrj = 0 
n2·· .nk 

if k = 1 

k = 2, ... , V-I. 

(63) 

(64) 

These equations state that it is impossible to return to any initial state 
j in less than V steps. This, plus irreducibility, implies the unidirec­
tional movement or a circle. 

The reason why the lemma is exact in this case is that each P(j) is, 
then-except for a reordering of nodes-a canonical Jordan block with 
all zeros in the matrix except for (V - 2) ones on the appropriate off­
diagonal. 

IV. THE WORST WALK 

We have been unable to describe the worst setup for random routing. 
For V = 3, 4, and 5, numerical work shows that arranging the vertices 
on a straight line gives the worst cases. In fact, for V nodes on a 
straight line it is possible to show that 

V 2 -1 
N = 3 ' (65) 

which is significantly worse than (V - 1), the best attainable with 
random routing. However, for large V one can do worse than (65). Our 
result for this situation is 

(66) 

In (66) Nworst denotes the largest value of N obtained from any of the 
connected network graphs on the V vertices. 

For the lower bound, assume V = 6m - 1 and consider the bar-
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• • • 

Fig. I-An ll-node barbell. 

bell graphs described by Landau-Odlyzko.3 This class of graphs has 
(2m - 1) nodes connected in a straight line with complete graphs of 
2m nodes attached to each end of the line by a single edge of the graph. 
If m = 1, this only describes a straight line, but for m = 2 or greater, 
the barbell nature is evident. The case for V = 11 is shown in Fig. l. 

In Ref. 3 the authors show that for such graphs A2, the second largest 
eigenvalue of P = DA, satisfies 

y 
A2 2: 1 - V 3 (67) 

with y = 54 + 0 (~). Then from (26). (67). and (34). 

N 2: _1_~ 2: O(V2)cf>(2)tMcf>(2) 
V-II - A2 

2: O(V2)/LV-l, (68) 

/LV-l being the smallest nonzero eigenvalue of M. Equation (44) shows 

1 
/LV-I> --. (69) 

max Pi 

Since the nodes of the complete graphs in the barbell each have O( V) 
incident edges and there are O(V2) edges in the barbell, (12) implies 

that maxPi = 0 (~). Equations (68) and (69) then give 

N 2: O(V2)O(V) = O(V3
). (70) 

Although we will not give the details here, it is possible to show that, 
in fact, N = O( V 3

) for barbell graphs. 
Our upper bound will be based on (57), but first we need the result 

that the largest eigenvalue of P(j) satisifes 

>"l(j) '" A.[P(j)] '" 1- 0 (~). (71) 

Just as the matrix PU) was defined in Section III, now introduce 
matrices D(j) and A(j) by eliminating the jth row and column of D 
and A, respectively. Then, 

P(j) = D(j)A(j). (72) 
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Also set 

(73) 

so that Q(j) is symmetric and has the same eigenvalues as P(j). In 
fact, we have 

(74) 

Note that in (74) we have returned to the V X V adjacency matrix A 
by introducing the constraint Xj = o. If S is the set of those (ordered) 
pairs of indices which corresponds to vertices connected by an edge of 
the graph, we have t 

~ _1~ 2 2 2 
L.J XmXn - -2 L.J [Xm + Xn - (Xm - Xn) ] 

(m,n)ES S 

~ 2 1 ~ 2 = L.J lmXm - -2 L.J (Xm - Xn) • 
m S 

Using (75) in (74) we easily obtain 

Al(j) = 1 - ~ min L (Xm - Xn)2. 
Xj=;'o S 

LliXi=l 

Let Xk be the component of x having the largest square. Then 

1 = L liXr =::; (V - l)lmaxxt 

or 

2 1 
Xk=== lmax(V-1)' 

(75) 

(76) 

(77) 

(78) 

where lmax (or lmin) is the maximum (or minimum) of the h i = 
1, ... , V. 

Now, from the connectivity of the graph, vertex j is attached to 
another vertex t. So, using (76), 

Al(j) =::; 1 - xL 
since Xj = o. If t = k, (78) and (79) yield 

Al(j) =::; 1 - (V - ~)lmax 

(79) 

(t = k). (80) 

If t ¥: k, there exists a chain of r distinct edges joing vertices t and k. 

t The remainder of this demonstration is entirely inspired by Ref. 3. 
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Clearly, r:::; d, where d is the diameter of the graph. Then, using the 
basic trick of Ref. 3, 

Xk - Xt = (Xk - Xk) + (Xk1 - Xk
2

) + ... + (Xkr_ 1 - Xt) (81) 

and so, by Cauchy's inequality, 

2 r 2 d 2 
(Xk - Xt) :::; - L (Xm - Xn) :::; - L (Xm - Xn) • (82) 

2 s 2 s 

Equations (76) and (82) thus yield 

(83) 

Combine (79) and (83) by averaging and then minimize over the 
numerical value of Xt to obtain, with (78), for t # k, 

. 1 [2 (Xk - Xt)2] 1 
A1{J) :::; 1 - 2 Xt + d :::; 1 - 2(1 + d)(V _ l)lmax· (84) 

Both cases (80) and (84) are included in 

A1(j) :::; 1 - 2(1 + d)(~ _ l)lmax :::; 1 - 2~3' (85) 

since d:::; (V - 1) and lmax:::; (V - 1). 
To complete the upper bound on N, start with (58) and write 

(suppressing the j-dependence of the matrices in the notation) 

_ 1 v t _ - . -1 

N - V( V-I) j~l u [/ P{J )] u 

:::; lIul1
2 

LII[/-P(j)]-lll 
V(V - 1) j 

= 2. L 11151/2[/ - Qr1151
/

2 11 
V j 

:::;2. L 11151/2 111115-1
/

2 1111[/ - Qr11l 
V j 

'" ~l.n" ~ f. 1 - lmin V j=l 1 - Al(j)· (86) 

From lmin::= 1, lmax:::; (V - 1), (85) and (86) we thus have 

N:::; 2V3 .jV - 1, (87) 

as desired. 
Is it possible that the complete graph is optimal for random routing 

because adding any edge to a graph decreases N? No. Many edges 
must be added to the straight-line graph to form the barbell, but the 
former has N = O(V2) while for the latter, N = O(V3

). 
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An important function of the Bell Laboratories Quality Assurance 
Center and the Western Electric Quality Assurance Directorate is to 
audit the quality of the products manufactured and the services 
provided by the Western Electric Company to determine if the in­
tended quality standards are met. Until the sixth period of 1980, the 
t-rate system was used to make inference on the product quality. 
Starting the seventh period of 1980, the Quality Measurement Plan 
(QMP) has been implemented. The QMP is based on an empirical Bayes 
model of the audit-sampling process using the current and the pre­
ceding five periods of data. Because it ignores the time order of the 
data, it is slow in responding to drifts in the process mean. The . 
Quality Evaluation Plan (QEP) has been designed to take into account 
the time order of the data and to be more sensitive to drifts in the 
process mean. In this paper we present the Quality Evaluation Plan, 
which uses the entire time series of data on a given product to 
determine if that product meets the quality standard. The time series 
is modeled by a stochastic process, which allows for the possibility 
that the process mean may drift or fluctuate around a fixed value. An 
adaptive Kalman filtering theory is developed for filtering out the 
sampling variance and obtaining the best estimate of the true defect 
index and its confidence interval. Thus, in QEP the best estimate of 
the true defect index is obtained by a combination of adaptive 
exponential smoothing and shrinkage to the mean. The QEP compu­
tations are recursive, and the total computing efforts of QEP and QMP 

are roughly equal. The paper contains several examples to illustrate 
the QEP. 

I. INTRODUCTION 

An important function of the Bell Laboratories Quality Assurance 
Center and the Western Electric Quality Assurance Directorate is to 
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audit the quality of the products manufactured, and the services 
provided by the Western Electric Company to determine if the in­
tended quality standards are met. This is achieved by dividing the 
products and services into some 3000 homogeneous classes. A small 
sample is taken from each class during each period (there are eight 
rating periods in a year). Based on this data, an inference is made in 
each period regarding the compliance of each class to the quality 
standard. 

Until the sixth period of 1980, the t-rate system, evolved from the 
work of Dodge and others,! was used to rate the product quality. 
Starting with the seventh period of 1980, the Quality Measurement 
Plan (QMP) was implemented. The QMP, developed by A. B. Hoadley,2 
is based on an empirical Bayes model of the audit-sampling process. It 
uses the current and the preceding five periods of data. It represents 
a considerable improvement in the statistical power for detecting 
substandard quality as compared with the old rules based on the t­
rate. However, QMP ignores the time order of the observations, so it is 
less sensitive to drifts in the process mean. The Quality Evaluation 
Plan (QEP) has been designed to take into account the time order of 
the data and to be more sensitive to drifts in the process mean. 

The object of this paper is to present the Quality Evaluation Plan, 
which uses the entire time series of data on a given class to determine 
if that class meets the quality standard. The time series is modeled by 
a stochastic process, which allows for the possibility of the process 
mean to (i) drift or (ii) fluctuate around a fixed value. An adaptive 
Kalman filtering theory is developed for filtering out the sampling 
variance and obtaining the best estimate of the true defect index and 
its confidence interval. Some of the salient features of QEP are: (i) the 
best estimate of the defect index is obtained by an adaptive exponential 
smoothing process, making QEP more responsive to shifts and drifts in 
the process mean; (ii) the QMP model is a special case of the general 
model proposed here; and (iii) the computational method is recursive. 

This paper is divided into nine sections. We describe the model in 
Section II. Section III gives the Kalman filter solution of the model. 
Adaptive estimates of the model parameters are developed in Section 
IV, and in Section V we modify the Kalman filter solution of Section 
III to reflect the fact that the model parameters are estimated. The 
solution thus obtained is the adaptive Kalman filter. The construction 
of the box chart for displaying the results, and the rules for the 
exception report are spelled out in Section VI. The selection of the 
starting values for the estimation of the model parameters and the 
adaptive Kalman filter solution is discussed in Section VII. The 
algorithm has been tried on a number of rating classes and also on 
simulated data. We present representative examples in Section VIII. 
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Some numerical comparison between QEP and QMP is also presented in 
that section. Finally, in Section IX, we discuss the features of the QEP 

and other potential applications of the adaptive Kalman filtering 
methodology developed in this paper. A summary of the QEP formulae 
is given in Appendix C. 

Parts of the derivation of QEP are heuristic. The heuristic has a 
sound theoretical foundation under two assumptions: (i) the audit 
sample size for a rating class does not vary in time by orders of 
magnitude, and (ii) the maximum likelihood estimates of the time 
series parameters fall within their feasible region. These assumptions 
are satisfied in about 95 percent of the audit -examples. QEP appears to 
work for the other 5 percent as well, but this has not been fully tested. 

II. DESCRIPTION OF THE MODEL 

Let Ot denote the true defect index in period t for the particular 
rating class under study. Thus, 

(
Total number of defects present in ) 

the production of period t 
~= . 

(
Total number of defects allowed in ) 

that production under the quality standard 

In deriving the present QMP, Bruce Hoadley2 assumed that over a time 
window of six periods the successive values of Ot are independently and 
identically distributed around a fixed mean, called the long-term 
process mean. Consequently, the time order of the past observations 
is ignored in estimating the current defect index. Hence, QMP responds 
to a drift in the defect index only through having the moving window, 
which means a slow response. In our model we will overcome this 
deficiency by explicitly allowing for drift and serial correlation. 

The mathematical analysis of serially correlated data is greatly 
simplified when the random variables involved are normally distrib­
uted. The audit problem can be put in this framework by the square 
root transformation described in the following paragraph. 

For the chosen sample, let et be the expected number of defects 
under standard quality, Xt be the observed number of defects, and 
It = xt/et be the observed defect index; then Xt has a Poisson distribu­
tion with mean etOt. It is well known that the distribution of ~ can be 
approximated by the Gaussian density with mean J"i;Ot and variance 
Vi. Let Y t = JL. The distribution of Y t is approximately normal with 
mean J1h and variance O.25/et. We shall denote J1h by rt and refer to 
it as the transformed true defect index, or simply as the true defect 
index. 
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When the observations are defined in terms of demerits or defectives 
we will take Xt and et equal to the observed and the expected equivalent 
defects, respectively, as defined by Hoadley.3 In this case the distri­
bution of Xt is approximately Poisson with mean Otet, so we can still 
use the square root transform defined in the previous paragraph. 

Autoregressive-integrated-moving average models with appropriate 
trend terms may be used to characterize a wide range of serial corre­
lations and trends. However, since the available data on each product 
is limited, it is essential that we keep the structure simple, involving 
only a few parameters. Thus, we propose the following model for the 
variation of ~t: 

(1) 

where mt is the trend term (including the mean) and VIt is the deviation 
from the trend. The successive values of VIt will be assumed to be 
independently distributed with zero mean and variance art. 

Since the exact nature of the drift is not known to begin with, we 
shall assume that mt is a random walk. We found in control engineering 
literature4 that the random walk model serves well in tracking a variety 
of trends in unknown parameters, and therefore we chose to use it in 
the present problem. Thus, 

mt = mt-l + V2t, (2) 

where V2t is a sequence of independently distributed random variables 
with mean zero and variance U~t. Further, the sequence V2t will be 
assumed to be independent of the sequence VIt. 

Equations (1) and (2) thus characterize the variation of the defect 
index-the component mt describes the low-frequency (smooth) 
changes, while VIt describes the high-frequency changes in ~t. If we 
take U~t = 0 and urt = ur = constant, then these equations imply that 
the ~t's and hence Ot's are independently and identically distributed. 
Thus, the QMP model is a special case of the general model of this 
paper. 

The transformed observed defect index, Y t , is the transformed true 
defect index plus the sampling error, YJt. Thus, 

Y t = ~t + YJt. (3) 

As discussed earlier, the expected value of Y t is ~t and the variance of 
Y t is O.25/et, so YJt has zero mean and its variance is equal to O.25/et. 

We assume that the successive random variables YJt are independent. 
Also, since the origins of YJt, VIt and V2t are unrelated, we assume that 
these three series are mutually uncrosscorrelated. Further, the distri­
butions of VIt, V2t, and YJt are assumed to be normal. The justification 
for this assumption comes from the fact that Y/s are approximately 
normally distributed. 
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The problem at hand is to make an inference on On given data up to 
and including the nth time period. In particular, we wish to determine 
the posterior probability of the event that On exceeds one. 

III. KALMAN FILTER SOLUTION 

In the Kalman filter terminology, Sn and mn are the unobserved state 
variables about which we wish to make inference using the observa­
tions Y1 , ••• , Yn • Let us, for now, assume that the model parameters 
aIt, a~t, and a~t are known for t = 1, ... n and that the means and the 
variances of So and mo are known. Then the Kalman filter provides 
recursive formulae for estimating the posterior means and variances of 
Sn and m n. The derivation of the general Kalman filter may be found 
in a number of books (e.g., see Jazwinsky5 or Gelb4

). A simple deriva­
tion for the special case of the audit model is given in Appendix A. 
The desired recursive formulae are given below. 

Conditional on the data up to time t, the distribution of mt is normal 
with mean mt and variance qt, 

i.e., mtl t -- N(mt, qt), 

where mt = W2tmt-l + (1 - W2t) Y t 

qt = (1 - w2t)(ait + a~t) 

aIt + a~t 
W2t= 2 2 2 • 

all + a7Jt + a2t + qt-l 

(4) 

(5) 

(6) 

Likewise, conditional on the data up to time t, the distribution of St 
is normal with mean ft and variance Pt, 

i.e., St -- N(ft, Pt), 

where ft = W2tWltmt-l + (1 - W2tWlt) Y t 

Pt = (1 - W2tWlt)a~t 

a~t 

(7) 

(8) 

(9) 

To use these recursive equations the starting values mo and qo must 
be specified. The choice of these values is discussed in Section VII. 
For now, we note that as t ~ 00, the effect of the starting values 
reduces to zero. 

Notice that eq. (4) is an adaptive, exponential smoothing equation. 
The smoothing constant, W2t, is a function of time and is determined 
by the relative values of the different variances as given by eq. (6). 
Observe that V(Yrj mt) = aIt + a~t so that aIt + a~t measures the 
uncertainty in using Y t for estimating mt; also, a~t = V(md mt-l) and 
qt-l = V(mt-II t - 1). Thus, a~t + qt-l is a measure of uncertainty in 
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using mt-l for estimating mt. It is clear from eqs. (4) and (6) that the 
weights given to Y t and mt-l are inversely proportional to their respec­
tive uncertainties in estimating mt. 

Equations (7) and (9) are the analogous equations for computing 
the posterior mean of ~t. Note that V(Yt I ~t) = a~t is the uncertainty 
in using Y t to estimate ~t. Further, V(~tl mt-l) = aIt + a~t and 
V(mt-ll t - 1) = qt-l so that aIt + a~t + qt-l is the uncertainty in using 
mt-l to estimate ~t. The weights on Y t and mt-l are thus seen to be 
inversely proportional to the respective uncertainties. 

From eq. (8) we note that the posterior variance of ~t conditional on 
data up to time t is smaller than a~t by the factor (1 - W2tWIt). Thus, 
the factor (1 - W2tWIt) represents the advantage of fIltering in estimat­
ing ~t. Similarly, from eq. (5) we see that the factor (1 - W2t) is the 
benefIt of fIltering in estimating mt. 

To compare the QMP model given in Ref. 2 with the QEP model we 
shall rewrite eqs. (7) and (9) as follows: 

ft = wItmt + (1 - WIt) Y t 

a~t 
WIt = 2 2 

artt + aIt 

Analogous to the QMP, eq. (7) expresses tt as a weighted sum of mt, the 
estimated current mean level, and Y t , the current observation. The 
weight WIt is analogous to the shrinkage constant given in Ref. 2, and 
we will also call it a shrinkage constant. 

The discussion of this section was based on the assumption that aIt, 
a~t, and a~t are known quantities. However, in the audit problem aIt 
and a~t are not known and must be estimated from the observed data. 
In the following section we will derive the estimates of aIt and a~t, and 
in Section V we will modify eqs. (4) through (9) to accommodate the 
fact that aIt and a~t are estimated. 

IV. ESTIMATION OF THE MODEL PARAMETERS 

Consider the case where aIt = aI = constant, a~t = a~ = constant, 
and a~t = a~ = constant. 

Let us defIne Zt = Y t - Y t- l . Under the assumed model E (Zt) = ° 
and the autocovariances of Zt are given by 

and 

E (Z¥) = 2aI + a~ + 2a~, 

E (ZtZt-l) = -ai - a~, 

E (ZtZt-Z) = 0, l~ 2. 
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Thus, Zt is a first-order moving average [MA(I)] process of zero mean, 
i.e., Zt can be represented as 

(13) 

where at is a white noise series of variance a2
• The parameters [3 and 

a2 are related to ai, a~, and a~ through the auto covariance function; 
i.e., 

(14) 

and 

E (ZtZt-l) = f3a 2 = -ai - a~. (15) 

Solving eqs. (14) and (15) we have 

a1 = -[3a2 
- a~ (16) 

and 

(17) 

The nonnegativity of ai and the invertibility of the model given by eq. 
(13) impose the following restriction on f3: -1 < f3 :5 -a~/ a2

• Thus, the 
feasible region for [3 and a2 is the one enclosed by the lines: f3 = -1, 
f3a 2 = -a~, and a2 = 00. The region is shown in Fig. 1. 

The parameters [3 and a2 can be estimated using a suitable time­
series method. Once f3 and a2 are known, eqs. (16) and (17) may be 
used to estimate ai and a~. 

Contrary to the assumption made at the beginning of this section, 
ail, a~t, and a~t may in fact vary from period to period. Through eqs. 
(14) and (15) this implies that [3 and a2 may vary with time. In other 
words, Zt is like a MA (1) process with changing parameters. Therefore, 

{3 

o 0.1 0.2 0.3 0.4 
Or--------.--------.--------.--------,--------,,-. 

0.5 

a} = 0, (1~ + {3(12 = 

Fig. I-Feasible region for f1 and (12. 
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we need an adaptive, recursive estimation method for estimating /3 and 
cl, rather than the usual time series estimation methods. The recursive 
method of Phadke6 will therefore be used here. The method discounts 
the past data exponentially and thus can respond to changes in the 
model parameters. The necessary recursion formulae are given below. 
Appendix B gives the derivation of these formulae. 

where 

'" -I {3t = {30 - R t Vt 

8; = St(/3t) / At, 

(
dat )2 

R t = ARt- 1 + 2 d{3 

at = Zt - {3oat-1 

dat dat-I 
- = -at-I - /30--
d/3 d{3 

St(/3o) = ASt-I(/3o) + a; 

'" '" '" 2 St({3t) = St({3o) + ({3t - {3o)Vt + %({3t - {30} R t 

At = M t- I + 1. 

(18) 

(19) 

(20) 

(21) 

(22) 

(23) 

(24) 

(25) 

(26) 

The choice of the starting values for these recursions will be studied 
in Section VII. The parameter A, 0 < A :s 1, determines how fast the 
old data is discounted in estimating the model parameters. A = 1 
implies that the entire past data is used. The smaller the A the faster 
the past data is discounted. 

The estimates a; and Pt are uncorrelated and have the following 
approximate variances: 

V(/3t) ~ 287/Rt 

V(8;) ~ 28t/At. 

(27) 

(28) 

The estimated values of (J2 and {3 may be substituted in eqs. 
(16) and (17) to compute (JIt and (J~t. When ~ varies with time, we 
should use the exponentially smoothed value, (J~,t , as defined below: 

(29) 

in place of (J~ in eq. (16). Thus, 
"'2 /3'" "'2 -2-(Jll = - t(J t - (JT/,t, 
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and 

"2 ( a )2 "2 a2t = 1 + fJt at· 

In the rare case of extreme variations (order of magnitude variations) 
in a~t, eq. (29) has not been fully tested, so we urge caution for such 
cases. 

It is possible that eqs. (18) and (19) would yield infeasible values of 
Pt and a7. In that case we propose the following truncation rules, which 
take us close to the maximum point on the feasible boundary. 

Step 1: Truncate Pt to the region [-1, 0]. Denote the truncated 
value by {3 t, where 

{

po - vt/Rt if -1:S po - vt/Rt:S 0 
{3t = 0 if po - vt/Rt > 0 

-1 if po - vt/Rt <-1 

Step 2: Compute at 2 and a~t: 

at2 = St(pn/At = {St({3o) + ({3t - {3o)Vt + %(Pt - Po)2RrJ/At 

a~t = (1 + pn 2 at 2
• 

Step 3: If Pt and at2 belong to the feasible region, i.e., if (-ptat2 
2) 0 th p" n * A 2 *2 d "2 pA "2 -2-- a7jt::: en t = fJt, at = at ,an aIt = - tat - a7j,t. 
Step 4: If f}L and at2 do not belong to the feasible region, i.e., 

if (-ptat 2 - a~,t) < 0, then set ait = O. Compute Pt and a; by solving 
the following two equations: 

"2 p" "2 2 a It = - tat - a tjt = 0, 

and 

"2 ( a )2 "2 a2t = 1 + fJt at. 

The resulting Pt and aF are given by 

and 
"2 -2-/" at = - a7j,t Pt. 

Note that when these truncations are applied there will be a larger 
degree of approximation involved in using eqs. (27) and (28) for 
computing the variances of Pt and a;. However, these variances enter 
only into the secondary terms of the adaptive Kalman fIlter to be 
derived in the next section. Consequently, we may ignore the effect of 
truncation. 
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V. ADAPTIVE KALMAN FILTER 

In deriving the Kalman filter solution of Section III, it was assumed 
that art and a~t are known quantities. Since in the audit problem these 
parameters are estimated using the observed data, we need to make 
due modifications to the Kalman filter solution. We will refer to the 
resulting formulae as the adaptive Kalman filter. 

Consider the distribution of mt conditional on data up to time t: 

mt = E(mtlt) = EE(mtlt, ait, a~t) = E(W2tmt-1 + (1- W2t)Yt ); 

hence, 

where 

(30) 

(31) 

The distribution of W2t conditional on data up to time t is very 
complicated. So the expected value of W2t cannot be simply computed. 
Therefore, in eq. (30) we have approximated E(W2t!t) by W2t, the 
maximum posterior density point. This approximation would be very 
good when Pt and a7 lie inside the feasible region. However, if Pt and 
&F lie on the boundary of the feasible region, W2t will be a less accurate 
approximation of E(w2t1 t). The extent of the inaccuracy will depend 
on the values of R t and At. For large R t and At the likelihood of Pt and 
a7 will drop very rapidly as one goes away from the feasible boundary 
nearest to the maximum likelihood point. Thus, the inaccuracy would 
be smaller for larger values of Rt and At. 

Now consider the variance of mt given data up to time t: 

hence, 

qt = V(mtlt) = EV(mrlt, ait, a~t) + VE(mrlt, ait, a~t) 

= E[(1 - w2t)(ait + a~t)] + V[W2tmt-1 + (1 - W2t)Yt]; 

qt ~ (1 - w2t)(8it + a~t) + (Yt - mt-I)2V(W2t). (32) 

The effect of Pt and a7 lying on the feasible boundary will be to 
introduce an inaccuracy in the term (1 - W2t)(8rt + a~r) of eq. (32), as 
discussed above. Knowing the variance of Pt and at the variance of 
W2t can be derived via the Taylor series approximation as follows. We 
have 
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'" Wu + (~;'/) (PI - Pr) + (~:1') (J; - aD. 

Hence, to the first-order approximation the variance of W2t is 

V(W2t) ~ (OW2t) 2 V(/3t) + (OW2t) 2 v(a;) 
op oa2 

= {2a~[1 + W2t(1 + 2/3t)]2/Rt 

+ 2at[/3t + (1 + /3t + /3;)w2tY/Ae) 

+ (aIt + a~t + a~t + qt_1)2. (33) 

Note that the smoothing constant W2t is restricted to the interval 
[0, 1]. The most noninformative distribution on this interval is the 
uniform distribution whose variance is lf12. The W2t computed by eq. 
(31) clearly adheres to the interval [0, 1]. However, because of the 
approximations involved, the computed V(W2t) may come out larger 
than lf12. In that case we propose to truncate it to %2. 

When Pt and ait lie on the boundary of their feasible region, the use 
of the Taylor series approximation would yield inaccurate estimates of 
V(W2t). Since the contribution of this variance is secondary in comput­
ing V(mtl t), we may ignore the effect of truncation. 

We can proceed in an analogous way to compute E (~tI t) = ~t and 
V(~d t) = Pt to yield: 

where 

and 

where 

" a~t 
Wlt = 2 "2 

a't/t + alt 

V(W2tWlt) ~ [2a~(1 + 2Pt)2WItW~t/ R t 

+ 2at (1 + Pt + p;) WItw~t/ At] 

+ (ait + a~t + a~t + qt_1)2. 

(34) 

(35) 

(37) 

For the reasons discussed in the case of V(W2t), if eq. (37) yields a 
value of V(W2tWlt) > 1/12, then we will truncate it to lf12. 

The effects of j3t and &7 lying on the feasible boundary are similar to 
those explained in connection with mt and qt. 

VI. BOX CHART AND THE EXCEPTION REPORT 

In Ref. 2 Bruce Hoadley has proposed a format for displaying the 
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conditional distribution of Ot given data up to time t. He has also 
proposed exception rules in terms of this distribution. We shall use the 
same reporting format and the exception rules. 

The conditional distribution of Ot will be summarized by a box chart 
that shows the 99, 95, 5, and 1 percentiles of the distribution, the best 
estimate of Ot, denoted by Ot, the mean level, Mt, and the current 
defect index It. By applying the inverse square root transformation, 
we have 

Mt = m7 and Ot = KL 
The quantiles of Ot are once again obtained by squaring the quantiles 
of ~t. Since ~t is restricted to be positive, and we have approximated its 
density by the normal distribution, we may have to truncate some of 
the extreme quantiles to zero. If we take this fact into account, the 
desired quantiles of Ot are: 

Ql = 99% quantile = [max(Kt - 2· 326J"/h, 0)]2 

Q2 = 95% quantile = [max(Kt - 1· 645 J"/h, 0)]2 
... 12 

Q3 = 5% quantile = (~t + 1· 645 v Pt) 
... 12 

Q4 = 1% quantile = (~t + 2·326 v Pt) . 

A sample box chart is shown in Fig. 2. 
The exception rules are: 
(i) Below Normal: A rating class will be declared below normal if 

the posterior probability of Ot being larger than one exceeds 0.99. 
(ii) Alert: An alert will be declared for a rating class if the posterior 

probability of Ot being greater than one exceeds 0.95 but it is less than 
or equal to 0.99. 

x 
w 
o 
z 

2 

/'\ 

-8 

1% QUANTILE 

5% QUANTILE 

QUALITY STANDARD 
t 1~~--+-------------------------------­
w 
u. 
w 
o 

95% QUANTI LE 

99% QUANTI LE 

o~1 ____________________________________ __ 

Fig. 2-Sample box chart of the conditional distribution of Ot. 
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So in terms of the quantiles derived above, we will declare below 
normal if QI > 1 and alert if QI :::::; 1 but Q2 > 1. 

VII. CHOICE OF STARTING VALUES 

The Kalman filter solution described in Section III and the estima­
tion of model parameters described in Section IV are both recursive 
procedures that must be appropriately initialized. Note that since each 
of these procedures discounts the past data, the effect of initialization 
diminishes to zero as more data is accumulated on any rating class. So 
any biases introduced by the initialization process are transient and 
temporary. The best way to choose the initial values is by analyzing 
the historical data on all rating classes. Pending such an analysis, we 
shall tentatively choose the initial parameter values, as follows. 

We will take ,no = 1.0 and go = 0.134. This amounts to choosing a 
very diffused prior distribution on the mean level. On the square-root 
defect-index scale the lower and the upper one percentiles of this 
distribution are 0.149 and 1.851, respectively; while on the defect-index 
scale the lower and the upper one percentiles are 0.022 and 3.428, 
respectively. The mean and the median of this distribution are equal 
to one on either scale. Consistent with this we will choose Yo = 1.0. 

The parameter a~.o should be taken equal to the variance of the 
transformed defect index associated with the planned equivalent ex­
pectancy for a period's sample for the particular rating class. In the 
present analysis we will take eo = el and a~.o = a~.o = 0.25/eo. 

The parameter A determines how many periods of data are effec­
tively used in estimating the time series parameters {3t and a7 and, 
hence, the parameters ait and a~t. We will take A = 0.95, which implies 
that effectively 1/(1 - A) = 20 periods of data are used in estimating 
the model parameters. 

We also need to specify the values of {30, ao, dao/d{3, 80({30), eo, R o, 
and Ao. All these variables enter into the recursive maximum likelihood 
estimation of {3 and a2

• We shall take {30 = -0.6, which is an approximate 
midpoint of the feasible range of {3. The quantities ao and dao/ d{3 will 
be taken equal to their respective expected values, namely, zero in 
each case; and Ao will be set equal to its steady-state value, namely, 
1/(1 - A). We will take Po = 0, 80({30) = 0.625/[eo(1 - A)], and Ro = 
20.0/eo. 

The above starting values imply that at t = 0 the mean and the 
variance of {3 are respectively -0.6 and 0.063. The variance of the 
uniform distribution on the (-1, 0) interval is V12 = 0.083. Since the 
feasible interval for {3 is smaller than (-1, 0), the variance of 0.063 
represents a fairly diffused initialization. 

Also, the above starting values imply that the mean and the variance 
of a2 at t = 0 are 2.5 a~() and 0.625(a~0)2. Therefore, by the gamma 
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density assumption, the 95-percent confidence interval on a 2 is (1.2 a~o, 
4.28 a~), which is a very wide interval. 

The values of ai and a~ implied by the above starting values are 
0.5 a~o and 0.4 a~o, respectively. 

VIII. ILLUSTRATIVE EXAMPLES 

To illustrate the properties of the quality evaluation plan we shall 
now present six examples. The first three examples are the simulated 
examples, while the latter three use real audit data. 

Example 1: Figure 3a shows the response of QEP to a sudden shift 
in the quality level. For the first ten periods the observed defect index 
fluctuates randomly around the fixed level 3.0. From the eleventh to 
the twentieth period the observed defect index is fixed at 1.0. In each 
period the expectancy at standard is 5.0. Notice that starting with the 
eleventh period the estimated mean level rapidly approaches the new 
mean level. Also, starting with the eleventh observation the product 
gets off the exception report. Figure 3b shows the corresponding results 
for QMP. It is clear that in terms of both Mt and Ot the response of QEP 

is quicker than the response of QMP. 

Example 2: Figure 4a displays the response of QEP to a linear trend 
in the quality level. As in the case of Example 1, for the first ten 
periods the observed defect index randomly fluctuates around the fixed 
level 3.0. From the eleventh to the twentieth period the observed 
defect index has a linear downtrend, as plotted. In all twenty periods 
the expectancy at standard is 5.0. Notice that both Mt and Ot follow 
the trend with a small lag. Also note that the QEP algorithm recognizes 
that the process has a drift rather than random fluctuation. Conse­
quently, Mt and Ot are very close while following the drift. Figure 4b 
shows the results of QMP for the same data. Here again, Mt and Ot 
follow the trend, but the lag is much larger. This is manifested in the 
fact that QEP gets the product off below normal in the seventeenth 
period while with QMP that happens a period later. 

Example 3: This example illustrates that QEP and QMP have similar 
behaviors when the defect index fluctuates about a fixed value for a 
long period of time. Figure 5a shows the results of QEP when the defect 
index fluctuates around the fixed level of 2.0, while Fig. 5b shows the 
results of QMP with the same data. Note that both the methods declare 
below normals and alerts in the same periods. 

Example 4: Figure 6a gives the data for repaired remreed grids, 
rating class OC038TT, for periods 7801 through 7904. The periods are 
numbered 1 through 12 in the figure. The QEP results are also shown 
in the figure. Similar results with QMP are plotted in Fig. 6b. In 
response to the drift in the quality we see that QEP attaches a heavier 
weight to the current data. Consequently, with QEP the mean level, Mt 
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Fig. 3-Response to a sudden shift in the quality level for: (a) QEP, and (b) QMP. 

follows the drift more closely than with QMP. In the period 5, recogniz­
ing the drift, QEP takes the product off the exception report while QMP 

still calls it an alert. Also period 7 is an alert according to QMP while, 
accordiug to QEP, it is off the exception report. These differences 
between QEP and QMP are clearly seen to be the result of the fact that 
QEP exponentially discounts the past data, while QMP considers every 
observation in the six-period window to be equally important. 

Example 5: Figures 7 a and 7b give the results of QEP and QMP, 
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Fig. 4-Response to a linear trend in the quality level for: (a) QEP, and (b) QMP. 

respectively, for the rating class OH060CM, consisting of modular 
telephone chords. The periods covered by the chart are 7701-7808. As 
we saw in Example 4, QEP follows the drift more closely. In terms of 
the exception report, there are several differences. In periods 8, 15, and 
16 QMP declares below normal, while QEP calls it only an alert. In 
period 10 QMP calls it an alert while QEP does not declare any exception. 
These differences are once again a result of the fact that QEP recognizes 
the drift and hence heavily discounts the past data. 
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Fig.5-Response to a random fluctuation in the quality level for: (a) QEP, and (b) 
QMP. 

Example 6: The last example to be considered is the rating class 
MVI04MJ. The results of both the methods are shown in Fig. 8. In 
this example the quality fluctuates more or less randomly about a 
fixed mean and, as expected, the two methods give comparable results. 

The average values of the weights WIt and W2t, and the equivalent 
expectancies et for the three audit examples are tabulated in Table I. 
Notice that average value of W2t for OC038TT and OH060CM is 0.48 
compared with 0.55 for MVI04MJ. This is a direct consequence of the 
fact that MVI04MJ does not exhibit a drift while the others do. The 
high-frequency fluctuation about the mean function M t is depicted by 
WIt. Relative to the sampling variance (0.25/ed OC038TT exhibits a 
smaller fluctuation than OH060CM. This concurs with the average 
values of WIt for these rating classes. 
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Fig. 6-Results for the rating class OC038TT, periods 7801 through 7904 for (a) QEP, 
and (b) QMP. 

Through the preceding examples it is quite apparent that QEP and 
QMP could give somewhat different results. Now the key question is: 
Which method yields a more precise estimate of the unobserved "true 
defect index"? The only way to answer this question decisively is to 
take a IOO-percent sample of a number of rating classes to find out the 
true defect indices and compare them with the QEP and QMP results. 
This is obviously an impossible task. A feasible way to answer the 
question is by using the models to predict one step ahead and compare 
the mean-squared prediction errors. Note that Mt- l is a predictor of It. 

2098 THE BELL SYSTEM TECHNICAL JOURNAL, OCTOBER 1982 



5r-------------------------------------~ 

(a) 

4 

3 

2 

x 
UJ 
0 
~ 
I- 17 u 
UJ 
u. 
UJ 
0 

4 

3 

2 

o~~~~~~~~~~~~~~~~~~~~ 
o 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 

PERIOD 

Fig. 7-Results for the rating class OH060CM, periods 7701 through 7808 for: (a) QEP, 
and (b) QMP. 

The mean-squared errors for the three audit data examples, viz. 
Examples 4, 5, and 6, are given in Table II. For the rating class 
OC038TT we notice that the mean-squared prediction error (m.s.p.e.) 
of QMP is 33 percent larger than that of QEP; for OH060CM the m.s.p.e. 
of QMP is 11 percent larger, and for MVI04MJ the m.s.p.e. of QMP is 
only 3 percent larger. Thus, whenever there is a drift in the quality we 
may expect QEP to perform better than QMP, whereas if the quality 
fluctuates randomly around a fixed mean, both QMP and QEP would 
give similar results. 

Effect of truncation: In addition to the numerical examples cited 
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Fig. 8-Results for the rating class MV104MJ, periods 7701 through 7808 for: (a) QEP, 
and (b) QMP. 

above, a limited numerical study was made with thirteen representa­
tive rating classes. Each rating class had about fourteen periods of 
data. This represents a total of 182 test periods. Among these examples, 
truncation occurred in only 7 percent of the periods. Except for one 
case, all the truncations caused ait = o. These cases of truncation could 
be recognized broadly as situations where the variance of the observed 
defect indices was much smaller than that for the Poisson distribution. 
In each case of truncation the confidence intervals computed by QEP 

looked reasonable and comparable to those obtained by QMP, so we 
can tentatively conclude that the effect of truncation is negligible. Of 
course, an extensive trial of QEP may suggest some modifications to 
the truncation rules. 

One such modification may be to view the likelihood function of /3t 
and of as the posterior-probability density function. Then the Bayes 
estimates of /3t and o~ may be used in place of the maximum likelihood 
estimates used in this paper. Because of the complexity of the feasible 
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Table I-Computed QEP weights for the 
examples 

Rating Class 

OC038TT 
OH060CM 
MV104MJ 

0.83 
0.67 
0.75 

Average Value of 

0.48 
0.48 
0.55 

3.7 
7.9 
4.6 

Table II-Comparison of the mean­
squared prediction error 

Rating Class 

OC038TT 
OH060CM 
MVI04MJ 

Mean Squared Predic­
tion Error 

QEP 

0.69 
0.94 
0.29 

QMP 

0.92 
1.04 
0.30 

region, computing Bayes estimates would involve extensive numerical 
effort, which may be unnecessary. 

IX. DISCUSSIONS 

In summary, the QEP model consists of two parts-the system model 
and the observation model. The system model states that the trans­
formed true-defect index is equal to the process mean that follows the 
random walk model plus process fluctuation, which is statistically 
independent from period to period. The random walk model takes care 
of the process drift. The observation model states that the transformed 
observed defect index is equal to the transformed true-defect index 
plus sampling error with a known variance. The different parameters 
of the QEP model are estimated from the observed data by the recur­
sive, exponentially discounted, maximum likelihood method. The suc­
cessive transformed true defect indices and the process mean levels 
are then estimated by the adaptive Kalman filtering algorithm. 

From the derivation of the plan and the illustrative examples the 
following advantages of QEP are apparent: 

(i) The QEP model takes into account the time order of the 
observations, while in QMP the time order of the observations is 
ignored. 

(ii) The best estimate of the process mean level is obtained by an 
adap.tive exponential smoothing procedure. This makes QEP more 
responsive to the shifts and drifts in the process level. This is evidenced 
by the lower mean-squared prediction error for the examples discussed 
in Section VIII. 
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(iii) The QMP model is a special case of the QEP model. However, 
the two algorithms are quite different. 

(iv) The computations are recursive. The entire past data are 
summarized by ten numbers. 

(v) The computational efforts of QEP and QMP algorithms are 
comparable. 

In the light of the advantages listed above it is proposed that QEP be 
considered as a serious alternative to QMP for official rating. In prep­
aration for using QEP it is suggested that it be tried on all rating classes 
for a number of rating periods, and the resulting exception reports 
carefully compared with those from the QMP and the t-rate system. 
Such a study would aid us in fine tuning the starting conditions, 
quantifying the effect of truncation, and perhaps in making some other 
minor modifications for improving the performance of the QEP. 

For small expectancies, the square root transform of the Poisson 
distribution has a significantly different variance than 0.25, assumed 
in Section II. Since the audit samples can at times be very small it 
would be necessary to use the correct variances. A study of this aspect 
will be done in a later memorandum. 

The adaptive Kalman filtering methodology derived in this paper, 
with appropriate extensions and modifications, can be put to many 
other applications. In the field of quality control, Phadke7 had devel­
oped a sequential empirical Bayes acceptance sampling plan. The 
adaptive Kaman filtering method developed in this paper would be 
particularly suited for updating the empirical prior distribution. An­
other potential application is in combining the traditional X and R 
control charts into a single box chart. Here the adaptive Kalman filter 
would permit one to take into account serial correlation in the data as 
well as process drifts and shifts, and changes in the process variance. 
Yet another application is in adaptive time series forecasting. 
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APPENDIX A 

Derivation of the Kalman filter solution 

Let the conditional distribution of mt-l given data up to time t - 1 
be normal with mean mt-l and variance qt-I, i.e., 

mt-ll t - 1 -- N(mt-l, qt-d. (38) 

Eq. (2) expresses mt as a sum of two independent normal random 
variables mt-l and V2t. Since the mean and variance of V2t are respec­
tively 0 and a~t, it follows that 

mtl t - 1 -- N(mt-l, a§t + qt-d. (39) 

Substituting eq. (1) in eq. (3) we have 

Yt = mt + VIt + 11t, (40) 

which implies that 

(41) 

In the Bayesian framework we may view eq. (39) as a prior distri­
bution on mt, and Y t as an observation of mt with the distribution 
specified by eq. (41). Applying the Bayes theorem the distribution of 
mt conditional on data up to time t is seen to be 

{ 
(mt - mt_l)2 (Yt - m t )2} 

f(mtlt) oc exp - 2( 2 ) 
a2t + qt-l 2(aIt + a~t) 

{ 
(mt - mt)2} 

oc exp - , 
2qt 

where 

mt = W2tmt-l + (1 - W2t) Y t , 

W2t = (aIt + a~t)/(aIt + a~t + a~t + qt-l) , 

and 

(42) 

(4) 

(5) 

(6) 

From eq. (42) it can be inferred that the distribution ofmt conditional 
on data up to time t is normal with mean mt and variance qt. 

Equations (7) through (9), used for computing the conditional dis­
tribution of St, can be derived analogously as follows. First by substi­
tuting eq. (2) in (1) we have 
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~t = mt-l + PIt + P2t; (43) 

hence, 

~d t - 1 -- N(mt-l, ait + a~t + qt-d. (44) 

From eq. (3) we have 

(45) 

Treating eq. (44) as a prior distribution for ~t and applying the Bayes 
theorem, we readily obtain the distribution of ~t conditional on data 
up to time t as 

where 

and 

f( 1- It) {_ (~t - mt_d
2 

_ (Yt - ~t)2} 
~t oc exp 2 2 2 

2(aIt + a2t + qt-d 2a1/t 

ft = WltW2t m t-l + (1 - WltW2t) Y t, 

WItW2t = a~t/(a~t + ait + a~t + qt-l) , 

(46) 

(7) 

(8) 

(9) 

Thus, the conditional distribution of ~t on data up to time t is normal 
with mean ft and variance Pt. Equations (7) through (9) form the 
desired recursive equations for computing ft and Pt. 

APPENDIX B 

Estimation of fJ and (J2 

Given the observed transformed defect indices Yo, Yl , Y2 , ••• , Y n 

one can compute Zt = Yt - Y t- 1 for t = 1, .. . , n. The Zt series follows 
MA(l) model given by eq. (13). The exponentially discounted proba­
bility density function of al, ..• , at is given by 

(47) 

where >v = l\.t-j. Thus, the exponentially discounted probability density 
function of Zl, ••• ,Zt conditional on the knowledge of ao, /3, and a2 is 
given by 

t r .. -, A; 

p(ZI, ••. ,Zt ao, /3, a ) = ~ exp(-aj/2a) , I 2 rrl J. 2 2J' 
j=l v 27Ta2 

(48) 
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where aj is related to Zj and [3 via the recursion relation in eq. (13), i.e., 

aj = Zj - [3aj-l. (49) 

Thus, the conditional, exponentially discounted, log-likelihood func­
tion is 

where 

and 

t 

At = L At
-

j
, 

j=l 

t 

St = L At-ja]. 
j=l 

(50) 

(51) 

(52) 

By differentiating eq. (50) with respect to fJ and 0-2 and equating the 
derivatives to zero, it can be shown that Lt is maximum at (/5t, a7), 
where Pt is the minimum point of St([3) and a7 = St(~t)/At. 

In the neighborhood of a point [30, we can approximate aj by the 
linear function: 

daj([3) I 
aj( (3) = aj{ (30) + ([3 - (30) -----;Jj3 . 

po 

Substituting this approximation in eq. (52) we have 

(53) 

St([3) =::: St([3o) + ([3 - [3o)Vt + Y2([3 - fJo)2Rt, (54) 

where Vt, R t and St([3o) obey the recursion relations shown in eqs. (20) 
through (26). It is easy to verify that Pt, given by eq. (18) minimizes 
the approximate St(fJ) of eq. (54), and eq. (19) gives M . 

The matrix of second partial derivatives of L t is 

- [~~ ;,], 
20-4 

so by the Fisher-information theory, the estimates Pt and a7 are 
uncorrelated and their approximate variances are as given by eqs. (27) 
and (28). 

The above recursive procedure also has a Bayesian interpretation, 
as given by Phadke.6 

APPENDIX C 

Summary of the Formulae 

C. 1 Initial conditions 

rno = 1.0 
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qo = 0.134 

Yo = 1.0 

{1o = -0.6 

A = 0.95 

dao 
ao=-=O 

d{1 

0.625 
So({1o) = eo(l - A) 

C.2 Recursive formulae 

It = xt/et 

Y t = JL 
Zt = Yt - Y t- 1 

a~,t = 0.25/et 

at = Zt - {1oat-l 

Vo = 0 

Ro = 20.0/eo 

Ao = 1/(1 - A) 

a~,o = 0.25/eo 

dat dat-l 
- = - at-l - {1o--
d{1 d{1 

St({1o) = ASt-l({10) + a; 

dat 
Vt = AVt-l + 2at d{1 

R t = ARt-d 2 (~~)' 
At = M t- 1 + 1 

St({1t> = St({1o) + ({1t - {1o)Vt + %({1t - {1o)2Rt 

at2 = St({1t>/A t 

2106 THE BELL SYSTEM TECHNICAL JOURNAL, OCTOBER 1982 



a~,t = A a~,t-l + (1 - A)a~,t 

a~t = (1 + f1 i) 2at 2 

If- fJtat2 - a~t 2:: 0, then 

Pt = fJi & eft = at 2
• 

If - fJtat2 - a~n < 0, then 

" -(2 + a~t/a;,t) + J(2 + 8~t/a~t)2 - 4 d 
~= 2 ~ 

eft = -a~t/ fit. 

A a~t 
WIt = "2 2 

aIt + a'l/t 

A ait + a;t 
W2t = "2 2 "2 

aIt + a'l/t + a2t + qt-l 

mt = W2tmt-l + (1 - W2t) Yt 

ft = WItmt + (1 - WIt) Yt 

{2ifl[1 + W2t(l + 2fit) r / R t} 
+ {2at[fit + (1 + fit + fil)w2tY/At} . V( ) < ~ 

(
"2 "2 ~ ) 2 ,W2t -
all + a2t + a'l/t + qt-l 12 

[28~(1 + 2Pt)2Witw~t/ Rt ] 

V(WltW2t) = + [281(1 + Pt + ,87)W1tW~t/At]. V( ) < 1 
"2 "2 2 2 ,WltW2t - -

(au + a2t + a'l/t + qt-l) 12 

qt= (1 - w2t)(8it + a~t) + (Yt - mt-d2V(W2t) 

C.3 Points for the box chart 

Current defect index 

Best estimate of the defect index: {ft = fl 
The mean level 

99% quantile 

95% quantile 

5% quantile 

1% quantile 

: Ql = [max(ft - 2.326 J"ie, 0)]2 

: Q2 = [max(ft - 1.645 J"ie, 0)]2 

: Q3 = (ft + 1.645 J"ie)2 

: Q4 = (ft + 2.326 J"ie)2 
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