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On the Start-Up Problem in Digital Echo 
Cancelers 

By J. SALZ* 

(Manuscript received October 5, 1982) 

Digital echo cancellation techniques make it possible to realize efficient 
full-duplex data transmission over a single loop. The purpose of this paper is 
to elucidate the solution to the start-up problem in these devices and to present 
a new, fast, and simple tap-adjustment procedure. The theory indicates that a 
modified stochastic gradient tap-adjustment algorithm, using pseudorandom 
input data sequences for the initial training period, converges in N steps, 
where N is the total number of canceler taps, and that this is the fastest 
possible convergence time. 

I. INTRODUCTION 

Two-way voice communication over a single loop is made possible 
by the use of a hybrid bridge. However, the suppression of echoes by 
fixed hybrids is insufficient to support full-duplex data transmission, 
and therefore makes adaptive data echo cancelers necessary. 

* Bell Laboratories. 
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In two-way data communications, transmitted data "echoes" back 
to the near-end receiver after being reflected and dispersed through 
an unknown return path. So, if one assumes that the echo path is 
linear, the estimation of its overall impulse response is sufficient to 
allow the synthesis of one's own echo signal. This synthesized version 
is subtracted from the received signal, which then makes it possible 
for the receiver to extract the data intended for it. 

The impulse response of the echo channel (local transmitter output 
to local receiver input) can be measured in several ways. An obvious 
way to do this is to transmit a single impulse and measure the echo. 
However, among other defects of this procedure, the average power 
would be very low and the resulting signal-to-noise ratio (sin) would 
be inadequate. If a pseudorandom sequence (+1 or -1) is transmitted 
instead, the average power would be much greater and would be 
essentially constant on the line, more nearly representing a true data 
signal. The latter is the preferable approach. 

Digital data echo cancelers operate in two modes. In the acquisition 
mode, or start-up, the impulse response of the echo path is measured. 
This is best accomplished, as we shall see, with the use of fixed data 
sequences. Since, during this period, no information is conveyed to 
the far-end, the time allotted for this purpose should be as short as 
possible. Although it is conceptually possible to start an echo canceler 
either blind or with random data, the convergence of the taps, or the 
reliable measurements of the impulse response, are known to require 
a long time. In the subsequent mode, or during actual data transmis­
sion, a tracking algorithm is initiated whose function is to update the 
measurements when slight changes occur in the impulse response. We 
focus on the more critical start-up algorithm. 

From an operational point of view, it is desirable to implement these 
algorithms in a recursive fashion, or in a closed-loop manner. This 
means that the canceler tap coefficients, which represent the sampled 
impulse response, are updated in response to a measured error between 
the actual impulse response and the one estimated at any particular 
instant. Conventional gradient adjustment algorithms, even with fixed 
data sequences, are known to converge very slowly. 

This research was motivated by the need for a theory capable of 
explaining the behavior of tap-adjustment algorithms. During the 
course of this investigation a modified stochastic gradient algorithm 
that is simple to implement and converges in the theoretically smallest 
number of steps was discovered. 

II. PROBLEM FORMULATION 

Figure 1 shows a full-duplex data modem employing a digital echo 
canceler. We are concerned with the sampled signal values 
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Fig. 1-Digital data canceler. 

rn = L hkan-k + Vn, 
k=-oo 

LOOP --­SINGLE PAIR 

(1) 

where the an's are the transmitted data symbols that echo back to the 
receiver, the hn's are the overall impulse response values of the echo 
path, and the vn's are the desired received signal values plus noise. 
The object of the canceler is to synthesize signal values, Cn, which are 
estimates of Lk hkan-k and subtract them from the r n's. The receiver 
then proceeds to process the difference signal values, r n - Cn , to extract 
the data intended for it. 

The fundamental problem is to devise procedures for estimating the 
hn's from observations of the r n's, while treating the vn's as undesirable 
noise. Practically, it must be assumed that only a finite number, N, of 
the hn's can be estimated, and so we express (1) compactly as 

(2) 

where H and An are finite dimensional column vectors, * 

(
an

-
N

) 
and An =: , 

an-l 

and where ( )t indicates the transpose of a matrix. 
In the absence of precise statistical knowledge of the vn's and H, a 

natural procedure for choosing an estimator of H is to minimize the 
sum of squared errors from time 1 to time l 

l 

fl = L (rn - fpA n)2. 
n=l 

This is a standard problem and the solution is immediate. It involves 
the solution of a set of linear equations 

(3) 

* We deal with a baseband model for notational convenience. By using complex 
numbers throughout, the treatment generalizes to passband models. 
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for the best estimator at time I, HI. 
I 

In (3) UI = L Anrn 
n=l 

I 

and Zl = L AnA~. 
n=l 

In applications it is usually desirable to solve these equations recur­
sively with a minimum computational effort and to assure rapid 
convergence to the actual H. Our attention in the next sections is 
directed toward these aims. However, before dealing with our main 
subject we wish first to examine some asymptotic behaviors of the 
standard solution. 

2.1 Random input data 

In some applications, echo cancelers must start blind, i.e., from 
random data. This is the case in echo cancelers used to suppress 
speech. However, in full-duplex data communications, a preamble 
word, or words, can be sent first to assure rapid convergence. To 
emphasize these differences we examine the behavior of the estimator 
with random data first, where one has no choice in the selection of 
the starting sequences. So, consider random data such that the an's 
assume ±1 independently with equal probability and examine the limit 
as I ~ 00. It is found that 

UI ~ IE{Anrn} 

= lE{AnA~}H, 

Zl ~ IE{AnA~} = 1I, 

and, consequently, 

(4) 

In the above we made use of the fact that the vn's and An's are naturally 
independent. We assumed that these sequences are ergodic and so 
replaced time averages with mathematical expectations, E { . }. This 
then demonstrates that if one is willing to wait forever, it is concep­
tually possible to determine H exactly-not a terribly startling result. 

While the asymptotic behavior is easy to deduce, the statistical 
behavior of the estimator for finite I is difficult to glean. One imme­
diately encounters an unsolved mathematical problem that involves 
the conditions on the random sequences that would guarantee the 
existence of the inverse matrix Zil. Clearly, I has to be greater than 
/{ for the inverse to even have a chance to exist, and for those 
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sequences for which the inverse exists, we can claim that the estimator 
is unbiased. This can be seen by the direct computation 

H, = H + Z,l (Jl Anvn) (5) 

and so 

EHl = H, 

since the lin'S are assumed to have zero mean value. We now turn our 
attention to the behavior of the solution with selected fixed sequences. 

2.2 Fixed sequences 
-1 

Here the An's can be chosen to ensure the existence of Zl ,and so 
in addition to establishing that the estimator is unbiased, we can now 
also calculate the error matrix 

R = EI(Hl - H)(Hl - H)t} 

= E [Z,l Ct AnvnvmA;') Z,l] 
= ,,2Z,l (Jl AnA~) Z,l 

(6) 

where we again assume that the lin'S are independent with variance = 
(J2. From this we obtain the variance of the estimator 

( l )-1 
(Jk = Trace R = (J2 Trace n~1 AnA ~ , (7) 

where Trace (.) stands for the trace of a matrix. As can be verified 
again from (7), (Jk ~ 0, l ~ 00, as it should. 

Evidently, the value of (Jk depends, in a critical way, on the detailed 
structure of the data sequences, and so the choice of the particular 
sequences becomes important. The evaluation of (7) can always be 
carried out once the data sequences are specified. To illustrate the 
kind of behavior that can be expected and to set the stage for the next 
section, we evaluate this expression for two sets of sequences, orthog­
onal and pseudorandom. 

For l = N the ijth element of ZN, which is composed of orthogonal 
sequences, An, is 

( ~ AnA~) .. n=1 I) 

N {N" ~=J L an-ian-j = 0'· -I- • 
n=1 , ~ r J 

(8) 
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and therefore uk = u2
• Clearly, orthogonal sequences yield the very 

best result possible, but it is not known how to construct these 
sequences for arbitrary N. Fortunately, pseudorandom periodic se­
quences, which are generated by linear shift registers, exhibit very 
desirable properties for our application. We shall discuss these se­
quences and their properties in greater detail in the next section. For 
now suffice it to state that it is well known how to generate sequences 
with the property 

N {N·· 
(ZN)ij = L an-ian-j = -1' 1, .=:J .. 

n=1 , 1,., J 
(9) 

This matrix turns out to have a known inverse with ijth elements 

{ 

2 . . 

( 

N )-1 N + l' 1, = J 
n~1 an-ian-j = 1 .. 
- (N + 1)' 1, =1= J 

(10) 

and so (7) can be calculated to give 

2N 
u2 = u2 

• 
H N+ 1 

Note that for orthogonal sequences the variance is u2
, while with 

pseudorandom sequences the v.ariance is enhanced by a factor of 2 
when N is large. As we shall see next, the variance can be reduced by 
taking more than!v samples in the composition of the matrix, ZI. 

III. THE FAST ALGORITHM 

We saw in the previous section that the channel estimation problem 
entails the solution of linear equations. As was already mentioned, a 
desirable approach, from an implementation point of view, is to solve 
these equations recursively. To motivate the algorithm we return to 
the key equation, (3), and note that if HI- 1 is the solution at time, 
"i - I" the solution at "i" can be calculated from 

A A Zt=-\AI t A 

HI = H I- 1 + 1 AtZ-1 A (n - A IH I- 1). + I 1-1 I 
(11) 

This is a well known 1 and standard recursive procedure for solving 
(3), and it derives from the special property of the matrix ZI, which 
we now discuss briefly. 

To appreciate how (11) comes about, note that the matrix ZI can be 
computed from ZI-l 

(12) 
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Likewise, the vector 
I 

UI = L Anrn = UI- 1 + Alrl. (13) 
n=1 

Now, applying the matrix inversion lemma2 to (12), and assuming that 
the inverses exist, we find that 

Z -1 A A tZ-1 
Z-1 _ Z-1 I-I I I I-I 

I - I-I - 1 + AfZt=.\A
I
• 

(14) 

This is the key equation and, in conjunction with (13), makes it 
possible to claim (11). We note that the algorithm expressed in (13) is 
computationally complicated since it requires the calculation of a 
matrix recursion, (14), and multiplication of matrices by vectors at 
each iteration. For large N this becomes infeasible and simpler pro­
cedures are therefore sought. However, before proposing a simpler 
algorithm we need to review some properties of pseudorandom se­
quences. 

The pseudorandom data sequences that are the inputs to the can­
celer during the start-up period derive from the binary sequences 

X = XIX2X3X4 ••• 

(Xi = 0, or 1). The nth digit is computed from certain of the earlier 
digits by means of the recurrence relation 

Xn = Xn-c + Xn-b mod 2, 

where c and b are integers, ° < c < b. The actual data sequences {an} 
that are applied to the canceler are the xn's with "0" replaced by "-I". 

Returning now to the sequence X, we remark that in spite of the 
fact that Xn is completely determined by the digits that precede it, the 
sequence X resembles in some respects a completely random sequence. 
The calculation of the sequence X is carried out in a shift register 
working in a closed loop and a mod 2 adder. It turned out that 
for special choices of c and b the sequence X is periodic with period 
2b - 1.2 

In our application, we will make use of the following known prop-
erties of the sequences 

1) A
tA ~ {N, n = m 
n m = i.J an-iam-i = -1 

i=1 , n =P m 

2) QtAn = 1, for n = 1, ... , N 

Q = [!f· 
ECHO CANCELERS 1359 



the all "1" vector 

3) An+N = An, periodicity. 

Data sequences possessing properties 1 through 3 are also referred to 
as pseudorandom sequences. As a consequence of these properties, it 
is easy to verify the following: 
Property (a): 

= (N + 1)1 - QQt, N x N matrix, 

where 1 is the identity matrix. This decomposition is possible since 
the ijth element of the matrix ZN, (ZN)ij = N for i = j and -Ion the 
off-diagonals. This can readily be seen from property 1. 
Property (b): The inverse matrix 

Z"i.l = -N 1 (I + QQ t
). 

+1 

This can be derived from the matrix inversion lemma or verified by 
actually computing ZNZ-;/ = 1. 
Property (c): The set of vectors 

Bn = ZliAn, n = 1 ... N 

are orthonormal to the vectors An, n = 1, ... N. This is a crucial 
property to what follows, so we prove that 

At Z-lA = ~ (1 + QQt)A 
m N n N+ 1 n 

A~An + (A~Q)(QtAn) = 0, n =t= m 

N + 1 = 1, n = m. 

These properties suggest an approach to a simple and rapidly converg­
ing tap-adjustment algorithm. 

The key to the simplification of the algorithm, (11), is the recogni­
tion that Zil for l < N does not exist, and so it is not possible to start 
the algorithm at l = 1. The basic idea is to replace Zl by ZN and thus 
obtain the simpler algorithm 

(15) 

where the error at time n is again 
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Note that this is a measurable quantity at each iteration and Anen is 
just the gradient of the instantaneous squared error. 

The algorithm expressed in (15) is remarkably simple since 

ZAlAn = N ~ 1 (I + QQt)An 

1 
= N + 1 (An + Q), 

which follows from the definition of ZN and property (b). Inserting 
this into (15) we obtain 

(16) 

This form is immediately recognized as a slightly modified stochastic 
gradient algorithm with step size equal to 1/ N + 1 and the gradient 
vector, An, replaced by An + Q. It is nothing more than the original 
vector, An, in which an's equal to -1 are replaced by zero and an = 1 
is replaced by an = 2. We wish to acknowledge that during the course 
of the development of this theory C. W. Farrow anticipated the form 
of this algorithm. 

It now remains to demonstrate that (16) indeed converges "fast", 
by which we mean that it converges in N steps. Toward this end, 
define the error vector 

and rewrite (16) in the form, 

Iterating (17) yields explicitly 

n 

En+l = II (I - BkA~)EI 
k=l 

n n-l 

+ L II (I - Bj +1A j+l)Bk Vk. 
k=l j=k 

(17) 

(18) 

This is the general solution but because of property (c), which states 
that A~Bn-l = 0, we get a much simpler solution, which is the chief 
reason for the rapid convergence, namely, 
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(19) 

This simple form results because the product of the matrices in (18) 
reduces to 

n 

n (1 - BkA~hl 
k=l 

= (1 - B lAD(1 - B2A~) ... (1 - BnA~hl 

= [(1 - B lAU(1 - B2A~) ... -BnA~]El 

= [1 - ~ BkA~] El. 
k=l 

The evolution of the error vector En is guided by two components, 
the transient 

(20) 

and the steady-state component 

(21) 

A most crucial property of the transient solution is that at n = N, Tn 

vanishes, and this is the reason for claiming "fast" convergence. 
Clearly, the transient solution cannot vanish before this time since 
the inverse doesn't even exist, and therefore we claim the algorithm 
convergence in the least possible number of steps. This most important 
property of the algorithm can be seen from (20), since 

TN = (1 - Z"i'/ZN hI = O. 

Consequently, the error vector at time N + 1 consist only of measure-
ment noise, or the steady-state component 
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(22) 

We have thus demonstrated that the algorithm converges to the 
true solution in N steps since the transient vanishes at the end of the 
Nth iteration and, from that time on, the taps fluctuate around the 
true value due to measurement noise, V n , alone. The variance of the 
tap fluctuations can be calculated from the variance matrix 

(J2 

= (J2Z-1 = -- (I + QQt ) 
N N+ 1 ' 

(23) 

where again we assumed that the Vk'S are identically and independently 
distributed. The error variance, (J~, is therefore, 

(J2 

= -N Trace[I + QQt] 
+1 ' 

_ 2 2N 
-(J N+1. (24) 

This is precisely the value we obtained from solving the set of linear 
equations, (3), with pseudorandom input sequences. Thus, iterating N 
times provides the solution in a simple fashion. 

It may turn out in applications that the value of variance obtained 
in N iterations is not sufficiently small. As seems reasonable, the noise 
variance can be reduced to any desired value by repeating the pseu­
dorandom sequence of length N. To see this, consider a slightly 
modified tap-adjustment algorithm 

(25) 

where now the scaler, a', is a fixed step size yet to be determined. 
Proceeding as before, the recursion for the tap error En = Hn - H now 
becomes 

(26) 

with the concomitant solution 
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(27) 

Again, examine the solution at n = pN + 1, where p is a positive 
integer, to obtain 

Since An is periodic with period N (property 3), we conclude that 

EpN+l = (1 - ap)El + aZ"il (1 AkVk) , 
k=l 

(28) 

(29) 

and so we see that the transient component can be made to vanish 
when a = lip. A straightforward calculation indicates that with this 
choice of a the variance is 

2 2N 2 
(J (J 

H - p(N + 1) , (30) 

indicating a reduction by a factor of p-the number of times the 
pseudorandom sequence is repeated. 
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Sample Reduction and Subsequent Adaptive 
Interpolation of Speech Signals 

By R. STEELE* and F. BENJAMINt 

(Manuscript received December 15, 1982) 

In this paper we investigate the effect of rejecting every nth speech sample 
and replacing it by means of adaptive interpolation. The interpolation proce­
dure attempts to minimize the mean square interpolation error by recomputing 
the autocorrelation function of the speech sequence every W samples. We 
describe three methods of computing the correlation function. An iterative 
procedure is evaluated for estimating the correlation function of a speech 
sequence whose every nth sample has been discarded. For speech bandlimited 
to 3.2 kHz, sampled at 8 kHz, and n = 4, W = 256, the gain in signal-to-noise 
ratio (sin) achieved by adaptive interpolation compared to nearest neighbor 
average interpolation was 14 and 8 dB, depending on whether the correlation 
function was computed from the original speech, or by using the iterative 
procedure, respectively. The effect of varying n from 2 to 6 was also investi­
gated. Finally, we applied the interpolation procedures to 8-bit J-L-law pulse 
code modulation (PCM), J-L = 255, reducing 64 kbls transmission to 48 kbls 
by rejecting one PCM word in four. The recovered speech after interpolation 
had a sin that approximated that of conventional 56 kbls wlaw PCM speech. 

I. INTRODUCTION 

Sampling of speech signals is usually performed at a rate high 
enough to prevent objectionable aliasing. Thus a speech signal whose 
bandwidth extends from 0.3 to 3.3 kHz is typically sampled at 8 kHz. 
After the speech signal has been sampled, the subsequent processing 

* University of Southampton, Southampton, England. t Bell Laboratories. 
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of the samples depends on the application. In digital encoding the 
samples are converted into a digital (usually binary) sequence. Clearly, 
the lower the sampling rate the lower the bit rate of the digitally 
encoded speech, and the smaller the required channel capacity. There 
are numerous techniques for bit-rate reduction that have been com­
piled and categorized.1

,2 Our intention here is to dwell on a specific 
subset of bit-rate reduction, namely that arising from discarding 
speech samples at the transmitter or at a node in a network, and 
replacing them at the receiver by interpolation. The impetus for this 
approach arose from two unrelated interests, analog speech scramblers 
and bit-rate reduction in lL-Iaw pulse code modulation (PCM). Scram­
blers that offer a reasonable amount of security, such as modulo 
masking scramblers, expand the bandwidth to half the sampling rate. 
Thus, operating on 8-kHz sampled speech, we wanted to reduce the 
sampling rate by discarding every fourth sample such that, after 
scrambling, the bandwidth would be 3 kHz, i.e., confined to the 
bandwidth of telephonic speech. The descrambled samples at the 
receiver would be brought back to the original 8-kHz rate by interpo­
lating the missing samples. In the case of lL-Iaw PCM our interest was 
to discard a percentage (typically 25 percent) of the words representing 
encoded speech, enabling other data to have a free ride. At the receiver 
the data would be removed and the missing speech samples recovered 
by interpolation. 

Interpolation ideas are part of everyday life; we are always filling in 
the gaps in our perception by interpolation, extrapolation, and predic­
tion. We will avoid the luxury of philosophizing, and briefly review 
some of the interesting aspects of interpolation that are related to 
speech encoding. Mathews,3 in an attempt to make significant reduc­
tions in the sampling rate of speech, considered extremal encoding. 
With this technique the amplitudes of the speech signal at its extremes 
and the time intervals between these extremes are transmitted in an 
encoded format. At the receiver the extremes can be widely separated, 
and the interpolation of the missing samples can be thought of as 
curve fitting, i.e., passing a quadratic function through the extreme 
sample and two nearest received samples. In the 1960's there was 
considerable interest in interpolation, which Kortman4 defined as "the 
process of after-the-fact polynomial curve fitting to eliminate redun­
dant data samples." The interpolators4

-
6 tended to be concerned with 

zero-order, first-order, and fan interpolators, and were closely related 
to aperture predictors.4

-
7 Andrews et a1.6 considered straight-line op­

timum, optimum interpolation filter, (sin x)/x, Lagrange, and Fourier 
reconstruction interpolators. The use of piecewise polynomials, called 
splines, have been extensively investigated (see Ref. 8 and its bibliog­
raphy). More recently, there have been a spate of publications9 on 
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digital speech interpolation, although the interpolation there was 
mainly concerned with Time Assignment Speech Interpolation 
(TASI)-type systems. Interpolation techniques have also been applied 
to reduce distortion in packet switching of speech when a packet is 
lost or discarded.10 For an understanding of the existing low-pass 
filtering procedures of interpolation and decimation of digital signals, 
the reader is directed to the in-depth review presented by Crochiere 
and Rabiner. l1 

Having commented on some of the existing interpolation methods 
let us now proceed to the issues to be addressed here. Consider the 
situation of being presented with the speech samples, or say J.L-Iaw 
PCM words, at some point in a communications network, together 
with a system control demand to eliminate J samples (or words) per 
W samples (or words). This could happen, for example, if there were 
a sudden increase in traffic. Rejection of these J samples might 
precipitate unacceptable degradation in the recovered speech unless 
we introduced at the receiver replacement samples that closely ap­
proximate those samples rejected. We must therefore decide at the 
outset on the means of reinserting the J samples, for example, by 
prediction or interpolation, using those samples not discarded. Having 
replaced the missing samples, we need to establish criteria for judging 
the quality of the recovered speech signal. Is a single criterion such as 
mean square error sufficient, or is a combination of objective and 
subjective measures required? Coupled with the issues of reinsertion 
and quality are the criteria of how to select which J samples are to be 
rejected in every W samples. Should we determine if speech is present 
as distinct from silence, and if so, whether it is voiced or unvoiced? Is 
it better to reject small groups of samples (e.g., in silence periods), 
leaving clusters of samples intact because rejection followed by sub­
sequent interpolation of one of these samples might cause significant 
speech degradation, or should we always endeavor to retain samples 
on either side of a rejected sample, and so on? 

Clearly, the choices are legion, and faced with this situation we have 
imposed a set of guidelines that are not concerned with what the 
samples (or words) represent in the speech signal. For example, we 
make no attempt to recognize if the talker is male or female, whether 
the speech is voiced or unvoiced, or in transition, and so on. Instead, 
we simply reject samples on a periodic basis, and reinsert them at 
their destination by means of adaptive interpolation. By making the 
interpolation adaptive we take cognizance of the local statistics of the 
speech signal, specifically, the utilization of the signal's correlative 
properties. This is the only characteristic of the speech signal that is 
exploited. Our approach is, therefore, oriented to ease implementation 
rather than to squeeze the maximum advantage from the properties 
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of speech. Indeed, the method is applicable to other types of analog 
signals (e.g., modem-generated data signals), provided the signals 
possess correlative properties that are capable of exploitation in the 
interpolation processes. Our strategy is as follows: 

1. Discard samples on a periodic basis, with no two consecutive 
samples being rejected. 

2. Process blocks of W samples at a time. 
3. Exploit the local statistics of the speech samples by determining 

their correlation function over each block. Approximate methods for 
determining the correlation function are required when the sequence 
has had J of its W samples rejected. 

4. Apply adaptive interpolation. 
5. Employ quality criteria based on the minimization of the mean 

square error, justified by the prior knowledge that the mean square 
error values achieved will conform to perceptual standards based on 
informal listening tests. 
Having introduced the notion of sample or word rejection to reduce 
the baud or bit rate, and an outline of how to discard the samples or 
words and reintroduce them at their destination, we will now formulate 
the problem and its solution in detail. 

II. THE PROBLEM 

Consider a speech signal x(t), bandlimited to IcHz and sampled at 
IsHz to yield the sequence {Xk}, where Is satisfies 

(1) 

This sequence {Xk} could be encoded into binary words, or we could be 
given binary words at a node in the network. In such situations our 
description of the problem would be in data words. However, for ease 
of explanation we will confine our discussion to operations on samples 
unless otherwise stated. 

T9 reduce the number of samples per second in {Xk}, we discard 
every nth sample. This is achieved by clocking the speech samples 
into a gear-down changing buffer under the auspices of a clock oper­
ating at Is samples per second, such that, after every n samples are 
inserted into the buffer, the clock is inhibited for one clock period. 
The arrangement is shown in Fig. 1. The samples are clocked out of 
the buffer at a rate 

(2) 

to yield a sequence {Yk} whose components are uniformly spaced in 
time by l/Fs • Figure 2 shows {Xk} and {Yk} for arbitrary segments of 
sampled speech. Observe that {Yk} has its parameter Fs related to Is by 
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INPUT 
SPEECH 
SIGNAL 

x(t) 

RECOVERED 
SPEECH 
SIGNAL 

X'( t) 

Fig. I-Arrangement for decreasing the sample rate. 

(
n - 1) Fs = -n- is. (3) 

Suppose {Yk} with its symbol rate lower than {Xk} is transmitted 
over an ideal channel. Let us further assume that the receiver is able 
to return the samples in {Yk} to the relative time positions they 
occupied in the original speech sequence {xd using the gear-up chang­
ing buffer shown in Fig. 1. This newly formed sequence, {Zk}, generated 
at a rate 1/{s, has one out of every n samples absent owing to the 
sample reduction process at the transmitter. A small, arbitrary seg­
ment of this sequence {Zk}, corresponding to a particular {xd and {Yk}, 
is displayed in Fig. 2. Our problem is to replace those samples rejected 
at the transmitter with substitutes of acceptable accuracy whose 
generation is not excessively complex. The approach employed is 
adaptive interpolation. 

III. ADAPTIVE INTERPOLATION 

The speech sequence {Zk} is divided into sequential blocks having W 
sample positions spaced 1/{s seconds apart. The sequence {Zk} is 
therefore composed of W samples from {Xk} with every nth sample 
absent. Our purpose is to interpolate the missing samples to produce 
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__ ~_xr~_2~~~~ __ xr~+2 __ ••• tr±Xr+n_2 

r+n 

Xr+n-l 

xr+l 

xr-l 

xr+n-3 

INTERPOLATED 

SAMPL~ 

I ,'" 

Fig. 2-Sampled sequences for arbitrary segment of speech; IXkl is the original speech 
sequence; Iyd is the sequence after sample reduction and gearing changing; Izl is IXkl 
with every nth sample absent; Izl is the recovered speech sequence. 

a sequence for the first block having components 

where 

Zr; r = n, 2n, ... , W - n, W 

are the interpolated samples. When interpolating each speech sample, 
we will use A past and A previous samples, and restrict A to be 

A:::n-l. (4) 

Thus, a missing sample at the rth sampling instant (see Fig. 2) is 
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formed by interpolation according to 
-1 X 

Zr = L aiXr+i + L aiXr+i, (5) 
i=-X i=1 

where ai are the interpolation parameters. Equation (5) may be written 
as 

X 

Zr = L aiXr+i, 
i=-X 

where llo = o. The interpolation error of the rth sample is 

and the square of this error is 

x x x x 
= x~ - 2xr L aiXr+i + L arx~+i + 2 L L aiXr+iajXr+j 

i=-X i=-X i=-X j=-X 

(6) 

(7) 

(8) 

with i =1= j and j > i. To determine the interpolation parameters we 
proceed as follows. The square of the error is summed over the block 
of samples 

E; = I e; = I x~ - 2 %n {x, .t aiXrl-i} 
w w x x 

+ L L L L aiXr+iajXr+h (9) 
r=n i=-X r=n i=-X j=-X 

where r = n, 2n, ... , W. To select coefficients that minimize this 
summation, we partially differentiate E;: with respect to each of the 
coefficients and set the result to zero. After rearranging the equations 
we have 

x w 
L L aiXr+iXr+j, (10) 

r=n i=-X r=n 

where 

j = ±1, ±2, ... , ±A 

i = -A, -A + 1, ... , A 

r = n, 2n, ... , W - n, W 

W 2: 2n. 
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The interpolation coefficients in eq. (10) can be represented in vector 
form as 

where 

a = A-Ie, 

e = [R(O, -A), R(O, -A + 1), ... , R(O, -1), R(O, 1), 

... , R(O, A-I), R(O, A)f, 

(11) 

(12) 

(13) 

and the superscripts -1 and T represent inverse and transpose oper­
ations, respectively. The rectangular matrix A is of order 2A, and its 
elements are presented in Table I. The concentric dotted enclosures, 
commencing with the inner one, refer to the A matrix for A = 1, 2, 3, 
.... The elements are given by 

w 
L Xr+kXr+j 

R(k, j) = _r=_nw-_-

L x~+j 
r=n 

k = ±1, ±2, ... , ±A 

j = ±1, ±2, ... , ±A 

r = n, 2n, ... , W, (14) 

and R(k,j) will be referred to as the correlation function R(k,j). The 
vector e has elements R(O, j), i.e., the elements are given by eq. (13) 
with k always zero. 

As an example of the application of eq. (11), consider the case of 
W= 32, n = 4, A = 2, whence 

[ 

a_2] [1 R(-I, -2) 
a-I _ R(-2, -1) 1 
al - R(-2,1) R(-I, 1) 
a2 R(-2,2) R(-I, 2) 

R(I, -2) R(2, -2)]-1 
R(I, -1) R(2, -1) 
1 R(2, 1) 
R(I, 2) 1 

[

R(O' -2)] 
R(O,-I) 
R(O, 1) 
R(O, 2) 

and eq. (14) becomes for the A and e matrices 
32 

L Xr+kXr+j 

R(k .) = r=4 ,j -3-2--

L X~+j 
r=4 

k = 0, ±1, ±2 
j = ±1, ±2 
r = 4, 8, 12, 16, 20, 24, 28, 32 

(15) 
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1 -R(-A + 1, -A) 
R(-A, -A, + 1) 

R(-A, -5) 
R(-A, -4) 
R(-A,-3) 
R(-A, -2) 
R(-A, -1) 

R(-A,I) 
R(-A,2) 
R(-A,3) 
R(-A,4) 
R(-A,5) 

R(-A, A-I) 
R(-A, A) R(-A + 1, A) 

Table I-The A matrix 
'. R(-5, -A) R(-4, -A) R(-3, -A) R(-2, -A) R(-I, -A) R(I, -A) R(2, -A) R(3, -A) R(4, -A) R(5, -A) 

f - --( - - - R(':4: =s)-li(=a: =5)-X(=2;=5) -hFC-5) -jW: ':5T -R(2,--5) -R(3;-~) -R(4,--S)-li(5: =5)1 

:R(-5, -4) ;--l---~BF~:='!} =~8~':_4l ~~t_1:_~4i=1rL1._:.}I~]z}~,:_}L1r(.3~_:41 ,-R(4;':.i); R(5, -4): 
IR(-5, -3) 'R(-4, -3) I 1 R(-2, -3) R(-I, -3) R(I, -3) R(2, -3) R(3, -3) , R(4, -3) I R(5, -3), 
IR(-5,-2) :R(-4,-2) IR(-3,-2) r -1----R-(=(=2)-R(1,=2)- R(2",-=-2)IR(3,-2): R(4,-2) I R(5,-2)1 
:R(-5, -1) :R(-4, -1) :R(-3, -1) :R(-2, -1) :- - i - - -il(i,--1Y'! R(2, -1) :R(3, -1) : R(4, -1) : R(5, -1): 
:R(-5,1) :R(-4,1) :R(-3,1) :R(-2,1) ~~(:~y ____ l __ ~ R(2,1) :R(3,1): R(4,1): R(5, 1): 
, R(-5, 2) ,R(-4, 2) I R(-3, 2) JJlj=-~ ~L __ Ri __ 1.J. ~) _ _ l.m,JL ___ 1 ___ I R(3,2) I R(4,2) I R(5, 2) I 

IR(-5,3) :R(-4,3) L~(=3.!.31 __ ~<':-;~) __ ~(-=-1!..31_.!lil,_3) __ 1l~,_31 _ __ I __ J R(4,3) I R(5,3)1 
: R(-5, 4) t..~(-:4.!. 41 __ 1i(=3..!. 41 _ ~(=2.z!! _ B.(=I!...4) _ _ .!l~j) __ Ri2,_4) _ _ Ri3,_4L __ ~ _ J R(5, 4) I 

~!lt-~ ~ _ ~(=4.!. 5l_11(.:-~'~) _ _ Ri-~,~L _ Rj-.!, ~ __ Ri1,..5L _1i(~, ~) __ B(},..5t _ ~(j,_5L __ J - ~ 

R(-5, A) R(-4, A) R(-3, A) R(-2, A) R(-I, A) R(1, A) R(2, A) R(3, A) R(4, A) R(5, A) 

R(A - 1, -A) R(A, -A) 
R(A, -A + 1) 

R(A,-5) 
R(A, -4) 
R(A,-3) 
R(A,-2) 
R(A,-I) 
R(A,I) 
R(A,2) 
R(A,3) 
R(A,4) 
R(A,5) 

R(A, A-I) 
R(A - 1, A) 1 



When r = 32 and I k I or I j I ::= 1, samples are used that reside in the 
subsequent block. 

When the block size W is large, typically in excess of 256 samples, 
the computations required to solve eq. (11) can be reduced at the 
expense of a small increase in interpolation noise power. This is 
accomplished by replacing R (k,j) of eq. (14) by the correlation function 

R(r) = -------------

{[<W - T) X XI - (X x.)'] 
(16) 

[ 
W-T (W-T )2]}1/2 

. (W - r) ,L xl+T - ,L Xi+T 
1=1 1=1 

where 

r= Ik-jl (17) 

and k and j have values prescribed in eq. (14). For a further small 
increase in interpolation noise, which typically reduces the recovered 
signal-to-noise ratio (sin) by a couple of decibels compared to when 
eq. (16) is used, R (r) can be simplified to 

W-T 
L XrXr+T 

R(r) = _r=_I __ 

W 

L x; 
r=1 

(18) 

where r is integer-valued. Observe that, in computing the interpolation 
coefficients with the aid of eqs. (16) or (18), only A values need be 
determined as 

p = 1, 2, ... , x. (19) 

By contrast, when R (k, j) is used in preference to R (r), eq. (19) does 
not apply and 2X coefficients must be computed. 

Thus, provided we can compute R(k, j) or R(r), over a duration of 
W lis, where W is the block length, we can determine the interpolation 
parameters contained in the vector a. Employing eq. (5) we can 
estimate the missing samples by means of interpolation. The mean 
squared error between {Xk}, and the recovered sequence {Zk} containing 
the interpolated samples (see the example shown in Fig. 2), is approx­
imately minimized, provided W is sufficiently large. Practical values 
of Ware determined in Section VI. 
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IV. INTERPOLATION PARAMETERS DERIVED FROM THE INPUT DATA 

The interpolation parameters are computed by first finding the 
correlation function R({), where () is k, j, or T. Equation (14) shows 
R({) as dependent on the input sequence Ixd. Clearly, as IXk} is only 
known at the transmitter, it follows that the interpolation vector ex 
must be computed at the transmitter and multiplexed with the slowed­
down speech samples IYk}. Consequently, 

(
n - 1) Y=-n- W + v (20) 

samples are transmitted every Wlls seconds, where Y is composed of 
W(n - 1)ln speech samples and v interpolation parameter samples. 
The value of v is A or 2A, depending on whether () is T or k, j, 
respectively. This means that Fs of eq. (3) is modified to 

(21) 

For example, if Is = 8 kHz, n = 4, Fs = 6 kHz, W = 256, A = 3, () = T, 

then F~ = 6.093 kHz. We also observe from eq. (20) that three 
interpolation samples are sent for every 192 speech samples. The 
values of A and W as a function of sin are present in Section VI. 

V. INTERPOLATION PARAMETERS DERIVED FROM THE RECEIVED DATA 

The receiver produces the sequence IZk} whose samples are spaced 
apart by Ills, and in every nth sample position one sample is missing, 
as shown in Fig. 2. The receiver has the task of estimating the 
interpolation coefficients from {Zk}, and must therefore commence by 
calculating the correlation function R (T) without the full knowledge 
of the original speech sequence {Xk}' In this situation we proceed as 
follows. The missing samples are found as an average of adjacent 
speech samples 

(22) 

until a sequence tiki consisting of W(n - 1)ln original speech samples 
and Win interpolated samples is formed, where each sample is equally 
spaced from its neighbor by Ills seconds. This sequence corresponds 
to a recovered speech signal that has considerable distortion, particu-
1arly for female speakers. Instead of accepting tiki as the recovered 
speech sequence, we use it solely for the purpose of computing R(T), 
and hence the vector ex containing a-I and al. We now remove the 
samples introduced by eq. (22) and replace them by using adaptive 
interpolation based on the two nearest neighbors, viz: 
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(23) 

where a-I and al are found using eq. (11) with R(k,j) replaced by R(T) 
of eq. (18). The new recovered speech sequence bzd has interpolated 
samples formed according to eq. (23), and in general contains less 
distortion than {zd. However, we can further reduce the distortion. 
The function R (T) is again computed, this time from bZk I. The 
interpolated samples in bZk}, derived with the aid of eq. (23), are 
rejected and replaced by 

(24) 

to yield the speech sequence {4Zk I. The correlation function R (T) of 
sequence {4zd is found, and those interpolated samples previously 
formulated with the aid of eq. (24) are exchanged for 

3 

6Xr = L aiXr-i, 
i=-3 

Go = o. (25) 

This process of using two more samples per iteration in the interpo­
lation procedure continues until the limits of the summation in eq. 
(25) become n - 1, when the final recovered speech sequence tZkI is 
obtained. It should be noted that more than 2(n - 1) samples can be 
used in each interpolation process, but the improvement in interpo­
lation accuracy results in a significant increase in complexity. 

Often it is sufficient to produce the sequence {2k}, compute R (T ) 
from {Zk}, remove the samples formed by averaging the adjacent two 
samples, and with the aid of A :5 n - 1 samples on either side of each 
discarded sample, insert the missing samples by adaptive interpolation. 
When this process is adopted, it will be referred to as A-interpolation. 
However, when the same A samples are used in the interpolation 
process, and the iteration procedure of eqs. (22) to (25) activated, we 
will refer to this interpolation scheme as A-with-iteration. 

Observe that R(T) is used in the A-with-iteration scheme. If R(k,j) 
is employed instead of R (T), the final interpolation is not better than 
that of the sample used to approximate xr • For example, if we replaced 
Xr by Xr , the iterative algorithm would merely attempt to minimize the 
error power between the xr samples and the interpolated samples. 
Unlike the application of R(k, j), the R(T) function does not enable 
an exact minimization of interpolation error power to be achieved at 
the transmitter. However, it transpires that by computing R(T) at the 
receiver, and using the iterative procedure to interpolate the missing 
samples, the interpolation noise is significantly reduced (see Section 
6.2). 

VI. RESULTS 

The speech signal used in our experiments consisted of two con-
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catenated sentences, "Live wires should be kept covered," and "To 
reach the end he needs much courage." These were spoken by a male 
and female, respectively. The signal was bandlimited from 0.3 to 3.2 
kHz and sampled at 8 kHz to give the input speech sequence {Xk}. This 
sequence is displayed in Fig. 3, together with its spectrogram, where 
the higher frequencies have been preemphasized. 

6.1 Interpolation parameters generated from the original speech 

The gear-down changing procedure was invoked (see Figs. 1 and 2) 
whereby the sampling rate of 8 kHz was decreased to a uniform Fs­
kHz rate by rejecting every nth sample, and adjusting the sample 
spacing to provide the output sequence {Yk}. This sequence was as­
sumed to be transmitted through an ideal channel, and after passing 
through the receiver's gear-up changing buffer the sequence {Zk} was 
formed. The sequence {Zk} had a symbol rate of 8 kHz, with every nth 
sample absent. The absentee samples rejected at the transmitter were 
then formulated according to eq. (6). The interpolation parameters ai 

were found with the aid of eq. (11), which used correlation functions 
R(k, j) related to the input speech sequence {Xk}. Thus, in our first 
experiment we were concerned with how successfully we could discard 
every nth sample in {xk!, and replace the discarded samples using 
interpolation parameters based on {Xk}. 

We used as a performance criterion segmental signal-to-noise ratio12 

(SEG-s/n), computed using the input sequence {Xk}, and the error 
sequence {ek} whose components are given by eq. (7). In our initial 
experiment the variation of SEG-s/n as a function of block size W 
was found using practical values of W extending from 64 to 1024, and 
n = 4. This value of n is a compromise between providing adequate 
SEG-s/n and a reasonable reduction in the number of transmitted 
samples. Applying the correlation function R (k,j) in the determination 
of the interpolation parameters, we obtained the solid curves in Fig. 
4. Curves a, b, and c apply for the case of A = 3, 2, and 1, respectively. 
Curve d is the SEG-s/n when the interpolation was performed using 
the average of adjacent samples. Increasing A to n - 1, i.e., to 3, 
resulted in an increase in SEG-s/n compared to lower values of A, and 
for a block size of 256 and A = 3, a gain of 13.7 dB in SEG-s/n was 
obtained compared to the simple interpolation averaging method of 
eq. (22). When the correlation function R(T) of eq. (18) was employed 
to compute the interpolation parameters, curves e, f, and g were 
obtained corresponding to A = 3, 2, and 1, respectively. The improve­
ment in SEG-s/n derived from employing R(k, j) rather than R(T) 
increased with increasing A, being 0.1, 1, and 3 dB for A = 1, 2, and 3, 
respectively, and with W = 256. 

As a means of providing further insight into the performance of the 
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and 1; and R(T), given by eq. (18), was used in calculating the interpolation parameters. 

interpolation system, we show in Fig. 5 the variation of the sin of each 
block in the speech signal as a function of successive blocks for W = 

256, n = 4. The average of these sin values constitutes the SEG-s/n 
points in Fig. 4 for W = 256. As expected, we found that the sin in 
every block was greater, if only by an infinitesimal amount, when 
more samples were used in the interpolation process, i.e., when larger 
values of A were employed. Interpolation by adjacent sample averaging 
always provided the lowest sin. In some blocks the advantage of using 
A = 3 compared to A = 2, A = 1, and nearest neighbor averaging, 
provided sin gains as large as 13, 31, and 33 dB, respectively. 

Returning to Fig. 4, the SEG-s/n of over 35 dB, A = 3, was found to 
be approximately 3 dB greater than the coventional sin computed by 
measuring the mean square values of the components in {xkl and {ekl 
over the entire speech input signal. Our SEG-s/n measurements 
therefore indicate that the recovered speech is similar to toll quality 
speech.2 Informal listening experiences for the recovered speech se­
quence {id when A = 3, W = 256, tended to confirm the SEG-s/n 
findings that the quality of the recovered speech sequence {ikl was 
judged to be very similar to that of the original bandlimited sequence 
{xkl. We observed that although the distortion in {ikl for A = 1 was 
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annoying, by making A = 2 the interpolation noise was barely notice­
able. 

In Section III we present different expressions for the correlation 
function R(fJ), namely eq. (14), where fJ = k, j, and eqs. (16) or (18) 
having fJ = T. The SEG-s/n and block sin values shown in Figs. 4 and 
5 were determined using fJ = k, j. We now demonstrate the loss in 
SEG-s/n due to using fJ = T compared to when fJ = k, j as a function 
of W, for the conditions of n = 4 and A = 3. It will be recalled that 
fJ = k, j enables the interpolation samples to be formulated that 
minimize E; over a block of W samples. When fJ = T a low but not 
minimum value of E; is produced over the working range of W. The 
application of eq. (16) gives a more accurate measure of R (T) than the 
simpler expression of eq. (18). Figure 6 shows the variation of SEG-s/ 
n with block size when R(fJ) is computed using eqs. (14), (16), and 
(18), n = 4, A = 3. When R(k, j) was used, the effect of increasing W 
was to decrease the SEG-s/n. This is to be expected because the 
interpolation parameters are fixed for a block, and we may think of a 
large block as composed of many smaller blocks, each with its optimum 
interpolation parameters. Thus, if one set of parameters is selected 
for the large block, these parameters are inevitably suboptimum for 
the smaller subblocks, and hence the SEG-s/n is lower for the larger 
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blocks. By contrast the SEG-s/n determined using R (T) deteriorates 
with decreasing W. Now R (T) is the conventional correlation function 
that assumes the speech signal to have stationary statistics. For the 
larger block sizes shown in Fig. 6, local statistical departures from 
stationarity tend to be smoothed by the R (T) equations, but at low 
values of W a considerable number of interpolation errors occur in 
some blocks to yield a low SEG-s/n. When W = 1024 the SEG-s/n 
values computed using the different R(O) expressions are very similar. 
We do not plot curves for W < 64 as the side information to transmit 
the interpolation parameters is unacceptably high [see eq. (20)], and 
for W> 1024 the delay is excessive (>250 ms). Thus, by using R (k, j) 
we obtain higher and better interpolation performance compared with 
employing the conventional R (T ), but the computational complexity 
is greater. 

6.2 Interpolation parameters generated from the received sequence 

Having concluded that every fourth speech sample can be discarded 
and replaced by an interpolated sample to yield speech with negligible 
perceptual degradation, we next considered the performance of our 
scheme when the interpolation parameters were derived from the 
received data. The problem in this case was how to obtain a reliable 
estimate of the autocorrelation function R (T ). The procedures de­
scribed in Section V for determining R ( T ), and thence the interpolation 
parameters, were tried, and the variation of SEG-s/n with block size 
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W found for different values of A. Curve d in Fig. 7 shows that a SEG­
sin of 21.5 dB was obtained when the interpolation process used 
nearest neighbor averaging, and was employed as a reference level. 
When the nearest neighbor interpolation was made adaptive, eq. (23) 
was used for which A = 1, and curve c obtained. By using the iteration 
procedure where the interpolation was made according to eq. (25), 
A = 3, a sin> 30 dB was achieved for N = 512 (see curve a). 

Also shown in Fig. 7 is curve b, which was obtained by formulating 
the sequence {ikl based on first computing {ikl according to eq. (22), 
formulating R (T), and then removing samples ir and replacing them 
with interpolated samples derived by using A = 3. Thus, in this A­
interpolation method we do not progress from the average sequence 
to those derived with A = 1 and 2, but proceed directly from the 
average sequence to compute the parameters with A = 3. The result is 
a sin of 27 dB for W = 256 to 1024, a 3-dB reduction compared to the 
A-with-iteration (A = 3) case, and a diminution in complexity. Informal 
listening experiences showed that the A-interpolation and A-with­
iteration schemes, both with A = 3, produced speech whose impair­
ments were barely perceptible. 

The variation of block sin with block number for the iterative 
interpolation procedure is displayed in Fig. 8, n = 4, W = 256. The 
average values of these block sin's give the segmental sin in Fig. 7 for 
W = 256. Close inspection of the curves in Fig. 8 reveal that progressive 
iteration does not always give the highest block sin. However, A-with­
iteration, A = 3, achieved the highest sin for most blocks with gains 
up to 25 dB compared to nearest neighbor averaging interpolation. 

In Fig. 9, the variation of block sin with block number is displayed 
for the A = 3 condition, n = 4, W = 256. Curves a and b are those 
previously displayed in Figs. 5a and 8a, and refer to interpolation 
parameters computed from the original speech sequence, and by A­
with-iteration procedure, respectively. Curve c applies for the A-inter­
polation method, while curve d corresponds to nearest neighbor aver­
aging interpolation, and is included as a reference level. The curves in 
Fig. 9 illustrate that by deriving the interpolation parameters from the 
original speech instead of from the received data, the large dips in 
block sin are mitigated. 

6.2.1 Interpolation errors 

We will now consider the interpolation error sequences and their 
spectra when the interpolation parameters are generated from the 
received sequence {zkl. To illustrate the error performance we selected 
an arbitrary segment of our input speech signal (see Fig. 3) that had 
high-level and low-level voiced speech, and unvoiced speech. The 
speech segment and its spectrogram are displayed in Fig. 10. As before, 
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Fig. lO-Speech segment: (a) time waveform, and (b) spectrogram. 

every fourth sample in the segment was removed and replaced by a 
sample produced by interpolation from neighboring samples, where 
the interpolation parameters were derived from the received data as 
described in Section V. We avoid displaying the spectrograms of the 
recovered speech segments associated with the four interpolation 
conditions used in Fig. 7 because of their similarity. Instead we show 
in Fig. lla, b, c, and d the error signals determined as the difference 
between the input speech segment shown in Fig. lOa and the recovered 
waveforms produced using interpolation methods of: average of adja­
cent samples; X-interpolation with X = 1 and 3; X-with-iteration, X = 
3; respectively. The error signals in Fig. 11 are small for the low-level 
highly correlated voiced speech section, and are much greater in the 
high-level voiced section and for the unvoiced speech. The block sln 
values for the speech signal in Fig. lOa are therefore higher for the 
voiced speech than for the unvoiced speech. Inspection of Fig. 11 
shows that the smallest error signal amplitudes generally occurred 
when the interpolation procedure used three samples on either side of 
each missing sample. For this segment of speech the advantage of 
using the full iteration procedure is small compared to X = 3, no 
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Fig. 11 (e}-Error waveforms and their spectrograms. The error waveforms in a, b, 
c, and d are the difference between the input speech segment of Fig. lOa and the 
recovered signals formulated using the interpolation method of: average of adjacent 
samples, A-interpolation, A = 1, A = 3, and A-with-iteration, A = 3, respectively, W = 
256. The waveform in e shows the effect of J-L-Iaw PCM encoding the speech samples 
prior to interpolation, A-with-iteration, A = 3, W = 256. 

iteration. The spectrograms of the error signals are displayed above 
these signals in Fig. 11. 

As the error sequence {ek} is the difference between the original 
speech sequence {Xk} and the recovered speech sequence {Zk}, it is 
composed of n - 1 = 3 components of zero magnitude followed by a 
nonzero component due to the interpolation error. The components 
in the original and recovered speech sequences occur at a rate fs = 8 
kHz, while the components in {ek} are generated at fsln = 2 kHz in 
Fig. 11. Close examination of the error spectra in this figure shows a 
symmetry about 2 kHz over the range dc to 4 kHz, and further 
symmetries about 1 kHz and 3 kHz for the frequency ranges of dc to 
2 kHz, and 2 kHz to 4 kHz, respectively. 

The noise components above 3.3 kHz were removed by the output 
filter shown in Fig. 1. When this was done the improvement in speech 
quality was minimal, as can be anticipated from the spectrograms of 
Fig. 11. Also the SEG-s/n values shown in Fig. 7 were only increased 
by a fraction of a decibel. 

Figures 12a through d show the error spectrograms obtained when 

SPEECH SIGNALS 1389 



o 

ZH:l3H01I)l NI A::JN3n03t:1::1 

t 
~~W 
-~~ 

i= 

o 

1390 THE BELL SYSTEM TECHNICAL JOURNAL, JULY-AUGUST 1983 



tf) 

"'1:l 
m 
m 
n 
I 
tf) 

Q 
z 
» 
r­
tf) 

..... 
W 
CD ..... 

4 p,------------------------------------------------------------------------------------~ (c) 

3 

2 

N 
I­
a: 
w 
I 
o 
....J 
~ O_' ___ -i: 

z 
r 14·r---------------------===::~====~======: 
~ 3~ 

(d) 

2 

o 

'~ 
TIME--

Fig. 12-Error spectograms for the two sentences shown in Fig. 3. The spectrograms 
a, b, c, and d relate to the conditions a, b, c, and d in Fig. 11, respectively . 



the interpolation procedure used adjacent sample averaging, X-inter­
polation with X = 1, X = 3, and X-with-iteration, X = 3 for the entire 
speech signal of Fig. 3. The spectrograms are not preemphasized. The 
effect of using X = 3 compared to X = 1 is to alter the nature of the 
noise spectrum, increasing its tendency to be more random. When we 
connected the error signal appertaining to the interpolation procedure 
having X = 3 to a pair of earphones, it was found to be unintelligible 
and noise-like. With adjacent sample averaging the error signal was 
significantly more correlated with the original speech, and when we 
listened to this error signal the two sentences were comprehendible. 

6.3 Variation of n 

The effect of n on SEG-s/n is displayed in Fig. 13 for a block size 
of 256. When the interpolation parameters were derived from the 
original speech sequence using the correlation function given by eq. 
(14), X = n - 1, the SEG-s/n increased by 9 dB to 28.6 dB when n was 
increased from 2 to 3, as shown in Fig. 13a. Thus, by rejecting every 
third sample we are able to reconstitute the speech by means of 
interpolation with only a slight perceptual impairment. For n = 4 the 
distortion in the interpolated speech was imperceptible. Curve b in 
Fig. 13 applies to X-with-iteration, X = n - 1. When n = 2 there is 
negligible difference between the two curves in Fig. 13, but as n is 
increased the curves diverge and curve a maintains a minimum mean 
square interpolation error. We conclude from Fig. 13 that if the block 
size is 256, the recovered speech will have only minor impairments for 
n = 3 when the interpolation parameters are derived at the transmitter, 
and n = 4 is acceptable when the parameters are computed by the 
iterative procedure. 

6.4 Adaptive interpolation results for PCM encoded speech 

The sampled speech sequence IXkJ was binary encoded by an 8-bit 
Jl-Iaw PCM encoder having Jl = 255. From Figs. 4 through 13 we 
concluded that n = 4 was a good compromise, offering the prospect of 
an acceptable sin while reducing the 64-kb/s transmission rate to 48 
kb/s. With this bit-rate reduction, 16 kb/s of data can be added to the 
48 kb/s of speech to give the conventional transmission rate. At the 
destination (or at some convenient point along the transmission path) 
the data can be removed, and each of the 6 k-words/s comprising the 
Jl-Iaw PCM signal decoded. In our experiments we assumed that the 
bits would be regenerated without error, and the 8-kHz sampling rate 
established by reinserting the missing samples by the interpolation 
techniques previously described. However, the accuracy of the inter­
polation process was reduced by the quantization noise produced in 
the digital encoder. 
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Deriving the interpolation parameters from the received data, as 
described in Section V, yielded the results shown in Fig. 14. The 
interpolation procedures applicable to curves a, b, c, and d were 
identical to those employed for curves a, b, c, and d, respectively, in 
Fig. 7. The respective curves in Fig. 14 are lower than those in Fig. 7 
owing to the effect of quantization noise encountered in JL-law PCM 
encoding. We observe that the quantization noise causes a loss in 
SEG-s/n of 0.5 dB when the interpolation is performed by adjacent 
sample averaging. For the cases of "A = 1 and "A = 3 the losses in SEG­
sin owing to the effect of quantization noise become approximately 1 
and 1.7 dB, respectively, when W = 256. As the interpolation process 
improves, the SEG-s/n becomes relatively more affected by the quan­
tization noise. We observe that the greatest loss in SEG-s/n relative 
to when there is no quantization noise occurs for the case of "A-with-
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iteration, X = 3, and is 2.7 dB for W = 256. Also shown in Fig. 14 are 
the SEG-s/n values for the encoded speech when the sampling rate is 
8 kHz, J.L = 255, and the number of bits per code word is 8 and 6, i.e., 
the transmission bit rates are 64 kb/s and 48 kb/s, respectively. The 
loss in SEG-s/n due to transmitting at only 48 kb/s and reinserting 
the discarded samples using X-with-iteration, X = 3, compared to not 
discarding samples and transmitting at 64 kb/s is given by LOSSR in 
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Fig. 14. The subscript R indicates that the interpolation parameters 
were derived from the received data. The gain in SEG-s/n, GAINR , is 
due to interpolating the missing samples compared to the 48 kb/s Jl­

law PCM encoding where no samples are discarded. Although the 48 
kb/s has the 8-kHz word rate, the quantization noise is higher because 
there are 6 bits per code word. The values of LOSSR and GAINR for 
W = 256 are 8.4 and 3.6 dB, respectively. 

The interpolation performance can be enhanced if the interpolation 
parameters are derived from the locally decoded p,-law PCM signal at 
the transmitter. The interpolation parameters must be conveyed to 
the receiver in a binary format as side information. This is not a 
difficult task in a digital transmission system as fewer than 30 bits 
per W PCM words are required to be transmitted. When W is 256, 
the side information increases the bit rate by 2 percent. The bit rate 
can be maintained at 48 kb/s if the side information replaces the least 
significant bit in every sixth word transmitted. This will have only a 
marginal effect on the quality of the recovered speech. When the 
interpolation parameters for A = 3 were determined at the transmitter 
using eqs. (11) through (14) and subsequently transmitted as side 
information, curve e in Fig. 14 was obtained. Comparing curve a in 
Fig. 6 with this curve shows that the presence of quantization noise 
reduces the SEG-s/n of the interpolated speech signal by 4 dB. 
Nevertheless, curve e is significantly higher than curve a, and the 
disparity increases to 7 dB for W = 64. The LOSST and GAINT factors, 
where the subscript T implies the generation of the parameters at the 
transmitter, had values of 4.3 and 7.7 dB, respectively, for W = 256. 
The effect of interpolation is equivalent to saving more than one bit 
per word. 

For Jl-Iaw PCM encoding and the adaptive interpolation procedure 
of A-with-iteration, A = 3, W = 256, resulted in the error waveform 
and its spectrogram displayed in Fig. lIe for the speech segments 
shown in Fig. 10. Figures lIe and d show that the effect of quantization 
on the error spectrum is small. 

VII. DISCUSSION 

Our intention at the outset of this investigation was to discard one 
speech sample (or PCM word) in every four, n = 4, and to replace the 
missing samples or words by an interpolation process such that the 
degradation in speech quality was virtually imperceptible. Further, the 
implementation algorithm was to be inherently simple. These goals 
have been reached in good measure. 

The central issue in any interpolation process is determining the 
interpolation parameters. Our approach is to attempt to minimize the 
mean square error, a nonoptimum procedure for speech signals where 
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the perception of interpolation noise may be modified by the spectral 
composition of the speech signal over some 20 ms interval, and 
temporal effects lasting approximately 200 ms. The justification of the 
mean square error is based on simplicity, and for n = 4 gives good 
results. In deriving the interpolation parameters of eq. (11) based on 
R(k,j), we made no assumptions concerning the statistic of the speech 
signal. The selection of block size W depends upon an acceptable sin, 
the need to avoid excessive signal delays resulting from too high a 
value of W, and the amount of side information permitted, where 
appropriate, when W is small. Our suggested range of W is from 64 to 
1024 (see Figs. 4 and 7). These values of W correspond to durations 
of 8 to 128 ms, i.e., ranging from approximately a pitch to a syllable 
period. Computing the interpolation parameters using eqs. (11) and 
(14), we were able to achieve gains in sin of 16, 14, and 12 dB compared 
to interpolation using nearest neighbor linear interpolation for block 
sizes of 64, 256, and 1024, respectively. 

When the estimate of the autocorrelation function could not be 
based on the original speech sequence, but had to be estimated from 
the received speech samples where every nth sample was missing, an 
iterative estimation procedure was employed. By making a crude 
estimation of the missing samples, the autocorrelation function R ( T ) 

was computed, and in general a more accurate set of interpolated 
samples were found. The autocorrelation function was again deter­
mined, and the accuracy of the interpolated samples nearly always 
improved. By this iterative approach, for n = 4, A-with-iteration, A = 
3 had an interpolation gain over nearest neighbor averaging of 8 dB 
for W = 256, as displayed in Fig. 7. 

The effect of discarding every nth sample, n = 2, 3, 4, and 5, showed 
that it is. advisable to maintain n ::: 4 for imperceptible perceptual 
degradation. For highly correlated sounds and where some masking of 
the interpolation noise occurs, we can satisfactorily deploy n = 3 and 
even n = 2. However, in general there is considerable distortion power 
when n = 2, which is hardly surprising as half the samples had been 
rejected. Nevertheless, for n = 2 adaptive interpolation yielded a sin 
of approximately 19.5 dB, which is noisy but intelligible speech. 

Finally, we found that when conventional8-bit Il-law PCM encoded 
speech, Il = 255, had its bit rate reduced from 64 kbls to 48 kbls to 
enable 16 kbls of other data to be transmitted, the recovered speech 
after decoding and interpolation had a sin that approximated that of 
56-kb/s Il-law PCM. 
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This paper presents a synthesis method and practical design considerations 
for the Coupled-Single-Amplifier-Biquad (CSAB) realization of all-pole sym­
metrical bandpass (BP) filters. The CSAB topology consists of a cascade of 
second-order SAB bandpass sections, together with negative feedback around 
adjacent sections. A straightforward procedure that leads to the block diagram 
representation of the CSAB is shown. Explicit design formulas are given for 
the optimum element values of the Deliyannis-Friend SAB bandpass section, 
as well as for the feedback resistors. This CSAB design offers improved 
performance over the cascade SAB approach without using additional opera­
tional amplifiers. Also described are the effects on the filter response due to 
finite amplifier gain, capacitor dissipations, noninfinite pole-Q sections, and 
their compensation techniques. These are followed by discussions on maxi­
mizing the filter dynamic range and tuning. 

I. INTRODUCTION 

It is commonly known that in the realization of high-order active 
filters, properly designed multiple-loop-feedback topologies offer far 
superior sensitivity performance than the approach of cascading bi­
quadratic filter blocks.1

-
6 The multiple-loop-feedback structure is par­

ticularly useful in the design of bandpass filters, where reduced sen­
sitivity design is most often needed. Compared with the cascade biquad 
approach, two drawbacks are usually attributed to these topologies, 
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namely, the more complicated design procedures and the use of more 
op amps. However, for the class of all-pole geometrically symmetrical 
Bandpass (BP) filters, these drawbacks do not exist for a particular 
multiple-loop-feedback structure commonly referred to as leap-frog, 
active-ladder, or coupled-biquad.7

-
I3 The coupled-biquad topology con­

sists of a cascade of second-order sections together with negative 
feedback around adjacent biquad sections. 

Most of the existing coupled-biquad descriptions assumed multiple 
op-amp biquads, but details on the use of Single-Amplifier Biquads 
(SABs) are scarce. Our discussion here focuses on the use of SAB and 
is further restricted to voice-frequency applications. Note that the 
Coupled-Single-Amplifier-Biquad (CSAB) topology described here re­
quires n op amps for a 2n-order BP filter. 

The first part of this paper presents a general design method for the 
CSAB realization of all-pole symmetrical BP filters. A straightforward 
procedure is given that leads to the block diagram representation of 
the CSAB. Each of the second-order sections is then implemented by 
the Deliyannis-FriendI4 SAB configuration. Optimum element values 
for these SABs are computed according to Fleischer's results. I5 The 
second part of the paper discusses the effects on the filter response 
due to finite op-amp gain, capacitor dissipations, noninfinite pole-Q 
sections, and their compensation techniques. These are followed by 
discussions on maximizing the filter dynamic range and tuning. 

II. CSAB DESIGN PROCEDURE 

This section presents a straightforward design procedure for the 
CSAB realization of all-pole symmetrical BP filters. Optimum design 
equations are given for the Deliyannis-Friend SAB bandpass section 
and the feedback resistors. 

2.1 Block diagram representation of CSAB configuration 

The starting point for the CSAB realization of an all-pole symmet­
rical BP filter, e.g., a Bessel-, Butterworth-, or Chebychev-type BP 
filter, is its normalized low-pass (LP) prototype ladder configuration. 
The ladder configuration is readily available from many existing 
handbooks and is shown in Fig. 1. 

Let Wo = center frequency of the BP filter 

(in rad/s) 

B = passband bandwidth of the BP filter 

(in rad/s) 

A block diagram representation of the CSAB topology for the BP filter 
is given in Fig. 2, where the coupled biquadratic transfer functions, 
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f, te, ~ te3 ... ~ ent R2~ FORn"ODD 

fR' fe, ~ fe3 en,f =3 FDkEVEN 

Fig. 1-LP prototype ladder configuration. 

Ti(s) and Tf(s), are related to the element values of the LP ladder by 
the following equations: 

B 
-s 
CI T{(s) = ---~--

2 B 2 
S + RICI S + Wo 

B 
-s 

Ti(s) = T((s) = 2
Xi 

2 i = 2, 3, ... , n - 1 
s + Wo 

and X. = {Li for i even 
I Ci for i odd 

B 
-s 
Cn 

2 B 2 
S + R

2
C

n 
S + Wo 

B 
-s 
Ln 

2 BR2 2 
S + Ln s + Wo 

for n odd 

for n even, 

(1) 

(2) 

(3) 

(4) 

where K determines the overall gain of the filter. For unity (0 dB) 
voltage gain, set K = 1. 

BANDPASS FILTERS 1401 



...I. 
~ 
o 
N 

--i 
I 
m 

O::l 
m 
I 
I 

Vl 
-< 
Vl 
--i 
m 
~ 
--i 
m 
(") 
I 
Z 
R » 
I 

o 
C 
7J 
Z » 
.r 
C 
I 
-< 
I » 
C 
[) 
C 
Vl 
--i 

\.0 
co 
w 

-T, (s) 

r--------FROM (i+1) SECTION 

-T2(s) 

L.....----FROM SECTION 3 

WHERE EACH OF THE BLOCKS MAY BE REALIZED BY THE FOLLOWING CONFIGURATION 

C2 

R2 

(2) 
R4 

) 00 

R5 

RC 

0) 
Fig. 2-Coupled SAB configuration for all-pole symmetrical BP filters. 



The above derivation is straightforward and is omitted here. For the 
three-section case, discussions can be found in pages 726 to 729 of 
Ref. 3 and pages 348 to 351 of Ref. 6. Note that in Fig. 2, the 
Deliyannis-Friend SAB configuration is also shown. Besides its good 
sensitivity properties, this particular SAB can simultaneously realize 
both the forward and the feedback paths as required by Fig. 2. 

One final step in the CSAB realization is to obtain the element 
values for the individual SAB blocks. The optimum formulas are given 
in the next section. 

2.2 Optimum CSAB element values 

For each of the second-order blocks shown in Fig. 2, let the forward 
and feedback voltage transfer functions be represented by: 

V2(s) = -T.(s) = -nlS 

V1(s) I S2 + dIS + do 
(5) 

and 

V2(s), n{s 

V '( ) = Ti (s) = 2 d d . 
1 S S + IS + 0 

(6) 

As shown in Fig. 2 and eqs. (1) to (3), the internal sections, i.e., i = 
2, 3, ... , n - 1, have an infinite pole-Q value or d1 = o. For improved 
filter performances, a later section suggests the use of a very high-Q 
value, say several hundreds, instead of the infinite value. This corre­
sponds to the use of a small value for d1 in eqs. (5) and (6). The high 
but fixed Q-value can be designed into the CSAB configuration by the 
familiar predistortion technique. 

Element values are first obtained for the forward transfer function, 
Ti(s), by the formulas given in Ref. 14, where the conductance value 
of a fictitious resistor, Rb is first computed and the values of C1 , C2 , 

RA , and RB can be conveniently chosen such that 

(7) 

(8) 

(9) 

(10) 
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RB = arbitrary [can be chosen according to eq. (15)] (11) 

RD = RA (12) 

Rc = infinite. (13) 

As shown by Fleischer,15 the value of RB or the ratio of RA/RB should 
be chosen so as to minimize the overall SAB variability (sensitivity) 
due to the combined active and passive elements variations. His results 
are given below:* 

Qo = [I A (so) 12 8Uk 2+ u~]1/4 
8UA(so) 

RA C2 1 (1 d1 ) 

RB = C1 + C2 Qo Qo - .Jdo ' 

(14) 

(15) 

where A(s) represents the gain of the op amp, Uk, ub, and U~(s) 
correspond to the variances of f1R/R, t::.C/C, and M(s)/A(s), 
respectively, and So is the pole location of the particular SAB transfer 
function. 

The values of RB and Rc are next modified according to the following 
formulas to implement the feedback transfer function as well [see Fig. 
2 and eq. (6)]:t 

(16) 

(17) 

(18) 

RD = RA (as before). (19) 

In summary, the optimum element values can be computed from 
eqs. (14), (15), (7) to (12), and (16) to (18). 

* Equations (57), (61), (13b), (2) and (7) of Ref. 15 were used. For the case of Cl = 
C2 and single-pole op-amp characteristics, simpler formulas are given in page 323 of 
Ref. 2. 

t The derivation is given in the appendix. Note that, as shown in pages 362 to 364 of 
Ref. 6, the feedback transfer function realized is not exactly a BP function but has 
negative and real transmission zeros. However, in the vicinity of the pole frequency, 
where the effect of feedback is of interest, the function behaves like a BP function. In 
any event, the error introduced is negligible. 
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III. PRACTICAL DESIGN CONSIDERATIONS 

The preceding section describes one practical design consideration, 
namely, that component statistics are used to obtain an optimum 
design parameter, RA/RB , for the individual SAB blocks. This section 
further discusses some important factors that cause the SAB or CSAB 
response to deviate from its ideal characteristic. Compensations in the 
form of predistortion techniques are described. These compensations 
can be achieved by modifying the pole locations of the individual 
second-order blocks as given by eqs. (5) and (6). In a good design, they 
must be considered as part of the original design and optimum element 
values are to be computed from the modified transfer functions. 

3.1 Nonideal op amp characteristics 

For a given SAB realizing the transfer functions (5) and (6), the 
major effect of finite op-amp gain is to shift the desired pole location, 
or the roots of 

2 2 Wo 2 
S + dIS + do = S + Q S + Wo = (s - so)(s - s~) (20) 

from So to So + ~so. FieischerI5 has shown that this deviation is 
approximately given by 

( 
RA) 1 D2 (so) 

~so = - 1 + -R A() --*, 
B So S - So 

(21) 

where 

_ 2 (CI + C2 1 GI) GI 
D2(s) - S + CIC2 

R2 + C
2 

S + R
2
C

I
C

2
• 

(22) 

In the actual design, one can apply the negative of this shift to the 
nominal transfer function. Equivalently, as shown in pages 415 to 416 
of Ref. 2, the shift in ~so can be represented by: 

~Wo = Re (~so) 
Wo So 

(23) 

~Q = -2Qlm (~so). 
Q So 

(24) 

Hence, instead of using the design parameters Wo and Q in eq. (20), 
one can use the modified parameters Wo = Wo - ~wo and Q' = Q - ~Q. 

As pointed out by Fleischer, eq. (21) shows that the fractional 
change in the complex pole location is inversely proportional to the 
magnitude of the amplifier gain at the pole frequency. Hence, the use 
of a two-pole, one-zero compensated op amp would provide at least an 
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order of magnitude smaller pole shift magnitude than that obtained 
from using a single-pole compensated op amp in most of the audio 
frequency band.* For many practical voice-frequency-band applica­
tions, this pole shift is quite small for the former compensation and 
its effect can often be ignored. 

3.2 Nonideal capacitor characteristics 

A nonideal capacitor is usually associated with a finite dissipation 
factor or tan o. It is commonly represented by introducing a resistor 
(with conductance Gi ) in parallel with the capacitor Ci , where 

Gi = WOCi tan Oi 

and wo corresponds to the pole frequency of the SAB block, since we 
are particularly interested in the variations of the transfer function 
for frequencies near woo 

As with the op-amp finite gain, the major effect of the capacitor 
dissipation factor is to cause a shift in the desired pole locations, 
which again can be compensated for. Weyten's approach16 is described 
here. For a two-capacitor biquad section realizing eq. (5), Weyten has 
shown that 

~dl d; = Q(tan 01 + tan (2) (25) 

~do 1 dl 8 d ) do = tan 01 tan 02 - Q (8 Cl tan 02 + d tan 01 , (26) 

where 

-8~~ = 1f2 + 88i (27) 

and the coefficients in eq. (20) move from di to di + ~di. For the SAB 
under consideration (Fig. 2), Ref. 15 gives 

() () C2 Q 1 
8 Cl = -8 C2 = C

1 
+ C

2 
Qo - 2"' (28) 

where Qo is as given before. 
Hence, instead of using the design parameters d1 and do in eqs. (5) 

and (6), the modified parameters df = d1 -~dl and d~ = do - ~do can 
be used. Note that the fractional change of do is usually very small 
and can practically be ignored. Alternately, eqs. (25) and (26) can be 
rewritten as 

(29) 

* See for example, pageR S4 to Sf) of Ref. 6. 
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~Wo lId d 
- ~ -2 tan ch tan 02 - -Q (Sd tan 02 + Sd tan (1) (30) 

Wo 2 

since the variations of Wo are usually very small. The decrease in pole­
Q value due to capacitor dissipation factors is usually appreciable and 
should be compensated for. As an illustration, for a medium-Q BP 
section, say Q = 20, and for a capacitor dissipation factor of 0.0015, 
such as that encountered with thin-film capacitors, this fractional 
change in the pole-Q value is 6 percent. 

3.3 Infinite pole-Q sections 

As we see in Fig. 2, all of the second-order sections except the first 
and the last have an infinite pole-Q value, i.e., d1 = 0 in eq. (5). Note 
that the negative feedbacks in the coupled-biquad configuration move 
these poles away from the jw-axis and into the desired pole locations. 
Except for very high-Q BP filters, realization of the infinite pole-Q 
sections in the CSAB configuration is not very critical as long as the 
value of these pole-Qs is high, say several hundreds. The effects of 
using a high but finite pole-Q value in these sections are a lower overall 
gain of the filter and a reduction of the effective passband bandwidth.17 

A decrease in gain is easily compensated for in active filter design, 
while the reduced passband bandwidth may usually be absorbed in the 
original design margin. 

On the other hand, a closer approximation to the desired response 
is obtained if each of the internal sections is a priori designed to have 
a high but finite pole-Q value. This value can be chosen to be the 
highest and practically realizable pole-Q value, say QM. For the SAB, 
this is in the order of a few hundreds. Note that in the actual 
realization, these pole-Q values will deviate a great deal (higher or 
lower than QM). Computer simulations have shown that the overall 
circuit variability is smaller for the finite internal pole-Q design than 
the design with infinite pole-Qs. 

Having presented the virtues of noninfinite internal pole-Q sections, 
we show now how this can be achieved with the classical predistortion 
technique. If we refer back to Section 2.1, instead of starting with the 
ladder configuration, we see that the overall transfer function for the 
normalized LP prototype is used (again this is available from many 
handbooks). A shift a is introduced to the complex frequency variable 
s, s = p - a, where p represents the new complex frequency variable, 
and 

Wo 

a = BQM. (31) 

In eq. (31) all variables are as defined before. The new transfer function 
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in p is used to realize the ladder configuration shown in Fig. 1. With 
the following modifications to eqs. (1) through (4), where Rf and R~ 
are used in place of RI and R2 , respectively, the CSAB configuration 
is again as shown in Fig. 2: 

R'- 1 
1 - 1 

RI + aCI 

for n odd 

for n even 

(32) 

(33) 

i = 2, 3, ... , n - 1. (34) 

In addition, the value of Kin eq. (1) must be modified to obtain the 
desired overall gain of the filter. This value is easily determined by 
computing the gain of the ladder in Fig. 1 after replacing each inductor 
Li with a resistor of value a* Li and each capacitor Ci with a resistor of 
conductance a*Ci• 

The ladder realization of the shifted LP prototype transfer function 
can be obtained by the classical synthesis technique, or with a filter 
synthesis program.I8 For best sensitivity performance, this ladder must 
correspond to the maximum power transfer design. I9 

3.4 Maximizing the filter dynamic range 

A rule-of-thumb design procedure for maximizing the dynamic range 
of a high-order filter is to make the maximum voltage output level at 
the various amplifiers equal. Variations among the various amplifier 
outputs in the CSAB are generally much smaller than in the corre­
sponding cascade SAB design. For many applications, one may find 
the CSAB design as obtained before to be satisfactory. 

The maximum voltage output levels at the amplifiers usually occur 
at frequencies within the filter passband or the transition bands. A 
practical procedure to maximize the filter dynamic range is to evaluate 
the filter frequency responses (via a computer program) at each of the 
amplifier outputs and at a set of discrete frequencies chosen from the 
passband and transition bands. The maximum output values thus 
obtained are used to rescale the gain of each of the transfer functions 
given by eqs. (1) through (4). More formally, let 
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Gi = Max(VJ - Max(Vout ) in dB, 

where Vi (in dB) is the voltage level at the output of the itb amplifier 
and Max( VJ is the maximum value over the chosen set of frequencies. 

Compute 
G; 

Hi = 10 20 i = 1, 2, ... , n - 1 

with Ho = Hn = 1. 
Multiply each of the forward transfer functions, Ti(s) by K i, where 

i = 1, 2, ... , n, 

and multiply each of the feedback transfer functions, T[ (s), by K[, 
where 

K[ = HJHi+1 i = 1, 2, ... , n - 1. 

3.5 CSAB tuning 

When the STAR realization14 is used to implement the SAB, the 
manufacturing tuning procedure is to measure values of the two 
capacitors on the substrate and then compute the resistor values, 
based on these measurements, from the predistorted transfer function 
using the equations given in Section 2.2. The resistors are laser­
trimmed to these values. The individual SAB blocks are then con­
nected as shown in Fig. 2. In general, this procedure is sufficient for 
all practical purposes; 

For extremely high-precision filter applications where functional 
tuning may be desirable, the SAB, like any other single-amplifier­
biquad configuration, does not exhibit an orthogonal set of tuning 
parameters. However, when the desired tuning range is small, e.g., 
during final mop-up trimming, the following tuning sequence is sug­
gested: For the forward BP transfer function, with Rc connected to 
ground, use R4 to adjust for the gain at the pole frequency, R5 for the 
pole-Q, and then R2 for the pole frequency. The adjustments for the 
pole-Q and pole frequency can be monitored by the 45-degree phase­
shift points and the 180-degree phase-shift point, respectively. Finally, 
with R4 connected to ground, the feedback factor can be adjusted by 
Re. As in any coupled-biquad configuration, the CSAB overall response 
is relatively insensitive to these feedback resistors. 

IV. BP FILTERS WITH FINITE TRANSMISSION ZEROS 

Extensions of the CSAB design to BP filters with finite transmission 
zeros, e.g., elliptic-type BP filters, are available. There are two ap­
proaches here. The first is to realize these transmission zeros within 
the individual SAB blocks;11,12 however, their design procedures are 
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rather complicated. A second approach is to form these transmission 
zeros by a weighted sum of the individual SAB BP sections (Fig. 2) 
with an additional summing amplifier (in a manner analogous to the 
feedforward technique described in Ref. 9). Simple design formulas 
exist for this purpose. The second approach is particularly useful and 
exhibits excellent sensitivity properties for low-order filters, say fewer 
than five sections. 

V. CONCLUSIONS 

A straightforward design procedure is given for the coupled-single­
amplified-biquad realization of high-order, all-pole, symmetrical BP 
filters. Practical limitations and their compensation techniques are 
discussed. Many of these considerations, i.e., optimum choice of ele­
ment values, nonideal op-amp and capacitor characteristics, are the 
same for the cascade or coupled designs. With this in mind, the CSAB 
design procedure is seen to be not more (if not less) complicated than 
the cascade design, since the individual second-order transfer func­
tions are more readily computed. 

The CSAB approach uses the same number of op amps as that of 
the cascade SAB approach. This number is equal to n for a 2n-order 
BP filter and is approximately half the number required by the many 
inductance simulation techniques, e.g., the two-op-amp Generalized 
Impedance Converter (GIC) designs. Sensitivity performances of the 
coupled-biquad may be considered as the best among all the various 
multiple-loop-feedback topologies20 and are far superior to the cascade 
biquad. These observations, together with the fact that the Deliyannis­
Friend SAB, from a sensitivity point of view, is as good as any other 
circuit in the audio frequency band,15 suggest that the CSAB described 
here should be the choice for the design of low to medium-high Q (say, 
Q < 60) BP filters in the audio frequency band.* 
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APPENDIX 
Derivation of the Element Values for the Feedback Transfer Function 

With ideal op amp, the voltage transfer functions for the SAB 
circuit of Fig. 2 are given by: 

V2(s) nlS 

VI(s) S2 + dIs + do 
(35) 

and 

V2(s) = KF(S2 + Fs + do) 
V{(s) S2 + dIs + do 

(36) 

where 

d
l 

= (CI + C2) G
2 

_ (G4 + G5 ) GB 

C
I
C2 (Gc + G

D
) C

2 
(37) 
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do = (G4 + G5 )G2 
C1C2 

K - Gc 
F-

GC + GD 

F = (G4 + G5 + G2 + G2). 
C2 C1 

(38) 

(39) 

(40) 

(41) 

The element values as given by eqs. (7) through (13) satisfy the 
forward transfer function, eqs. (35) and (37) through (39). Note that 
Gc = o. 

In the vicinity of the pole frequency, the feedback transfer function, 
eq. (36), is closely approximated by 

l/2(S) _ nls 
l/1(s) - S2 + dIs + do' 

(42) 

where 

nl = KF·F. (43) 

To realize the feedback transfer function, the value of Gc must be 
finite, say Ge. If we let the value of GB take on a new value, GE, and, 
furthermore, let all the remaining elements take on the values as given 
before, then the forward and feedback transfer functions, Eqs. (35) 
and (37) through (43), can be simultaneously satisfied if the following 
two conditions are met: 

GB = GE 
GD Ge + GD 

(44) 

and 

nl Ge 
KF = F = Ge + G

D
• 

(45) 

Note that in eq. (45) the coefficient nl corresponds to the like 
coefficient of eq. (6). 

The new value of Gc is obtained from eq. (45) and is given by: 

G' KFGD (46) 
c 1 - KF • 

Equations (44) and (46) yield the new value of RB , which is given 
by: 
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G
' _ GB(GC + Gn ) 
B - G

n 
. (47) 

Equations (46) and (47) correspond to eqs. (17) and (18), respectively. 
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In this paper we compare modal analyses of a Modified Chemical Vapor 
Deposition (MCVD) optical waveguide fiber and an idealized fiber. The 
pertinent profile parameters ofthe idealized fiber are obtained from the MCVD 
profile. We have validated the concept of an optimum a developed in our 
previous work. The reduction of the bandwidth of the MCVD fiber is shown 
to be directly related to the imperfections in the profile inherent in the MCVD 
manufacturing process. 

I. INTRODUCTION 

Multimode lightguides, produced by the Modified Chemical Vapor 
Deposition (MCVD) process, are expected to be of continuing impor­
tance to the Bell System. Such lightguides with bandwidths exceeding 
1 G Hz· km have been produced in the manufacturing plant. 

The unique MCVD process produces the index gradient in the core 
by depositing many layers of material with different compositions, 
leading to a ripple effect in the profile. Other imperfections in the 
MCVD process include certain mechanical limitations, difficulties at 
the core-cladding interface, and the altering of the core center index 
(burn -off) during the collapse of the preform. These imperfections in 
the MCVD process lead to a unique modal structure in the fiber, which 
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may differ radically from the modal structure obtained from a perfect 
power law profile. These differences, for a particular fiber preform and 
idealization, are analyzed and compared. The effects of the imperfec­
tions on dispersion and bandwidth are evaluated. 

II. EXPERIMENT 

Our method! for solving Maxwell's equations has been described 
earlier and we shall not repeat it here. A brief schematic of the process 
is given in Fig. 1. In the experiment, the perfect power law profile (NJ 

G(N,AI 

Vg, T 

Fig. I-Ni is a perfect power law profile. N x is a typical MCVD profile that must be 
normalized in a particular way to be compatible with the calculations described in Ref. 
1. From these calculations we obtain the G function, from which one further determines 
the effective indices, N e, and the group indices, N g• Further processing leads to the 
calculation of the Poynting vector, the field functions, the delay times, etc. 
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is replaced with the actual MCVD profile (NJ, which differs from the 
perfect profile. Thereafter, the data are processed identically to find 
the effective indices N e , group indices N g , the Poynting vector, and 
other propagation parameters. 

An MCVD preform was given to us by S. Jang of the Western 
Electric Research Center in Princeton, N.J. This preform had been 
used earlier to produce fiber for experiments. It was typical in the 
sense that the bandwidths averaged 1 G Hz· km. By means of the laser 
beam refraction method2 the refractive index profile was determined 
and is shown in Fig. 2. 

We note in this profile the familiar characteristics of the MCVD 
preform, i.e., a burn-off region in the center, an undefined core­
cladding interface region, and ripples on the profile, which are more 
pronounced as we near the core center. 

The pertinent data required for our analytical testing are the ap­
proximate a and the maximum ~. These data can be obtained from 
known procedures,2 or alternatively, as in our case, by utilization of 
the technique described in one of our earlier publications.3 Briefly, at 
a selected wavelength, one obtains the modal display for zero azimuthal 
numbers, fits the data to a linear least squares equation for Ng vs. Ne , 

0.020 r------------------------, 

0.016 

0.012 

~ 0.008 
<l 

0.004 

O~------------------~~~ 

-0.004 L-____ --L-____ ---L _____ ....L..-____ ---l 

o 0.08 0.16 0.24 0.32 

RADIUS IN CENTIMETERS 

Fig. 2-Typical MCVD profile before normalization. 
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and compares this slope to the slope vs. a, which has been previously 
calculated for that wavelength. The parameters to be used in this case 
were a = 2, b.N is typical for an 11.5-percent Ge02 dopant, and radius 
(Rcc) = 25 ,urn. 

These data are then used to produce modal displays for perfect 
power law profiles (IDEAL) at the wavelengths and polar indices used 
for probing the experimental (MCVD) profile. The programs are run 
in parallel, to be used eventually for comparison purposes only, i.e., 
there is no communication between the two series of calculations. 

Inherent in our calculations is the automatic detection of significant 
mode splitting between the EH vs. HE, or TE vs. TM, and in the 
displays to follow, the splittings are shown, wherever possible. 

1.4834 

1.4833 
(a) 

1.4832 

1.4831 
0 

• 1.4836 
0 

• 8 
1.4835 

0 0 

0 

• Ng • 0 
0 • 0 1.4834 • 

• 0 0 

• 
8 • , 0 0 

0 0 8 (b) • 0 0 • 0 • 1.4833 

1.4832 

1.4831 • 0 • 0 0 0 

0 0 • 
0 • 0 

0 • 
0 • • 0 

1.4830 0 
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0 • 
0 0 0 

0 9 
1.4829 • 0 

0 0 

1.4828 
1.471 1.469 1.467 1.465 1.463 1.461 1.459 1.457 1.455 1.453 1.451 

Ne 

Fig.3-Composite data for A = 0.9 JLm. The top portion (a) is the IDEAL. The 
bottom portion (b) is the MCVD. The straight lines are the linear least-squares curves 
fitted to all the data in each case, exclusive of those modes near the cladding, and for 
those modes widely divergent from the line. In general, the open circles are for polar 
indices m = 1, 3, 5, ... last, while the solid circles are for polar indices m = 0, 2, 4, '" 
last. Split modes are not readily identifiable in this display. 
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Fig. 4-Same as Fig. 3, X = 1.0 /lm. 
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Fig. 5-Same as Fig. 3, X = 1.1 /lm. 
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Fig. 6-Same as Fig. 3, X = 1.2 11m. 

We selected eight wavelengths (X) spanning the region 

0.9 :5 X :5 1.55 Jim. 

• 

• 

o 

• 

1.448 

Each wavelength was checked for all possible modes (m = 0, 1, 2, 
... last) for both the IDEAL and the MCVD profiles. Because the 
extremely large amounts of data required in this analysis involved 
exorbitantly large amounts of computer time, we reduced the required 
accuracy to a minimum sufficient for our purposes, thereby saving 
considerable time and expense. Nevertheless, much computational 
time was required to accumulate the data given in this report. 

Our results on the foregoing procedure are displayed in Figs. 3 
through 10. In each figure, the dots represent the modes actually 
determined, the line is the linear least-squares curve fitted to the data, 
excluding some of the modes near cutoff, the upper portion (a) is for 
the IDEAL profile, and the lower portion (b) is for the MCVD profile. 
Again, some modes that are well off the chart are not shown because 
of space limitations and were not used to calculate the fitted curves in 
any case. All the fitted curves, translated where necessary but not 
rotated, have been condensed into the single plot given in Fig. 11. 
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Fig. 7 -Same as Fig. 3, A = 1.23 11m. 

III. DISCUSSION 

The degree of scatter in the modes for the IDEAL case (Figs. 3 
through 10, Part a) is due in part to the inherent splitting of the 
HE-EH modes, which has been further compounded by the reduced 
accuracy used in this analysis. 

The scattering of the modes for the MCVD case (Figs. 3 through 
10, Part b) is much greater than the IDEAL series, perhaps by a factor 
of 5 to 10. Obviously, the greatly increased scattering for the MCVD 
series is due to the imperfections in the MCVD profile, such as burn­
off and ripple. The contribution of each of these imperfections to 
increased modal dispersion (poor bandwidth) has been determined 
and will be the topic of a forthcoming paper. 

Further, within the statistical precision and accuracy employed by 
the authors, one can calculate that the IDEAL and MCVD data will 
both extrapolate to the same index at the core. We should realize that 
the MCVD index of refraction data of Fig. 2 was obtained at A = 
0.6328 jLm. This must be converted to the proper flN at the probing 
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Fig. 8-Same as Fig. 3, X = 1.32 J,Lm. 

A'S used in any analysis, and was done in this analysis. The results 
indicate that our parameter ~ as calculated at each A is reliable. 

The parallelism of the least-squares fitted lines, seen in Fig. 11, 
indicates that our calculations of the parameter a from the MCVD 
profile are also reliable, and that an idealized profile may be used to 
predict characteristics of an MCVD profile. We must realize that a 
does not vary with A, and this is true regardless of whether we are 
using the IDEAL or MCVD profile. We are immediately struck by the 
rotation of these curves as we change A. We have noted a similar 
effece at a fixed A for a changing a. It should be noted that the 
previous work3 and the present work agree closely. 

We have one further observation in the present work, which is not 
readily seen in Figs. 3 through 10: although both the IDEAL and 
MCVD profiles were normalized to a 25-JLm radius, the IDEAL profile 
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Fig. 9-Same as Fig. 3, A = 1.40 }lm. 

generated more modes than the MCVD, without exception. To account 
for the fewer MCVD modes a crude estimation of the effective radius 
for the MCVD indicates that 

re :::::: 23 JIm. 

It may be only coincidence that this difference of 2 JIm is of 
approximately the same magnitude as the width of the burnout. 

IV. REDUCTION OF DATA 

Two useful measures of dispersion were derived for this report. The 
first, which is relatively simple, is the calculation of the dispersion due 
to the rotation of the line as a function of A. This implies that every 
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Fig. lO-Same as Fig. 3, A = 1.55 JIm. 

group index (Ng) would be on the line. However, the total spread in 
N g is now a function of the slope of the line, i.e., the spread in N g 

between the HEI,I and the last possible mode that can be obtained on 
that line. We have given this measure the name "sigma of rotation", 
((JR). Of course, we must count the number of modes at each Ne to 
find the mean N g and then calculate (JR in the conventional manner. 

The second measure of dispersion we have utilized is the standard 
deviation of the group indices determined from the indicated least-
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Fig. ll-Composite data. Least-squares fitted lines (IDEAL and MCVD) from the 
data of Figs. 3 through 10, identifiable in this display. 

squares fitted line for Ng vs. N e• Thus, if the curve value of Ng is 
denoted by Ng(curve), then 

_ '\ / T-[Ng - Ng(curve)F 
UNg - V n - 1 ' 

where n is the total number of modes. 
The results of these calculations for UR are given in Fig. 12, and as 

indicated in Fig. 11, are about the same for the IDEAL and MCVD 
fibers. Further, if this were the only measure of dispersion employed, 
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we would expect this fiber to yield the maximum bandwidth at A = 
1.00 JLm. This agrees precisely with our previous work.3 The results 
for the calculation of (J"Ng are given in Fig. 13 and we can see that: 

(J"Ng(MCVD) ~ 10 (J"Ng(IDEAL). 

Also, we note further that (J"Ng is a decreasing function for larger values 
of A, and becomes virtually constant when A ~ 1.2 JLm. 

A better understanding of the roles of the two measures of dispersion 
previously described is given in Figs. 14 and 15. In Fig. 14, (J"R and (J"Ng 

are plotted for the IDEAL case, and in Fig. 15 the same data are 
plotted for the MCVD case. Apparently, the (J" that is dominant at any 
A will be the principal cause of inability to maximize the bandwidth. 

From theory4 we have calculated the total dispersion (J"c by: 

(J"c = .J (J"~ + (J"lvg , 

and these data are given in Fig. 16. We see that in the region where 
(J"R is dominant (A ~ 1.2 JLm), the curves are roughly parallel. The 
larger (J"c for the MCVD in this region comes about because the (J"Ng of 
the MCVD is greater than (J"Ng of the IDEAL. 

Over the range 0.9 J!m :5 A :5 1.2 J!ffi, the IDEAL case peaks ((J"c = 
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minimum) sharply at about 1.0 ~m, while the MCVD displays a very 
broad response that appears to peak at about 1.1 ~m. A qualitative 
measure to estimate the pulse shape can be realized by calculating 
W(h/2); W(h/2) = 1/27r(Jc (MHz). 

These data are given in Figs. 17 and 18 for the IDEAL and the 
MCVD, respectively. The IDEAL gives a bandwidth of 9 to 10 GHz/ 
km at 1.0 ~m and falls off to half-height at ±0.7 ~m. The MCVD 
obtains a maximum of about 1.5 GHz·km at ;::::1.1 ~m, and falls off to 
half height at ±0.2 ~m. 

V. CONCLUSION 

There can be no doubt that the concept of an optimum a is valid 
for perfect power law and for experimental (manufactured) profiles.3 

The reduction of the bandwidth is directly related to the imperfections 
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of the MCVD profile such as burnout, ripples, etc. The direct role of 
each of these deviations from an idealized profile, in the reduction of 
bandwidth, has been calculated, and will be the subject of a forthcom­
ing paper. These observations have been substantiated in many re­
spects from direct communication with the materials scientists at Bell 
Laboratories in Murray Hill and Atlanta, and the Western Electric 
Company Engineering Research Center. We have also ascertained that 
we can improve the calculation of (jNg by about a factor of 2. Thus we 
find the bandwidth for the idealized fiber is about 18 G Hz· km, while 
for the MCVD fiber it is about 2.8 GHz·km. These bandwidths can 
be further improved by careful computer-aided design of the profile, 
for which investigations are currently in progress. 
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Assuming a particular model for "bursty" traffic at a packet-switching node, 
we find expressions for the expected delay of packets that are valid in light 
and heavy traffic. Each expression consists of a "correction factor" multiplied 
by the expected delay experienced by packets when the arrivals are "smooth" 
(Poisson) and of the same average rate. Approximate values for the correction 
factor in arbitrary traffic can be obtained by interpolation. This provides an 
example of a method that often gives fast approximate solutions for bursty 
traffic models that are not themselves tractable but become so when the 
offered traffic is assumed to be Poisson. 

I. INTRODUCTION 

Many models of queueing systems assume that arrivals occur ac­
cording to a Poisson process. Intuitively, the Poisson process may be 
characterized by the properties that events occur one at a time and do 
not depend on the past history of events. Typically, this situation 
arises when there are large numbers of users of a system, as in the 
case of arrivals of calls to a central office, since one arrival does not 
significantly affect the probability of another. Fortunately, these 
models are often mathematically tractable. 

For other systems the Poisson assumptions are not realistic. Often 
arrivals are indicative of overall activity and give information about 
the probability of future arrivals. For example, suppose that all arrivals 
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are generated by a single user who is alternately active and inactive. 
An arrival indicates that the user is active and hence that there· is a 
greater than average probability of another arrival shortly thereafter. 
A second example concerns the arrival of packets to a node in a 
packet-switching network. When virtual calls are employed, the route 
packets travel for a particular call is fixed for the duration of the call. 
If we make the assumption that an individual virtual call generates 
packets according to a Poisson process, then the instantaneous arrival 
intensity at any node is equal to the sum of the intensities for the 
calls routed through the node, which varies probabilistically with time. 
In these examples the arrivals are correlated and the traffic is said to 
be bursty. 

Even the simplest models involving bursty traffic tend to be difficult 
to solve analytically. Several authors have given approximations. 
Heffes1 matched the first three moments of the arrival process to 
those of an Interrupted Poisson Process. Assuming that an arriving 
packet requires an exponentially distributed amount of time to be 
served, he was then able to use the results of Kuczura2 to analyze this 
system. Laue,3 making a similar approximation for the arrival process, 
assumed that an arriving packet requires a constant service time. The 
mean waiting time of a packet could then be calculated using the 
numerical matrix techniques developed by Neuts4 and Lucantoni and 
Neuts.5 A third approach developed by Anick, Mitra, and Sondhi6 

treats a different but related model. The models of Heffes and Laue 
are based on the assumption that an individual customer generates 
packets according to a Poisson process. Anick, Mitra, and Sondhi 
assume that a customer generates packets at a constant rate for a 
random time. The resulting fluid model was treated numerically by 
calculating the eigenvalues of the resulting equations. 

All of the above works derive numerical techniques to estimate the 
traffic statistics of interest over a wide range of traffic parameters. It 
is the goal of this paper to provide simple, closed-form expressions 
that give insight into the effect of burstiness on delays. This is done 
by studying queueing systems offered bursty traffic (see Section II for 
a complete description) in light and heavy traffic. 

In light (heavy) traffic, it is obvious that the expected delay tends 
to zero (infinity). Surprisingly, when the expected delay is divided by 
the expected delay for the same system offered Poisson traffic of equal 
average intensity, the ratio goes to a nonzero finite limit in both light 
and heavy traffic. These limits may be thought of as "correction 
factors" by which the expected delay for the solvable Poisson system 
should be multiplied to obtain the expected delay for the bursty system. 
By interpolating between the light- and heavy-traffic results, one can 
obtain insight into the approximate effect of burstiness for all values 
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of traffic. Indeed, similar light- and heavy-traffic limits for the M/Ek/ 
c system have been used to obtain very accurate approximate values 
of the delay for all values of traffic (see Lauber and Smith7

). 

The remainder of this paper is organized as follows: The queueing 
model for bursty traffic and our results are discussed in detail in 
Section II. Rigorous proofs of the light-traffic results are given in 
Section III when the service times are of the phase type. (Appendix A 
presents a brief background on phase-type distributions.) Since any 
service-time distribution can be approximated arbitrarily closely by 
one of phase type, it is sufficient for practical purposes to establish 
the light-traffic results for the latter. Appendix B presents an intuitive 
approach for deriving the light-traffic results. Heavy-traffic results are 
presented in Section IV and concluding remarks in Section V. 

II. QUEUEING MODEL AND RESULTS 

The specific queueing model treated here is one in which the arrival 
process is a nonhomogeneous Poisson process whose rate equals Am, 
where m is the state of an M/M/oo queue with birth rate lX and service 
rate {3. The arrivals are offered to a single server whose successive 
services are assumed to be independent and identically distributed 
according to some general distribution with mean equal to j.t-l. Blocked 
arrivals queue up and are served on a first-in-first-out basis. 

This queueing model supports either of two (essentially identical) 
scenarios for the queueing of packets of information at a packet switch. 
In both scenarios, the switch is modeled as a single server with an 
infinite buffer for queued packets, and the service time of a packet is 
its length (in bits) divided by the line speed. In the first scenario, an 
individual virtual call generates packets according to a Poisson process 
with rate A, for an exponentially distributed length of time with mean 
{3-1. The distribution of requests for virtual calls is Poisson with rate 
lX, and the number of simultaneous virtual calls that can be supported 
by the switch is unlimited. The second scenario is similar to a fluid 
model treated by Mitra and Anick8 and Kosten.9 In this case an 
individual customer is in one of two states, either "active" or "inac­
tive." It is assumed that the time in each of the states is exponentially 
distributed with rates (3 and )" respectively. While in the "active" 
state, the customer transmits packets according to a Poisson process 
with rate A. If there are N (large) such customers with N)' ""' lX and 
)'{3-1 ""' 0, then the number of "active" customers is distributed like 
the number of customers in the M/M/oo queue described above. 

Throughout the remainder of this paper, we will refer to the entities 
queued at the single server as packets and the entities in the M/M/oo 
system as virtual calls or calls. Our analysis will focus on the limiting 
form for the mean delay of a packet in a lightly or heavily loaded 
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system. The total number of packets generated during a virtual call is 
geometrically distributed with mean A{3-1 and the mean total rate of 
packet generation is A(a/{3). 

There is a technical problem in the analysis for this model since the 
packet arrival rate is unbounded. Hence, consider first the system 
where the number of virtual calls is limited to N, i.e., the rate of 
arrivals of packets is A times the number of calls present in an 
M/M/N/N queueing system. The average rate of arrival of packets to 
the queue is 

def 
AN = A(a/{3)[l - B(N, a/(3)], (1) 

where B(N, a/(3) is the Erlang Blocking formula. Let D1N
) be the 

expected delay of a packet in this system, and let D <if> be the delay in 
an M/G/1 with arrival rate AN and the same service-time distribution. 

Our key light-traffic result (valid for phase-type service distribu­
tions) is 

where 0 < k~N) < 00, and 

D (N) 
• B (N) 

hm D(N) = kl , 
>"-->0 M 

1· k(N) = 1 + 2/1 [1 - ¢((3)] d~f k 
1m I 1 C2 I, 

N-+oo a + 

(2) 

(3) 

where /1-1 = E(S), C2 = var(S)/E(S)2 (S is a service-time random 
variable), and ¢ ( .) is the Laplace transform of the stationary excess 
of S. The limit (2) is proved by using a simple extension of a lemma 
established in Burman and Smith.lO The exact value of k~N) is difficult 
to compute; however, the limit kl as N ~ 00 is computable and can be 
interpreted as the light-traffic limit of the ratio of the delay (DB) for 
the bursty system described earlier (with no limit on the number of 
virtual calls) and the delay (DM ) for the M/G/1 queue with arrival 
rate A(a/{3). This statement can be summarized (although not explic­
itly proved) as 

1· DB k 
1m-

D 
= I, 

>"-->0 M 
(4) 

where kl is given in (3). 

In the heavy-traffic case no rigorous limit is available. Nevertheless, 
diffusion analysis gives the following approximation in heavy traffic: 

D(N) 
_B _ __ k(N) 

D<fj> -- h , (5) 
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where khN
) is known explicitly [see eq. (40)] and 

• (N) 2p, 1 def 
hm kh = 1 + - 1 C2 = kh. 
N-+oo a + 

(6) 

This supports the conjecture that 

1· DB k lm n = h· 

A-+P!! M 

(7) 

a 

It should be noted that 1 < kl < kh' and while no proof is available, 
it is reasonable to conjecture that kl < DB/DM < kh for all stable values 
of A. (Indeed it is conjectured that DB/DM is monotone, as suggested 
by a similar analysis for the delay in an M/G/c queue normalized by 
the delay in an M/M/c queue (see Lauber and Smith7

). 

At this point it is worth noting that the manner in which the traffic 
intensity p = (A/p,)(a/{3) approached 0 or 1 affects the limiting value 
of DB/DM. The previously described results are based on the variation 
of A only; one can also allow a, the rate of arrival of calls, to vary. For 
an intuitive example of the difference, note that A ~ 0 corresponds to 
light traffic with one packet per call, while a ~ 0 corresponds to light 
traffic with a geometrically distributed (with mean A/(3) number of 
packets per call. It can be shown (although it is not explicitly reported 
here) that DB/DM is completely different in the two cases. 

We now focus our attention on the behavior of kl and kh for a fixed 
mean number of calls in the system (a/{3). As a, {3 ~ 00, (a/{3 fixed) 
the arrival process of packets approaches a Poisson process and indeed, 
by examination of (3) and (6), kl and kh both go to 1. As a, {3 ~ 0 
(a/{3 fixed), kh goes to 00, and kl goes 1 + {3/a. To understand these 
limits, note that in this case the number of calls remains constant for 
longer and longer periods of time and steady-state effects become 
significant. In heavy traffic, the process remains in states for which 
the packet generation rate is faster than the service rate, so that the 
delays become large. In light traffic, one may obtain the 1 + {3/a limit 
in an intuitive fashion by conditioning on the number of calls m at 
packet generation times and computing the conditional delay (using 
known expressions for delay) assuming a constant arrival rate Am. 

In (4) and (7), the delay for the bursty system was normalized by 
the delay for the M/G/1 system. If instead we choose to normalize by 
the delay for an M/M/1 system with the same arrival and service rates 
(denoted by 15m ), then the limits become 

. DB C2 
- 1 p, 

hm D- = 1 + + - [1 - cp ((3)] (8) 
A-+O M 2 a 

and 
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. DB C2 
- 1 f..t 

hm---=I+---+-. 
A_~DM 2 ex 

(9) 

These results are interesting in that they suggest separation of the 
effects of variability of the service time (C2 

- 1)/2 and the variability 
of the arrival process (the third term). 

In addition to the results for the mean delay DB, we show that the 
light-traffic limit of the distribution of the delay D, given D > 0, is 

£00 100 
[a + (Je-P(x-t)jdH(x)dy 

• t Y 

hm P(D > tiD> 0) = ----~l=oo:------. (10) 
A->O ex 

- + 1 - e-{3xdH(x) 
f..t 0 

Again, in order for this to be rigorously stated it should be in terms of 
the limit of similar quantities for systems allowing only a finite number 
of virtual calls. 

III. DERIVATION OF THE LIGHT-TRAFFIC RESULTS 

In this section, we derive the light-traffic result stated in (4). Our 
approach is to show that as the traffic intensity goes to 0, the 
probability of having i (greater than 0) packets in the system goes to ° asymptotically as Ai. The exact rate of convergence can be derived 
by a detailed study of the state equations and from there (4) follows 
trivially. 

Consider a single-server queue whose service times are of phase type 
(see Appendix A). Let the arrival process be a nonhomogeneous 
Poisson process whose rate is A times a function of the state of a 
Markov process. Then, the multidimensional process consisting of the 
number i of packets in queue, the state j of the arrival Markov process, 
and the phase k of the packet in service is itself a Markov process. A 
typical state will be denoted by (i, j, k) for i > ° and (0, j) for i = 0, 
where j ::: ° and k = 1, ... , m, the number of phases. The ergodic 
distribution will be denoted by p ( ., ., .) and define 

p(i) = L p(i, j, k), 
j,k 

with the obvious definition for i = 0. When there is an upper bound 
on the arrival rate (as when the arrival Markov process is finite), then 
the technique used in Burman and Smith10 to prove Theorem 3.1 
therein can be employed to prove: 
Lemma 1: There exists a constant R > ° such that 

p (i) :s AiRi. 

One may define 
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p(i, j, k) = lim "A-1p(i, j, k) (11) 
A-+O 

with an analogous definition for i = 0, and these limits may be 
recursively related and shown to exist by examination of the balance 
equations. (See Smithll and Burman and SmithlO for examples of this 
technique.) Thus, when the arrival rates are bounded, the light-traffic 
methodology is straightforward. It is quite possible, however, that the 
resulting equations are difficult to solve. 

This is exactly the case when the arrival Markov process is an 
M/M/N/N queue (finite number of virtual calls). It is difficult to 
explicitly solve for p(N) [the limiting light-traffic normalized probabil­
ities for this system, see (11)], although it can be shown that p(N) ~ 
pas N ~ 00, where p is the solution to the equations (assuming Lemma 
1) when the birth-death process is the M/M/oo queue. At the core of 
this argument (not presented here in detail) are the facts that the 
equations involving p(N) ( " j, .) for j < N are identical with those 
involving p(N+1) ( " j, .) and that 

lim p(N) (0, j) = .;. (ex/{3)ie- a /i3. 
N_oo J! 

The existence of the limits [in (11)] can be shown by recursion on i 
and the fact that the limit was previously established for i = 0. Thus 
limN_oop(N)(=p) may be calculated by studying the system with N = 
00. 

We now turn our attention to calculating p by studying the bursty 
system with arrival rate "A times the number of calls in an M/M/oo 
queue. For this system it is not hard to show that p, the steady-state 
probability satisfies 

and 

- (j"A + ex + j(3)p(O, j) + exp(O, j - 1) 

+ (j + 1){3p(O, j + 1) + L p(l, j, n)En = 0, 
n 

- (j"A + ex + j{3 - Tkk)p(l, j, k) + exp(l, j - 1, k) 

+ (j + 1){3p(l, j + 1, k) + L p(l, j, n)Tnk 
n 

+ j"AWkP(O, j) + Wk L p(2, j, n)En = 0, 
n 

- (j"A + ex + j{3 - Tkk)p(i, j, k) + exp(i, j - 1, k) 

+ (j + 1) {3p(i, j + 1, k) + L p(i, j, n)Tnk 
n 

+ j"Ap(i - 1, j, k) + Wk L p(i + 1, j, n)En = 0, for i 2: 2, 
n 

(12) 

(13) 

(14) 
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where j ~ ° and w·, T· ., and E·, are the initial, transition, and exit 
rates defining the phase-type distribution of the service-time process. 
(These are discussed in greater detail in Appendix A.) We also assume 
that Lemma 1 holds. 

Next define the generating functions 

and 

q(i, z, k) = L zjp(i, j, k), 
j 

q(O, z) = L zjp(O, j). 
j 

i> 0, 

From (12) to (14), we see that q satisfies the following equations 

-a(1 - z)q(O, z) + /3(1 - z)qAO, z) = 0, (15) 

q(l, z, .)[T - a(1 - z)I] + qAl, z, . )/3(1 - z)I = -wzqz(O, z), (16) 

and 

q(i, z, . )[T - a(1 - z)I] + qAi, z, . )/3(1 - z)I 

= -zqz(i - 1, z, .) for i > 1. (17) 

Equation (15) immediately gives 

q(O, z) = e-a /{3(l-z). (18) 

The next lemma relates Dn , the expected delay in this system, to 
q(l, z, .). 
Lemma 2: 

lim A -IDn = _f!.. qAl, 1, . )T-Ie, 
>'---+0 a 

where e is the vector of ones. 

Proof: The mean number L of packets in the queue is given by 

L = L (i - 1) L p (i, j, k). 
i>1 j,k 

By Lemma 1, 

lim A -2L = L p(2, j, k) = q(2, 1, . )e. 
>'---+0 j,k 

From (17), we get that 

q(2, 1, .) = -qAl, 1, . )T-I 

and by Little's Law we are done. 0 
We now establish (3). The previous lemma shows that the key 
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quantity is qz (1, 1, .). Differentiating (16) with respect to z and 
evaluating at z = 1 gives 

aq(1, 1, .)1 + qA1, 1, .)(T - (3I) = w ~ (~ + 1) , (19) 

where we used (18) to give us q(O, z). Substituting for z = 1 into (16) 
gives that 

a a 
q(l, 1, .) = ~ (-wT- 1

) = {3Jl ~, 

where ~ is the stationary distribution of the service-time process [see 
(42) and (43)]. Rearranging (19) we get 

a
2 

a (a ) qz(l, 1, .) = 73 wT-1({31 - T)-1 + ~ ~ + 1 w({31 - T)-1 

a = - {32 [awT-1 - {3w({31 - T)-1] 

= (~r (-wT-1
) + (~) w({31 - T)-l. 

Finally, from Lemma 2 and Corollary 1, we get 

lim A -1 DB = _f!.. qz(l, 1, . )T-1e 
A---+O a 

= ~ ~ (-~T-1e) - ~ ~T-1({31 - T)-1E 

= ~ Jl2 + roo e-{3x 100 

HC(s )dsdx. 
(3 2 Jo x 

(20) 

Normalizing by the expected delay in the MIGII queue and integrating 
by parts gives us (3). D 

We next calculate the Laplace Transform E(e-sD I D > 0). In light 
traffic, a customer who is delayed (D > 0) will usually see only one 
customer in the system and will just wait for the service completion. 
This is made rigorous by Lemma 1. The probability that such a 
customer arrives and finds the server in phase k is given by 

L mp(l, m, k) 
m 

L mp(l, m, n) , 
m,n 
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or in terms of q this is 

qA1, 1, k) 
L qA1, 1, n) . 
n 

From (21) we get that 

L qz(1, 1, k)Ek(e-ST
) 

E(e-sD I D > 0) = _k ______ ~----
L qA1, 1, n) 
n 

qz(1, 1, . }(sl - T)-lE 

qz(1, 1, .)e 

(21) 

(22) 

where Ek(e-ST
) is the Laplace transform of the remaining service time 

given that the current phase is k, and we have used proposition (1) 
from Appendix A. 

Evaluating the denominator first, from (20) and Corollary 1 we see 
that 

[qA1, 1, .), e] = (~r ~ (~, e) + (~) ~ ~(BI - T)-lE 

= (~r ~ + (~) .r e-P'H'(x)dx 

= (~r ~ + (~) 1 - :(m , 
where ~ is the vector of ergodic probabilities for the service-time 
variable and H(s) = J e-SXdH(x) is the Laplace Transform of the 
service-time density. The numerator, after some algebraic reduction, 
becomes 

q,(l, 1, . HsI - T)-lE = (~r w[(-T)-l(sI - T)-l)E 

+ (~) w(f31 - T)-lE - w(sl - T)-lE 
f3 s-f3 

= (~)2 1 - H(s) + (~) H(f3) - H(s) . 
f3 s f3 s-f3 

Combining the two calculations, we get 

[
1 - H(S)] f3 - -

a s + s _ f3 [H(f3) - H(s)] 

E(e-sD I D > 0) = ------------
1 -

a - + 1 - H(f3) 

(23) 

J.t 

It is not difficult to show that (23) is the transform of (10). 

1442 THE BELL SYSTEM TECHNICAL JOURNAL, JULY-AUGUST 1983 



IV. DERIVATION OF THE HEAVY-TRAFFIC RESULTS 

In this section we describe the technique that allows us to arrive at 
(5) and (6). This approximation is derived by first proving that the 
number of packets in the system, when appropriately scaled, converges 
to a diffusion process X(t) as p(N) converges to one. Given the drift 
and infinitesimal variance of the diffusion process, one can obtain the 
steady-state mean of X(t), and by using Little's Theorem, we get the 
approximation given in (5). 

The main theorem of this section, which can be proved rigorously 
using the techniques in Burman/2 forms the theoretical basis for (6). 
We will outline its proof and show in detail how to calculate the mean 
and variance of the resulting diffusion, which from an application 
point of view is the difficult part of developing these approximations. 

Consider a sequence of processes Xn(t), where the nth process 
represents the number of packets at time t in a single-server system 
to which packets arrive at an instantaneous rate An times the state of 
an M/M/N/N queueing system (representing the number of virtual 
calls). The heavy-traffic limits are found by defining An as follows: 

A E(N)V="_~ 
n f"'" Jri' (24) 

where 0 is a positive constant and E(N)V is the expected number of 
calls in the M/M/N/N system. We are initially interested in studying 
the sequence of scaled processes n-1

/
2X n (nt) as n ~ 00. 

We start by investigating the limiting behavior of the infinitesimal 
generators of a sequence of Markov processes created by appending 
supplementary variables to Xn(t). A limiting generator is identified 
and the Trotter-Kato Theorem (see Kato13

) implies that the finite­
dimensional distributions converge. The form of the limiting generator 
completely determines the limiting process. Weak convergence can be 
established via a theorem of Stroock and Varadhan.14 

Let V(t) be the number of virtual calls at time t and let Y(t) be the 
time since the packet currently in service entered service. The multi­
dimensional process 

is Markov. We denote a typical element of the state-space as (x, y, j), 
where x = 0, n -1/2, 2n -1/2, ... ,y E [0, 00) and j = 10, 1, ... , N}. For 
the remainder of this paper, let h(y) be the density of the service-time 
distribution, 

H"(y) = i oo 

h(s )ds, 
h(y) 

J1(Y) = HC(y) 
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and assume that for some constants 'Y and r, 
0< 'Y :s JL(Y) :s r :s 00. (25) 

The implications of and conditions for relaxing (25) are discussed in 
Burman.12 These conditions are required for the method of proof and 
do not pose any significant restrictions on the results. 

Let Band Q be the infinitesimal generators of the processes V(t) 
and Y(t), respectively. The generator B is an (N + 1) X (N + 1) matrix 
given by 

-a a 
{j -({j + a) a 

2{j -(2{j + a) a 
B= 

N{j -N{j 

and Q is a first-order linear differential operator given by 

Qf(y) = f'(y) + JL(y)[f(O) - f(y)]. 

The following two lemmas are needed to carry out the calculations 
needed in the main theorem of the section (to be stated below): 
Lemma 3: The equation 

Bv=w (26) 

has a solution v if and only if 

(e, w) = 0, (27) 

where ek = l/k!(a/{j)k = l/k! pk. In this case v is unique to an additive 
constant and is given by 

1 k j' i pi 
v(k + 1) = v(O) + - L -7 L "1 w(i). (28) 

a j=O p i=O ~. 

Proof: Since B is a finite-dimensional linear operator corresponding 
to an ergodic Markov process, it has a one-dimensional null space 
spanned by the vector e. Hence, (27) is both necessary and sufficient 
for a unique solution of (26) to exist. This solution is easily seen to be 
given by (28). 0 
Lemma 4: The equation 

Qf=g (29) 

has a solution f if and only if 

100 

g(y )H'(y )dy = o. (30) 
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In this case, f is unique to an additive constant and is given by 

1 lY 
f(y) = HC(y) 0 HC(s)g(s)ds. (31) 

Proof: The operator Q is the generator of an ergodic Markov process 
with the stationary density JlHc(y). A unique solution exists if and 
only if (30) holds. Solving the first-order linear differential equation 
gives (31). 0 

Weare now ready to state the main theorem of this section: 
Theorem 1: Under assumption (25), 

n-1
/

2X n(nt) ~ X(t), 

where X(t) is a diffusion on R+ with pure reflection at the origin, 
downward drift 0 and infinitesimal variance S2 given by 

1 { N 1 [k-l ]2} 
S2 = - },E(N) V + Jl3(J2 + L - L Pj(Jl - j) , 

2 k=O aPk j=O 
(32) 

where 

Ph = ~! (~r / j~J (~) 
is the steady-state probability of finding k calls in the M/M/N/N 
blocking system. 

Proof of Theorem: As mentioned earlier, we will show how to identify 
the mean and variance of (32). The infinitesimal generator for Mn(t) 
is given by 

Anf(x, y, j) = nCB + Q)f + Aj hx + Jr., y, j) - f(x, y, j)] 

+ /L(Y) [f(X - Jr., 0, j) - f(x, 0, j)] for x ~ Jr., (33) 

and 

Anf(O, 0, j) = nBf + Aj ~(Jr., 0, j) - f(O, 0, j) J. (34) 

For f(x) twice continuously differentiable with f' (0) = 0, set 

fn(x, y, j) = f(x) + ~f'(x)g(y, j) + .! fl/(x)h(y, j). (35) 
vn n 

We construct bounded functions g and h so that 

Anfn ~Af 
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uniformly, where 

Af(x) = mf'(x) + s2f//(x). 

The constants m and S2 are determined in the process. Given (25), 
these constructions will complete the proof (see Burman12

). 

From (35) and (33) we see that 

Anfn = n(B + Q)f+ JTif'(X)[Anj - J.l(y) + (B + Q)g] 

+ f" (x) H [Ani + IL(Y) 1 + A,Jg(y, j) - lL(y)g(O, i) 

+ (B + Q)h(y, j)} + 0 (In). (36) 

First note that since f is independent of y andj, (B + Q)f = o. Set g 
equal to the solution of the equation 

(B + Q)g = -[Anj - AnE(N)V - J.l(y) + J.l]. (37) 

Lemmas 3 and 4 imply that g exists and 

1 ry 

g(y, j) = HC(y) J
o 

HC(s )[J.l(s) - J.l]ds 
(38) 

Let h be the solution of the equation 

(Q + B)h = -[w(y, j) - S2], (39) 

where w(y,j) = 1/2[Anj + J.l(y)] + Anjg(y,j) - J.l(y)g(O,j). The constant 
S2 [see (26)] can be easily calculated from conditions (27) and (30), 
i.e., 

i~ ~ 100 

H"(y)w(y, i)dy = O. 

Using g and h calculated above we have 

An!n = -ii!'(x) + s2f"(X) + 0 (In)' 
When x = 0 analogous calculations give that Anfn converges provided 
f' (0) = 0, and the proof is complete. 0' 

The limit theorem for the M/G/1 queue with arrival rate AnE(N)V 
(see Iglehart and White5

) gives the same mean 0 with the variance 
AE(N) V + J.l3J.l2 for the limiting diffusion. Calculating the steady-state 
expected number in the limiting systems and using Little's Theorem 
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(see Cooper16) yields the asymptotic expression for the ratio of DkN
) 

and D <f!), the delays in the two systems: 

N-l 1 [k ]2 
D(N) L P .L Pi(Jl - Ai) 
-fN-) ~ 1 + 2 _k=_O __ k __ I=_O----:-____ _ 

D M (XJl3Jl2 
(40) 

Letting N go to infinity, Pk goes to the Poisson distribution and (40) 
goes to 

as promised. D 
Remark: We are careful here not to write (40) as a limit but as an 
approximation. In order to strictly prove convergence in (40), two 
rather technical steps remain to be proved. The first is that the steady­
state number in the queue (when scaled) converges to the steady-state 
value of the diffusion. The second is that the expected values of these 
steady states converge. Both are difficult issues in themselves and, 
aside from mathematical completeness, add little information to the 
approximation, which is the germaine issue of this paper. 

v. CONCLUDING REMARKS 

We considered here a single-server queueing system with a nonho­
mogeneous Poisson arrival process whose rate is some constant A 
times the state of an independent M/M/oo system. In this paper, we 
derived limiting values for the mean delays as the traffic intensity 
goes to zero and to one. 

This system was used to model the delay of packets at a packet 
switch. In this setting, an individual data customer generates packets 
at a constant rate A and the number of customers generating packets 
is given by the state of the M/M/oo system. This is, of course, not the 
only possible model for packet arrivals. Packets generated by an 
individual virtual call may be "smoother" or more "bursty" than 
packets generated by a Poisson process. It is also possible that restric­
tions could be imposed on the total number of simultaneous virtual 
calls, thereby making the infinite-server assumption unrealistic. Work 
is currently under way to extend the techniques of this paper to cover 
these and other more general models of bursty traffic. 

Our ultimate goal in studying DBI DM in both light and heavy traffic 
is to be able to derive simple, closed-form approximations for DB for 
all values of the traffic intensity p. One candidate approximation is to 
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linearly interpolate between the values obtained for DB/BM when p ~ 
o and when p ~ 1 [see (4) and (5)]. This approach gives the following 
estimate for the mean delay: 

DB __ _ P_ (1 + C2
) [1 + ~ 1 - (1 - p)¢(fj)] • 

1 - P 2/l a (1 + C2
) 

More sophisticated interpolations are possible (see Lauber and Smith 7 

for applications of these techniques to estimating the delays in an 
M/G/c queue); however, in the absence of any test data, verification 
is difficult. One method of verification is to study the accuracy of these 
approximation techniques when applied to other models of bursty 
arrivals for which explicit expressions are known (see Yechiali and 
Naor17

). This work is currently under way and will be reported on in 
the future. 
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APPENDIX A 

Background on Phase-Type Distributions 

Appendix A summarizes results for phase-type distributions that 
are used in Section III. A service time is said to have phase-type 
distribution if it is distributed like the first exit time from a continu-
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ous-time, finite-state Markov chain. Any distribution can be arbitrar­
ily approximated in the sense of weak convergence by one of phase 
type. We assume that the states (also known as phases) are the 
nonnegative integers i, i = 1, ... , m. Let the rate of transition from 
phase i to phase j be Tij (i =1= j), and the rate of exiting from phase i 
be ~i' Define Tii = - Lj#i Tij - E i, i.e., minus the rate of leaving state 
i. We assume that T, the matrix of Tij, is invertible; this is sufficient 
to imply that the real part of the spectrum of T is strictly negative. A 
customer starts service in phase i with probability Wi. Following Neuts,4 
we use the notation (w, T) to describe this distribution, where w is the 
vector of initial probabilities and T is the m-dimensional matrix of 
rates. 

The vector ~ of ergodic probabilities for the service phase of the 
renewal process is determined by normalizing the solution to the 
equations 

-~iTii = L ~jTji + (~~jEj)Wi' 
j 

or in matrix notation, 

~T = -(~, E )w. 

The service rate J.l is defined as 

J.l = (~, E). 

(41) 

(42) 

(43) 

It is not difficult to show that J.l is the reciprocal of the mean service 
time. 

Let 7 be the first exit time from the chain; let Mi(s) = Ei(e-ST
), the 

Laplace Transform of 7 given the initial state is i; and Mi = Ei7n. The 
results of Proposition 1 are well known (see Kielson,18 page 82, and 
Burman and SmithI2

). 

Proposition 1. For 7, M(s), and J.ln defined above, 

M(s) = (sI - T)-lE (44) 

and 

(45) 

where e is the vector of all ones. In particular, the nth moment of the 
service-time distribution (lJn) is 

(46) 

If HC(x) equals the tail of the service-time distribution, then the 
following corollary is immediate. 
Corollary 1. 
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(47) 

and 

Proof: To see (47), observe that J.lHC(x) is the density of the remaining 
service time when the process is sampled in equilibrium, and apply 
Proposition 1. The identity on the integral can be obtained by inte­
gration by parts. In a similar fashion, 

~T-l(T _ {3I)-lE = H(T - {3I)-1 - T-1]E 
{3 

[J.oo 1LH'(x)dx - J.oo e-P%~(X)dX] 
{3 

and integration by parts gives us (48). 

APPENDIX B 

Intuitive Derivation of the Results in Light Traffic 

D 

The following argument is based on the intuitive notion that, in 
light traffic, almost all arriving packets arrive to an empty system and 
are served before the arrival of another packet. Furthermore, the times 
when there is exactly one packet in the system constitute almost all 
of the time in which an arriving packet might be subject to delay. 
Thus, in light traffic, it is easy to derive the proportion of time in 
which an arrival will be delayed, and to find the delay for such an 
arrival. A slight complication is introduced in the analysis by the fact 
that the arrival rate of packets is not constant, but this is easily 
overcome. 

While the overall derivation is not rigorous, it is convincing and 
gives insight into the light-traffic behavior. The results, of course, are 
consistent with the rigorous results derived for phase-type distribu­
tions in Section III. 

We will begin with traffic-independent results for the model de­
scribed previously in the beginning of Section II, in which the instan­
taneous arrival rate equals X times the state of an M/M/oo queue with 
birth rate a and service rate equal to {3. The equilibrium distribution 
of the M/M/oo queue governing the arrival process is easily seen to be 
Poisson with mean a/{3. However, this is not its distribution immedi­
ately after an arrival, since the rate of arrivals is proportional to the 
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state of the M/M/oo queue. Thus, the conditional probability that the 
state of the M/M/oo queue is m (for m 2: 1) immediately after an 
arrival is 

m(a/{3)m ~ e-a/{J 
-:::-___ m_! __ = 1 (a/{3)m-Ie-a/{J. 

~ k(a/{3)k! e-a/{J (m - I)! 
k=O k! 

This may be thought of as the distribution of a Poisson random 
variable with mean (a/{3) with support right-shifted one unit. This 
point of view is useful in computing the distribution of the state of 
the M/M/oo queue t time units after an arrival of a packet (denoted 
Nt), since the Poisson distribution is stationary, and the additional 
unit is still present with probability e-{Jt. Thus, 

E(ZNt) = e(a/{J)(z-I)[l + e-{Jt(z - 1)]. (49) 

Now consider the system in light traffic. Denote the state of the 
system by (N, M, T) where N is the number of packets in the system, 
M is the state of the M/M/oo queue that modulates the arrival process, 
and T is the remaining service time of the packet being served. 

We first obtain an expression for E( e -sT ZM OIN) in light traffic, where 
OIN = 0 for N =1= 1 and 011 = 1. We then show how to use this quantity 
to obtain the desired limits. In light traffic, almost every packet arrives 
to an empty system and is served before another arrival. By Little's 
Law 

P(N = 1) = EOIN ,...., AaE(S)/{3. 

Again, making the assumption of the last sentence and looking at the 
system at only those times for which N = 1, we obtain by standard 
renewal theory arguments that 

E(e-"Tz"N = 1) = ;8 E [LS 

E(zN')e-'(S-')dt] ~f ;8 G(z, s). 

Multiplying, we obtain that 

E(e-sTzMoIN) ,...., A(a/{3)G(z, s). (50) 

By conditioning on S and using (49), we obtain 

G(z, s) = e(a/#)(H) ~ {[1 - H(s)] + (~ =- ~) [H(s) - H(J3)}, (51) 

where fl is the Laplace Transform of a service time. 
Equations (50) and (51) can be used to find desired properties of 

the queue in light traffic. For example, since nearly all packets that 
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are delayed are generated when there is only one other packet in the 
system, and since the rate of generation of packets is A times the 
number of calls, we find the rate of generation of delayed packets, AD, 
is 

(52) 

or 

(53) 

The Laplace Transform of the delay, given that the delay is greater 
than 0, defined to be ¢(s), is also found easily since the delay of a 
packet equals the remaining service time on arrival. Thus, 

or 

GAl, s) 
¢(s) -- GAl, 0)' 

- ~ - -a/s[1 - H(s)] + ~ _ s [H(s) - H(~)] 

¢(s) -- a/p, + 1 _ fi(~) (54) 

Inversion of the Laplace Transform gives (10) and also gives 

ap,2 + .! _ .! [1 - fi(~)] 
2 p, ~ 

E(D I D > 0) ~ a/ p, + 1 - fi(~) (55) 

AD 
where /12 = E(S2). Of course, P(D > 0) = A(a/~) so that (52) and (54) 

give 

A {a/12 1 1 -} E(D) ~ - - + - - - [1 - H(~)] . 
~ 2 /1 ~ 

(56) 

This may be combined with the Pollaczek-Khintchine formula to give 
(3). 
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Modernization of the Suburban fSS: 

Overview: Evolution of the Suburban ESS 
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This paper highlights the systematic evolution of the No. 2/2B Electronic 
Switching System (ESS), describing both hardware and software changes. It 
also introduces the subsequent articles that describe the modern interfaces 
and modern development environment enjoyed by the system. The No.2 ESS 
was the first electronic switching system specifically designed for the suburban 
community. Subsequent incorporation of a more flexible and powerful proces­
sor provided a basis for a large increase in processing capacity and a continuing 
modernization of system structure. The evolved system, the No. 2B ESS, is 
now rich in features and offers modern administrative and maintenance 
capabilities. 

I. INTRODUCTION 

The No.2 Electronic Switching System (ESS)/ designed in the 
1960s to provide ESS capabilities to suburban communities, was 
developed under the same constraints as other large real-time control 
systems of that era. Memory was expensive and processors were not 
powerful enough to compensate for inefficiencies in software. As a 
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result, programs were written in assembly language and were tightly 
coupled. Compared with No.1 ESS, then being deployed in urban 
areas, the No.2 ESS faced a more stringent cost sensitivity due to the 
smaller number of subscribers supporting a given local switching 
system. 

The original No.2 Processor was replaced in 1976 with the 2B 
Processor, which has a more modern architecture based on improved 
semiconductor technology. This more powerful processor provided 
capacity for feature enhancement2 and allowed utilization of more 
generalized and structured software techniques that have subsequently 
been incorporated into the system. This incorporation was accom­
plished by strictly controlling the portions of the software system that 
were allowed to change. Since that time the programs have continued 
to evolve and exploit the capabilities of the 2B Processor. 

Most recently, the inclusion of modern software constructs in the 
2BE3 generic has produced a design containing a modern data link 
interface that supports such capabilities as the lOA Remote Switching 
System (RSS), Automatic Message Accounting (AMA) data teleproc­
essing, and traffic data teleprocessing. Description of these features 
may be found in the companion articles of this series. 

The evolutionary approach used to realize the present No. 2B ESS 
has resulted in a continuously viable product that remains economi­
cally attractive and modern in feature content. This paper will discuss 
the system evolution, and serve as an introduction to the other papers 
in this series. 

II. HARDWARE AND SYSTEM CHARACTERISTICS 

2.1 No.2 fSS 

The original No.2 ESS central processor was designed using Tran­
sistor Resistor Logic (TRL) in the early 1960s. The architecture 
consisted of special purpose registers that were designed to accom­
modate a set of instructions tailored for use in telephone switching. 
For example, explicit instructions were included to support the soft­
ware structure that used 8-word control blocks to process each tele­
phone call. Its architecture and instruction set gave the No.2 ESS the 
capability to efficiently switch telephone calls in a small to medium 
(2,000- to 20,000-line) office. 

The hardware architecture used in the No.2 ESS Processor sup­
ported two types of stores (memories). One of the stores was a 
permanent magnet twistor that contained the program as well as the 
data which specified the characteristics of lines and trunks. This 22-
bit-wide memory was magnetically alterable off-line. The memory 
organization consisted of four 64K modules for a maximum of 256K 
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words. The selection of a module was independent of the normal 
addressing mode within a module. This required each program to 
independently administer the module selection for itself. The other 
store contained up to 32K 16-bit words and was on-line writable. It 
contained dynamic information related to the processing of calls. 

An additional characteristic of No.2 ESS was a wired logic unit 
that autonomously scanned for customer requests, and, under timed 
control, scanned for short-interval signals. Both of these logic control 
items deloaded the program and increased the efficiency of the overall 
system. Scanners and other peripheral units were controlled by a 
parallel bus system. 

This processor was put into service in 1970 in the No.2 ESS system 
and provided the desired service level, features, and cost benefits at 
the time of its initial cutover. 

2.2 The No. 2B ESS 

2.2.1 Background 

In 1971, a series of cost reduction studies led to the selection of the 
more powerful 3A Processor Control Complex (3A CC)3 for incorpo­
ration into the No.2 ESS. The 3A CC was designed for use in both 
No. 2B ESS and No.3 ESS. The 3A CC was designed along general­
purpose computer principles rather than on the specific switching logic 
instructions incorporated in the original No.2 ESS Processor, and 
made extensive use of integrated circuits. The new processor could 
address up to one million words of relatively inexpensive semiconduc­
tor memory, provided a general-purpose instruction set and a serial 
bus access to peripheral units, and used a microprogram-based instruc­
tion decoder. 

The principal asset of the 3A CC Processor was its micropro­
grammed instruction set. This feature allowed the processor to not 
only encompass the No.3 ESS commands, but also to be extended in 
a relatively simple manner to emulate the original No.2 ESS instruc­
tion set, and to add additional instructions that were parallel in nature 
to the No.2 ESS set. This allowed the retention of most of the 
programs that had previously been developed to provide features and 
maintenance on the existing No.2 ESS (except for the processor 
maintenance itself). 

To minimize changes in the control of major peripheral equipment, 
a new interface [the 2B Input/Output (I/O) unit] was developed to 
connect the 3A CC to the parallel peripheral bus system. (The com­
bination of the 3A CC, the 2B I/O unit, the increased memory, and 
the microcode for emulation is referred to as the 2B Processor.) In 
addition, programs already developed for the 3A CC, e.g., teletype-
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writer (TTY) handlers and processor maintenance software, were 
adopted intact to avoid duplicate software development. 

2.2.2 Instruction emulation 

The key element in replacing the No.2 Processor was the emulation 
of the existing No.2 ESS instruction set. The existing 22-bit data and 
instruction format of the No.2 ESS did not fit in the 16-bit 3A CC 
memory. Converting each No.2 ESS word to two 3A CC words would 
have resulted in an addressing incompatibility between the old and 
new systems, i.e., the same instruction would exist at different ad­
dresses in the two systems. If this were allowed to occur, object-level 
changes to correct field problems would have to be developed twice, 
once for the No.2 ESS and again for the No. 2B ESS. By keeping the 
object-level addresses synchronized, this duplicate effort was avoided. 
The decision was made to expand the 3A CC store to 24 usable bits to 
allow exact emulation of No.2 ESS instructions and data. Half-word 
instruction pairs could be accommodated in the same addressable 
word, and data packing was then identical in the two processors. A 
further decision was made to use the No. 2 ESS instruction manual 
as the requirements for the emulated instructions and to map the 
functional No.2 ESS registers into the general-purpose registers of 
the 3A CC. Each register and instruction was fully emulated. 

These restrictions gave several distinct advantages although they 
did not allow improvements in program techniques through use of the 
richer 3A CC instruction set. The advantages were as follows: a test 
program that previously tested the instruction logic on No.2 ESS 
provided the acceptance test for the microprogrammed instruction set 
(i.e., no new program was required); an immediate check on correct 
program compilation was available by comparing raw program sizes, 
symbol values, and linkage characteristics between the existing and 
the emulated programs; debugging of these programs was required 
only on one machine (No.2 or 2B Processor) since they could be 
automatically assembled from the same source for the other machine 
without human interference (this allowed nearly simultaneous pro­
gram releases on the two different systems); and most existing docu­
mentation and procedures for the No.2 ESS were usable with the 3A 
CC since most user interfaces were identical between the systems. 

With these constraints, the bulk of No. 2 ESS programs (85 percent) 
could be used as they were currently written. Most of the remaining 
15 percent were No. 2 ESS Processor maintenance programs, which 
were replaced in total by the 3A CC Processor maintenance programs. 
The programming effort of the 2B introduction then was completely 
restricted to the support programs (assemblers, loaders, etc.), six 
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interface programs, and new diagnostics and recovery programs for 
the wide store. 

2.2.3 Input/output emulation 

The No.2 ESS wired logic I/O performed two functions. It looked 
for new customer service requests and collected the digits as they were 
dialed by the customer. In the new system, software was used to scan 
for service requests. The digit collection functions were exactly dupli­
cated by an interrupt-level microcode sequence on the 3A CC. This 
provided an unchanged interface to existing programs that had de­
pended on the wired logic. The only associated changes required were 
in recovery programs for handling digit collection failures. 

The interface between the 3A CC and the No.2 peripheral equip­
ment was provided by the 2B I/O unit. This was implemented to be 
driven by the existing 3A CC serial channel interface. Driver programs 
were implemented in microcode so that controlling programs, issuing 
I/O instructions, were not required to change. 

2.3 No. 28 ESS field introduction and evolution 

The No. 2B ESS was successfully put into service in 1976. Less 
than one year later the same program was used to provide service in 
an office requiring increased capacity through a retrofit of the proces­
sors. Since the 3A CC is much faster than the No.2 ESS Processor, 
the No. 2B ESS call capacity (35,000 calls/hour engineered load) is 
much greater than that of the No.2 ESS (16,500 calls/hour engineered 
load). By 1977, No.2 ESS Processors were no longer being manufac­
tured. 

The No. 2/2B ESSs continued to evolve gradually-and in step­
for several years while their programs were kept locked together by 
the restrictions discussed above. As the number of in-service No.2 
ESSs began to decline through processor retrofits, and the pressure to 
provide new and expanded features increased, a decision was made to 
discontinue new development on the No.2 ESS, and to take further 
advantage of the 3A CC Processor's capabilities in No. 2B ESS. 

The 2BE3 generic program, put into service in November of 1981, 
utilizes significant software restructuring in certain areas. The result­
ing advantages range from achieving expanded capacities for per-line 
features (e.g., call forwarding) to the development of several major 
new features and the communications interface that supports them. 

2.4 A modern data communications interface 

The need for data communications between local switching offices 
and other systems (remote switches and various operation support 
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systems) has expanded in recent years. To meet this increasingly 
important need, the No. 2B ESS has incorporated, in the 2BE3 generic 
program, a modern data communications interface capability. This 
interface is based on the Serial Peripheral Unit Controller/Data Link 
(SPUC/DL), a cost-effective and flexible hardware element utilizing 
microprocessor control capable of supporting various communications 
protocols. The 3A CC serial channel I/O capability provides the high­
speed communication path between the host and the SPUC/DL. An 
accompanying article, "A New Data Link Controller," describes the 
SPUC/DL and its architecture, design, and capabilities in considerable 
detail. 

Firmware has been developed for the SPUC/DL to support levels 1 
and 2 of the BX.25 data communications protocol. This capability is 
utilized in provision of interfaces to the Automatic Message Account­
ing Collection System (AMACS) and to the Engineering and Admin­
istrative Data Acquisition System (EADAS). Firmware has also been 
developed to support the RSS protocol, which predated the BX.25 
standard, enabling the No. 2B ESS to provide control of the lOA RSS. 
The features associated with these interfaces are also described later 
in this series. 

III. NO. 28 ESS SOFTWARE EVOLUTION 

Soon after the No. 2B ESS was successfully cut into service, an 
effort was begun to exploit the capabilities of the new processor. This 
effort, which had been planned from the beginning, aimed at elimi­
nating data and program constraints. The success of these initial 
enhancements led to other incremental improvements. The program 
has matured to the point that enhancements driven by modern soft­
ware practices, as well as the 2B Processor's architecture, are being 
pursued. These include operating-system-type primitives, data inde­
pendence, and program decoupling. 

This section will review some enhancements that demonstrate prog­
ress in a variety of areas. The techniques used are not new nor 
innovative by current standards. What is perhaps unique is the manner 
in which they have been applied to a large, complex, existing system. 

The enhancements have been pursued in a systematic fashion. First, 
the software was extended to utilize the capabilities of the 2B ·Proces­
sor while still remaining functionally compatible with the original No. 
2 ESS software. Commercial versions of these compatible programs 
were released in 1976 and 1977. Eventually the compatibility restric­
tion was lifted and the software was extended to exploit noncompatible 
2B capabilities. In about the same time frame, modifications to en­
hance functional and data independence were added. 
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3.1 2/28 compatible extensions 

Functional compatibility between the No.2 ESS and the No. 2B 
ESS at the time of conversion was important not only to minimize 
risk, but also to ensure that future enhancements applied to both 
systems. The types of enhancements that could be introduced were 
severely limited by this restriction. Generally, they took the form of 
increasing the maximum quantity of a particular resource that the 
system could handle. 

A prime example is the memory spectrum. Immediately following 
the conversion, the 2B Processor was limited to the 256K -word spec­
trum of the No.2 Processor simply because the software was tailored 
to handling IS-bit addresses. The program modifications required to 
handle 20-bit data addresses and exercise the full megaword spectrum 
of the 2B Processor were scattered throughout the software. A perva­
sive change of that nature with its attendant risk is precisely the kind 
of complication that was intentionally avoided during the initial 
conversion process. With the converted system functioning well, ex­
ploiting the million-word address spectrum could be attacked as a 
separate problem. It was scheduled, designed, and implemented in 
1976. 

The implementation modified all affected programs to be able to 
handle 20-bit addresses. Since both the 2 and 2B versions were 
modified, they remained compatible and both were able to handle the 
larger addresses. The No.2 version would, of course, never encounter 
an address that exceeded 256K. 

Similar extensions followed in a well-defined and controlled manner. 
The maximum number of scanners, peripherals used to sense the 
states of circuits and/or lines, was increased from 12 to 31. The number 
of buffers utilized to control peripheral units was increased from 12 to 
20. Each extension was scheduled and implemented separately, 
thereby avoiding the coincident introduction of complex changes. 

3.2 Noncompatible extensions 

The number and nature of compatible extensions are limited. To 
make more fundamental structural changes to the software system 
required exploiting aspects of the 2B Processor for which there is no 
No.2 counterpart. As an example, one could not begin to use the 
superior 2B instruction set since the No.2 Processor did not contain 
those instructions. In like manner, the larger No. 2B ESS memory 
could not be utilized for program instructions. In 1977, the decision 
was made to decouple the new and the old systems, thereby eliminating 
the compatibility constraint on the program system. 

This decision opened new vistas for improving the structure of the 
software system. The first step was to simply eliminate methodology 
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and operations that existed only because of the No.2 Processor. For 
example, the No.2 Processor cannot support relocatable programs. 
The 2B software system has now been converted to be mostly relocat­
able. Certain instruction sequences can be coded more efficiently using 
the 2B instruction set. Some sequences, in fact, were not needed at all 
and were simply eliminated. We were particularly fortunate to have 
available the excellent text processing facilities provided by the 
UNIX* time-sharing system to aid in the search for these sequences.4 

These changes were collectively called program "clean up" and were 
performed as the first step in moving primary system development to 
the No. 2B ESS. 

3.3 Modernizing the control structure 

3.3.1 Isolating application software from the control programs 

One definition of an operating system is a set of standard functions 
that provide a hospitable environment for application programs. The 
call processing control mechanism in the No. 2B ESS did not supply 
this feature. Nevertheless, certain steps toward providing common, 
general functions for use by application programs were possible. Em­
phasis was on the introduction of these functions with a minimal 
perturbation to the overall system. In particular, designs that did not 
cause existing programs to become inoperative were selected for the 
implementation of these functions. Once a function is available, all 
new development can use it. On an independent schedule and subject 
to independent evaluation, a plan could be developed to convert 
existing application programs to use the new functions. 

3.3.2 Isolating application software from a resource manager 

This philosophy of gradual introduction has also been used to reduce 
the coupling between an existing resource manager and the application 
programs. The manager is responsible for finding and allocating paths 
through the switching network. To efficiently use the network, it 
attempts to share a portion of an existing path with the next path to 
be found for the same call. The shared portion is known as the A link 
and the operation is known as A -link sharing. As originally designed, 
the manager provided the mechanism, but the application programs 
were required to save the identity of any A link to be shared and to 
specifically request sharing when invoking the manager. 

Consistent with this new philosophy, a universal mechanism for 
sharing A links has now been implemented. The path manager now 
has complete control over the sharing mechanism. Sharing is at-

* Trademark of Bell Laboratories. 
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tempted in every situation and not just at the discretion of the 
application program. The A-link sharing information has been elimi­
nated from the application interface. The significant point is that once 
again this was accomplished in a fashion that did not require the 
wholesale change of existing programs. Unchanged application pro­
grams would still go through the motions of making A -link sharing 
decisions, but these would be ignored by the manager. In no way would 
the application program affect or compromise the control now centered 
in the path manager. All known A -link code was in fact stripped out 
of application programs for reasons of clarity and efficiency. Signifi­
cantly, this was a conscious decision and not a foregone conclusion. 
In the event that some application A -link code was not detected, only 
the efficiency of the system and not its integrity was affected. 

IV. MODERNIZING THE DATA STRUCTURE 

4.1 Isolating application software from data 

The original application interface to the No.2 ESS database system 
(it was known as translations in those days) was reasonably well 
structured. All of the update routines were concentrated in one place, 
as were the access routines. Most application programs even used the 
access routines to retrieve the data. The fundamental problem was the 
transparency of the access routines. While they shielded the user from 
the gross structure of the data, returning the address of an individual 
record was not unusual. That practice, while promoting the ultimate 
in efficiency, resulted in the known record formats propagating 
throughout the application programs. 

This data problem is more insidious than the corresponding control 
problem. It can be, and was, attacked with the same philosophy of 
installing the new without breaking the· old. While exhibiting many of 
the same benefits as the new control interface, the database does not 
really pay dividends until the new interface is used to streamline the 
access and packing efficiency by allowing the records to be reformatted. 
All programs, including preexisting ones, had to be decoupled from 
the data by the new interface before any records containing that data 
could be modified. 

Despite this observation on the general intractability of the problem, 
where it made sense to reorganize a portion of the database, a two­
phased approach was used. The application programs were first decou­
pled from the data by a uniform and opaque interface supplied by the 
database programs. Since the underlying data structures did not 
change, converted, nonconverted, and "unaffected" data accesses con­
tinued to operate properly. The "unaffected" class contained some 
accesses for which the need for conversion was not predicted. The 
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existence of these oversights did not affect the operation of the system 
during the entire conversion process. Even assuming perfect analysis, 
the two-phased approach eliminated any coordination in the data 
access conversions. It was only necessary that all conversions occur 
before the database was modified. 

The data were reformatted during the second phase. When the data 
changed, implicit and embedded data dependencies that were over­
looked in the first phase surfaced and were dealt with. Certainly the 
disruption of the system was minimized by a two-phased approach. In 
the case of the No. 2B ESS conversion being reported herein, the 
entire decoupling of the application software from the data was not 
accomplished during Phase 1. Some converted code had to be reex­
amined and modified during Phase 2. Nevertheless, the final result 
was very successful based on the relative absence of conversion prob­
lems uncovered during testing. This method allowed the complete 
reformatting of the originating and terminating translators, which in 
turn allowed more features and provided a more regular data structure 
that could be enhanced gracefully. 

4.2 Isolating application software from hardware 

Superimposing a logical structure and nomenclature on top of the 
physical one is a well-established mechanism for insulating application 
software from the details of the real world. Application programs 
typically direct output, not to a real device, but to a logical channel 
number. The operating system is charged with mapping this logical 
number to a real device. Unfortunately, the need for similar flexibility 
in identifying terminals of the No.2 ESS switching network was not 
foreseen. There was but one type of network whose terminals were 
universally identified by their actual equipment location. With the 
introduction of a second type of network, the use of equipment location 
numbers to identify terminals became ambiguous. Rather than imbu­
ing all application programs with the knowledge of two network types, 
a logical identification scheme similar to the one used for channels 
was created. The logical scheme identifies each terminal by a unique 
virtual equipment number. A mapping algorithm is used to go from 
real to virtual equipment number and vice versa. 

The merits of a virtual numbering scheme are self-evident and will 
not be discussed. The feasibility of introducing a virtual numbering 
scheme into a large, complex software system developed almost two 
decades ago for a modest development effort is less evident. The 2BE3 
generic program is an existence proof. 

First, a few sensible limitations were imposed. The spectrum of the 
virtual equipment numbers was made to coincide with that of the 
original real equipment numbers. This, of course, means that the 
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maximum number of actual terminals of all types is still the same. 
The required performance of the No. 2B ESS is such that this is a 
reasonable restriction. Making the spectrums compatible means that 
all existing programs and data structures could at least handle the 
identifying number. The change would, therefore, be entirely trans­
parent to all programs that used the number strictly as an identifier. 
The new number could still be passed as a parameter, stored in the 
same slot in the call control block, and used to index into data tables 
to retrieve per terminal information. Only the programs that actually 
required the real equipment number (equipment control programs and 
programs that print equipment locations for human use) needed to be 
modified. The subset of affected programs was relatively small. In 
addition, the required modifications were reasonably straightforward. 
Functions to do the mappings were added to the database interface. 
The modifications to other programs consisted mainly of inserting 
calls to these new functions. 

The virtual equipment numbering scheme is now in place and 
functioning well. Because its introduction is thought to have saved 
development effort in other areas of the project, the consensus of 
opinion is that its overall development effort was less than other 
considered methods. It will, of course, continue to provide benefits in 
the future when, and if, additional network types are added to the No. 
2B ESS. 

V. FEATURE EXTENSIONS 

No. 2 ESS began on a small suburban switching machine. In the 
early 1970s, centrex features were added. With introduction of No. 2B 
ESS in 1976, real-time capacity was almost doubled, allowing even 
more business-type features. 

The 2BE3 generic added compatibility with the lOA RSS (using the 
virtual terminal concept and the database modernization), EADAS, 
and AMACS, while allowing greater penetration of custom calling 
features (via the database modernization). Several of these features 
are described in accompanying articles. 

VI. CONCLUDING REMARKS 

The No. 2/2B ESS experience demonstrates that a mature system 
can evolve its hardware and software systems to more modern tech­
nologies. The successful methodology included making only one major 
change at a time, and, where possible, introducing a modern software 
structure without, or at least before, breaking the existing structure. 
The evolution reported herein spans the 1970s. The No. 2B system 
was proposed in 1971. It was developed during the middle years of the 
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decade and was placed in commercial service in February 1976. The 
compatible software enhancements occurred between that time and 
the next release of the system in December 1977. The noncompatible 
enhancements have occurred since that time and continue at present. 

The software changes as a group have simplified software adminis­
tration and the introduction of code changes to support new telephone 
features. The development effort has been quite modest. Introducing 
standardization has introduced some inefficiencies. Certainly the gen­
eral-purpose control and data functions require more memory and in 
many cases a small real-time overhead. These penalties are not a large 
price to pay for the advantages of improved software structure. 
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As a major modernizing improvement data links for three important func­
tions have been added to the 2B Electronic Switching System (ESS). The 
data-link system was designed with a layered architecture using an enhanced 
subset of the X.25 protocol. Levels 1 and 2 of the protocol are implemented 
in the hardware and software of a new device, the Serial Peripheral Unit 
Controller/Data Link (SPUC/DL). Within the SPUC/DL itself, check circui­
try and software are used for error detection. A second SPUC/DL for each 
critical application provides redundancy on either a dedicated or dial-up basis. 
An elaborate diagnostic program within the 2B ESS can be invoked automat­
ically or manually. This paper discusses some of the issues in retrofitting the 
BX.25 protocol to pre-X.25-speaking machines. 

I. INTRODUCTION 

This paper describes the addition of real-time data-link capability 
to the No. 2B Electronic Switching System (ESS)t. The paper com­
bines a technical description of the project with explanations of certain 
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key decisions. We attempt to be candid in assessing both the virtues 
and pitfalls of such decisions. 

The No. 2B ESS is a medium-sized telephone switching system 
designed for rural and suburban offices with 5000 to 20,000 customer 
telephone lines. The addition of data links to the system was but one 
of several major enhancements in the development of a new generic 
program developed for the 2B-the 2B Extended feature generic #3 
(2BE3)-described in accompanying papers. 

1.1 Project goals 

Our major goal in this project was to create appropriate hardware/ 
software systems to provide data-link capabilities from the 2B to each 
of three different remote Bell System applications. Each application 
had different characteristics and reliability requirements. An overview 
of the desired network capabilities is shown in Fig. 1. Note that other 
types of ESS machines as well as additional 2B ESS offices may 
interface to the Automatic Message Accounting Recording Center 
(AMARC) and Engineering and Administrative Data Acquisition Sys­
tem (EADAS) applications. This constrained the freedom to choose 
interface specifications freely. We wanted flexibility in our design so 
various combinations of these applications could be configured without 
trouble or extra cost. 

A secondary goal was that as much as possible of the data -link 
subsystem resulting from our efforts be "portable;" the system should 
be adaptable to other applications on the 2B, and even other machines, 
after suitable hardware alteration. 

1.2 Boundary conditions 

1.2.1 Use of BX.2S protocol 

The development of our project proceeded roughly in parallel with 
the developments of the AMARC and EADAS projects within Bell 
Laboratories, as well as with the No.5 ESS project, which was also to 
interface with AMARC and EADAS. A general consensus was reached 
to adopt recommendation X.25 of the Comite Consultatif International 
Telephonique et Telegraphique (CCITT). BX.25, an enhanced subset 
of X.25, has since become a standard within the Bell System. Its 
adoption had important consequences in the total design of a data 
communications system, as will become clear below. 

1.2.2 10A Remote Switching System 

The lOA Remote Switching System (RSS) is a small space-division 
system intended for rural communities with fewer than 2000 sub­
scribers. It requires a larger host machine to switch interoffice calls. 
Its controlling program is resident in firmware, and has been developed 
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AMARC - AUTOMATIC MESSAGE ACCOUNTING RECORDING CENTER 
EADAS - ENGINEERING AND ADMINISTRATIVE DATA ACQUISITION SYSTEM 

RSS - REMOTE SWITCHING SYSTEM 

Fig. I-Global view of planned No. 2B ESS. 

over several years in conjunction with the No. lilA ESS, which 
provided host capability. The lOA RSS feature of the 2BE3 generic 
program will allow the 2B ESS to be a host as well. Up to 31 RSS 
machines can be supported by one 2B ESS. 

The lOA RSS, having been developed before BX.25, constrained the 
generality of the data-link system. Nearly 100 units were in service as 
the 2BE3 generic was being completed. We were required to interface 
to the RSS with no changes to its firmware. 

II. GLOBAL SYSTEM ARCHITECTURE 

We address in this section the architectural issues, both hardware 
and software, involved in the next level of detail from Fig. 1. For this 
purpose it may be useful for some readers to review briefly the structure 
of the BX.25 protocol. 

2.1 Overview of BX.25 

BX.25 is a layered protocol consisting of independent layers or levels 
(see Fig. 2). Each level at one side of a data link communicates (in a 
logical sense) with the corresponding level on the other side. We use 
three levels, not counting the application program. A call-processing 
program (say) believes it is conversing with a billing program, for 
example, at the AMARC. To send a message to its counterpart the 
program simply calls a protocol level 3 interface routine. For its part, 
the conversation is complete. 

Level 3 software will break the message, if necessary, into packets 
of length appropriate to the implementation (depending for practical 
reasons on the kind of transmission facility, available buffering capac­
ity, etc.). It will then send the packets to the level 3 software at our 
destination, expecting-as one of its standard functions-a "message-
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APPLICATION 

LEVEL 3 
BX.25 

LEVEL 2 
BX.25 HDLC 

LEVEL 1 
BX.25 

CRC - CYCLIC REDUNDANCY CHECK 
HDLC - HIGH-LEVEL DATA-LINK CONTROL 

Fig. 2-Application layer and three layers of BX.2S. 

received" acknowledgment. It normally will not rest easy until such 
acknowledgment is forthcoming within a timed interval; it typically 
will retransmit the packets until a further interval expires, when it 
will begin recovery actions. Note, however, that "sending the packets" 
simply means handing them off to level 2 software. 

Level 2 software is very analogous to level 3 in that suitable num­
bering is attached to the data, which are then delivered as frames to 
levell. 

Level 1 is implemented directly in hardware and is responsible for 
physically transmitting the data to the remote site. Level 2 frames are 
specified to contain a Cyclic Redundancy Check (CRC) at their trailing 
end, though in practice this is computed and inserted by an industry 
standard hardware chip. Thus there is a slight blurring of the line 
between levels 2 and l. 

While level 1 is supposed to transmit the data, the primary task of 
level 2 is to ensure that they arrive safely. Level 2 will retransmit 
unacknowledged frames, occasionally transmit receiver-ready mes­
sages on a temporarily unused link ("idle line assurance"), and handle 
initialization and disconnection functions. The numbering and ac­
knowledgment functions of level 3 are primarily for flow control rather 
than verification purposes. A primary function of level 3 not yet 
mentioned is the routing of logical channels to their proper physical 
destinations. 

Readers interested in more details about this protocol are referred 
to Refs. 1 through 3. 
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2.2 Architectures considered 

One possible configuration would be to attach data-transmission 
hardware directly to the 2B ESS and write level 3 and level 2 software 
for the ESS. All the detail work of keeping track of unacknowledged 
frames, and time-consuming interrupts from transmission and recep­
tion, would be incurred by the switching machine itself. Since such 
overhead increases with the number of data links, real-time constraints 
made this an unrealistic option. In particular, we note that the link 
traffic increases just at least opportune times-when the machine is 
busy servicing telephone calls and has the least time available to 
handle link work. This configuration was never considered seriously. 
All realistic options use a separate autonomous processor to off-load 
the ESS. 

We will discuss three such options given serious consideration. In 
the first option, level 3 and level 2 software are wedded together within 
a small auxiliary processor also containing the data-link hardware. In 
the second option, level 3 software resides with level 2 software capable 
of handling multiple data links, many of which are installed on the 
separate processor. The third option splits levels 3 and 2 into the ESS 
and attached processor, respectively, with level 2 servicing only one 
data link. This last option was eventually adopted. 

2.2.1 Monogamous levels 3 and 2 together 

A configuration with levels 3 and 2 residing in a microprocessor was 
chosen by the designers of the AMARC side of our data network for 
their "AMARC Protocol Converter" (APC). This choice has the 
advantage that level 3 as well as level 2 is off-loaded from the main 
processor. The disadvantage of concern to us is that when it is 
necessary to change traffic to the standby link in a multi-link config­
uration, all level 3 current parameters as well as all data currently 
queued at level 3 must be unloaded from one device and transferred to 
another. At the AMARC side of the link this is not as serious a matter 
as on the ESS side, where large volumes of data may be generated. 

2.2.2 Polygamous level 3 with multiple level2's 

A data link device for up to 16 independent links controlled by 
common level 3 and level 2 software is currently in use with the Bell 
System No. lilA ESS. This device, named the Peripheral Unit Con­
troller (PUC), was the original model for our own system. Such a 
configuration has the advantage that links can be changed without 
intervention of the main processor. However, the PUC turned out not 
to be suitable for a machine the size of the 2B ESS; with enough power 
to drive 16 links there is a mismatch in the capacities and costs of the 
2B ESS and the data-link controller. This consideration changed the 
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original direction of our project away from the PUC. Our device was 
originally to have been a PUC modified from parallel communication 
with the host to high-speed serial (6.67 Mhz); hence the name Serial 
Peripheral Unit Controller/Data Link, or SPUC/DL. 

2.2.3 Levels 3 and 2 living separately 

To answer the previous objection to high overhead cost for the office 
with few data links, we wished a small and inexpensive basic hardware 
unit. Vulnerability to failures could then be countered by duplicating 
units on applications requiring high reliability. An individual link need 
only be enough more reliable than the communications channel not 
to add significantly to the failure rate. Furthermore, difficulties in 
changing links could be reduced by keeping level 3 of the protocol and 
level 3 buffers within the ESS, which is fully duplicated, including all 
writable memory. In addition, where a controller implementing Level 
3 would almost certainly need to be duplicated and have elaborate 
checking and matching circuitry to meet reliability requirements, the 
controller implementing Level 2 can use a simpler reliability check 
such as parity. Finally, of the three configurations discussed, this last 
seemed to us to be the most flexible, as well as the most fully portable 
to other applications and/or hosts. With this scheme substantial new 
code needed to be written for the 2B ESS-the level 3 protocol, and 
the maintenance software for the links. Furthermore, complete off­
loading of the ESS processor does not occur. Though most of the work 
and interrupt processing is done in the SPUC/DL, there will be a 
small traffic-dependent load for managing level 3. 

2.3 Configurations by application 

As we mentioned previously, each of the three initial applications 
for the SPUC/DL had its own requirements and the simple hardware 
could be configured separately for each. 

2.3.1 10A RSS 

Data links for each RSS are fully duplicated with hard-wired dedi­
cated lines for both links, thus providing a "hot" spare. It is recom­
mended that diverse transmission facilities be used for each data link. 
These rather strong requirements underscore the high reliability ex­
pected of this application. Call processing for lines connected to the 
IDA RSS is done on the host machine, in our case the 2B ESS. The 
data links are used to control the progress of calls. Thus, loss of data­
link capability means loss of most service for RSS customers. (The 
RSS can be configured to provide local calls if the host connection 
becomes lost.) The IDA RSS machine is described at length in Ref. 4. 

1472 THE BELL SYSTEM TECHNICAL JOURNAL, JULY-AUGUST 1983 



2.3.2 AMARC 

Traffic on the AMARC data links does not carry information that 
affects customer service, and therefore does not have the intrinsically 
stringent reliability requirements imposed on RSS links. However, the 
billing information carried is valuable, and long outages could be 
costly. Short outages-some tens of seconds-would be tolerable if 
suitable buffering capacity were provided to avoid losing billing data. 
AMARC links were therefore configured with one data link on a 
dedicated hard-wired line, supplemented with a "cold" spare connected 
to the switched network. Changing to the cold spare after a dedicated 
primary link outage exceeding some minimum duration involves dialed 
telephone calls between the ESS and AMARC machines. Such a 
scheme saves the considerable cost of a second dedicated connection. 

2.3.3 EADAS 

Though data gathered on EADAS links are useful for planning 
telephone network growth, their temporary loss does not compromise 
either customer service or revenue. EADAS applications can therefore 
be configured with a single data link, equipped with a dedicated line. 

2.4 Architectural summary 

A diagram of a No. 2B ESS with its three types of configurations is 
shown in Fig. 3. We emphasize that the duplication on critical appli­
cations is for reliability; only one link is active at any time, and there 
is no load sharing. 

III. FUNCTIONAL REQUIREMENTS OF THE SYSTEM COMPONENTS 

3.1 Hardware 

The general requirements of the hardware are as follows: 
1. Basic hardware. Hardware for the data-link controller must 

execute level 1 (the physical level) of BX.25, and provide enough 
memory space and processing power to implement level 2. 

2. Link speeds. Initial applications were to use 2400 or 4800 bits/ 
second (bps), but for possible new applications a goal was set for 56K­
bps hardware capability. 

3. Link Reliability. Our goal was to have data communication 
failures be caused predominantly by transmission facility failures 
rather than by data-link controller failures. 

4. Repairability. The controller required self-test capability to iso­
late faults to a single-printed circuit board wherever possible. 

5. Cost. The initial cost of the data links was required to be low for 
smaller offices with only a few links. 

6. Expansion. Expansion should be modular, smooth, and trouble­
free. 

DATA LINKS 1473 



.... 
~ ..... 
~ 

--i 
I 
m 

OJ 
m 
r­
r-
Vl 
-< 
Vl 
--i 
m 
~ 
--i 
m 
(') 
I 
Z 
n » 
r-

o 
C 
Al 
Z 
» 
r 

C 
r-
-< 
I » 
c 
Q 
C 
Vl 
--i 

<.0 
co 
w 

q ... 

0f ... 
AMARC - AUTOMATIC MESSAGE ACCOUNTING RECORDING CENTER 

APC - AMARC PROTOCOL CONVERTER 
DDD - DIRECT DISTANCE DIALING 

EADAS - ENGINEERING AND ADMINISTRATIVE DATA ACQUISITION SYSTEM 
RSS - REMOTE SWITCHING SYSTEM 

SPUC/DL - SERIAL PERIPHERAL UNIT CONTROLLER/DATA LINK 

. .. -e 

Fig. 3-The three data-link applications ofthe 2B ESS. 



3.2 Software for the SPUC/DL 

Stated simply, the SPUC/DL software requirement was to imple­
ment level 2 of the data-link protocol. Unfortunately, the three data­
link applications for 2BE3 required two sets of protocol rules for level 
2. The AMARC and EADAS applications use the procedures defined 
by the BX.25 specifications,3 which were derived from the CCITT 
X.25 "Link Access Procedure B" or LAPB. The third application, 
RSS, uses the older version of the X.25 level 2 procedure "LAP." LAP 
and LAPB, though similar, are not compatible (LAP cannot commu­
nicate with LAPB). However, except for the initial handshake, some 
error recovery procedures, and a few differences in command formats, 
the core of information processing procedures is the same. 

Initial SPUC/DL applications were to use link speeds of 2400 bps, 
although future applications of AMARC requiring 4800 bps were 
foreseen. These requirements can be easily met by a microprocessor 
device. 

Data traveling over common carrier facilities are inherently suscep­
tible to any noise disturbances afflicting such facilities. It is essential 
that data altered during transmission be detected and the correct data 
retransmitted. This is the raison d'etre for level 2 of X.25. To this end, 
X.25 employs a 16-bit Cyclic Redundancy Check (CRC) to detect 
frames altered by noise, and a sequence numbering scheme to facilitate 
retransmission of frames discarded because of bad CRC. Flow control 
procedures at level 2 also prevent data loss from buffer overflow. 

An additional requirement for maintenance purposes was for some 
diagnostic capability "on board" the SPUC/DL. The on-board (resides 
in SPUC/DL memory) diagnostic was to be used by the ESS diagnostic 
to test hardware inaccessible to the ESS or requiring excessive ESS 
resources to test. When the ESS wished the SPUC/DL to begin its 
diagnostic routines, it was to instruct the SPUC/DL operating system 
to relinquish control to the on-board diagnostic programs. To go back 
to normal the ESS must issue a master reset of the SPUC/DL, since 
some diagnostic procedures would destroy the normal operating state. 

Diagnostic requirements include a "loop around" test in which data 
packets would be sent out on the link, directly echoed back by the 
remote end, and received by the SPUC/DL and 2B ESS. This would 
normally be a protocol violation in the use of an address field at the 
frame level. We have enhanced the implementation to suspend normal 
protocol address checking when the diagnostic is running. 

3.3 Software within the 28 fSS 

We discuss here our requirements for both the protocol software 
and the maintenance, or fault-tolerant, software. Most of the protocol 
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requirements are general and serve to elaborate on our previous 
discussion of BX.25. 

3.3.1 Protocol-implementing software 

The 2BE3 generic program requires dedicated point-to-point (per­
manent virtual circuits), full-duplex, 2400 (or 4800) bits per second 
communication facilities. The No. 2B ESS software implements only 
those portions of the BX.25 specification needed to meet the 2BE3 
generic requirements. 

Level 3 of the BX.25 protocol controls the transfer of data between 
level 2 and the next higher level (the application layer in No. 2B ESS). 
Transferring includes several processes, namely: packetization, mul­
tiplexing, sequencing, and flow control. 

3.3.1.1 Packetization. Packetization is the process of a transmitter's 
dividing large messages into practical-sized packets, transmitting the 
packets, and having the receiver concatenate the packets to form the 
original messages. BX.25 does this by setting a "more-data" (M) flag 
bit in the level 3 header in all but the last packet of a message. The 
AMARC billing data messages have a maximum of 512 bytes; EADAS 
thirty-minute traffic data messages vary, with an average of 4,000 
bytes depending on the central office. The packet size of 256 bytes 
was determined appropriate for the throughput desired and the ex­
pected error rate of the data transmission facility. If the packet size is 
large and the transmission facility error rate is high, many packets 
may receive errors and need to be retransmitted, which decreases the 
throughput. 

3.3.1.2 Multiplexing. Multiplexing is the process whereby a transmit­
ter combines data packets with identical destinations but associated 
with various application functions (logical channels). The receiver 
separates (demultiplexes) the packets via the logical channel numbers 
and distributes them to the appropriate application function. AMARC 
has a billing-data logical channel, EADAS a traffic-data logical chan­
nel, and both applications have a time-of-day logical channel; thus, 
multiplexing is required with both the AMARC and EADAS applica­
tions. 

3.3.1.3 Sequencing. Sequencing of BX.25 level 3 data packets is 
required to assure packets are received in the identical sequential order 
of transmission. Each level 3 data packet header contains two modulo 
eight sequence numbers: a send sequence number P(S), which identi­
fies the data packet itself, and a receive sequence number P (R), the 
expected number of the next data packet received. 

BX.25 permits a level 3 transmitter to send a prescribed number of 
packets to level 2 without obtaining acknowledgment that earlier 
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packets were received correctly. These unacknowledged level 3 packets 
sent to level 2 are in the window until their reception has been 
acknowledged. The window size of each logical channel is the number 
of packets that can be sent to level 2 without being acknowledged; the 
AMARC window sizes are both five while EADAS windows are both 
two. 

3.3.1.4 Flow control. Flow control is provided by BX.25 to permit 
receivers a method to regulate the rate at which data packets are sent 
to it. A packet received with send sequence number n is acknowledged 
with the next packet sent by setting the receive sequence number to 
n + 1. Any receiver having a data-capacity problem may delay the 
acknowledgment of received packets and avoid data loss. 

3.3.1.5 Requirements for the lOA RSS. RSS level 3 was originated with 
No.1 ESS before the acceptance of X.25 and is not compatible with 
BX.25. RSS level 3 messages contain a unique "SYNC word" in the 
first two bytes. Received messages are discarded if they do not begin 
with a SYNC word. The SYNC word is manipulated entirely by the 
RSS level 3 program and is transparent to the No. 2B ESS application 
call-processing software. 

A two-byte remote terminal header following each SYNC word 
contains the RSS message type in a five-bit "client identity" field. The 
level 3 software distributes (demultiplexes) received messages to the 
call-processing application programs by interpreting the client iden­
tity. An RSS level 3 header also contains an eight-bit word count field 
specifying the number of data words in the message. 

Packetization of messages is also used in RSS level 3 communica­
tion. The maximum RSS packet size is sixteen bytes and the packet 
boundary is totally asynchronous with messages from an RSS. RSS­
bound messages transmitted from the No. 2B ESS always begin a new 
packet but may require several packets, depending on their length. 

Communication concerning only the No. 2B ESS and SPUC/DLs 
is passed in control packets with a unique packet descriptor. A packet 
descriptor is the first two bytes of all packets passed between the 2B 
ESS and a SPUC/DL, identifying the packet type (data or control) 
and specifying the packet length in bytes. Packet descriptors are not 
transmitted over the data links. Control packets are external to level 
3 and pass directly between the SPUC/DL and its maintenance 
configuration and diagnostic programs. 

3.3.1.6 Timing requirements. We have mentioned previously that the 
decision to put level 3 in the 2B ESS imposes a penalty in traffic­
dependent processing power. In requirements terms, level 3 had to be 
fast. 
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3.3.1.7 Other requirements. It was foreseen that part of the protocol­
handling software package would include low-level routines for phys­
ical I/O to each SPUC/DL. Two requirements were imposed on these 
I/O routines: error routing and monitoring. Packets whose reception 
was not completely normal were to be routed to the data-link main­
tenance software. This includes nondata (control) packets, I/O errors, 
and packets from a nonactive SPUC/DL. A manually invoked moni­
toring utility was to report part or all the data sent to and read from 
an application. The monitor proved to be of value during system 
debugging and integration. 

3.3.2 Maintenance (fault-tolerant) software 

There were several general requirements assigned to the data-link 
maintenance function. 

1. Initialization and Loading. On certain rare events there may be 
occasion to reinitialize any or all links in the system. This may require 
a down-load of the SPUC/DL program from its magnetic-tape resi­
dence at the ESS. This would also be done when field-updating SPUC/ 
DL software. 

2. Handling Error Reports. Maintenance software is required to 
maintain records of such reports, which may include frequent loss of 
facility carrier, low efficiency of transmission, etc. 

3. Error Recovery/Link Reconfiguration. Serious faults (e.g., loss 
of communication with a SPUC/DL) or slow degeneration of a link 
may require removal of the affected link from service and changing of 
traffic to the standby link, if available. Thus, data-link maintenance 
is charged with trying to reconfigure a failing system to maintain 
traffic. 

4. Regulation of the Diagnostic Program. The diagnostic, controlled 
by the maintenance software, is to be executed automatically when a 
failure occurs, and routinely on a nightly basis to detect faults on 
standby links before they are needed in service. 

5. Audits. Maintenance "audit" programs were required to check 
periodically the legitimacy of the control-block database of data-link 
maintenance, to correct and report single errors, and to reinitialize if 
multiple errors were found. 

6. Console Operator Interface. The final requirement of the data­
link maintenance software was to interface with the human operator 
of the system, providing keyboard input service and output of various 
responses, as well as spontaneous reports of normal and abnormal 
events. 

3.3.3 The diagnostic program 

The diagnostic program had to detect and locate faults in the 2B 
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processor I/O interface, the SPUC/DL, and the component parts of 
the transmission facility. In the RSS application, it must also locate 
faults in the remote data-link control hardware. The diagnostic control 
structure was required to be sufficiently flexible to permit systematic 
testing during the installation of the SPUC/DL, the near- and far-end 
data facilities, and (for RSS) the remote data-link equipment. It had 
to be able to stress the overall data link enough to recreate faults 
observable only during heavy traffic. 

IV. DESIGN AND IMPLEMENTATION-SPUC/DL HARDWARE AND 
SOFTWARE 

4.1 SPUCjDL hardware 

We can identify three key decisions in the evolution of our design. 
All three involved hardware/software trade-offs, the software being in 
the 2B ESS. The first decision involved the scope of the SPUC/DL, 
as we have discussed in Section II. The second decision was the use of 
periodic polling of the SPUC/DL rather than program-interrupt hard­
ware. We will elaborate on this in Section V. The third decision was 
to use writable Random Access Memory (RAM) instead of Read-Only 
Memory (ROM). 

4.1. 1 Use of writable memory 

The advantage of RAM is that updates of SPUC/DL software for 
circuits in the field are much less costly, requiring only software 
procedures rather than replacement of physical chips. The main 
disadvantage is that the memory is volatile; the program is destroyed 
(and must be reloaded by the 2B ESS) if power to the SPUC/DL fails; 
therefore, software within the 2B ESS had to be developed for down­
loading. In addition, the SPUC/DL software must have a nonvolatile 
residence from which it can be loaded. In our case this was to be the 
magnetic tape cartridge of the 2B ESS. The need for loading would 
cause concern only if long delays were incurred by the loading process. 
However, since 2B ESS-SPUC/DL communication proceeds nearly at 
memory speeds, the loading time mostly comprises the time it takes 
to retrieve the program from tape. 

4.1.2 Logical design 

The data-link controller itself consists of a single I6-bit microproc­
essor, its associated RAM, and two Direct-Memory Access (DMA) 
controllers, DMAI and DMA2. Duplication within a single SPUC/DL 
is not necessary because of the relaxed reliability the distributed 
architecture allows. DMA controller 1 is a multiple-channel device 
allowing data transfers to take place between the 2B ESS and the 
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SPUC/DL independently of the microprocessor. Similarly, DMA con­
troller 2 provides independent transfers between the SPUC/DL and 
the transmission facility (see Fig. 4). This architecture minimizes 
demands on the microprocessor while allowing high throughput. Level 
1 protocol is incorporated in a Universal Synchronous-Asynchronous 
Receiver-Transmitter (USART) and standard interface chips. 

4.1.3 Physical design 

To meet the requirements of modular growth and high multiple-
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Fig. 4-SPUC/DL hardware components and architecture. 
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link reliability, each data-link controller was made a separate circuit. 
Pairs of controllers share a -48 volt power lead. Each SPUC/DL has 
its own power supply, transmission facility interface, microprocessor, 
memory, and communications channel to the 2B ESS. There are four 
printed circuit boards per SPUC/DL, containing the microprocessor 
and associated logic, memory, the data communications hardware, and 
the logic for I/O to the 2B ESS. Four complete SPUC/DL circuits, 
their associated power supplies, fuses, and connectors are housed in a 
single chassis. 

A concentrated effort was made to provide a straightforward main­
tenance procedure. Each circuit has its own power fuse and modem 
cable. Each circuit is numbered, and this numbering is used on the 
circuit board enclosure, power supply housing, power fuse, and modem 
connector. In addition, each circuit is color coded, and the identifying 
color appears everywhere the circuit number is used. The 2B ESS 
SPUC/DL diagnostic program prints both the circuit name and color 
when it refers to a particular SPUC/DL. 

4. 1.4 Reliability issues 

To provide sufficient reliability, the data-link controller's memory 
(program and data) is stored with parity and the parity is checked 
whenever data are read out or written. In addition, write-protection 
hardware is provided for the program memory. Any attempt to write 
into program memory will be prevented, and the 2B ESS will be 
informed. The status of the SPUC/DL hardware is summarized in a 
hardware status register that the 2B ESS can read. 

The SPUC/DL on-board diagnostic program first computes a check 
sum over the program memory, tests the data memory, and then 
confirms proper operation of the microprocessor itself. Once the basic 
sanity of the microprocessor and correctness of its program is estab­
lished, the diagnostic program goes on to test both the DMA controller 
that oversees data-link communication and the USART. The USART 
is tested by actually transmitting on the link. Additional loop-around 
circuits at the EIA interface, the associated modem, and the far-end 
modem allow faults to be isolated and identified easily. This philosophy 
of testing sections of the controller nearest to· the central processor 
and then relying on those sections to test sections further removed 
allows economical and rapid fault isolation. Fault isolation is enhanced 
by partitioning the SPUC/DL into its four circuit boards. All interface 
circuitry to the 2B ESS is on one board. The second board contains 
DMA controller 1 and address decoding circuitry. The third board 
contains all data and program memory. The fourth board has the 
microprocessor itself, DMA controller 2, and the USART and modem 
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interface. Since the proper functioning of each board relies on the 
previous board but not on subsequent boards, most faults can be 
isolated to a single board. 

4.2 Software within the SPUC/DL 

Because of the commonality between LAP and LAPB, it was decided 
to implement both of them in one software load; the ESS would specify 
one or the other with a parameter sent to the SPUC/DL on initiali­
zation. Though this decision increased the space used for code in the 
SPUC/DL, it eliminated keeping track of which code to download into 
which SPUC/DL and the need for extra space on the cartridge tape. 
Separate codes would also have caused complications with the diag­
nostic. Perhaps the largest factor in the single-program decision was 
the expense of having to design, code, test, and administer two separate 
programs. 

First we look at the SPUC/DL software structure from a functional 
data flow viewpoint, and then at the overall structure of the operating 
system that implements these functions. 

4.2.1 Data flow within the SPUC/DL 

The hardware architecture of the SPUC/DL shown in Fig. 4 closely 
parallels the flow of data through the device. Internal to the SPUC/ 
DL the send and receive processes run simultaneously. Data packets 
from the ESS enter the input buffer under control of DMAI and are 
cataloged by the input routines, with control packets (messages for the 
SPUC/DL itself rather than for transmission) being processed im­
mediately. Once packets have been cataloged, they are processed by 
the X.25 routines, which assign sequence numbers and set up the 
DMA2 transfer to the USART for output over the link as X.25 frames. 
Simultaneously with transmission, frames are coming in from the 
receive channel of the USART, are processed by the X.25 routines, 
and pointers to information frames are passed to the output routines. 
The output routines add packet descriptors to the information frames, 
and then set up the D MA transfer to the ESS. 

This is a high-level view~ofthe SPUC/DL and there are many other 
software processes involv~d in its operation, including maintenance 
routines, which playa large role in support of data handling. 

4.2.2 SPUC/DL Operating System 

The SPUC/DL Operating System may be visualized as a hierarchi­
cal multiprocessor operating system. In this system the I6-bit main 
processor acts as a master while the six individually programmable 
D MA channels are slave processors. Once a D MA channel has been 
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Fig. 5-SPUCjDL software processes; interprocess communication has been empha­
sized. 

given a process, it will run that process to completion without further 
attention from the master. We denote these single channels as I/O 
processors, or lOPs. Most interprocessor communication is one way 
between the master and the lOP. lnterprocess communication is 
handled using producer/consumer semaphores. 

Figure 5 shows how the SPUC/DL software processes use the 
hardware to carry out the data communications function. Each I/O 
processor handles a specific I/O function. Communication between 
the SPUC/DL and ESS is handled by three channels of DMAl. In 
Fig. 4 they are labeled IOP11, IOP12, and IOP13. IOP11 runs the 
process of moving data from the input register to the input buffer. 
Once the SPUC/DL has been initialized by a master reset, the master 
processor starts this process running on IOP1l. This process runs 
continuously and becomes inactive only when input buffer space is 
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exhausted or the process may be preempted by the microprocessor for 
status updates. This status information consists of "where will the 
next word be placed in the input buffer," or "deallocate n input buffer 
words." Unlike IOP11, IOP12 and IOP13 run only when there are 
processes scheduled for them (packets to be sent to ESS). IOP12 
transfers control packets from scratch memory to the output register 
and IOP13 transfers data packets from the output buffer to the output 
register. 

The DMA2 processors have almost mirror-image functions. IOP21 
moves packets from the input buffer to the USART where they are 
serialized and sent out over the link. Packets are scheduled for IOP21 
on a first-in/first-out (FIFO) basis with priority for packets being 
retransmitted. IOP22 moves supervisory and unnumbered frames from 
scratch memory to the USART. IOP23, which moves data in from the 
link, does not run continuously because of the intervention of the 
master processor to handle alignment of the start of incoming data. 
All other processes are run by the master processor, including the 
considerable primary task of processing X.25 frames. 

4.2.3 SPUCjDL software reliability 

In developing SPUC/DL programs considerable attention was given 
to reliable software design through modularity. Both the SPUC/DL 
Operating System and the level 2 procedures were coded in the C 
language and a top-down design structure was used wherever practical. 
Assembler-level code was used only where necessary for speed or to 
handle hardware-dependent functions. The high -level language had 
advantages both from an implementation and a testing standpoint. 
However, because both the hardware and software were new to us, 
during debugging it was occasionally necessary to look at the assembly 
code or binary output of the C compiler to determine the source of 
some problems. 

The hardware of the SPUC/DL provided three features that also 
enhanced software reliability. First, the use of DMA hardware con­
trollers for I/O eliminated the need for complex scheduling algorithms 
to move blocks of data. This is especially important in an I/O-intensive 
application such as a data-link controller. Second, write-protection 
hardware was provided. Since the program store of the SPUC/DL is 
in writable memory, without the write-protection feature of the hard­
ware, the program would be vulnerable to bugs that alter the program 
itself. If a write-protect violation occurs, the SPUC/DL software is 
not altered but an interrupt routine attempts to save as much pertinent 
information as possible and then proceeds normally. The ESS is 
notified by a message from the SPUC/DL containing the hardware 
status register. The third hardware feature is a "sanity" timer! which 
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expires unless periodically serviced by the software. The timer guar­
antees that the microprocessor will not get stuck in anyone place for 
an inordinate amount of time. If the sanity timer should expire, an 
interrupt is generated and is handled similarly to the write-protect 
error. 

In addition to the hardware mechanisms mentioned, reliability is 
increased by periodic software audits. The audits check major global 
data structures, looking for inconsistent or out-of-range values. No 
attempt is made to correct audit-detected errors. The event is reported 
to the ESS, which prints a message. 

4.3 System performance 

The SPUC/DL software has an average one-way delay of about 4.5 
ms. It has been tested at 5 to 10 times the speed expected in initial 
field use. 

v. 2B ESS HOST SOFTWARE 

5.1 Architectural overview 

Figure 6 is a high -level diagram of the data -link software in the 2B 
ESS. When they have a message to transmit, call-processing routines, 
billing routines, and data-collection routines enter appropriate points 
in level 3. Level 3 converts the messages into packets, breaking large 
messages into multiple pieces if necessary. Multiple logical channels 
(logical destinations) are sorted for their physical destination (multi­
plexing). Appropriate sequence numbers are attached. The packets are 
transmitted immediately, if possible, or put on a queue if flow is 
currently under control. 

When the packets are ready to be transmitted, the software passes 
them to the level 2 Multi-Link-Procedures. These routines sort the 
packets by priority, and then do a mapping to a definite hardware 
address (i.e., physical SPUC/DL). The mapping is done through a 
table managed by the data-link maintenance software. Thus, the 
routines doing transmission need have no knowledge of which link 
they are using. 

The Multi-Link-Procedures pass the packets to the low-level trans­
mission software, which physically outputs them to the SPUC/DL 
whose hardware address was passed as an argument. The link-traffic­
monitoring utility is implemented at this level. Level 2 in the SPUC/ 
DL ensures error-free transmission to the destination. 

The inverse process, packet reception and assembly into messages, 
is similar. Note that on reception, not all packets get routed to the 
Multi-Link-Procedures. Control packets originating within the 
SPUC/DL, and information packets from links not currently active 
are given to the data-link maintenance software. The maintenance 
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software also uses the low-level common I/O routines to transact its 
business with each SPUC/DL. In this way the monitoring utility will 
report all communication to any link or link group. 

5.2 Device polling and timing considerations 

To have the SPUC/DL request attention from the 2B ESS, a polling 
method was adopted owing to complications in the 2B ESS demand­
interrupt hardware. When it requires attention from the 2B ESS, the 
SPUC/DL sets a bit in its status register. The status register's bit 
controls a ferrod, a ferrite device whose magnetic state may be sensed 
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under program control by a scanner. These particular ferrods are 
arranged in rows of 16, so the status of 16 SPUC/DL "packet-present" 
ferrods may be read simultaneously. Once every base-level loop (100 
milliseconds) the 2B ESS will poll all scanner rows containing SPUC/ 
DL packet-present ferrods. 

Clearly, such polling is inefficient; for polls on which no SPUC/DL 
has data, the polling time is wasted. The total time available for 
processing calls is reduced, and so therefore is the performance of the 
2B ESS. The actual time penalty depends on how fast the software is. 
In our case the loss is around 0.6 percent with idle data links. 

Of greater concern are the effects of measured-service billing (billing 
every telephone call) to the AMARC, and of RSS data-link traffic 
(several messages are required per call). In the AMARC case, the data 
links shorten the time spent on billing by about 30 percent relative to 
the previous use of magnetic tape. In the RSS case, only around 7 
percent of the real-time of a typical call is due to the presence of the 
SPUC/DL. We can conclude that level 3 processing and programmed 
I/O to each SPUC/DL are not serious drains on the time available to 
the ESS, relative to its other tasks. 

5.3 Maintenance soFtware 

The link(s} from the 2B ESS to any single remote site make up a 
link group of one or two links. It is the task of data-link maintenance 
to ensure that a link is always active in every link group. 

5.3.1 Architecture 

The highest-level component of data-link maintenance is called 
link-group control, and has responsibility for keeping a link always 
active in every group. Because of the substantial differences in the 
three main applications, link group control was divided into three 
independent sections, one handling the EADAS link group, one han­
dling the AMARC link group, and one handling all RSS link groups. 

Link-group control depends on a collection of utility routines called 
link-state control, which performs tasks on single links, independent 
of the type of link group of which the link is a member. Conceptually, 
a given link may be thought of as controlled by, or belonging to, either 
link-group control or link-state control (but not both) at anyone 
moment. Link-group control manages links that are "in service," that 
is, actively carrying data ("active") or available for such use if needed 
("standby"). Link-state control operates on links that are "out of 
service" by virtue of having been "removed" -either automatically 
after detection of a fault, or manually through issuance of a console 
keyboard command by the operator of the system. 

The link-state-control routines depend in turn on a loader for down-
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loading the SPUC/DL software from its residence on the system 
magnetic tape cartridge, and on the diagnostic program, which is 
described in more detail below. 

The software of the 2B ESS continuously executes a fundamental 
"base-level loop" of some 100 milliseconds. Within the loop various 
functions are given control with the understanding that no function 
will exceed its own allotment of time. That is, instead of being driven 
by a clock interrupt, context switches (task changes) are the respon­
sibility of the base-level routines themselves. They must save and 
restore their own contexts if completion of their functions requires 
more than one allotment of loop time. For this purpose and for keeping 
longer-term records, data-link maintenance makes use of control 
blocks. 

5.3.2 Data structures 

Two main types of control areas are maintained by the software. 
The link-group control keeps a link-group control block for each link 
group. In addition to current-function context information for link­
group control, records are maintained of the number of changeovers 
between links in the group. This can prevent thrashing back and forth 
during periods of trouble, such as a lightning storm. In general, this 
block is intended for those records associated with the entire group, 
rather than with one specific link. 

The second main type of control block is maintained by the link­
state control routines, and is called a link-state control block. One 
such block is reserved for every link defined in the 2B ESS database. 
Here is stored information on the current context of link-state control 
for each link. In addition, a collection of records is maintained about 
the recent history of each link. For example, it is remembered at what 
time the diagnostic program was last run (to prevent too frequent use 
of the diagnostic), as well as its result. Over 30 fields are reserved for 
counting each of the types of errors reported by the SPUC/DL or 
recognized by the 2B ESS. Cumulative counts are also kept for each 
of several classes of errors, a class being defined by its relative 
seriousness. 

The other major data structures used by data-link maintenance are 
the permanent (read-only) office records defining the data links pres­
ent and their attributes (modem type, hardware address, etc.) These 
structures are accessed through special database routines. 

5.3.3 Recovery strategies 

The primary strategy for recovering from data-link failures is to use 
the redundancy engineered into the system-that is, to move link 
traffic to the other link in a two-link group. 
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The 2B ESS can detect failures of various natures and degrees of 
severity. The most obvious and straightforward is an inability to 
communicate with the SPUC/DL because of failures of hardware input 
or output orders. Here it is first attempted to change, if possible, to 
the standby 2B ESS processor to see if the orders can then be executed. 
If not, the fault is classified as hard. This is the fault detected when 
the power supply of a SPUC/DL fails (or is turned off). 

A wider range of problems can be discovered by the checksum 
mechanism. During initialization sequences and when returning an 
out-of-service link to service, the ESS resets the SPUC/DL by setting 
a bit in the status register. This action forces the SPUC/DL program 
counter to an absolute address where its initialization code begins. As 
part of this code, a checksum is computed on the entire program 
memory of the SPUC/DL. The computed checksum is returned to 
ESS along with a prestored value it is supposed to match. The return 
of a matching checksum shows that the ESS can access the SPUC/ 
DL, that the processor within the SPUC/DL is functioning, that the 
program is loaded and is probably correct, and that the device is in a 
known state. A bad checksum probably means a memory fault. In an 
emergency, a link can be "forced" into service even with a bad check­
sum comparison, so long as some checksum is returned. 

Some symptoms are generally associated with the carrier facility 
rather than the data link. As mentioned previously, when troubles 
such as carrier loss are encountered, they are recorded. Noise on the 
facility will cause low link efficiency, defined as the ratio of bytes 
acknowledged properly to the total number transmitted. These trou­
bles and a variety of others are individually counted within the data­
link maintenance software. When the cumulative counts of such errors 
exceed some threshold value, recovery action begins. The counts of 
each type of event are weighted by their relative seriousness or impact 
on the system. The recovery strategy for these (individually) "nonfa­
tal" errors is to compare the recent history of such errors for both 
links in an RSS link group, changing links if the standby SPUC/DL 
seems better. In an AMARC link group, since there is no guarantee 
that a standby link is available at the AMARC site, the 2B ESS must 
depend on the AMARC to detect facility problems and to change links. 
Only a severe problem will cause the 2B ESS to remove an AMARC 
link. 

5.3.4 Changing links 

The operation of changing traffic from one link to another in a link 
group is fundamental in the data-link recovery strategy, and required 
considerable development effort. The two applications for which the 
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operation is required, AMARC and RSS, are quite different. We will 
give a brief overview of each. 

5.3.4.1 Changing AMARC links. The change operation on an AMARC 
link group attempts to follow the BX.25 protocol in most respects. 
Carrier is detected on the standby link after automatic dialing and 
answering hardware completes the connection via the DDD network. 
The ESS sees that the AMARC machine issued a "disconnect" on the 
primary link within its protocol level 2. Next, level 2 of the protocol 
becomes active on the standby link. Suitable security precautions are 
now taken to ensure the connection is genuine. Finally, level 3 of the 
protocol begins, and the operation is complete. 

In the other direction the procedure is simpler. After the protocol 
has initialized at level 2, receipt of any information frame on the 
primary link will cause the 2B ESS simply to disconnect (hang up) 
the standby link. 

5.3.4.2 Changing RSS links. For historical reasons, changing traffic 
between RSS links is complicated. The procedure was originally de­
veloped for the 1/ A ESS. As we described in Section II, in the l/IA 
environment both RSS links are connected to a single processor, the 
PUC/DL. Since there is 'no level 3 protocol for the RSS, resetting 
protocol level 2 (such as might be expected when changing links) has 
serious repercussions. Level 2 resets cause loss of data because they 
clear frame buffers. In the PUC/DL a changeover procedure was 
designed so no level 2 reset would occur and no data would be lost. 
The PUC/DL transfers the outstanding frames and current values of 
the protocol parameters (sequence numbering) to the new hardware 
by changing a pointer in its database. Thus, after changing links the 
old level 2 is running on the new link. Similar actions occur in the 
RSS; no reset of level 2 takes place, and no data are lost. 

Since it was part of our design goal to leave RSS code unaltered, it 
was necessary for the 2B ESS and SPUC/DL to emulate the actions 
of the PUC /D L during the changing of the links. This was done by 
the following sequence: (1) protocol level 2 is brought up on the standby 
link, though transmission of data is disabled; (2) transmission stops 
on the active link while it is emptied of received data; (3) untransmitted 
and transmitted but unacknowledged data are read out of the active 
link and written into the standby link; (4) the protocol state of the 
active link is transferred to the standby to preserve the sequence 
numbering; (5) a "change links" message is transmitted to the RSS 
on the standby link, which turns the standby into the active link, and 
causes the RSS to change also. 

5.4 Diagnostic software for the SPUC/DL 

Fault location for the SPUC/DL data links can be best characterized 
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by its diversity. The diagnostic must contend with three different link 
configurations-AMARC, RSS, and EADAS-each having its own 
testing requirements. There are three execution environments: the 2B 
ESS, the SPUCjDL microprocessor, and for RSS, the remote terminal 
microprocessor. In addition, the diagnostic faces unusual conditions 
within the 2B ESS. It must be executable in the off-line processor, 
and must accommodate several instances of itself executing in parallel. 

We have added two features to the diagnostic that are new to the 
2B ESS. First, the SPUCjDL diagnostic specifies explicit replaceable 
units in the TTY output messages, rather than coded trouble location 
information. Second, to simplify installation and growth of a SPUCj 
DL configuration, we have implemented partial diagnostic capabili­
ties-the ability, for example, to run only the first few tests so 
uninstalled hardware will not cause error messages. 

To achieve flexibility in dealing with different link configurations, 
the diagnostic was organized for table-driven execution of independent 
tests, the table being specified either by the application type, as defined 
in the 2B ESS database, or by an operator-generated input message. 
This permitted maximum use of common diagnostic code, yet flexibil­
ity in tailoring specific tests for specific applications. The table also 
provided a simple means of providing special test functions not nor­
mally run-for example, an exhaustive SPUC/DL program memory 
test rather than the checksum test normally used by the routine 
diagnostic. 

The diagnostic proceeds with the 2B ESS executing directly initial 
interface tests to the SPUC/DL, then requesting the SPUC/DL to 
run tests of its internal hardware. It then uses the SPUC/DL to do 
analog loop-back testing to the local modem, followed by digital loop­
back to the remote modem, and finally (for RSS) requesting remote 
terminal hardware tests to be run. For those tests not executed by the 
2B ESS, the diagnostic acts as a control program and analyzes data 
to convert the cryptic test failure information into human-readable 
messages specifying the replaceable unit. 

While most of the diagnostic tests for the SPUC/DL data links use 
conventional diagnostic testing techniques, the digital (remote) loop 
attempts to find faults normally discovered under heavy-traffic con­
ditions. This test sends 1000 sixteen-byte packets from the 2B ESS 
through the SPUC/DL, over the link, through the remote loop-back, 
and back to the ESS through the SPUC/DL. The SPUC/DL uses its 
operational link efficiency algorithms to quantify the quality of the 
link. A link is reported as a good link, a failing link, or a "degraded" 
link-usable but performing below what is considered optimum. 

After a fault has been repaired, it is necessary to test the 2B-SPUC/ 
DL interface from both the on-line and off-line central processors. 
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This ensures not only that faults in the off-line interface are located 
but that repair of an interface board has not introduced a fault in the 
standby processor to SPUC/DL interconnection. 

The SPUC/DL diagnostic is the first program to take full advantage 
of a newly enhanced 2B ESS software subsystem for maintenance, 
which provides a degree of multitasking convenience. Use of the "Multi 
(base-level) Scan Function" (MSF) program allows for multiple si­
multaneous executions of the diagnostic on different data links with a 
single copy of the diagnostic and several instances of its data memory, 
one for each execution. The only significant complication is message 
routing from each SPUC/DL to the appropriate data memory, which 
is done through interfaces with the I/O and the data-link maintenance 
programs. 

VI. PROJECT POSTMORTEM 

6.1 Problem areas during development 

Though the difficult problems of the project integration phase are 
freshest in our minds as this paper is written, there were problems of 
various kinds throughout the project. The most difficult technical 
problems in the data-link area were met in the integration and final 
debugging phase of the project. The problems were usually lost words 
of data, or protocol failures that stopped communication. They oc­
curred randomly in time, usually when data-link traffic was high, and 
were not easy to reproduce. At least three factors interacted to increase 
the difficulty in solving the problems. 

First, the SPUC/DL test facility did not have enough capacity to 
stress the links. Only the 2B ESS laboratories could drive the links at 
the acceptance-test levels, and time in these laboratories was in great 
demand by people working on all aspects of the 2BE3 generic program. 
The SPUC/DL test facility was improved, but only after it was clear 
that serious but infrequent problems were present in the SPUC/DL. 
The test-facility shortcomings meant that the SPUC/DL had more 
problems than it should have during the integration phase. The 
service-affecting problems had been mostly resolved by the time the 
test facility became really adequate. 

The second factor lies in the distributed nature of our systems: with 
three asynchronous processors, it was often difficult to isolate where 
any particular problem arose-the 2B ESS, the SPUC/DL, or the 
application (AMARC, EADAS, or RSS). 

Third, debugging tools for the system as a whole lacked some 
desirable features. The 2B ESS laboratories had powerful debugging 
hardware for halting the processor, dumping memory locations, tracing 
execution paths, etc. These facilities were not available on the SPUC/ 
DL, particularly in the late stages of the project when factory-made 
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units were installed in the laboratory to find any remaining troubles 
in the production hardware. There were several occasions where it 
would have been very desirable, for example, to have an event within 
the ESS halt the microprocessor within the SPUC/DL. We mention 
in passing that a commercially obtained data communications analyzer 
proved to be a key instrument in finding certain protocol problems. 
Ours could record data traffic onto a cartridge tape, stopping after an 
event of interest; it could also recognize X.25 frame and packet types. 

The last few insidious problems in the SPUC/DL turned up in both 
the hardware and software. The hardware problems were typically 
sensitivity to "glitches," causing, for example, an erroneous extra 
DMA cycle. The software problems were usually those of process 
synchronization and shared resources. The internal architecture of the 
SPUC/DL, both hardware and software, supports a high degree of 
concurrency. This increases throughput and minimizes delay, but leads 
to these internal process synchronization problems. Perhaps more 
rigorous monitors for shared resources and synchronization sema­
phores would have paid dividends during the integration phases. 

6.2 Particularly successful areas 

The problems outlined above led to intense activity as the project 
neared completion. We were relieved, however, to experience a happy 
ending; the underlying problems were found and corrected for all 
observed symptoms. 

The climax of our development effort came with the acceptance test 
for the first 2B ESS-IOA RSS field installation. During the 24-hour 
test, some 60,000 telephone calls were originated on the RSS, processed 
by the 2B ESS through the SPUC/DL, and properly completed back 
to the RSS. There' were no indications of any problems in the data­
link area. 

It seems to us that one factor contributing to this success was the 
attitude that the problems should be understood and solved. It might 
be possible, for example, to stop printing an error message if the 
message announces some event that seems not to have a harmful 
effect on the system. We have chosen to explore such events as deeply 
as resources permit, with gratifying results. 

Thus, we feel we have a data-link system essentially free from 
operational errors. It remains to be seen if our reliability goals will be 
met. 
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The No. lOA Remote Switching System (RSS) has brought a new dimension 
to telephone switching in the rural area. The capability to host a lOA RSS 
was first made available on the metropolitan switches, the No. I and No. IA 
ESS. The capability has now been extended to the suburban switch, the No. 
2B ESS. This article describes the additions and modifications made to the 
No. 2B ESS to allow it to host the lOA RSS. The discussion also covers the 
administrative and maintenance features provided and their associated host 
software implementation. 

I. INTRODUCTION 

1.1 Definition and basic description 

A local Electronic Switching System (ESS) provides the call control 
for a lOA Remote Switching System (RSS). The lOA RSS acts as a 
slave executing orders sent to it from the host ESS and reports events, 
such as line originations, to the host. A major advantage of this type 
of distributed control is that the complex tasks of call processing can 
use existing host software and share host equipment and trunking 
facilities. This sharing of host ESS software makes it possible to easily 
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provide RSS lines with the sophisticated features that are offered to 
host ESS lines. 

The major components required for lOA RSS operation include a 
host ESS, one or more lOA RSS frames, a data-link controller, 
interconnecting voice channels, and data links. Figure 1 shows this 
configuration for an application using digital connectivity between the 
host ESS and a lOA RSS (remote terminal). At this time, the host 
function has been developed for the Western Electric No.1 ESS, No. 
1A ESS, and No. 2B ESS machines. The data links are used for 
communication between the host ESS and the lOA RSS and provide 
the means by which orders from the host are transmitted to the lOA 
RSS and acknowledgments are returned to the host. Voice channels 
are used to provide the RSS lines with access to the host network and 
are selected dynamically. The data link employed for the No. 2B ESS­
RSS communication function is a new design utilizing an intelligent 
Serial Peripheral Unit Controller Data Link (SPUCjDL).* The lOA 
RSS data-link communication makes use of portions of the X.25 
protocol. 

The lOA RSS basic frame can serve up to 1024 lines. A companion 
frame may be added to allow up to 2048 lines to be served by a single 
RSS entity. The design is such that the basic element of growth can 
be as small as eight lines. Voice and control communications between 
the remote and the host can be made over either digital or analog 
carrier facilities and the range may be as great as 280 miles, depending 
primarily on the type of transmission facility. 

In the event of total carrier system or data-link outage, the lOA 

* Acronyms and abbreviations used in this paper are defined at the back of this 
Journal. 
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RSS is arranged to automatically transfer to a stand-alone mode of 
operation, which provides basic telephone service between stations 
connected to that RSS unit. In the stand-alone mode, special provi­
sions can be made to handle emergency types of traffic such as "911". 
Details regarding stand-alone operation may be found in an earlier 
BSTJ article, "Remote Terminal Firmware," by D. A. Anderson et al. 
in the April 1982 issue on the lOA RSS. 

All major units of the lOA RSS are duplicated, and a continuous 
dialogue is exchanged between the host and remote site concerning 
the overall health of the system. The basic system philosophy is that 
the remote unit is a complete slave to the host and merely reports 
events to the host; the RSS then receives a stream of explicit orders 
from the host concerning that event. All maintenance procedures must 
be controlled from the host. Initiation of diagnostics and other func­
tions may be further remoted to a Switching Control Center (SCC). 

II. CALL PROCESSING 

2.1 Data communications 

2.1.1 Hardware overview 

Figure 2 shows the lOA RSS-No. 2B ESS host interface and the 
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hardware components involved in the transmission of data between 
the remote terminal and the host. Communication between the two 
machines takes place over a pair of low-speed data links that share 
the same transmission facilities as the voice channels that interconnect 
the remote terminal with the host. Each data link is placed on a 
separate transmission facility for reliability. Where carrier facilities 
are used, the links are assigned to a dedicated voice channel on the 
carrier system, with each link being assigned to a separate carrier 
terminal. 

Both RSS links are 2400 bps synchronous links. The on -line link is 
active and carries the entire data traffic between the host and lOA 
RSS, while the off-line link is maintained in a standby state as a spare. 
The on-line, off-line status of the links is determined by the host office 
and is based on error information accumulated by the software re­
sponsible for driving the links. At the remote terminal the link is 
interfaced to the RSS microprocessor through a Data-Link Interface 
(DLI) circuit. The DLI provides a small amount of data buffering and 
performs a number of control functions essential to implementing the 
synchronous link protocol. 

At the host, the link interfaces with a functionally similar line 
interface unit that is part of the SPUC/DL. The function of the 
SPUC/DL is to provide the control for physically transmitting and 
receiving data on the links and to provide data buffering for the host 
office. The data being transmitted and received by the SPUC/DL are 
buffered on a per-link basis within the terminal. Sufficient data 
buffering is provided to allow the host to efficiently exchange large 
blocks of data with the terminal on a schedule that is efficient to the 
host. 

2.1.2 Software overview 

The routines that control the data transmission between the remote 
terminal and host are located in the remote terminal, the SPUC/DL, 
and the host office. There are two basic functions to be performed: 
data must be transferred reliably over the link and an interprocess 
communication system must be provided to allow software processes 
in the host to communicate with processes in the remote terminal. 
These two functions are provided by the data-link protocol software 
and a set of message-routing routines. The protocol provides virtually 
error-free transmission of data over the link by executing a set of 
error-detection and error-correction procedures. The message routines 
allow a process in one machine to direct a message to a process in the 
other. These two systems are largely independent and bear a hierar­
chical relationship to one another in the sense that the message routing 
routines rely on the link protocol routines to accurately transmit data 
from one end of the link to the other. 
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2.1.3 Data-link protocol 

The protocol routines are executed in the remote terminal and the 
SPUC/DL. The lOA RSS application uses the link-level portion of 
the X.25 protocol to control the link. It is a bit-oriented protocol 
designed for synchronous link operation. To provide for error detection 
and correction, the data to be transmitted are segmented into num­
bered blocks termed frames. As frames are transmitted they are 
sequentially numbered and a cyclic check code is computed over the 
data in the frame. The frame numbering scheme makes it possible to 
identify frames for retransmission and to detect missing frames in the 
received data. As frames are processed at the receiving end of the link, 
the cyclic check code is recomputed and compared to the one trans­
mitted with the frame. A mismatch indicates that a transmission error 
has occurred. A positive acknowledgment is returned to the data 
transmitter for all frames received correctly, and a retransmission 
request is returned if a frame is received in error. 

The protocol software at the SPUC/DL has the additional function 
of providing link status reports to the host machine. Error conditions 
such as high transmission error rate, frame acknowledgment time­
outs, and loss of data carrier are monitored by the protocol and 
reported to the host. The transmission error rate is determined from 
the number of retransmission commands received and sent by the 
SPUC/DL protocol program. From this data the host data-link state 
control can take action to remove a link from service if it becomes 
inoperative or if its throughput is restricted because of excessive data 
errors. 

2.1.4 Message-routing routines 

The routines that are responsible for routing data between individ­
ual processes in the two machines are executed by the remote terminal 
and the host processor. These programs assume that data received 
from the link protocol programs are error free and that any additional 
error control procedures for detecting transmission errors are unnec­
essary. These programs are designed to transmit data between buffers 
associated with client programs in the two machines. A program having 
data to transmit will load the data into its associated buffer. The 
buffer will be activated for the message-routing routines and the data 
will then be transferred to a buffer associated with the destination 
program in the other machine. The message format is shown in Fig. 
3. 

2.1.5 Host data transmission 

The buffering technique adopted for the transmission of peripheral 
orders to the remote terminal was designed to be compatible with the 
structure of the existing host software. The order buffering and mes-
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sage transmission must be tailored to the host software structure if 
the existing call-processing and maintenance routines are to be pre­
served. A few remarks on the nature of the call-processing programs 
are necessary to understand the interface requirements. 

The host call-processing programs are divided into call segments 
that process an input from a subscriber or a peripheral circuit to 
completion in one real-time segment. All the peripheral orders required 
to process the input are generated by the separate set of input/output 
(I/O) programs. Peripheral operations in the host or remote terminal 
take tens or hundreds of milliseconds to execute, which precludes their 
direct execution within the call segment. During execution, a typical 
program segment may generate several remote terminal peripheral 
messages that are destined for different RSSs. In most cases it will 
also generate a number of orders to be executed in the host periphery 
in conjunction with the remote terminal actions. The execution rou­
tines must be able to coordinate the transmission of the remote 
terminal orders to the different RSSs. Frequently, it is necessary to 
execute the remote terminal-host peripheral actions in a predefined 
sequence where either the host or the remote terminal action must 
occur first. 

The call-processing and maintenance programs are coupled to the 
I/O programs through a set of I/O buffers that are loaded with the 
peripheral orders to be executed. All host peripheral orders are buffered 
in Peripheral Order Buffers (POBs), where they are executed by the 
POB execution programs designed to handle the timing requirements 
presented by the host periphery. 

A set of Remote Order Buffers (ROBs) in the host machine buffer 
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the peripheral orders being transmitted to the remote terminals. They 
are loaded and administered by the call-processing programs in the 
same manner as the peripheral order buffers. The orders to be sent to 
the remote terminal are loaded in the ROB via a set of order macros 
that provide a high-level interface with call processing. When order 
loading is complete, the ROB is activated and the I/O routines trans­
mit the orders to the remote terminal. An individual ROB may be 
used to send orders to any RSS. The host can have any number of 
ROBs pending to send orders to an RSS; however, each remote 
terminal has a fixed set of eight ROB records that are used to store 
orders received from a ROB at the host. The ROB records are buffers 
associated with the peripheral order execution program in the remote 
terminal that executes the orders transmitted from a ROB. 

2.1.6 ROB execution protocol 

A rudimentary protocol has been established to coordinate the 
activities of the call-processing routines at the host with the execution 
of ROB orders at the remote terminal. Several orders will be grouped 
together into a single message at the host to be transmitted to the 
remote terminal. The orders in the message are executed at the remote 
terminal and upon completion an acknowledgment is returned to the 
host. The acknowledgment will indicate whether all the orders in the 
message were successfully executed and must be received by the host 
before any further actions will be permitted on this call. If the remote 
terminal encounters a failure in executing an order, the acknowledg­
ment message will specify the failed order to the host and the remote 
terminal will suspend execution of all remaining orders in the ROB 
record. 

It is essential to receive a positive confirmation on the status of the 
orders for several reasons. If an order failure occurs, the host fault­
recovery routines can be scheduled to clear the call from the system. 
In addition, the acknowledgment allows the host to correctly sequence 
any other peripheral actions with the remote terminal orders. When 
the acknowledgment is received, the host can activate an associated 
POB or return to a call-processing program to implement the next 
action on the call. The restriction that additional RSS orders will not 
be transmitted until the acknowledgment is received also prevents the 
host from transmitting multiple sets of orders for the same call that 
would be executed in an arbitrary sequence at the remote terminal. 

2.2 RSS network associated data 

The processing of RSS calls requires the allocation and management 
of resources that are physically located at the lOA RSS or shared 
between the host ESS and the lOA RSS. These resources include the 
channels that interconnect the host and lOA RSS, receiver off-hook 
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(ROH) tone circuits located at the lOA RSS, and the lOA RSS network 
crosspoints. Also, the status of RSS lines is maintained at the host. 
Several factors were considered in deciding whether to place these 
functions in the lOA RSS or in the host ESS. These factors are: 

1. The effect on service because of the additional time delay if the 
lOA RSS has to be interrogated to determine line status and to hunt 
voice channels and network paths. 

2. The additional software development required if the host ESS 
programs have to take a real-time break to interrogate the lOA RSS 
to obtain a line's status. Host software is structured around data that 
can be accessed without taking a real-time break. 

3. The duplication of development effort that is required to provide 
the same functions in several host ESS systems. 

Factor 3 indicates that the overall development effort would be 
reduced by placing the line, channel, and lOA RSS network path 
administration in the lOA RSS. However, the service criteria and the 
effect on the existing host software were judged to be more important. 
Therefore, these functions are allocated to the host ESS. 

The overall development effort is reduced by making the program 
and data structure designs independent of the host ESS. Thus, they 
are highly portable between ESS machines. This section describes the 
data structures required to administer the RSS resources. 

2.2.1 Data structures 

Data structures are required in the host ESS memory (call store) to 
record the status of the RSS facilities and to provide for their admin­
istration. To simplify the engineering of the office, these data struc­
tures are provided in sizes that correspond to the three basic network 
sizes of the lOA RSS. Each of these structures is described below. 

2.2.1.1 Network block. One network block is provided for every lOA 
RSS. Its size is fixed regardless of RSS equipage. Among the subblocks 
contained in the network block are the network map, the channel 
status blocks, and the remote miscellaneous scan-point status map. 

Scan points are provided at the lOA RSS for uses such as alarms, 
make-busy keys, and stop-hunt keys. The remote unit periodically 
scans these scan points and, via the data link, reports any changes to 
the host ESS, which updates the bits in its map to indicate the present 
state of the scan point. 

2.2.1.2 Path memory remote record. A Path Memory Remote (PMR) 
record is provided for each possible line and channel network appear­
ance. Since the lOA RSS network can be equipped in three different 
sizes, considerable ESS memory is saved by also providing PMRs in 
block sizes corresponding to the network size. PMRs contain infor­
mation about the state of the terminal and a pointer that is used to 
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point to another memory block (call register or path memory for 
junctor) involved in the call. 

2.2.1.3 Path memory for junctor record. A Path Memory for Junctor 
(PMJ) record is a block of call store that is associated with a junctor 
in the lOA RSS network. It is used to store path and terminal 
information when the junctor is in a network path. A PMJ also 
contains a state and pointer, which are used to link to another PMJ 
or to a call register. A PMJ is provided for each equipped junctor. 
Blocks of PMJs are allocated based on the RSS network size. 

2.3 Call-processing strategy 

The RSS host call-processing software provides an ESS central 
office with the capability to supply ESS features to lines served by the 
remote switching system. Since most of the call-processing functions 
for RSS lines are performed by the host ESS office, a full family of 
ESS features can be provided to the remote subscribers. The RSS call­
processing software resident in the host ESS provides the means of 
controlling a remotely located switching system by taking advantage 
of existing equipment and control capability in the ESS. Firmware in 
the remote terminal supplements the host call-processing software 
appropriately. All call-processing control resides in the host ESS and 
any required actions at the RSS are requested via data-link messages 
to the RSS. This permits the host to exercise total call control. 

2.3.1 Originating call 

A line originating in the RSS is first recognized during line scanning 
performed by the RSS microprocessor. The RSS line-scanning pro­
gram in the remote terminal recognizes the line off-hook, performs hit 
timing, and sends an origination request data-link message to the host 
ESS. If service is allowed, the host marks the RSS line busy and hunts 
an idle voice channel between the RSS and ESS. It also hunts a path 
through the RSS network from the originating line to the selected 
voice channel, and selects a customer digit receiver in the host along 
with a host network path from the voice channel to the receiver. A 
Remote Order Buffer (ROB) is then executed to send appropriate 
data-link messages to the remote terminal to set up the RSS network 
path and set the line supervision mode to repeat supervision of the 
originating line over the channel in the dialing (fast repeat) mode. To 
minimize the dial-tone delay interval, when the above ROB is initiated 
the host executes orders to its periphery (via a POB mechanism) to 
set up the host network path between the voice channel and receiver 
to provide dial tone. That is, the ROB and POB are executed in 
parallel. 

Processing of the call from this time on proceeds basically the same 
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way as an origination by a host line. Digits are collected and analyzed 
by the same host software used to process host calls. At the completion 
of dialing and digit collection, a data-link message is sent from the 
host to the remote terminal to set the line supervision mode to repeat 
the supervision of the originating line over the channel in the talking 
(slow repeat) mode. This mode conserves remote terminal microproc­
essor real-time capacity. 

The RSS originating call, from this point on, is routed and completed 
normally (excluding terminations to RSS lines) just as non-RSS line 
origination processing. This originating call configuration is depicted 
in Fig. 4. Upon answer by the called party or completion of outpulsing, 
the talking connection is established from the voice channel through 
the host network. RSS answer timing, billing, traffic, and other ad­
ministrative functions are all applied and performed by the host just 
as for non-RSS calls. If the call terminates to an RSS line, special 
terminating RSS functions are performed, as discussed in the following 
sections. When either the calling or called parties disconnect, discon­
nect functions are performed, as discussed in Section 2.3.5. 

2.3.2 Terminating call 

An RSS terminating call is recognized when the host ESS performs 
the called number [terminating Directory Number (DN)] translation 
on digits collected from an originating host line or trunk. RSS lines 

RSS 

ORIGINATING 
LINE 

ESS - ELECTRONIC SWITCHING SYSTEM 
RSS - REMOTE SWITCHING SYSTEM 

Fig. 4-RSS originating call. 

NO. 2B ESS 
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are distinguished from host lines by special RSS indicators in the 
terminating line translation output. After the translation is completed, 
special actions, as with the RSS originating call, are required to set 
up ringing. The host hunts an idle voice channel to the RSS, hunts a 
path in the RSS network between the voice channel and the termi­
nating line, and seizes an idle host ringer and audible service circuit 
with associated host network paths to the voice channel and originat­
ing line or trunk, respectively. In addition, a talking path through the 
ESS network (between the voice channel and the originating line or 
trunk) is reserved. 

A ROB is activated to send data-link messages to the remote 
terminal to connect the terminating line to the voice channel and 
apply ringing to the line. Upon receipt of the data-link orders, the 
remote terminal selects an idle universal service circuit along with a 
metallic bus and time slot to provide the type of ringing specified in 
the data-link message. Supervision of the line is transferred across the 
voice channel to the host in the fast repeat mode. 

Upon successful execution of the ROB data-link orders in the remote 
terminal, the host executes a POB to set up paths in the host network 
from the voice channel and the originating line or trunk to its associ­
ated service circuit. Power cross and low-line resistance tests are done 
on the voice channel from the host ringing circuit. The host ringing 
circuit is then left in a state to monitor ring trip sent by the remote 
terminal over the voice channel to the host. Actual ringing is applied 
to the line by the Universal Service Circuit (USC) at the remote 
terminal; the ESS host ringing circuit does not apply ringing voltage 
to the voice channel, but is only used to monitor for ring trip. This 
call configuration, as depicted in Fig. 5, maximizes use of the existing 
terminating call sequences in the host. 

When the called party answers, the remote terminal automatically 
releases and idles the ringing facilities (USC, metallic access bus, and 
time slot), relays the ring trip report (off-hook signal) of the line 
across the voice channel, and sets the supervisory mode to slow repeat. 

The host ESS detects answer over the voice channel at the ringing 
service circuit, tears down the ringing and audible circuit connections 
in the host, and sets up the talking path that was previously reserved 
between the voice channel and the originating line or trunk. If the 
originating line in the RSS terminating call description is actually 
another voice channel to the same RSS as the terminating line, the 
call is considered an intra-RSS call and special actions are invoked as 
described in Section 2.3.4. 

Disconnect actions are identical to those for the RSS originating 
call except for the disconnect timing associated with the terminating 
versus the originating party. 
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Fig. 5-RSS terminating call. 

2.3.3 RSS reverting calls 

NO. 2B ESS 

RSS reverting calls involving a call between two parties on a party 
line are handled in a manner similar to host reverting calls. However, 
ringing is provided in a way similar to how it is applied on RSS 
terminating calls with the exception that two time slots are needed in 
the RSS remote terminal so that ringing can be applied to both 
customers. This RSS ringing option, which can be either ac/dc or 
superimposed, is completely independent of the host ESS office ringing 
option, or any other RSS served by the same host. The RSS universal 
service circuit has the capability to provide either ringing option under 
firmware control. 

2.3.4 Intra-RSS call 

An intra-RSS call, where both the originating and terminating 
parties are served by the same RSS, is handled initially as a combi­
nation of an RSS originating call and an RSS terminating call. In the 
No.1 ESS and No. lA ESS applications, after answer, the host initially 
establishes a talking path within its network between the two voice 
channels. Immediately following the establishment of this talking 
connection, certain RSS actions are invoked to reswitch-down the call 
so that the talking connection resides entirely within the RSS network. 
This releases the ESS network path and voice channels for use on 
other calls. In the No. 2B ESS application, when answer is received 
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and both parties are served by the same RSS, the call is reswitched­
down immediately without first establishing a talking connection 
through the host. This sequence will not result in a momentary open 
interval after the initial talking connection has been established. 

The reswitch-down action is initiated when the host hunts an RSS 
network path within the RSS between the originating and terminating 
lines. A ROB is activated to send data-link orders to the remote 
terminal to disconnect both line-to-channel network paths and con­
nect the two lines through the RSS network. The supervisory mode of 
the RSS lines is set to scan for either a disconnect or switchhook 
flash, depending on the features associated with each line. Since the 
intra-RSS connection is entirely within the RSS, a change in super­
visory state of the line must be reported over the data link to the host. 
The sequence of intra-RSS call configurations including reswitch­
down is illustrated in Fig. 6. 

If a network path in the RSS is not available or if one of the lines 
is an RSS coin line, the intra-RSS call is not reswitched-down and is 
connected through the host ESS network. Intra-RSS calls involving 
coin lines are not reswitched-down in order to utilize host coin­
disconnect routines and thus simplify disconnect actions. 

The use of various custom calling services or other special services 
requires a reswitch-up of an intra-RSS call to establish a talking path 
between the two parties via the host network using two voice channels. 
This allows existing host software and equipment to be utilized to 
provide these customer services. The following operations require a 
reswitch-up operation on an intra-RSS call: 

1. A flash by an RSS customer to add on a third party 
2. A terminating call to one of the two parties of an intra-RSS call 

that has the call waiting/terminating feature 
3. A busy verification test by an operator of one of the two parties 

of an intra-RSS call. 
When the host determines that a reswitch-up function must be 

performed, for any of the reasons given above, the host seizes two idle 
voice channels to the RSS and hunts a path between them in the host 
network; the host also hunts a path between the two voice channels 
and both lines in the remote terminal. A POB is executed in the host 
to set up a talking connection between the two voice channels followed 
by a ROB to send data-link messages to the remote terminal to 
disconnect the intra-RSS talking connection, connect each line to a 
voice channel, and set the supervision state of each line to the talking 
mode (repeat supervision of the line over its respective voice channel). 
Once the intra-RSS call is reswitched-up to a talking connection via 
the host ESS network, the original service requested can be provided 
just as it would to a normalline-to-line connection of two host lines. 
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2.3.5 Disconnect functions 

Disconnect actions for RSS calls are a function of the particular 
call configuration involved, i.e., intra-RSS calls or RSS calls through 
the host network. For call configurations involving both RSS and ESS 
paths, the ESS disconnect programs control the call-disconnect ac­
tions. The same disconnect sequence that is performed on ESS host 
lines is used on RSS channels that terminate on the host line network. 
This disconnect control strategy provides the ability to centrally 
recognize an RSS channel during normal host-disconnect processing. 
This recognition occurs when ESS programs perform a restore-verify 
action on the RSS channel. At this point in the host-disconnect 
processing, unique host RSS disconnect modules are invoked to dis­
connect the network path of the RSSs. The normal host-disconnect 
program and RSS-disconnect module then autonomously complete 
their respective disconnect actions. The only common resource be­
tween the two control programs is the RSS channel. The ESS host­
disconnect program administers the host end of the channel on its 
network, and the RSS host-disconnect program administers the RSS 
end of the channel on its network. 

In the case of an intra-RSS call, where the call configuration 
involves a connection totally within the RSS network and no channels 
or ESS network paths are involved, the RSS lines are supervised in 
the lOA RSS. Hits, flashes, and on-hooks are detected by the RSS; 
flashes and on-hooks are reported to the ESS host via data-link 
message. These messages are routed to unique RSS disconnect control 
modules in the host for proper processing. In the case of an on-hook, 
these programs perform the proper disconnect timing and then execute 
ROBs to disconnect the intra-RSS network paths and idle the lines 
involved. The intra-RSS call is reswitched-up on receipt of a flash 
message (as discussed in Section 2.3.4). 

2.4 Database integrity 

In an electronic switching system, the status of resources and 
telephone calls is recorded in temporary memory. This data can 
become mutilated because of program bugs, hardware errors, or pro­
gram design errors, resulting in the loss of resources or system degra­
dation. The problem is further complicated by RSS because parts of 
the new data structures in the host ESS are duplicated in the remote 
terminal. The new structures are: 

1. PMRs for lines 
2. PMRs for channels 
3. Network map 
4. Remote order buffers (ROBs) 
5. Remote miscellaneous scan point map. 
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The actual data stored in the two copies of these structures are not 
identical in all cases since the host and remote terminal do not perform 
identical functions. For example, the state stored in a line PMR at 
the remote terminal represents the supervisory state of the line (orig­
ination, repeat supervision onto a channel, high and wet, etc.), whereas 
the state in the host PMR represents both the status of the line (idle, 
busy, maintenance) and the type of path memory configuration, as 
discussed previously. However, there is a mapping between the two 
sets of states in that the host-line state implies the possible supervisory 
states of the line. Deviations from this mapping should only be due to 
the time lag of the data link. 

To ensure the integrity of the data structures, the first step is to 
prevent as many errors as possible. RSS software applies many of the 
techniques that have been successfully used in other ESS projects to 
avoid potential causes of errors. Some of these are good documentation, 
standardized program interfaces, structured design, structured pro­
gramming, a high-level programmer's language, and a standardized 
data definition language. In addition, access to the new data structures 
introduced into the host is limited to the administrative programs that 
have the responsibility for that particular database. 

The second step is to make the programs as error tolerant as possible 
since data errors will still occur. The main technique for this is 
defensive programming. The degree to which a data error is propagated 
through the system depends upon how the programs use the data. In 
order to have a minimal effect upon the system, programs should 
account for bad data. Some specific types of defensive coding tech­
niques are: 

1. Range checks on data to prevent overindexing tables 
2. Accounting for all possible subroutine return code values 
3. Use of symbolic definitions for data values 
4. Accounting for all possible program inputs 
5. Invalid data value checks. 
Despite the preventive and defensive techniques that are employed, 

errors can still occur in the data. Programs are required to detect these 
errors and restore the facilities to the proper condition to avoid system 
degradation. These audit programs are responsible for detecting and 
correcting data errors and the initialization programs are responsible 
for restoring system facilities when the degradation is severe enough 
to cause major system degradation. 

2.4.1 Audit programs 

The integrity of the data structures is checked and corrected by a 
set of audit programs. Each audit program is individually tailored to a 
specific data structure or group of data structures and determines if 
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the data items follow certain established rules. If the checks fail, the 
audit programs make appropriate corrections to all resources (both 
software and hardware) associated with the particular error and print 
error messages on the teletypewriter. The audit programs also aid in 
the initialization of the data structures. 

The audit philosophy adopted for RSS is that each entity will 
maintain the integrity of its databases independently. If the host finds 
a discrepancy in its database, it corrects the problem by resetting the 
state of all host resources involved and instructs the remote terminal 
to put its facilities into a known (usually idle) state. If the remote 
terminal finds a discrepancy in its database, it sends a message to the 
host and the host audit programs initiate the actions given above. 

Thus, there are three classes of audits associated with the RSS 
system: 

1. Host audits that maintain the internal integrity of the data 
structures in the host 

2. Remote terminal audits that maintain the internal integrity of 
the data structures in the remote terminal 

3. Audits that guarantee that the host and remote terminal data 
structures are consistent. 

Audit classes 1 and 3 are discussed below. 
2.4.1.1 Host audits. Existing host audits are extended to include the 

new data structures and new data values introduced with RSS. The 
main audit modifications are for the RSS path memory, the RSS 
network map, channels, and ROBs. 

The RSS path memory and network map are audited by making the 
following checks: 

1. Point-to-point-back checks are performed between PMRs and 
PMJs. 

2. Point-to-point-back from a PMR or PMJ to a call register are 
performed if linkage to a call register is indicated. 

3. The junctor busy-idle bit in the network map is checked to ensure 
that it is idle if and only if the PMJ is idle. 

4. Each of the other network map bits that is marked busy is 
checked to guarantee that it is in a valid path. 

ROBs are audited by periodically rebuilding the idle link list and by 
timing ROBs associated with transient call records. If a ROB remains 
busy for an extensive length of time, the ROB and any associated call 
register are idled. All paths and circuits are also idled. 

The corrective action taken by the host audits is to idle facilities 
(hardware and software) in the host and to send orders to the remote 
terminal to cause the facilities at that end to be idled. 

2.4.1.2 Synchronization between host and remote terminal. The problem 
of maintaining the data structures in the host and remote terminal in 
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synchronization is greatly simplified by taking advantage of the normal 
system operation. The remote terminal updates its data in response 
to orders from the host. Bits in the remote copy of the network map 
are marked busy or idle in response to orders to set up or tear down 
network paths. Thus, no network map audit is required between the 
host and remote terminal since the host does the hunting and idling 
of paths and the remote copy will tend towards the proper state even 
if it does temporarily get out of step. 

Similarly, ROBs are controlled from the host end and normal 
operation will result in the remote copy being brought back into step 
with the host. 

The remote terminal audits check that all equipped lines have 
supervision turned on. Any equipped lines that are unsupervised are 
reported to the host via a data-link message. If the host audits 
determine that the line state really calls for supervision to be on, the 
line and any associated resources are idled. 

Periodically, the host sends a copy of its version of the remote scan 
point map to the remote terminal, which overwrites its map with the 
host's data. If the hardware state of the scan point differs from the 
map, the normal scan program will detect this as a change and report 
it to the host, resulting in both copies being brought back into step. 

2.4.2 Remote terminal initialization 

System initialization programs are responsible for correcting errors 
that prevent the system programs from cycling correctly. The initial­
ization programs are usually executed as a consequence of errors being 
detected by the processor check circuits that monitor the sanity of the 
system operation. In the remote terminal, the primary checks for 
monitoring proper program operation are the system sanity timer, 
which monitors the main program cycle time; the write protect cir­
cuitry, which prevents illegal writes into program store; and certain 
peripheral error checks, which detect attempts to access unequipped 
areas of the periphery. If any of these errors are detected, it is indicative 
of an error in the system database. The method of recovery is to 
initialize a segment of the data and then return to the normal program 
cycle. 

Since the initialization process inherently destroys a portion of the 
call-processing data, a corresponding set of calls will be lost, and it 
becomes a requirement for the initialization program to release the 
peripheral circuits associated with these calls. Any network links, 
channels, or service circuits employed on these calls must be idled by 
the initialization program before a return to normal system operation 
is begun. This is accomplished by releasing all the circuits that are 
marked idle in the initialized database. 

1514 THE BELL SYSTEM TECHNICAL JOURNAL, JULY-AUGUST 1983 



Whenever an error is detected by a fault-detection circuit, a proces­
sor interrupt is generated that executes the fault-recovery programs. 
Various fault-recovery actions are taken, depending on the type of 
errors detected and their frequency. 

The amount of data that is initialized on the first error is small. As 
successive errors are detected, the severity of the initialization is 
increased with the consequent loss of progressively greater numbers 
of calls. The ultimate action is to initialize the entire database and 
restore the system to an idle state. The goal of handling the fault 
recovery in stages, with increasingly more severe initializations, is to 
restore the system to a working mode with the loss of a minimal 
number of calls. 

At either the remote terminal or the host, there are three funda­
mental levels of initialization: a minimal clear, a transient clear, and 
a stable clear. A minimal clear involves the initialization of the variable 
data associated with the active processes in the system and has the 
potential of disrupting, at most, several calls. A transient clear will 
initialize all the data in the system that is related to any call in 
progress. All calls in the process of being established or disconnected 
will be lost; however, calls in a stable talking state will be preserved. 
The final state of initialization is a stable clear where the entire 
database is reinitialized and all calls are lost. 

For the RSS system, the initialization process is somewhat more 
involved than normal because the host and remote terminal databases 
are interrelated and an initialization level (phase) in one machine 
affects the database of the other system. Although the host machine 
is responsible for the control of the remote terminal on a call-related 
basis, the operation of the processors in the two machines is fairly 
autonomous with respect to their instantaneous activities. This is the 
situation for fault detection where the two systems are entirely inde­
pendent. Each machine is responsible for initializing and carrying out 
its own fault-recovery actions and the level of the accompanying 
initialization will be solely determined by the conditions within the 
machine that detected the error. In effect, either machine is able to 
initiate any level of initialization on its own database independently 
of the other. However, as part of the initialization procedure, the 
hardware and software within the two machines must be synchronized 
so that the databases reflect a consistent set of calls. The calls that 
were destroyed in one machine must be reported to the other so they 
can be cleared from that system also. For example, a host-transient 
clear will destroy a number of calls that involve remote terminal lines. 
These calls must be cleared in the remote terminal so that periphery 
and call records are in agreement with those in the host. 

The exact procedure for synchronizing the two machines will depend 
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on which system has initiated the phase. Since the host is in charge 
of call control, its call records are regarded as the master copy and the 
remote terminal state is brought into agreement with its set of records. 
The host is therefore in charge of synchronizing the two machines. 

Whenever a phase occurs in the host, the synchronization procedure 
is straightforward. The host will initialize its database and periphery 
and will then send initialization orders to the remote terminal to bring 
it into agreement with its updated records. When the remote terminal 
undergoes an initialization, it reports the level of the initialization to 
the host. In some instances, on a stable clear, for example, this is 
sufficient information to allow the host to initialize its database. In 
the case of a transient clear, it is also necessary to transmit a map of 
the lines that are in a transient state in the remote terminal. From 
the data specifying the initialization level and the map of transient 
lines, the host is able to update its call records and periphery. Once 
this is accomplished, it will conduct an initialization of the remote 
terminal in the same manner as for a host-initiated phase. 

During a high -level initialization, interactions between the host and 
the remote terminal must be modified. For example, during the resyn­
chronization of the host and remote path memory transient databases, 
it is necessary to prevent these databases from being accessed by call­
processing routines. To implement this capability, the RSS is modeled 
as a finite-state machine with ten possible states. The state of each 
remote terminal together with a list of activities allowed in that state 
is maintained by the host in a database. Software, which functions 
differently based on the state of the remote terminal, checks this 
database to determine what action is appropriate in the given RSS 
state. 

III. MAINTENANCE ENHANCEMENTS 

Extension of telephone communication service through the lOA 
RSS brings with it an associated extension of maintenance capabili­
ties. An obvious maintenance need relates to the SPUC/DL and data­
channel facility between the No. 2B ESS and No. lOA RSS processors. 
Integrity and maintenance issues for this subsystem are dealt with in 
the companion article of this series, "Adding Data Links to an Existing 
ESS," by C. E. Ishman et. al. 

Another area requiring maintenance enhancement is related to the 
addition of voice channels to the network architecture of the combined 
systems. Unlike other "links" of the No. 2B ESS network, the voice 
channels are nonmetallic, largely external to the central office envi­
ronment, and are maintained by a separate craft force. These factors 
require the design to deal with issues of availability, transmission and 

1516 THE BELL SYSTEM TECHNICAL JOURNAL, JULY-AUGUST 1983 



noise performance, and trouble sectionalization. The channel main­
tenance software package, developed to address these issues, is de­
scribed in the following sections. 

Other maintenance additions, for telephone customer loop testing, 
are necessitated by the remoteness of the RSS and the nonmetallic 
network upon which these loops terminate. Testing capabilities, sim­
ilar to those available for host-terminated lines, must be provided for 
RSS customer loop trouble detection and resolution. Such capabilities 
are described in the following sections on line maintenance. Finally, 
as a means of achieving test hardware economies in the RSS, the host 
diagnostic capabilities were expanded to test Dual-Tone Multifre­
quency (DTMF) receivers at the RSS as well. 

3.1 Channel maintenance 

Basic needs for the effective maintenance of RSS voice channels 
may be divided as follows: 

1. The system must provide routine, automatically initiated tests 
that periodically diagnose individual channels to detect performance­
affecting faults-particularly faults characterized by progressive and 
marginal degradation. 

2. The above set of tests should also be initiated by call-processing 
programs in instances where in-process integrity checks indicate errors 
that could be caused by faulty channels. 

3. The resolution of some hardware faults will require manual 
intervention. This is accomplished by: (a) allowing the above diagnos­
tic tests to be executed upon demand, and (b) providing dc and ac test 
access to each channel for voltmeter-type testing. This latter facility 
has been provided through an enhancement of the existing central 
office Trunk Test Panel (TTP). 

3.1.1 Channel diagnostics 

The channel diagnostics, which play a major role in fulfilling all 
three needs, have been designed with a "start-small" philosophy; the 
sequence of tests is selected so as to confirm basic functions first, and 
then to build upon this knowledge in carrying out subsequent evalua­
tion. The following sequence of tests is terminated when a failure is 
detected at any step: 

1. Power cross test 
2. False cross or ground test 
3. Supervision test 
4. Restore-verify test 
5. Low line resistance test 
6. Dial pulse test 
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7. ac far-to-near test 
8. ac near-to-far test. 
The power cross test, shown schematically in Fig. 7 a, uses the same 

detecting circuit as do customer lines and is designed to detect crosses 
to central office battery or commercial power in the cabling between 
the No. 2B ESS switching network and the carrier terminal. By 
performing this test first, potential damage to other test circuits is 
avoided. The False Cross or Ground (FCG) test cannot use the existing 
test method since it is overly sensitive to the capacitative load seen at 
the input of the carrier's channel unit. Instead, the existing continuity 
and polarity test circuit is connected, as shown in Fig. 7b, to detect 
the existence of conductor-to-conductor and conductor-to-ground 
shorts (up to approximately 2000 ohms) in the same cabling. 

The supervision test verifies the ability of the channel to pass on­
hook and off-hook signals from the RSS remote terminal to the No. 
2B ESS host. With the channel idle, on-hook supervision is first 
confirmed by applying loop battery toward the channel with the 
continuity test circuit (as diagrammed in Fig. 7c). After sending an 
off-hook order to the RSS (via the data channel), the central office 
current detector is scanned for the expected off-hook. 

The restore-verify test, in a manner similar to that used with 
customer lines, verifies that the supervisory attending element can be 
reconnected to the channel and can detect the off-hook signal associ­
ated with a channel "origination." This is accomplished, as shown in 
Fig. 7d, by causing the RSS to transmit an off-hook signal toward the 
host when the host has its line attending element connected to the 
channel. 

The low line resistance test is still another carry-over from host­
line testing. Here, the objective is to detect the existence of high­
resistance (up to approximately 15,000 ohms) crosses from conductor 
to conductor and from conductor to ground. While the intent of making 
such a test on a customer line is to prevent false ring tripping, the 
benefit to channel testing is to better characterize the nature of a 
fault. This test connection is shown in Fig. 7e. 

Since originating RSS customers make use of central office digit 
receivers, the voice channels must be capable of conveying dialed 
digits, which are transmitted on the channel as a series of supervisory 
transitions. The dial-pulse test performs this function by: (1) con­
necting the central office end of the channel to a digit receiver, and 
(2) requesting the RSS to transmit a digit "0" (ten dial pulses). The 
test passes if the digit receiver shows that ten dial pulses have been 
received. The associated connections are shown in Fig. 7f. 

The final two tests on the channel form a gross verification of its 
two-way transmission capability. The ac far-to-near test, shown in 
Fig. 7g, connects a source of milliwatt levell-kHz tone at the remote 
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end and a tone detector at the central office end. The complementary 
near-to-far test, shown in Fig. 7h, verifies transmission in the opposite 
direction and employs a similar technique. Since the tone detectors 
used in these tests are sensitive down to -30 dbm, the diagnostic 
results cannot confirm adherence to rigid (±1 dB) limits. The Remote 
Office Test Line (ROTL) feature has therefore been enhanced to 
perform accurate transmission measurements on voice channels as 
well as on trunks. This capability is discussed in the following section. 

3.1.2 Automatic channel transmission testing 

The ROTL feature, first implemented in the No. 2-EF-1 generic, 
was designed to allow automatic transmission testing of trunks by the 
Centralized Automatic Reporting on Trunks (CAROT) processor. 
Since the RSS channels have a functional role similar to that of local 
interoffice trunks, enhancement of the ROTL feature was selected as 
an efficient method for channel transmission testing. The resulting 
design, as implemented in the 2BE3 generic, proceeds along the 
following typical sequence in the testing of a channel: 

1. The CAROT center connects to the ROTL access (incoming) 
port via the standard Direct Distance Dialing (DDD) network. 

2. Priming data specifying the test parameters is sent from the 
CAROT, through the ROTL access port, to a Multifrequency (MF) 
receiver. This digit receiver is accessed via a normal central office 
connection from the ROTL test port, as shown in Fig. 8. 

3. Upon receipt of the channel identity, the central office releases 
connections to the MF receiver, establishes a connection between the 
ROTL test port and the selected channel, and requests the RSS to 
connect a transponder to the remote end of th~ selected channel. 

During this sequence of events, considerable data "handshaking" 
takes place between the CAROT and the No. 2B ESS-much of this 
communication in the form of bursts of "test progress tone" sent by 
the ROTL circuitry to the CAROT. The end result is a composite 
connection, as shown in Fig. 9, which permits the RSS transmission 
measuring transponder (termed a miniresponder) to interact with the 
CAROT in performing transmission measurements in either direction 
on the channel. The CAROT may then restore or remove channels 
from service based on the test results. 

Since the CAROT -ROTL system can make loss and noise measure­
ments accurate to 0.1 dB, this design provides a low-cost means of 
maintaining voice channel transmission characteristics within accept­
able limits. Also, because the RSS miniresponder can be accessed in a 
similar fashion using a portable ROTL System Test Set, the same 
high -resolution measurements are available to the maintenance craft 
on a demand basis. 
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3.1.3 In-process error detection 

While routine testing is an essential ingredient in the channel 
maintenance package, means must also be provided to deal with 
channel-related failures encountered during the processing of a tele­
phone call. Such a facility will properly dispose of channels with 
transient faults (which are not detected during periodic exercise) and 
channels with newly occurring faults. 

Once a channel is implicated by a failure in call processing, auto­
matic routines dispose of the channel as follows: 

1. A diagnostic test is run on the channel and, if the test fails, the 
channel is removed from service (subject to previously specified nu­
mericallimits). 

2. If the diagnostic passes or cannot be run because of resource 
blockage, a report of the incident is made to error analysis programs 
running at the RSS. 

3. The error analysis routines, which accept failure input from the 
remote terminal as well as the host, evaluate the failure history of 
each channel. This evaluation is carried out using two algorithms: a 
peer group comparison and a "quick check." 

4. If the peer group analysis indicates that a given channel's error 
rate is significantly higher than that of its peers, that channel will be 
removed from service (subject to the specified maintenance limits). 

5. If the error analysis indicates a "quick check" failure (three 
successive channel errors occurring on the same channel), channel 
diagnostics are run on the suspected channel. Depending on the 
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NETWORK 

success or failure of the diagnostic exercise, the action taken is the 
same as that listed in (1) and (2) above. 

3.1.4 Manually controlled channel testing 

As previously mentioned, the ROTL capability for channel (a) 
testing may be used automatically (via CAROT) or manually. In 
addition, to provide direct metallic access to the channel and control 
of its associated circuit states, the central office trunk test panel 
programs have been modified to provide test functions similar to those 
available for trunks. 

A typical sequence, which permits a loop-around connection of two 
channels, is itemized below. Such a connection is used in two-way 
transmission loss measurements on channels. 

1. Using the panel-mounted telephone set at the trunk test panel, 
digits are dialed that direct a specified channel (a) to be connected to 
a source of milliwatt tone (i.e., a 102-type test line) at the RSS. This 
connection, shown in Fig. 10, permits the TTP transmission measuring 
set to determine the loss of the channel in the far-to-near direction. 

While this channel is accessed, existing keys at the TTP may be 
used to change the circuit state of the channel at the RSS. (These 
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states correspond to supervisory conditions, loss pads in and out of 
circuit, and the connecting of a balanced terminating network.) 

2. Dialing a different test code and channel identity will cause a 
second channel (b) to be connected between another TTP access trunk 
and a loop-around connection at the RSS. This connection, shown in 
Fig. 11, has produced a configuration in which both ends of a two­
channel transmission path are connected to the TTP. Now with a 
source of 0 dbl\1 connected to the second channel and a transmission-
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measuring set connected to the first, the near-to-far loss on the second 
channel may be determined. 

3. When any channel is released from the TTP, several options are 
possible, depending upon the channel's previous status and the method 
of TTP disconnect. For example, if the channel had initially been out 
of service, TTP release will initiate a diagnostic test of the channel, 
restoring it to service if the diagnostic passes. If an initially idle (in­
service) channel is released with the "make busy" key operated, the 
channel is unconditionally removed from service. 

3.2 Line maintenance 

Like channel maintenance, line maintenance may be subdivided 
into capabilities that: (1) by periodic, automatically initiated testing, 
attempt to detect progressive hardware degradation before service is 
affected; and (2) by allowing demand-type human-controlled testing, 
enable the maintenance craft to resolve the nature and location of 
faults. Automatic Line Insulation Testing (ALIT) occupies the first of 
these categories and, like its counterpart for host-terminated lines, 
detects high-resistance crosses and grounds on metallic pairs between 
the RSS and the customer premises. The second category of features 
includes an interface to the Local Test Desk (located in a centralized 
repair service bureau) and the station ringer test, which verifies the 
correct operation of the subscriber's station set. 

3.2.1 Line insulation testing 

If it were not for the nonmetallic network in the RSS remote 
terminal, line insulation testing could be performed by the host No. 
2B ESS. Instead, the remote terminal is equipped with its own insu­
lation testing circuit and the means to make a metallic connection 
between this circuit and all customer line terminations. 

As shown in Fig. 12, the RSS ALIT circuit accesses the customer 
line via the Metallic Access Bus (MAB), the Line Test Access Bus 
(LTAB), and the Universal Service Circuit (USC), the latter in "the 
"bypass" state. RSS firmware has exclusive control of this connection 
and testing sequence once a line and test parameters are specified via 
data order. That is, after the RSS receives a line test request from the 
host, the remote terminal selects an idle USC, connects the MAB, 
performs the test, disconnects from the line, and returns the test 
results in an acknowledgment message over the data channel. The test 
parameters received in the requesting message are similar to those 
specified for host line testing and permit testing sensitivities ranging 
from 80 ko to 5 MO. In addition to the line identity, the requesting 
order also includes a specification of the test mode. The mode, an 

RSS HOSTING 1525 



operating company and craft option, selects the extent of the testing 
performed on an individual line. The choices are: 

1. A foreign EMF (electromotive force) test, which looks for false 
power crosses to either conductor, 

2. The TRG (tip-ring to ground) test, which measures resistance 
between the conductors (tied together) and ground, 

3. Leakage test, which measures resistance between the conductors, 
4. A "general" test, consisting of a sequential application of all the 

preceding tests. 
RSS line insulation testing is included in the automatically initiated 

sequence and follows, RSS by RSS, the insulation testing of host lines. 
While the testing of RSS lines could have been done concurrently 
with the testing of host lines (since separate and dedicated hardware 
is involved), such a design would have increased the complexity of 
teletypewriter output messages, which identify line failures. By com­
pleting the testing of all lines in one entity (i.e., the host, or one of 
the RSSs) before proceeding to test lines in the next, a single "header" 
message serves to identify the entity for all line failures that follow. 
This has the added benefit of grouping those reports corresponding to 
their geographic locations. 

3.2.2 Local test desk 

Demand-type line testing of host and RSS lines may be performed 
from a test cabinet, located within the No. 2B ESS central office, and 
from a Local Test Desk (LTD) at some remote location. To accom­
modate the variation of metallic and carrier facilities between the 
LTD and the host and between the host and an RSS, a number of 
options have been provided. The simplest case, from a design point of 
view, exists where there is a low resistance (less than 2600 ohms) 
metallic path from the LTD to the RSS customer's telephone. As 
shown in Fig. 13, the connection from the LTD to the host uses the 
standard No. 2B ESS-LTD incoming trunk circuit and a dedicated 
metallic facility between the RSS and the host. This metallic connec­
tion is completed in the RSS by connection through the Metallic Line 
Access Port (MLAP), the USC, and the MAB. LTD testing, which 
consists of various voltage and resistance measurements, may then 
proceed over the established connection. 

Since such low-resistance facilities are expensive and rarely found 
in the rural and suburban environment, an alternative implementation 
is provided. This arrangement takes advantage of the Remote Testing 
System (RTS), which was previously provided to work over nonme­
tallic facilities between the LTD and the central office. The resulting 
design employs a multifrequency telemetry Remote Line Test (RL T) 
unit at the RSS. As shown in Fig. 14, the microprocessor-controlled 
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RL T has metallic access to the customer line via the MLAP, USC, 
and MAB. The connection of the LTD and RL T provides for test 
requests being sent to the RL T and for test results being returned to 
the LTD. Supervisory signals from the LTD (e.g., disconnect) are 
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intercepted by the auxiliary trunk circuit in the No. 2B ESS, since the 
host is responsible for maintaining and tearing down the entire con­
nection. The RL T and the auxiliary trunk circuit at the host have 
therefore functionally replaced the central office equipment associated 
with the remote testing system. 

3.2.3 Differences between host and RSS LTD line testing 

Since the two testing options (RL T or MLAP) require different 
trunk circuit hardware at the central office, the incoming call from 
the LTD may appear on either type of trunk. This requires the LTD 
operator to know the testing option associated with a particular RSS, 
and it requires the host No. 2B ESS to verify that the incoming LTD 
trunk type agrees with the testing option of that RSS. This latter 
confirmation is performed when the line's directory number is trans­
lated into an RSS identity. 

The Local Test Cabinet (LTC), normally located near the distrib­
uting frame in the central office, is not equipped with the remote 
testing system. Thus, the LTC is incompatible with RL T -equipped 
RSSs and can test RSS lines only if that RSS is equipped with the 
MLAP option. 

Another difference between LTD /L TC testing of host versus RSS 
lines concerns the action taken if the line is found busy when the 
initial test connection is made. When a host line is being tested, a 
suitably marked incoming LTD trunk can be connected to the busy 
line by means of the no-test facility of the No. 2B ESS switching 
network. If the host line becomes idle during the LTD connection 
interval, the line is marked busy (again) and the LTD is reconnected 
using a normal network path. In the analogous RSS case, the LTD is 
bridged onto the existing line connection in the RSS network. Since 
the software line status may not be changed, a camp-on request is 
registered at the RSS. When the line becomes idle, the pending LTD 
request causes the line to be rebusied, but no path reconfiguration is 
required. 

One of the LTD functions is to verify whether a given line can 
originate. This is done on host lines by requesting the line attending 
element (ferrod) to be reconnected to the customer loop and then 
placing a resistive bridge across the loop. When the off-hook condition 
is sensed, dial tone is returned to the tester via the LTD trunk circuit, 
as shown in Fig. 15. Such operation is not possible with RL T testing 
of an RSS line since returning dial tone through the LTD trunk would 
open the L TD-RL T path and prevent further communication between 
them. Instead, when a line origination test is to be performed on an 
RSS line, that line is connected to a digit receiver in the host (shown 
in Fig. 16). The digit receiver then performs the functions of: (1) 
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detecting supervisory changes on the line, and (2) returning dial tone 
when the off-hook signal is detected. Dial tone attachment and re­
moval can then be monitored by the LTD, which is connected to the 
customer's line. 

3.2.4 Station ringer testing 

The station ringer test is under the control of the customer station 
and permits the verification of: 

1. Station dialing capability 
2. Party-identifying ground (in the off-hook state) 
3. On-hook leakage, and 
4. Ringing code and ring trip. 
Since the sequence of actions required to perform these tests is well 

known to craft accustomed to testing host lines, a basic requirement 
for the service was that the craft interface remain unchanged for RSS 
lines. 

The procedure, and its implementation for RSS lines, is diagrammed 
in Fig. 17. The test sequence begins by dialing a special code, normally 
a unique NNX, followed by the last four digits of the line's directory 
number. The RSS line is then connected to the host's station ringer 
test circuit via the same channel that had previously been connected 
to the customer digit receiver. The first step, the off-hook resistance 
test, is initiated with a switchhook flash by the tested line. A data­
link order sent to the RSS causes the resistance test to be made by a 
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usc. The results of this test are then indicated with a steady vs. 
interrupted tone returned by the station ringer test circuit. 

The second test on a (noncoin) customer line is an on-hook leakage 
test and is initiated by on-hook supervision. Again, the USC at the 
RSS is directed to perform the resistance test; its results are returned 
to the host via data-link message. If the resulting leakage measurement 
is acceptable, terminating ringing is applied to the line by the USC. 
Ringing indicates the result of the leakage test as well as confirming 
that the station set ringer is functional and that the correct ringing 
code is applied. The final test, ring trip, is made if the station set is 
taken off-hook within the next 3 minutes. As in the previous instances, 
since the ringing is applied by the RSS's USC, the tripping of ringing 
must be reported to the host via a data message. 

At this point, the station ringer test circuit is connected to the line 
under test. A station set on -hook would idle all connected resources 
or, if a repeat test is desired, a switchhook flash causes the off-hook 
resistance test to be made, starting another test cycle. 

3.3 DTMF receiver testing 

As we mentioned previously, the RSS is capable of "stand-alone" 
operation should its interface with the host be lost. This feature 
therefore required that DTMF receivers be equipped in the RSS so 
that customers utilizing Touch-Tone* dialing may be served. To 

* Trademark of AT&T. 
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achieve design economies in the RSS, a DTMF test circuit (like that 
in the host) was not provided. The alternative to manual routine 
testing was to provide an automatic diagnostic using the host's DTMF 
test circuit. 

Such operation is possible because the stand-alone circuits (includ­
ing the DTMF receivers) have access to the RSSvoice channels via a 
link "multiple" arrangement shown in Fig. 18. This network design, 
originally intended for mutually exclusive connections of RSS lines to 
either channels or stand-alone circuits, permits a voice channel con­
nection to a DTMF receiver without use of the RSS network junctors. 
The resulting configuration during the execution of the diagnostic 
involves the host's DTMF receiver test circuit, as shown in Fig. 19. 

Maintenance software is furnished to diagnose one or more receivers 
on a demand or automatic basis. For the automatically initiated case, 
diagnostics of the RSS receivers are carried out one RSS at a time 
following the corresponding diagnostics for host digit receivers. 

STAND­
ALONE 

CIRCUITS 

RECORDED 
ANNOUNCEMENTS 

REORDER TONE 

BUSY TONE 

AUDIBLE RINGING 

DIAL TONE 

DUAL-TONE 
MULTIFREQUENCY 

RECEIVER 

THREE 
16 x 16 
p-n-p-n 

SWITCHES 

CIRCUIT 
MULTIPLES'~ 

\ 

CHA~~I~C{ ~~n~p~~ 
TERMINATIONS _~ __ ~ SWITCHES 

JUNCTOR 
SWITCHES 

{ 

64 x 16 

TERMINAT~6~~ -:------i S~~~~~~S I----------l 
Fig. 18-Stand-alone circuit network connections. 

RSS HOSTING 1533 



NO. 10A RSS 
,-------l 

I I 
I 
I 
I 
I 
I 
I 
I 

NETWORK 
/r-------1I---___ , 

I DUAL-TONE 
MULTIFREQUENCY I RECEIVER I 

L ________ J 

ESS - ELECTRONIC SWITCHING SYSTEM 
RSS - REMOTE SWITCHING SYSTEM 

VOICE 
CHANNE L 

NO. 2B ESS r--------, 
I NETWORK I 
I 

I TOUCH- TONE* 

I RECEIVER 
TEST CI RCUIT 

I @---I f--

-

"-, 
I 
I 
I 
I 
I 
I 

./ 

I 
I 
I 
I 
I 
I 

I 
'-----I : 

L _______ J 

*TRADEMARK OF AT&T 
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IV. REAL-TIME PERFORMANCE 

This section discusses two aspects of the RSS feature: the real time 
required to process an RSS call and the effect of RSS on the call 
capacity of an office. 

The many components of an RSS call were determined by perform­
ing extensive measurements in the system laboratory. The results of 
this study indicated that an ESS line-to-RSS line call requires about 
33 percent more processor real time than a host line-to-line call. 
Similarly, an RSS line-to-ESS line call requires about 49 percent more 
real time and an intra-RSS call (reswitched-down) requires about 113 
percent more processor real time than a host line-to-line call. 

Because of overhead associated with each RSS hosted by a No. 2B 
ESS and real-time factors associated with each RSS call, the No. 2B 
ESS call capacity is reduced with an increasing proportion of RSS 
traffic. The amount of this reduction is a function of the number of 
RSSs hosted and the RSS traffic. 

When this project was still in the initial planning stages, it was 
evident that providing RSS capabilities would affect the host office 
capacity. Throughout the entire development of the feature, consid­
erable emphasis was placed on performance issues. This included such 
items as: planning effective communication strategies between the 
host and SPUC, minimizing RSS-related work in non-RSS segments 
of code, and optimizing and fine tuning frequently executed functions. 
The result of these activities is a relatively small penalty in host 
capacity due to RSS. 
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With the introduction of the 2B Extended Feature Generic #3 (2BE3), No. 
2B Electronic Switching System has modernized its arrangements for billing 
and traffic measurements. High-speed, synchronous data links are used to 
teleprocess billing information to the No. lA Automatic Message Accounting 
Recording Center and to forward traffic data to the No. lA Engineering and 
Administrative Data Acquisition System Center. This article describes the 
implementation of these features in the 2BE3 generic and how these new 
interfaces have resulted in more precise and more reliable data. 

I. INTRODUCTION 

The billing and traffic measurements capabilities available in the 
No. 2B Electronic Switching System (ESS)t today are the culmination 
of an evolutionary process spanning more than a decade. During that 
period, the ESS environment was changing at a very rapid pace, and 
as a result the billing and traffic measurements processes were contin­
ually being upgraded to meet the demands for each generic. Repre-

* Bell Laboratories. 
t Acronyms and abbreviations are listed at the back of this issue of the Journal. 
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senting the latest capabilities for billing and traffic measurements in 
the No. 2B ESS are the No. lA Automatic Message Accounting 
Recording Center (AMARC) Interface feature and the No. lA Engi­
neering and Administrative Data Acquisition System (EADAS) fea­
ture, respectively. Both the AMARC and EADAS features require 
near-real-time data collection at the No. 2B ESS. The data are then 
passed to I/O message buffers for subsequent transmission to an 
AMARC or EADAS data center. The AMARC formats the billing 
information for a Revenue Accounting Office (RAO) to use in prepar­
ing customer bills, while EADAS provides real-time surveillance and 
disperses traffic data to various Operation Support Systems (OSSs) 
for use in maintaining the switching system and planning future 
growth. Data to the AMARC and EADAS systems are transmitted via 
synchronous, 2.4-kb data links using the BX.25 protocol. The AMARC 
feature also uses 4.8-kb data links for those offices presenting too large 
a load for the 2.4-kb link. 

1.1 No. lA AMARC 

Although several hardware and software versions of an AMARC 
exist today, the No. 2B ESS interfaces only with the No. lA AMARC 
equipped with the lAAM4 generic. The AMARC provides service to 
various types of switching systems today with several different inter­
faces giving flexible format, protocol, and data-link speeds between 
the switching systems offices and AMARC. The AMARC combines 
the data received from the switching systems into a format acceptable 
by an RAO. The data are then recorded on magnetic tape, which is 
sent to the RAO for processing into telephone bills for the customers. 
Figure 1 represents the interface of a No. 2B ESS with an AMARC. 

1.2 EADAS 

An EADAS data center (with the lAED4 generic) connected to the 
No. 2B ESS (with the 2BE3 generic) receives traffic data and plant 
data from the No. 2B ESS. The traffic data are load measurements 
such as peg and usage counts for office totals, and peg, usage, and 
overflow counts for trunk and service circuit groups. The plant data 
are measurements that indicate the health of the system. Examples 
are control unit and peripheral unit diagnostic all-tests-passes and 
faults. The traffic and plant data sent to EADAS and processed by 
the EADAS data center are then used by other associated OSSs. The 
Network Operations Report Generator (NORGEN), part of EADAS, 
accesses the processed EADAS data directly for its near-real-time 
reports. Downstream OSSs process EADAS data after they have been 
sent to them via magnetic tape. Two such downstream OSSs to access 
the data via the Traffic Data Administration System (TDAS) are 
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SPCS COER (Stored Program Control Systems Central Office Equip­
ment Reports) and TSS (Trunk Servicing System). The reports gen­
erated by SPCS COER and TSS are needed by network administrators 
to monitor switching system services, measure utilization, and calcu­
late capacity of the switches, and by trunk administrators to compute 
trunk group traffic load and current trunk requirements as part of 
their day-to-day jobs. The capability of providing timely data to SPCS 
COER and TSS is advantageous (see Fig. 2 for layout). The OSSs can 
now develop additional needed reports (e.g., summarizing centrex 
group counts). Also, with the addition of RSS host capability in 2BE3, 
the traffic data for an RSS is collected by the No. 2B ESS. Extreme 
Value Engineering (EVE) techniques are used for the engineering of 
an RSS. The EVE selection is done by EADAS and the engineering 
calculations are done by SPCS COER. 

II. No. 28 ESS HISTORY AND LIMITS 

2.1 Billing data collection 

Prior to the installation of the 2BE3 generic, the primary method 
of billing calls was through Local Automatic Message Accounting 
(LAMA). Other methods used to a lesser degree were Centralized 
Automatic Message Accounting (CAMA) and in some instances mes­
sage registers. The choice of billing arrangement was based on appli­
cable tariffs (flat rate or local measured service) and resulting call 
volumes. Flat rate areas used message registers or CAMA while local 
measured service areas used LAMA. 
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The LAMA version of No. 2B ESS billing provides the most com­
plete and versatile billing process. However, in some cases daily 
collection of LAMA .tapes could be costly. One possible solution to 
this first problem was to enhance the software and upgrade the tape 
recorder to accommodate full measured service billing. However, the 
collection of the tapes on a daily basis still presents an unattractive 
cost factor. 

2.2 Traffic data collection 

In a No. 2B ESS office, each teletypewriter (TTY) will serve as a 
primary output device for one function. A 110-baud data link could be 
connected from the traffic TTY controller circuit to an EADAS 
monitored interface. Once it is output to any device, the data no longer 
exist in the corresponding register, and subsequent output to any other 
device is not possible. In addition, a large office could not transmit all 
of the data to EADAS because of the limited data-link speed. Thus, 
only a subset of the total data was sent (i.e., one or two hours worth 
each day, assigning different data to the schedules). Another problem 
was the data skew associated with these output processes. The TTY 
print rate was 10 characters per second. At this rate it took a minimum 
of 5 minutes to print a traffic schedule of 600 registers. (Most No. 2B 
offices have more than 600 registers on a schedule and some require 
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15 minutes print time for even larger schedules.) The last line of data 
on a printed schedule is therefore skewed from the first line by the 
print time. To solve the need for all the data all the time and for 
accurate data (i.e., prevent data skew) holding registers are added to 
the 2BE3 generic. 

III. SOLUTION AND NEW PROBLEMS 

The inclusion of AMARC and EADAS in the 2BE3 generic provides 
the increased billing capacity required by the switch and improved 
traffic information for engineering the switch. This does not preclude 
the use of billing arrangements available prior to 2BE3 (e.g., LAMA), 
where increased billing capacity is not required. Also, most of the 
traffic information capabilities available prior to 2BE3 have been 
retained. However, as with any new approach, new problems appeared 
for both AMARC and EADAS. In the early planning phase, one of the 
more basic problems was establishing interface requirements accept­
able to Bell Laboratories systems engineering, AMARC development, 
EADAS development, and the No. 2B ESS development organization. 
The selection of a data-link protocol that could be used for both 
EADAS and AMARC was a highly desirable consideration. Also, 
during this same time frame, No. 5 ESS committed to AMARC and 
EADAS for its first application. This further complicated the situation 
in that now there was another system with a dissimilar architecture 
and software environment that could affect the development schedule 
and interface requirements. 

IV. NEW PROTOCOL 

Selection of the communications protocol was a major consideration 
in establishing AMARC and EADAS requirements. A protocol repre­
sents a formal agreement on the exchange of information between two 
or more entities. It provides a multilayered set of rules that govern the 
interconnecting electrical signals (level one), packetized data (level 
two), complete message (level 3), and user application data transfer 
procedures (level 4 and above). Several protocols were considered, e.g., 
DDCMP, BYSYNC, X.25, etc., but only X.25 had the recommendation 
of the Comite Consultatif International Telephonique et Telegrap­
hique (CCITT). Eventually a subset of X.25, now referred to as BX.25, 
was proposed and accepted as the AMARC feature protocol. Subse­
quent investigation of this proposal revealed that the proposed BX.25 
protocol was also suitable for the EADAS feature. A more detailed 
presentation of this capability in the No. 2B ESS 2BE3 generic is 
provided in this issue of the Journal in an article entited "Adding 
Data Links to an Existing ESS." 
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V. INTEGRATION OF AMARC 

The AMARC feature encompassed many areas of call processing as 
well as data integrity and transmittal. Some areas were related to 
AMARC alone, while others were a consequence of a retrofit constraint 
that required simultaneous recording by AMARC and LAMA. Rather 
than attempting to cover the entire scope of AMARC, we will discuss 
only the basic operational capability and selected concerns. 

5.1 Basic operation 

The AMARC feature collects billing data in real time in the No. 2B 
ESS and then transmits this data using either a dedicated 2.4- or 4.8-
kb/s full-duplex transmission facility or an automatic-dialed backup 
data-link facility of the same transmission speed in case of primary 
link failure. The No. 2B ESS/ AMARC interface uses a double-entry 
billing system consisting of an initial/answer entry and a disconnect 
entry. LAMA recording, however, uses a triple-entry billing system 
consisting of initial, answer, and disconnect entries. Data for each 
LAMA entry are collected in real time and loaded into a dedicated 
LAMA buffer prior to being directed to the tape recorder via I/O 
control at interrupt level. The use of special AMA registers allows the 
basic billing structure to remain as it had been for LAMA and still 
achieve the double-entry billing required by AMARC. Each AMA 
register is linked with a specific call by direct extension of the Tran­
sient Call Record (TCR) memory already designed into the No. 2B 
ESS architecture. These TCR extensions are then referred to as TCRX 
registers. The initial billing data are collected and placed into the 
TCRX registers until answer time and then, upon verification of 
Minimum Chargeable Duration (MCD), the data are moved into an 
AMARC data buffer. At disconnect, the data are again collected in 
the TCRX. When the entry is assembled, it is then loaded into the 
AMARC data buffer. 

5.2 Entry association 

An obvious requirement for assembling the double entry into one 
call record by AMARC is the need to associate the initial/answer 
entry with the corresponding disconnect entry. The method provided 
by the No. 2B ESS is to map an equipment number (the physical 
location of a call on the No. 2B ESS or RSS network) into a 15-bit 
Virtual Equipment Number (VEN) and record the VEN as the low­
order 16 bits of a 24-bit Call Assembly Index (CAl) that accompanies 
each billing entry. The CAl high 8 bits are zeroes except for the case 
of call-forwarded calls. The special use of the high 8 CAl bits for call­
forwarded calls will be described later in this article. 

The CAl counterpart in LAMA recording is the Call Identity Index 
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Fig. 3-Basic billing information flow between internal AMARC registers and buffers. 

(CII). LAMA recording guaranteed that cns appearing on the tape 
would be unique for the duration of a call by maintaining a table of 
the active cns derived using a time-consuming hashing scheme based 
upon the VEN. Since the method of call sequencing associated with 
the CAl no longer requires the ESS to provide a hashing algorithm, 
significant real-time savings are achieved for the No. 2B ESS call­
processing execution environment. Figure 3 represents the basic billing 
information flow between internal AMARC registers and buffers. 

5.3 AMARC data buffer 

The No. 2B ESS AMARC data buffer is an engineerable area of 
read/write memory. The maximum size is designed to provide up to 
two minutes of billing data storage during a data-link failure. Auto-
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matic recovery to the dialed backup data link can be obtained within 
this two-minute period. The buffer is segmented into message size 
entities of 512 bytes each. When a buffer segment has insufficient 
room for the next data entry, or a fixed time limit has expired, the 
data are either sent immediately or queued for later transmission 
through the I/O program. The decision depends on available buffer 
space on the Serial Peripheral Unit Controller for Data Links (SPUC/ 
DLs). Further information on this subject can be found in the article 
"Adding Data Links to an Existing ESS," also in this issue of the 
Journal. 

5.4 Real-time benefit 

The I/O process that moves the data buffer to a SPUC/DL is 
accomplished at a significant real-time savings compared with the 
I/O interrupt process for LAMA. Whereas LAMA had a data accept­
ance limitation (primarily related to hardware design) of three bytes 
of data within a 20-millisecond interval, the hardware structure of the 
SPUC/DL allows software definition of the maximum number of data 
bytes in a message. The I/O design in 2BE3 is flexible but currently 
allows 256 bytes of data to be sent to the SPUC/DL during one 100-
millisecond cycle of the operating systems main loop. Thus, the 
repetitive I/O overhead associated with small segments of information 
pertaining to each LAMA recorded call is very significant compared 
to the AMARC overhead for sending 256 bytes of data for 15 to 20 
calls. The overall real-time savings due to the AMARC billing feature, 
including I/O changes, was 2.8 milliseconds per call (3.6-ms AMARC 
versus 6.4-ms LAMA). This has the effect of increasing the overall 
call-billing capacity of the No. 2B ESS when full measured service is 
offered. 

5.5 Auxiliary registers 

For some cases where the data required for a specific call type 
cannot be contained in a single TCRX register, auxiliary registers are 
provided to hold the overflow data and are referred to as auxiliary 
overflow registers. The auxiliary registers are unique to the AMARC 
feature, while the TCRX registers may be used for other features not 
related to call processing. The auxiliary registers are associated with 
the call by placing an index pointer into the TCRX used for the call. 
Figure 4 shows the connectivity of auxiliary overflow registers plus an 
extension into auxiliary call-forwarding registers. 

5.6 Multiple calls associated with one CAl 

Each leg of a call-forwarded call requires separate billing to each of 
the parties involved with the call. Since separate billing is required, 
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the simplest method of administration is to provide a separate initial! 
answer entry followed by a corresponding disconnect entry for each 
leg of the call. This requires a different CAl for each billed leg and 
thus presented a problem in that the only VEN available at disconnect 
is the originating party VEN. This occurred since the No. 2B ESS 
call-processing structure prior to the 2BE3 generic did not provide a 
record of the intervening call legs once the call was made stable. The 
LAMA billing relied on the cn record table to provide the correct 
billing entry association. In the 2BE3 generic a record of the number 
of billed legs of the call is kept in a Stable Information Entry (SIE) 
during the stable state of the call. The SIE itself is accessed based 
upon the originating party VEN and codes defining the specific use 
for that SIE. 

Correct billing entry association for AMARC call-forwarded billing 
records is achieved by prefixing an incremental count to the CAl at 
answer time for each call-forwarded billing entry except for the first 
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billed leg of the call. The CAl can then be expressed as the CAl = (N-
1)*2**16 + VEN, where VEN represents the 16 low-order bits of the 
CAl and N equals the billed leg number (1-3) for call-forwarded calls. 
At disconnect, a billing entry is made for each billed leg of the call by 
once again prefixing a count to the CAl for each additional billed leg 
of a call exceeding the first leg. The correct number of disconnect 
entries is determined by the data available in the SIE. 

The initial billing information for call forwarding is collected in the 
associated TCRX and in supplemental auxiliary registers as required. 
As in the case of auxiliary overflow r:egisters, call-forward registers are 
associated with the call by loading an index point to the current 
register into the register servicing the previous leg of the call. An audit 
capability is provided by placing the TCR number in each register. 
Thus, random audits may test a register for activity and, by going to 
the specific TCR, test for the expected connectivity back to the 
auxiliary registers originally interrogated. This connectivity is illus­
trated in Fig. 4. 

5.7 Retrofit considerations 

Several items of concern exist for the case of an AMARC retrofit 
into an office previously served by LAMA. One concern relating to 
the LAMAj AMARC simultaneous recording requirement during ret­
rofits is the administration of call types, e.g., measured service, toll, 
etc. LAMA entry codes (equivalent to AMARC call types) relating to 
various calling conditions do not map directly with AMARC call types. 
This required careful preparation of administrative documentation to 
allow in some cases a temporary association of call-type categories for 
LAMA and AMARC. A significant consequence of the call-type asso­
ciation is the ability of the telephone operating companies to validate 
system operation by comparing the billing records of LAMA and 
AMARC during the retrofit mode of operation. Another consideration 
for the retrofit case is the recovery strategy. Since LAMA was the 
prime billing medium prior to retrofit, all calls billed during the retrofit 
are obtained from LAMA data tapes; thus all failure modes default to 
promoting successful LAMA billing. 

VI. INTEGRATION OF EADAS 

The EADAS feature modified the traffic and plant-collecting and 
printing routines. With the BX.25 protocol as a common base, devel­
oping the interface requirements became a matter of resolving appli­
cation-level interfaces between No. 2B ESS, No.5 ESS, and No. lA 
EADAS. There are interface differences between the No. 2B ESS to 
No. lA EADAS and the No. 5 ESS to No. lA EADAS due to the 
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different architecture structures of No. 2B ESS/generic 2BE3 and No. 
5 ESS. Having the No. 2B ESS conform to the identical interface 
between No. 5 ESS and No. lA EADAS would cause a real-time 
penalty to No. 2B ESS. The resulting operational interface between 
the No. 2B ESS and No. lA EADAS is described next. 

6.1 Basic operation 

The high-speed EADAS interface feature provides for the collection 
and transmittal of both traffic and plant measurement data to No. lA 
EADAS. With this implementation the traffic and plant measurement 
data are collected on two schedules-a 30-minute schedule and a 24-
hour schedule. The schedules start collecting 30 seconds before the 
clock 00 minute and 30 minutes and finish by one minute after 00 or 
30. The data are collected and stored in holding registers within 90 
seconds, resulting in a maximum of 90 seconds of data skew. The data 
for most offices will be collected within 30 seconds. The resulting data 
skew of 30 to 90 seconds is significantly more accurate than the 
previous skew of 5 to 15 minutes. Schedules are not transmitted until 
a poll is received from No. lA EADAS requesting a schedule. The No. 
2B ESS and No.5 ESS communicate with the lAED4 generic of No. 
lA EADAS using the BX.25 protocol. 

The interface between the No. 2B ESS and the No. lA EADAS is a 
poll-and-answer mechanism. The No. lA EADAS polls for four types 
of data: 

1. Time of day 
2. 30-minute data 
3. 24-hour data 
4. Record base (working member) data. 
The No. 2B ESS answers with the: 
1. Time of day 
2. Data from the H (specified busy hour), C (specified nonbusy 

hour), W (specified weekly), and PLT (specified plant) schedules 
3. D (daily or division of revenue) schedule 
4. Working member count of trunk and service circuits for each 

poll. 
The No. lA EADAS also sends a message when it is planning to 

discontinue operation temporarily for such things as maintenance. 
The No. 2B ESS accepts the message and prints out a message to the 
TTY to inform the craft. The No. 2B ESS can send error response 
messages to No. lA EADAS: (1) when the data for a message have 
been overwritten because current polling from the No. lA EADAS is 
still continuing when the next collection is started, or (2) if a poll 
comes in when the 2B is collecting data for a message. 
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6.2 Data collection 

24-HOUR 
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REGISTERS 

Data collection is started every quarter hour to collect the inter­
mediate counts and every half hour to collect the 3D-minute counts. 
Also, the 24-hour counts are collected at midnight before the 30-
minute counts. In Fig. 5 the lines A through H match the description 
of each type of count. The quarter-hour counts, load service measure­
ments, are moved to the intermediate registers (A and B). The inter­
mediate registers contain two sets of these registers, the previous 
quarter hour's and the current quarter hour's. The two sets of counts 
are kept until the half hour when both sets are moved to the 30-minute 
holding registers (C and D). Also, every half hour the counts such as 
office totals, service circuit, trunk circuit, multiline hunt, and simu­
lated groups, junctor usage, centrex, and network usage are moved to 
the 30-minute holding registers (Es). Then the half-hour increment of 
the plant counts are moved to the 30-minute holding registers (Fs and 
Gs). This is done by subtracting from the current plant accumulating 
counts the intermediate plant holding registers, storing the difference 
in the 30-minute holding registers, and moving the accumulating plant 

1548 THE BELL SYSTEM TECHNICAL JOURNAL, JULY-AUGUST 1983 



counts to the intermediate plant holding registers. The 24-hour counts, 
division of revenue, are moved to the 24-hour holding registers (Hs). 

6.3 Override No. 1 A EADAS 

If necessary, the 2BE3 generic can revert to the standard H, C, W, 
and D schedules through human intervention. When an office has 
EADAS active, the 30-minute data are from all the data that could 
have been on the H, C, and W schedules and the 24-hour data are 
from the D schedule. An office could revert to the standard schedule 
output if desired or if the No. lA EADAS center would go off-line for 
an extended period of time. The No. 2B ESS office would then provide 
the data on hard copy and paper tape punch. In the No. 2B ESS, the 
standard schedules are printed automatically under the control of the 
Traffic Work Table (TWT) from the holding registers. This arrange­
ment (non-EADAS) does not support RSS EVE engineering needs for 
SPCS COER. This mechanism is overridden when EADAS is active 
and it can be reenabled with a single TTY input message to inhibit 
EADAS. 

6.4 Interface differences 

Because of the differences in No. 2B and No.5 ESS architecture, 
the interface with No. lA EADAS does differ on three points: 

1. The No. 2B ESS keeps time differently than the No.5 ESS. 
2. The No. 2B ESS does not indicate overflow of registers through 

the special register values as does No. 5 ESS. The values 65,526 
through 65,535 are used as special register values, i.e., for overflow, 
bad data, and unequipped register. 

3. The 2B transmits two-byte data low byte first instead of the 
reverse. 

Therefore, the No. lA EADAS does handle these differences. For 
the No. 2B ESS to have followed the same interface as between No.5 
ESS and No. lA EADAS on these three points would have cost the 
No. 2B ESS a real-time penalty. 

VII. SUMMARY 

The addition of the AMARC and EADAS features to the 2BE3 
generic enhanced the No. 2B ESS capability. AMARC achieves the 
billing systems goals of reduced operating expense while providing full 
measured service billing capability for the No. 2B ESS. Also, owing to 
a redistribution of tasks and restructuring of the programs, AMARC 
allows higher call capacity in the No. 2B ESS compared with LAMA 
billing. 

All traffic and plant data are sent to EADAS, which allows for the 
efficient integration of the local switching systems into Total Network 

BILLING AND MEASUREMENTS 1549 



Operation Plan (TNOP). Also, owing to the addition of holding 
registers there is virtually no data skew. The EADAS feature is using 
a communication interface that could support network management 
messages and controls in a future generic. 
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