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High-Power Lasers and Optical Waveguides for 
Robotic Material-Processing Applications 

By CHINLON L1N,* G. BENI,* S. HACKWOOD,* and 
T. J. BRIDGES* 

(Manuscript received April 4, 1983) 

For various material-processing applications with robots we propose the use 
of high-power continuous wave and pulsed lasers (Nd3+:YAG, Argon ion, CO2, 

excimer, etc.) and optical waveguides for delivering high powers in the ultra­
violet (UV), the visible, and the infrared (IR) regions. We discuss the use of 
low-loss silica glass fiber waveguides for delivering high-power laser beam in 
the UV to near-IR spectral region (0.3 to 2 JLm), and the use of a wave guiding 
articulating arm for delivering high-power laser beam in the long IR (2 to 10 
JLm). We also describe a design for fitting a CO2 laser waveguiding arm to the 
robotic arm, as well as the advantages of using optical waveguides for high­
power laser delivery to robots for material processing. 

I. INTRODUCTION 

Optical waveguides are known to be useful for optical signal trans­
mission in which low-power, modulated semiconductor injection laser 

* Bell Laboratories. 
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light is used for lightwave communication applications. 1 The advent 
of low-loss optical fiber waveguides, for example, has made possible 
long-distance, high-bandwidth lightwave communication systems for 
transmitting audio, data, and video signals. This paper discusses the 
use of optical waveguides for a different application: high-power laser 
transmission for robotic material-processing applications. Using high­
power continuous wave (cw) and pulsed lasers and appropriate optical 
waveguides for the ultraviolet (UV), the visible, the near infrared (IR), 
and the longer IR, a robot can manipulate the output beam of a variety 
of high-power lasers for various processing functions. In Section II we 
discuss the available flexible waveguides for high-power laser trans­
mission. In Section III we describe a manually operated CO2 laser 
waveguiding articulating arm, and in Section IV a design for fitting 
the wave guiding articulating CO2 laser arm to a robot arm. 

At present, automation of material processing using high -power 
lasers requires costly, dedicated, large-size equipment. We believe that 
an inexpensive, small-size robot controlling a high-power laser beam 
with the help of optical waveguides will make possible many new 
applications in material processing. 

II. HIGH-POWER LASER TRANSMISSION IN OPTICAL FIBER 
WAVEGUIDES 

While the use of high-power lasers for material processing is well 
known,2,3 the use of low-loss optical waveguides for high-optical-power 
transmission is not widely practiced.4 For robotic applications (appli­
cations requiring the unique dexterity and versatility of robots), it is 
essential that the combination of high-power laser technology and 
robotics does not reduce the dexterity or flexibility of the robots. The 
essential element here for providing the flexible link between the high­
power lasers (usually heavy and bulky) and the robots is the optical 
waveguide. 

Figure 1 illustrates the basic system schematic for using high-power 
lasers and optical waveguides in robotic material-processing applica­
tions. Depending on the type of high-power lasers, different optical 
waveguides can be used. For example, in the near-infrared region of 1 
to 2 JIm, e.g., for high-power Nd:YAG lasers at 1.06 JIm, silica glass 
fibers have excellent transmission characteristics (see Fig. 2). As a 
result of advances in lightwave communications technology, the loss 
in a silica fiber waveguide can be very low (--1 dB/km, or 0.01 dB/10 
m at 1.06 JIm). In this case the loss due to coupling into and out of the 
fiber waveguide is much larger than the transmission loss for even a 
1-kni-long optical fiber. Losses in silica glass fibers also can be low 
enough (for 10 to 100m lengths) for guiding blue-green and red lasers; 
thus such silica fibers are useful for transmission of high-power Argon 
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Fig. I-Schematic of a system using flexible optical fiber waveguides for delivering 
high-power laser radiation to the robotic arm/hand for various material-processing 
applications. 
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Fig.2-Loss spectra of a typical low-loss silica glass fiber waveguide. For practical 
robotic material-processing applications, fiber loss of 1 dB/I0 m (or 100 dB/km) could 
be considered low loss. 

ROBOTIC MATERIAL PROCESSING 2481 



ion and Krypton ion lasers, as well as high-power ruby and alexandrite 
lasers. Recently available special UV silica glass fibers* may also be 
used for the ultraviolet wavelength region (0.3 to 0.4 1Lm). The loss is 
about 1 to 2 dB for every 10m, which is still low. Such fibers are useful 
for transmitting UV lasers (e.g., He-Cd lasers and excimer lasers) in, 
for example, photochemical applications. 

Thus we have available appropriate optical fiber waveguides for 
transmitting high-power laser radiation in the spectral region from 
UV to near IR through at least 5 ,....., 10 meters. This allows the bulky 
high-power laser head and its high-energy power supply (and cooling 
system, if any) to be separated from the robot, while allowing the 
powerful laser beam to be delivered to the robot arm or fingertip. As 
we saw in Fig. 1 a high-power Nd:YAG laser and silica glass fiberguide 
could be used for guiding the laser radiation to the robot hand 
(gripper). The silica glass fiber can be routed inside the robotic arm 
assembly, or mounted externally but attached to the side of the arm, 
depending on the situation or work requirement. The output fiber end 
can have a microlens (such as a half-pitch graded-index-rod lens) or a 
small conventional lens attached for output beam focusing. 

For transmitting Nd:YAG lasers, ruby lasers, Argon ion lasers (in 
the visible and the near-infrared spectral region), the silica glass fibers 
are typically very small in dimension: outer diameters are on the order 
of a few hundred micrometers to a few millimeters, including the 
protecting jacket or cable. For high-laser-power output with well­
defined spatial distribution (e.g., for maximum brightness, or best 
focusing), single-mode fibers with appropriate refractive index differ­
ence Don and core diameter 2a can be designed (with normalized 
frequency V ~ 2.4 at the laser wavelength) for use in these different 
wavelength regions. If maximum overall energy transmission without 
concern for the spatial quality of the laser beam output is desired, a 
large-core, high numerical aperture (N.A.) silica glass fiber can be 
used for high-energy delivery to the robot. For the propagation prop­
erties and design considerations in single-mode and multimode silica 
glass fibers, appropriate references! should be consulted. 

For transmitting high-power, longer infrared (2 to 10 1Lm) lasers 
such as CO2 lasers, a configuration similar to that shown in Fig. 1 can 
be used, if a truly flexible CO2 laser fiberguide is available. Presently, 
various glass and crystal fibers are being developed for this spectral 
region.5 Notably among them are the polycrystalline KRS-5 fibers6 

and the single-crystal AgBr fibers7 for CO2 lasers transmission. How­
ever, presently available long infrared fibers tend to be very lossy and 

* UV fibers with losses in the 150 dB/km range for A ,..., 310 nm range have been 
reported by, for example, Quartz and Silice, France. 
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fragile. Thus the mechanical and optical properties are not yet truly 
satisfactory. Therefore, at present, bulky conventional articulating 
arms (consisting of aligned mirrors) are used for most applications 
requiring some flexibility in CO2 laser delivery. To improve the flexi­
bility and stability, Bridges and Strnad have developed a novel 
"waveguiding" articulating arm for transmitting high-power CO2 laser 
radiation.8 The arm, shown in Fig. 3, has been designed for manual 
control. It is compact and relatively articulate. In the future, truly 

Fig. 3-The Bridges/Strnad waveguiding articulating arm for high-power CO2 laser 
delivery. 
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flexible long-wavelength fibers are expected to have lower loss and 
higher strength than those presently available. Until then, the Bridges/ 
Strnad waveguiding articulating arm would be the choice for CO2 laser 
delivery to the robot. In Section III we discuss in more detail the 
design of this CO2 laser arm; in Section IV we describe designing this 
laser arm to fit onto a robot arm for material processing. 

III. BRIDGES/STRNAD WAVEGUIDING ARTICULATING ARM FOR LONG­
IR LASER RADIATION 

Figure 4 shows the design details of the Bridges/Strnad arm used 
for manual operation (see Fig. 3). This articulating arm uses the 
principles of waveguiding in hollow dielectric tubes. This new arm has 

R- .... 

----DIELECTRiC WAVEGUIDE 

R - ROTATING JOINT 

' ......... , DIELECTRIC WAVEGUIDE 

_ --7DIELECTRIC WAVEGUIDE 
I 

/ 
I 
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,/ 
1" 

1'-\1~""'~' ---MIRROR 

Fig.4-The design of the Bridges/Strnad waveguiding articulating laser arm for 
flexible delivery of high-power, long-IR (e.g., CO2 laser at 10.6 JLm) optical radiation. 
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a number of advantages over previous articulating arms, including 
compactness and better pointing accuracy when compared with con­
ventional articulating arms.9 Flexible waveguides such as metal 
waveguides10 and presently available infrared fibers are problematic 
because of the multimode nature of the guide. Single-mode radiation 
from the laser is rapidly degraded into a multiple-mode pattern that 
changes in form as the guide is moved. The degradation reduces 
considerably the maximum intensity that can be obtained by focusing 
the output radiation. In the case of articulating arms of conventional 
design the single mode is preserved, but unless the input beam is 
launched precisely on axis and the mechanism of the arm is precisely 
correct, the output beam will wander in a complicated manner as the 
arm is manipulated. Such arms are also characteristically large and 
cumbersome. The Bridges/Strnad arm design avoids this problem by 
propagating the radiation in straight, hollow, dielectric waveguides of 
the Marcatili-Schmeltzer type.ll A single mode can be maintained in 
the guide, while the pointing accuracy is far less affected by initial 
launch conditions and accuracy of construction. (Pointing accuracy is 
determined by how closely the direction of the output beam conforms 
to the mechanical axis of the arm.) A further advantage is the compact 
design resulting from the elimination of diffraction spreading of the 
beam, by the guiding action of the waveguide. 

The Marcatili -Schmeltzer waveguide carries radiation in the hollow 
circular bore of a dielectric tube. The dielectric need not be transparent 
to the radiation being guided. The mechanism of guiding can be 
thought of as a continual-glancing-angle Fresnel reflection from the 
dielectric walls. This reflection is not total, but close to 100 percent 
for very shallow incident angles to the walls. The modes of propagation 
have been calculated by Marcatili and Schmeltzer,ll and they find that 
the lowest loss mode is the ERll mode. An appropriate waveguide size 
is 50 to 200 wavelengths in diameter. This size is large enough to give 
low loss, but still retain adequate guiding so that straightness of the 
tube is not an important factor, although curvature of the tube axis 
introduces extra loss by an amount that increases with tube diameter. 

Since the dielectric need not be transparent to the radiation, glass 
or quartz tubing which is readily obtainable in precision bore form can 
be used to transport 10.6-JLm radiation. Single-mode laser radiation is 
conveniently launched into the waveguide by means of a lens (Fig. 5). 
The focal length of the lens is chosen to closely match the input 
Gaussian beam to the guided beam with smallloss.12 Short gaps in the 
tube can be tolerated with small loss so that mirrors which turn the 
beam through a 90-degree angle and are basic to the operation of the 
infrared articulating arm can be used in a simple arrangement (see 
Fig. 4). 
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Fig. 5-Launching a free-space Gaussian beam into waveguide by means of a lens. 

As a secondary feature, the glass or other visibly transparent 
waveguide tube can act as a light pipe to carry visible light through 
the arm. This light can be used for illuminating the work area, or for 
aiming the output beam. For this application the mirrors should be 
highly reflective in the visible as well as the infrared range. A suitable 
material is evaporated silver. 

With the above concept in mind, various components of a possible 
waveguide articulating arm were tested in the laboratory, using a 10-
JLm CO2 laser as a source. A 13.9-cm length of fused quartz tubing with 
1.55-mm bore was tested. When a 30-cm focal length lens was used to 
focus the radiation into the guide, a transmission of 93 percent was 
found. To test the effect of small misalignments, the tube was pivoted 
off axis around the input point by one-half of one degree, and the 
transmission dropped by only 2 percent. Finally, a mock-up of a corner 
elbow (see Fig. 4) was made on the bench and a transmission of 95 
percent was measured. This information demonstrated the feasibility 
of the idea and a complete arm was designed and fabricated (see Fig. 
3). The arm contains three sections of waveguide that are 13 cm long 
and three more that are 2 cm long. The six cotner mirrors used were 
commercially obtained. They were made from silicon 1 mm thick and 
were coated with silver and a transparent protective layer. The corners 
swivel on precision ball bearings. With a total length of 40 cm the arm 
can access any point in a 80-cm-diameter sphere. The completed arm 
was tested and found to have a transmission of 80 percent. Power up 
to 5W cw was transmitted with no damage. The 1.55-mm diameter 
beam from the output tube was substantially single mode and could 
be focused to a near-diffraction limited spot. As we expected, there 
was no wander of the output beam relative to the output tube as the 
arm was moved. The small size and light weight made it very easy to 
manipulate the arm and to place the output beam in any desired 
position. 
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IV. A ROBOTIC ARM FITTED WITH THE WAVEGUIDING ARTICULATING 
CO2 LASER ARM 

The simplistic approach to using the Bridges/Strnad wave guiding 
CO2 laser arm is to make the robot gripper hold and maneuver the tip 
of the articulating laser waveguide. This approach, however, has a 
major drawback. Reorientation of the laser-beam output requires, in 
general, rotations of all five revolute joints of the articulated wave­
guide. In many cases, this complex reconfiguration of the articulated 
waveguide prevents a continuous rotation of the laser-output tip and 
requires the robot to follow a complicated path. 

In addition, a force and torque sensor on the gripper would be 
essential to ensure that the articulated waveguide is not damaged by 
the robot in the attempt of imposing a particular five-link configura­
tion. This is still beyond state of the art robotics, since even the 
turning of a simple two-link crank by a robot arm is a complex 
compliance problem not yet satisfactorily solved. 

A second approach is to fit the waveguide within or beside the robot. 
Because of the required 90-degree revolute joint articulations, this is 
not a trivial task. In fact, many existing robots have prismatic joints 
and/or unsuitable dimensions. 

We now propose a new robot system consisting of two arms: master 
and slave. The master arm is positioned by motors, whereas the slave 
arm only carries the waveguide. The slave arm is the Bridges-Strnad­
type five-link wave guiding laser arm with 90-degree rotational joints. 
Unlike the original Bridges-Strnad arm shown in Fig. 2, it now has 
nine (rather than six) mirrors and a different link geometry as de­
scribed below. The master arm is, for example, a Microbot Alpha* 
whose hand gripper and side casing have been removed. The robot has 
a repeatability of --250 JIm and a positioning speed of 50 cm/s. The 
two arms are connected "in parallel" as follows. 

Figure 6 shows schematically the connection between the master 
and the slave arms. The mirrors of the slave arm are labeled 'b' to 'j'. 
Laser input and output are at 'a' and 'k', respectively. Five mirrors are 
rigid and four ('b', 'e', 'g', and 'h') are movable. The axes of rotation 
of the master arm are indicated by rotation angles (h to 05• Except for 
axis 5, the axes of rotation of the slave arm coincide with the corre­
sponding axes of rotation of the master arm. For example, a rotation 
03 of the master arm corresponds to an equal angle rotation of the 
slave arm about the direction 'f'-'g'. The slave arm direction 'i'-'j' 
does not coincide with, but is parallel to, 05 of the master arm. The 
connection between these two axes is through a pair of identical gears, 
as shown in Fig. 7. The connection between the two arms at the other 

* New industrial-quality product of Microbot, Inc. 

ROBOTIC MATERIAL PROCESSING 2487 



~ 
LASER 

OUTPUT 

LASER 
INPUT 

Fig. 6-Schematic diagram showing the master slave configuration of the CO2 laser 
beam positioning robot. 

four axes of rotation is via rigid mounts (not shown in Fig. 6) except 
for axis 3, where a moderately compliant plastic mount is used for 
attaching the two arms. This connection compensates for possible 
slight misalignments between the first four pairs of axes and thus 
prevents damage to the slave arm. 

A precise description of the two-arm assembly is conveniently done 
using Denavit-Hartenberg13 notation, which is standard for robots. 
The five links of the slave arm are defined as follows. The origin is at 
the intersection between axes lh and ()2. Link 1 is segment 'bcde'; Link 
2 is segment 'defg'; Link 3 is segment 'fghi'; Link 4 is segment 'hij'; 
and Link 5 is segment 'ijk'. The exact geometry is given in Table I, 
where ai is the twist angle, ai is the ith link length, and di is the (i-I) 
to i th link distance. These definitions correspond to the conditions: 
1) a2 = a3 = 'hg' = 'el'; 2) 'hi' = 'gl' = 'de' = 2d4; 3) cab' 'cd', 'ij', 'jk' 
have arbitrary length. 

The transmitted power efficiency should remain high. Extrapolating 
from the 6-mirror configuration, approximately 70-percent efficiency 
is expected. The resolution is determined by the master arm. In our 
case it is approximately 250 ~m. Note that the slave arm is detachable 
so that the robot can be used for other tasks. 
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Fig. 7-Detail of the gear-connection of the 4th and 5th revolute axes of the master 
arm with the 'h-i' and 'i-j' revolute axes of the slave arm. 

Table I-Denavit-Hartenberg manipulator parameters for the 
two-arm robot system 

Master Slave 

Link Twist An- Link Link Dis- Twist An- Link Link Dis-
gle, ai, in Length, tance, di, gle, ai, in Length, tance, di, 
degrees ai, in cm in cm degrees ai, in cm in cm 

1 -90 0 0 -90 0 10.0 
2 0 17.78 0 0 17.78 0 
3 0 17.78 0 0 17.78 0 
4 +90 0 0 +90 0 1.27 
5 0 0 0 0 0 0 

V. ROBOTIC MATERIAL PROCESSING 

The use of high-power Nd:YAG lasers and CO2 lasers for material 
processing such as welding, cutting, drilling, scribing, trimming, heat 
treating, annealing, etc., are well-documented.2 Thermally and pho­
tochemically induced reactions are also well known. The advantages 
of robot-laser-processing of materials are dexterity in robotic-Iaser­
beam maneuvering, processing of complex -shaped materials, and ver­
satility in adapting the changing environments and changing material-
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processing functions. Existing nonrobotic, dedicated laser material 
processing apparatus2

,3 is much more restricted and expensive to 
modify should work requirement change. The combination of robots 
and high-power lasers is a natural technological direction to pursue 
for more versatile material handling and processing. The various forms 
of optical waveguides we describe here provide the important, and 
maybe indispensible, flexible links between robots and high-power 
lasers. 

The use of these flexible, lightweight optical fiber waveguides (as­
suming they will also be available at long IR in the near future) for 
delivering high-power laser radiation to robots for material processing 
has several distinct advantages: 

1. The bulky, heavy laser system could be remotely located so that 
any high electromagnetic interference (noise interfering with computer 
signal control of the robot and data transmission) could be eliminated. 

2. The use of lightweight flexible optical fiber waveguides on the 
robot arm (or body) allows laser-material processing in mobile robots 
without undue constraints on their mobility. 

3. Since the work space is not crowded by the use of high-power 
lasers, multiple robots can work together simultaneously in a compli­
cated laser-material-processing task. 

4. The use of several different kinds of high-power lasers at different 
wavelengths in a single robot can be achieved easily by routing multiple 
waveguides of different types through the robot, with appropriate 
shutters to control the switching of laser beams. 

Our preliminary experimental results show that we can transmit 
(deliver) 5W of cw Nd:YAG laser power to the silica glass fiber output 
suitable for laser soldering. With high-power Nd:YAG lasers and more 
effort in fiber design and coupling, we expect to be able to deliver more 
than lOW (cw) through single-mode fibers and more than 25W (cw) 
through multimode, large-core silica glass fibers. Since the damage 
threshold for silica glass fibers is in the GW /cm2 range, pulsed laser 
of high peak power also can be transmitted. With such lightweight 
optical fibers giving out such high-output laser power at the fingertip 
(gripper) of a robot, even a small inexpensive robot can perform many 
complicated material-processing or microprocessing functions. 

With long IR lasers such as CO2 lasers and the Bridges/Strnad type 
wave guiding articulating arm, 5W of power has been transmitted. 
Much higher-power (20 to 100W) transmission is expected before 
mirror damage occurs. With future advances in low-loss long IR fibers, 
truly flexible CO2 laser transmission at 20- to 40W levels6 can be 
expected. 

The positioning resolution and repeatability in robotic laser material 
processing depend on the specific robot design. High positioning 
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precision (lO-Jlm repeatability) and high positioning speed (1.6-m/s) 
robots14 are fast becoming available. The use of lightweight flexible 
waveguides for high-power laser delivery to robot arm ensures that 
such high positioning accuracy and speed will not be compromised. 
This is another distinct, significant advantage. 

In summary, the use of appropriate optical waveguides for trans­
mitting and delivering high-power laser radiation to a robot arm will 
make possible complex robotic-laser-processing of materials. Medical 
and biological applications of robotic microprocessing with fiber­
guided lasers can also be envisioned. These could be considered a 
special case of robotic material processing. The combination of tech­
nology of high-power lasers, optical waveguides, and robotics will 
certainly open up a new era of laser material processing. 
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This paper examines the satellite power requirements for land-mobile 
satellite systems, taking into account both shadow and muitipath fading. 
Depending upon reliability objectives, present-day satellite capabilities will 
permit from 20 to 200 "(Advanced Mobile Phone Service) AMPS-like" circuits. 
Since satellite systems cost hundreds of millions of dollars, mobile-satellite 
telephony in a conventional sense would be expensive. Techniques are exam­
ined that in the far-term may permit a factor of 10 increase in capacity while 
still using moderate-size satellites. 

I. INTRODUCTION 

For the next decade or more the new gOO-MHz land-mobile systems 
using cellular concepts will be introduced only in large cities. Any kind 
of nationwide service with full coverage will take many years. However, 
there are many nonurban applications where telephone service would 
be highly desirable, including service to vehicles along the nation's 
interstate highways, to rural residences currently without means of 
obtaining wire-line service, and to aircraft.1

-
3 Communication from a 

satellite to small, portable terminals has been achieved, primarily 
demonstrating technical feasibility.4,5 Other studies examined system 
costs assuming satellite payloads much larger than current capability, 
and paying little attention to propagation effects.6

-
8 Although the 

monetary costs looked rather favorable, no such satellites or launch 
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©Copyright 1983, American Telephone & Telegraph Company. Photo reproduction for 
noncommercial use is permitted without payment of royalty provided that each repro­
duction is done without alteration and that the Journal reference and copyright notice 
are included on the first page. The title and abstract, but no other portions, of this 
paper may be copied or distributed royalty free by computer-based and other informa­
tion-service systems without further permission. Permission to reproduce or republish 
any other portion of this paper must be obtained from the Editor. 

2493 



capabilities are expected in the near future. Here, the capacity-per­
formance trade-offs are examined on realistic assumptions of near­
term satellite capabilities, considering propagation conditions in some 
detail. 

The issue of cost is not addressed except to mention that a modern, 
one-of-a-kind* satellite, in orbit, might be expected to cost well over 
100 million dollars. At the same time the circuit capacity compared to 
a satellite system with large, fixed ground antennas will be smaller. 

The procedure for the remainder of this paper is first to calculate 
an optimistic link budget based upon the assumption that there is a 
line-of-sight path between the satellite and the mobile system. Follow­
ing this, estimates are made for the additional losses on the path due 
to obstructions near the mobile system; then an attempt is made to 
determine whether it is feasible to obtain sufficient radiated power in 
the satellite to make up these losses; finally, more spectrum- and 
power-efficient options are examined. 

II. LINE-Of-SIGHT LINK BUDGET 

The radiated power requirements on the satellite resources will be 
determined by working backwards from the mobile system. Assume 
for now frequency-division multiple access with a minimum carrier­
to-noise ratio (CNR) of 10 dB in a 20-kHz bandwidth. These numbers 
are roughly consistent with the FM threshold and bandwidth require­
ments for present-day cellular mobile systems and would correspond 
to something that might be feasible in terms of a digital system in the 
future. These numbers imply 10 log C/kT = 53 dBW IK/Hz. 

Since the mobile system can be driven in any direction, it is 
necessary that the antenna be omnidirectional in the azimuthal plane; 
however, since the satellite is never directly overhead, it is possible to 
form a conical beam in the elevation plane, and obtain a gain of about 
6 dB. Assume a system noise temperature of 400 degrees for the mobile 
system. Although lower-noise receivers certainly could be built, limi­
tations of man-made noise will prevent the effective use of lower-noise 
receivers; furthermore, the additional cost of ultra-low-noise receivers 
in mobile systems may be prohibitive. These two assumptions imply 
a G/T = -20. With these numbers the required illumination on the 
earth is -134 dBW 1m2

• The path loss from the satellite to the mobile 
system calculates to 184 dB. As shown in Table I, the required Effective 
Isotropic Radiated Power (EIRP) per channel is 28 dBW at the 
satellite. 

* Multiple-satellite operation with frequency reuse would be practically impossible 
to achieve because the mobile antennas radiate essentially in an omnidirectional pattern, 
so there is no way to discriminate one satellite from another. 
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Table I-Link budget for a single mobile-satellite 
channel 

Minimum CNR at mobile 
Noise bandwidth 
Mobile receiver noise temperature 
Antenna gain 
G/T 
Path loss 
Required satellite EIRP 

10 dB 
20kHz 

4000K 
6dB 

-20 
184 dB 
28dBW 

It is possible to have an antenna with nearly a 15-foot diameter 
within the Space Shuttle. At 900 MHz such an antenna would provide 
an on-axis gain of 31 dB, while the gain at the edge of the country 
would be about 29 dB. We assume on the average that 30 dB of 
antenna gain is available, which implies a required radiated power per 
channel of -2 dBW for Continental United States (CONUS) coverage. 
The average RF power consistent with moderate-size satellites in the 
19S0s time frame is about 200W (+23 dBW), which implies 316 
satellite-mobile channels. 

III. ADDITIONAL PATH LOSSES 

Excess path losses on land-mobile paths have been measured at 
numerous frequencies over a variety of paths worldwide. A great 
amount of data exists in the SOo- to 900-MHz frequency band for 
land-mobile paths, but little data have been published on the losses 
over satellite-to-mobile paths. To estimate what losses might be ex­
pected, Fig. 1 shows a plot of the median path loss in excess of the 
free space path loss as measured for various base-station antenna 
heights,9 plotted in terms of the elevation angle between the mobile 
and the base station. For distances of both 1 and 2 km from the base 
station, the points lie nearly on a straight line on semilog paper. 

A recently published paper indicates that satellite path losses in the 
Denver area (elevation angle 32 degrees) range from 3 to 20 dB over 
line-of-sight.10 The author's statistical description for excess path loss, 
corresponding to 50-percent large-scale coverage, estimates 9.S-dB 
excess path loss for a suburban environment with an elevation angle 
of 30 degrees. This value is in good agreement with the curve depicting 
a suburban environment plotted in Fig. 1. For more rural locations, 
satellite measurements would predict 5.3-dB excess path 10ss,3 which 
tends to agree with the straight-line projection of the two data points 
taken 10 km distant from the high-elevation base stations. In all cases, 
due to the more favorable elevation angles, excess path losses are less 
severe on satellite-mobile paths compared to typical land-mobile paths, 
as long as the satellite is located at a longitude such that the slant 
range is not excessive. 
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Fig. I-Excess attenuation vs elevation angle at 900 MHz. 

For a favorable satellite longitude and for most locations in the 
United States, the elevation angle to the satellite generally will be 
greater than 30 degrees and less than 60 degrees, indicating that it is 
reasonable to expect the median losses over free space to range from 
3 to 10 dB, except possibly in urban areas where greater losses would 
be expected. 

Data reported on land-mobile paths indicate that the distribution 
of the signal about the median is log normal with standard deviations 
ranging from 5 to 10 dB.9 The log-normal distribl.ltion found in the 
land-mobile case arises from large-scale obstructions such as tall 
buildings and hills, which shadow the line-of-sight path. Intuitively, 
one might expect the variation of signal strength to be less severe on 
a satellite-mobile path, since typical elevation angles for a satellite are 
30 degrees or more, where usual land-mobile paths have elevation 
angles more on the order of ~ degree or so. Based on the satellite data 
of Ref. 10, the variance of the log normal appears to be somewhat less 
for satellite paths than for land-mobile paths, but not dramatically so. 

Figure 2 is a plot of what might be called the expected range of 
additional losses relative to free space based on available measured 
data.10 It can be seen that high margins are required to provide service 
to approximately 99 percent of the regions of the country. Even 
assuming most regions of service interest are rural, margins in excess 
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of 10 dB are often required. Furthermore, this would assume the 
propagation characteristics of the entire country are similar to those 
in the Denver area. A far safer approach (and perhaps more accurate) 
is to employ the surburban model to represent the small cities and 
towns where the bulk of the demand may be expected. In this case, to 
cover 90 percent of locations would require a signal approximately 16 
dB above the line-of-sight value, and the value would increase to 21 
dB for 99-percent coverage. 

IV. MULTIPATH FADING 

Another factor crucial to system performance is the effect of mul­
tipath fading. A line-of-sight component can be expected frequently 
on the satellite path. This component plus signal components, which 
scatter into the mobile antenna from nearby objects, produce a Rician 
signal distribution with significantly less fading than occurs with a 
Rayleigh distributed signal. Data on satellite paths confirm Rician­
like signal statistics.10 For example, level crossing rates can be an 
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order of magnitude or more lower compared to Rayleigh fading. 
Unfortunately, fading will be worst just at the wrong time-when the 
line-of-sight component is obscured and the received signal strength 
is low. Under these conditions the received signal can be assumed 
Rayleigh, and expected performance has been ca1culated.ll In white 
Gaussian noise, a 10-3 Bit Error Rate (BER) is attained with an 
average energy per bit (Eb) 6.9 dB above the noise density (No) for 
biphase coherent phase shift keyed signals, while in the presence of 
Rayleigh fading an average Eb/No of 24 dB is required. Spatially 
separated antennas whose signals are combined in phase can signifi­
cantly reduce bit error rates. Figure 3 is a plot of BER vs Eb/No for 
various numbers of diversity elements. For a 10-3 BER with three 
elements, Eb/ No per element drops to 7 dB, and with eight diversity 
elements it drops to 0 dB Eb/ No. This somewhat surprising result is 
readily understood if one considers the eight elements as an antenna 
array, whose effective gain is 9 dB higher than a single element. 

Space diversity works well on mobile systems, even with closely 
spaced elements «IX) that have highly correlated (0.5) signals.9 

However, space diversity cannot be achieved at the satellite because 
the arriving signal is essentially a plane wave, and extremely large 
separation of the satellite antennas would be required. A technique 
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Fig. 3-Error probability of Two Coherent Phase Shift Keying (CPSK) with Rayleigh 
fading and diversity. 
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called retransmission diversity has been suggested for both analog9 

and digital transmission.12 The idea is to transmit the conjugate phase 
of the received carrier on the same or a closely spaced carrier. By 
doing so, the signals from all mobile diversity branches will automat­
ically arrive in phase at the satellite. In the original thinking for land­
mobile system use, retransmissions would occur at the base stations, 
thereby simplifying the mobile system. In this instance, the only 
workable method is to place the retransmission apparatus at the mobile 
system. The analog scheme mentioned above would be very difficult 
to build, since the transmit and receive frequencies are closely spaced 
«100 kHz), and the two signals differ in power by many tens of 
decibels. The digital techniques employ packet transmissions, and any 
hope for compatibility with cellular systems would be lost. 

If the system were not constrained in bandwidth, then similar results 
could be obtained by employing frequency diversity channels. Beyond 
its obvious inefficiency, another drawback with frequency diversity is 
that the satellite must transmit the same signal on multiple channels, 
which requires more equipment and power. Another approach that 
achieves diversity advantage is to employ frequency hopping or spread­
spectrum techniques.13 This would eliminate the retransmission prob­
lem of space diversity but with possible reduction in capacity. An 
interesting possibility would be to combine space diversity with spread 
spectrum, using space-diversity mobile reception (because satellite 
power is at a premium) and spread-spectrum mobile transmission to 
combat Rayleigh fading. 

Table II summarizes the per-channel power margins required for 
the various conditions of shadow and multipath fading, as discussed 
previously. We assume that a threshold of 10-3 BER is achieved with 
a calculated signal-to-noise ratio (sin) = 10 dB. This allows 3.1 dB of 
implementation margin for filter and transmission line losses, antenna 
pointing errors, and nonideal detection equipment. The first observa­
tion from this table is that, without diversity, satellite-mobile com-

Table II-Power margin in excess of free space propagation, 
required to overcome shadow fading, and attain BER ~ 10-3 in 

Rayleigh fading 
Margin Above Line-of-Sight (dB) 

Urban Environment Suburban Environment Rural Environment 

Per- 2 8 2 8 2 8 
cent No Branch Branch No Branch Branch No Branch Branch 

Cover- Di- Di- Di- Di- Di- Di- Di- Di- Di-
age versity versity versity versity versity versity versity versity versity 

50% 31 18 13 27 14 9 22 9 4 
90% 41 28 23 33 20 15 25.5 12.5 7.5 
99% 49 36 31 38 25 20 28 15 10 
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munications in dense urban areas is unachievable for the majority of 
locations. However, it is expected that cellular mobile systems will 
handle this traffic anyway. A margin of 15 dB with two-branch 
diversity would provide service to 99 percent of the rural locations, 60 
percent of suburban locations, but only 25 percent of the urban 
locations. 

Using Figs. 2 and 3, together with the link budget calculated in 
Table I, we can estimate quality of service for a given satellite EIRP. 
Table III gives the percentage of rural or suburban locations where 
performance exceeds the given BER for the indicated per-channel 
satellite transmitter power and for mobile systems with three diversity 
branches. Having only two diversity branches would increase power 
requirements by 3 to 5 dB, while having four diversity branches would 
lower the transmitter requirement by 2 to 3 dB, depending on the 
chosen threshold. 

It is clear that typical satellite configurations are severely power 
limited when it comes to providing mobile services. Previously we saw 
that 316 circuits were available when all mobiles are line-of-sight. 
Permitting 15 dB of margin on each circuit reduces the capacity to 
only 10 circuits. Thus, ways of obtaining more EIRP must be found. 

v. ADDITIONAL SATELLITE EIRP 

It appears obvious that an approximate 10-dB signal-strength mar­
gin will be required for any reasonable satellite-mobile system. In 
Section II, calculations showed that 200W of RF power were required 
for 316 channels based on line-of-sight propagation. If only 32 channels 
were used, then an additional 10 dB of radiated power per channel 
would be available. However, cost estimates in this paper's introduc­
tion indicate that this would be almost certainly a cost-ineffective 
approach. On the other hand, the state-of-the-art cannot provide 2 
k W of RF power in a satellite today; thus, we look to other means of 
effecting higher EIRP or its equivalent. 

The question of efficient multiple-channel satellite transmission is 

Table III-System performance for mobiles with three diversity 
branches 

Percentage of Satellite EIRP /Channel 
Locations 

33dBW 38dBW 43dBW WithBER 
Less Than 

Value Rural Suburban Rural Suburban Rural Suburban 
10-1 >99.9 85 >99.9 92 >99.9 98 
10-2 96 45 >99.9 82 >99.9 91 
10-3 50 18 97 50 >99.9 78 
10-4 12 6 82 35 99.7 65 
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very complex. Given a total payload mass for power amplifiers and 
solar cells and batteries, what techniques best satisfy the system 
requirements? When there are only a few channels, a single-amplifier­
per-channel operation is usually the simplest. For a large number of 
channels, the hardware complexity of a multitude of amplifiers and of 
multiplexing these RF signals onto an antenna feed necessitates 
another approach. Multicarrier operation (for analog or digital signals) 
simplifies the satellite tremendously but at a cost of power efficiency 
and potential intermodulation distortion. Transmitting digitally mul­
tiplexed signals from the satellite eliminates intermodulation and 
allows efficient high-power class C amplification, but requires that all 
signals be of the same power and that mobiles have high-speed Time­
Division Multiple Access (TDMA) receivers. These issues as well as 
other transmission-efficient techniques are addressed in the following 
subsections. 

5.1 Power control 

We note that it is wasteful to provide all vehicles with the 10 dB or 
so margin to ensure that most of the vehicles have a signal above 
threshold. After all, some vehicles will be line-of-sight to the satellite 
and require substantially less power than those behind a mountain. 
Ideally, just enough power should be made' available to ensure that 
each vehicle has a signal above threshold. This can be accomplished 
by using the technique illustrated in Fig. 4. The automatic gain-control 
signal is applied to a second transmitter carrying the message from 
the ground to the satellite. For illustration, the circuit is shown in the 

SATELLITE 

BASE MOBILE SYSTEM 

AGC - AUTOMATIC GAIN CONTROL 

Fig. 4-A technique to reduce shadow fading on mobile-satellite paths. 
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satellite, but it could be located at the earth station just as well if the 
satellite amplifier is linear. Because of the path delays, it could take a 
half-second or so to make a power adjustment. Therefore, the tech­
nique can be applied against slowly varying shadowing such has hills 
or large terrain features but not against multipath fading. 

Recent work of Yeh and Schwarz allows us to calculate the total 
power expected from the sum of any number of log-normally distrib­
uted carriers.14 Figure 5 contains plots that show the mean decibel 
value of a log-normal distribution that is derived from the sum of a 
number of log normals with the same mean (0 dB) and standard 
deviations (u = 2.5, 5, 7.5 and 10 dB); these u's correspond roughly to 
rural, suburban, urban, and dense urban environments. For example, 
the resultant of summing 100 carriers whose standard deviations are 
5 dB is (approximately) a log normal whose mean is 22.5 dB. This 
means that providing a total peak RF power that is 22.5 dB above 
that of a single carrier would satisfy the power demand 50 percent of 
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the time when 100 log-normal carriers are individually transmitted. 
Figure 6, similar to Fig. 5, is a plot of the mean plus twice the standard 
deviation of the resultant log normals when a number of identically 
distributed carriers are summed. Permitting an average power of the 
value shown in Fig. 6 reduces to 4.3 percent the time fraction that 
power is not available to meet demand. Compared with the previous 
example of 100 individually transmitted carriers with (1 = 5 dB, the 
peak power must now be 24.5 dB above that for a single carrier, about 
a 2-dB increase. 

To ensure 95.7 -percent coverage assuming a standard deviation of 
5 dB for a single log-normal carrier, requires a margin 10 dB (2(1) 
above its mean. Thus, it appears that transmitting each carrier with 
power just sufficient to overcome the path attenuation results in a 
power savings of about 5.5 dB compared to transmitting all signals 
with power 10 dB above the mean. 
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5.2 Multicarrier considerations 

The calculations above imply that each carrier is transmitted sepa­
rately. Usually it is far more efficient from the point-of-view of 
spacecraft hardware and complexity to combine signals and transmit 
them from a single high-power amplifier rather than employ many 
(hundreds) of low-power amplifiers. Since the signals add in voltage, 
the peak power requirement will be considerably above the average; 
and since amplifiers are not ideal, intermodulation results. Calcula­
tions of intermodulation distortion for the case of equal-amplitude but 
randomly phased signals for both ideal and typical power amplifiers 
have been made by Saleh.15 Typical results are shown in Fig. 7. To 
achieve the minimum acceptable C/(I + N) of 10 dB requires that the 
average power of an ideal amplifier be "backed off" 3 dB from its peak 
power and that any realistic amplifier be backed off 3.5 dB from its 
peak power point. For more typical operating conditions, C / (I + N» 
15 dB, back-offs would be 5 to 7 dB, depending on the amplifier and 
compensation used. This implies that, even for a power amplifier 
which is 50 percent efficient at saturation when operated in the linear 
region, the dc-to-RF efficiency can only be about 12 percent. Still 
there can be an overall weight savings in the satellite compared to 
using individual amplifiers, but quantitative calculations are beyond 
the scope of these considerations. 

The power back -off numbers cited are calculated for equal-ampli­
tude carriers with random phases. For the mobile-satellite case with 
power control, the carriers have independent randomly distributed 
phases, but the amplitudes are log-normally distributed. Greenstein 
has reasoned that similar results should be expected for this case; 
however, the calculations remain to be done.* 

5.3 Resource sharing and coding 

Resource sharing has been suggested for TDMA systems as a means 
to increase a link margin by nearly 10 dB. The idea is to assign the 
user in a shadow fade a longer time slot, and encode the signal. For 
digital mobile-satellite service, this technique could be considered, but 
for analog modulation its implementation is less obvious. For resource 
sharing to be effective, it is necessary that the majority of mobiles not 
require the use of the additional resource of a coded signal. For a given 
system bandwidth, the cost of resource sharing is a reduction in 

* Simulations of L. Greenstein and A. Saleh have shown that for sample cases with 
as few as 100 log-normal carriers with random phases, the resultant envelope tends to 
be Rayleigh distributed. Thus, at least over time periods where the amplitudes of the 
carriers, and thus the average power, can be considered fixed, the calculated results 
based on equal amplitude carriers should be usable. 
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transmission rate, but at an increase in margin. For 12/14 GHz fixed­
satellite systems, the intent is to apply resource sharing only to those 
stations experiencing rain fading. Even using a rate 1/3 code (i.e., 
three transmitted bits per information bit) for these users, it was 
estimated that the loss in throughput is only a few percent, since very 
few users need resource sharing simultaneously.16 As shown in Fig. 8, 
the throughput drops dramatically when the fraction of simultaneous 
users of resource sharing becomes significant. The curve in Fig. 8 
assumes a fixed total system bandwidth and a rate 1/3 code for users 
of resource sharing. For example, when 10 percent of the users need 
resource sharing, the total number of users decreases by 17 percent 
while, if 50 percent of the users need resource sharing, the system 
capacity drops to 50 percent of the original value. To ensure that at 
anyone time only a small percentage of the mobiles require resource 
sharing implies that the system normally operates with a margin 
somewhat above the median excess path loss. From Fig. 2 we see that 
(depending upon the degree of optimism), providing somewhere be­
tween 6 and 12 dB extra power over free space propagation would 
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ensure that fewer than one third of the mobiles would require resource 
sharing at any given time. The additional margin obtainable from 
resource sharing then can extend the range of coverage from approx­
imately two thirds of all locations to more than 90 percent. As in the 
case of power control, resource sharing cannot be applied instanta­
neously because of the time delays involved from the time measure­
ment to the application of coding. Thus, the application is only for 
cases of slowly varying changes in signal strength. 

The original resource sharing concept assumed that all users shared 
a single wideband channel. Implementation in a frequency-channelized 
system is less straightforward. However, if the system is not bandwidth 
limited, then all channels could use, say, a rate 1/3 code, thereby 
gaining an advantage of roughly 4 dB, plus or minus a decibel, 
depending upon the constraint length of the code and the particular 
implementation of the decoder.17 Since the channel bandwidth is now 
three times wider, the mobile receiver is degraded by -5 dB, thus the 
large apparent gains of resource sharing cannot be realized. 

5.4 Trade-oiis between radiated power and antenna gain 

There are two ways to increase effective radiated power from a 
satellite. The first is simply to increase the transmitter power. The 
second is to increase the antenna gain. Although the techniques are 
equivalent in terms of the radiation to a point on earth, each imple­
mentation has different ramifications. Increasing radiated power is 
relatively straightforward in that the coverage area remains the same, 
and the burden on the satellite is to obtain more dc power through the 
use of more solar cells and to provide more battery power for eclipse 
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operation. Note that the eclipses only occur at night when, presumably, 
usage and power requirements would be greatly reduced. 

Normally the satellite-mobile service would not be a broadcast mode, 
that is, it would not be necessary to talk to more than one mobile 
system over a single channel; therefore, the information to that mobile 
system can be confined to a small antenna beam. Thus, having a large 
number of high-gain beams covering the entire country becomes power 
efficient, since the power is only radiated in the beam intended for 
that mobile. I

,2,5 An additional benefit of spot beams is the possibility 
that the channels can be reused between areas that are spatially 
separated by a few beamwidths. In the case of conventional point-to­
point telephony, demand is spatially nonuniform and highly peaked. 
If such is the case here, the advantages of reuse cannot be fully 
realized. 

In a recent note it is proved for idealized constraints that maximum 
EIRP is obtained when the communications payload of the satellite is 
divided equally between the RF power subsystem and the antenna 
subsystem.I8 Sample calculations indicate that at frequencies above 1 
GHz, multibeam antennas are more effective in increasing EIRP 
compared to using United States coverage antennas and high-power 
amplifiers. Earlier it was stated that a satellite providing 53-dBW 
EIRP (30-dB antenna gain, 200W RF power) could be achieved fairly 
conveniently. With battery backup either reduced or eliminated, 55 
dBW should be attainable in an advanced state-of-the-art satellite 
using a United States coverage antenna. 

Plotted in Fig. 9 are two curves that show EIRP as a function of 
payload mass. The lower curve is for a satellite with a United States 
coverage antenna where EIRP is increased only through increased 
transmitter power. The upper curve is the case where EIRP is maxi­
mized by dividing the payload equally between the antenna and the 
transmitter subsystems. At the point where a satellite with a United 
States coverage antenna provides 55 dBW, the maximum EIRP avail­
able is 58.2 dBW, assuming gain is achieved at 50 times isotropic per 
kg, and RF power is produced at 2.5 W /kg.* Under these conditions 
the antenna would weigh 73 kg and have a gain of 35.5 dB, implying 
three or four zone beam coverage of the United States, and a total RF 
power of approximately 180W would be transmitted. 

Use of spot beams for EIRPs near 55 dB can generate an EIRP 
increase of about 3 dB. At 900 MHz the antenna diameter is already 

* The units here are somewhat unusual, but for a given frequency, antenna gain is 
proportional to the antenna surface area that weighs so many kg/m2. Likewise, power 
is derived from solar cells producing so many watts/kg. Thus, both antenna gain and 
RF power can be expressed as functions of mass. 
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around 8m to provide a gain of 35.5 dB. For large payload satellites 
with EIRPs of 65 dBW, over 3 kW of RF power would have to be 
transmitted if United States coverage antennas were used, while use 
of a spot beam antenna with maximized EIRP permits 65 dBW of 
radiated power with one quarter the payload mass. Still, the required 
payload mass is 300 kg, twice the size of most current-day satellites. 

5.5 Source coding and narrowband modulation 

Although obvious, it should be mentioned that employing narrower 
band channels improves the predetection CNR. Although modulations 
such as companded Single-Sideband (SSB) have been demonstrated, 
their performance in multipath environments will be degraded. Like­
wise, low-bit-rate voice coders (10 kb/s) may provide reasonable voice 
quality, but such coders are complex, and whether acceptable perform­
ance can be achieved with channel errors is not known. However, 
since the prospects for compatibility of satellite transmission with 
present-day land-mobile radio look dismal, the possibility of using 
other techniques to gain perhaps as much as 6 dB in link budget 
compared to analog FM need to be investigated further. 

5.6 Summary of possible improvements in link budget 

Since it is envisioned that much more than a thousand channels are 
necessary for any practical system, the single-amplifier-per-channel 
approach is not feasible. The next most straightforward technique is 
to use multiple carriers on a single (or few) wideband channel. This 
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does not rule out compatibility with FM cellular systems, but major 
system problems remain. 

Multicarrier operation should result in increased payload, and thus 
higher potential EIRP, but actual increases are difficult to calculate. 
Back-off can be eliminated if the downlink signals are digital and 
multiplexed onto a single carrier; however, downlink power control 
cannot be achieved under this condition. Mobiles would require TDMA 
receivers, and for bandwidths greater than 1 MHz, reception may be 
impaired by multipath propagation. 

Table IV lists techniques that can potentially increase or decrease 
effective radiated power. For cellular-like service using a present-day 
satellite, techniques D, E, F, and G can be applied, yielding possible 
increases in EIRP from 0 to 8 dB. With SSB an additional 6 dB 
advantage may be possible (Item C). With digital modulation Item A 
is added and B replaces C, for a link-budget gain of 3 to 15 dB. With 
digital multiplexing, D and E are eliminated and H can replace A, for 
possible link-budget increases of 11 to 19 dB. Finally, using more 
diversity elements (Item I) helps the link budget significantly, espe­
cially at low BER. 

VI. CAPACITY CALCULATIONS 

Satellite design is very complex, and no claim is made that actual 
satellites can be designed with the calculated capacities. Rather, the 
purpose here is to determine the effect in a general sense to some of 
the many options available. To that end, we make the simplifying 
assumption that changes in capacity are proportional to changes in 
effective radiated power. Thus when bandwidth is not a constraining 
factor, the number of circuits is determined by the simple relationship, 

C = C{JI0(Ch 1~ M), 

where C{J is the baseline capacity calculated in on a line-of-sight basis 

Table IV-Possible improvements in link budget 
Technique 

A Channel coding (Sec. 5.3) 
B Source coding (Sec 5.5) 
C Modulation (receiver bandwidth) (Sec 5.5) 
D Power control on each channel (Sec. 5.1) 
E Back-off loss (Sec. 5.2) 
F Maximize EIRP (Sec. 5.4) 
G Reduced battery for eclipse (Sec. 5.4) 
H Resource sharing (Sec. 5.3) 
I Diversity elements (3 to 8) (compared to 2) (Sec. 4.0) 
J Double-size payload (Sec. 5.4) 
K Four-times payload (Sec. 5.4) 

dB Increase 

2 to 4 
1 to 3 
3 to 6 
3 to 5 

-7 to -4 
2 to 4 
2 to 3 
6 to 9 
5 to 8 
3 to 6 
6 to 12 
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in Section II, GL are the gains in the link budget discussed in Section 
V, and M is the margin determined in Section III for a given grade of 
service and terrain type. 

For example, assume a rather low grade of service with only a 7-dB 
margin. Combine this with the most optimistic link-budget gain of 19 
dB. Then the possible number of circuits is 316 X 101.2 = 5008, and a 
300-MHz spectrum allocation would be required. More realistically, a 
10-dB improvement in the link budget might be obtained for a specially 
designed satellite system not compatible with current cellular systems. 
On the other hand a 10-dB margin is almost essential for good service. 
Taken together the 10-dB improvement is offset by a 10-dB margin 
and the capacity calculates to the baseline value of about 300 circuits. 

VII. DISCUSSION AND CONCLUSIONS 

It should be noted that use of diversity and tolerance of more bit 
errors can lower margin requirements significantly. For example, from 
Fig. 3 we see that, at 10-3 BER, going from two to four diversity 
elements reduces the margin requirement by 7 dB. Also, using two­
branch diversity, but setting the system threshold at 10-2 BER instead 
of 10-3 BER, reduces the system margin by over 5 dB. The combination 
of the four-branch diversity at 10-2 BER threshold permits a 9~dB 
reduction in satellite EIRP compared to two-branch diversity and a 
10-3 BER threshold. If this power savings could be directly traded for 
capacity, then eight times the number of circuits could be achieved. 
Downsizing the baseline calculations for low-bandwidth applications 
such as paging or emergency telephony is also possible. 

As noted in Table IV, there is the potential of economy of scale. 
Satellite costs tend to run nearly linearly with weight19, but EIRP can 
increase with the square of satellite mass;18 and provided there are no 
bandwidth constraints, channel capacity can increase in direct pro­
portion to EIRP. Thus, for satellites of twice the size (and at least 
twice the cost) four times as many circuits are obtained. In-orbit 
satellite mass as high as 5,000 kg are envisioned using the shuttle/ 
Centaur. This represents a factor of 5 to 10 compared to present-day 
technology and suggests that future land-mobile service via satellite 
could become attractive. Trading power for capacity comes at the 
expense of bandwidth, a very precious commodity. On the other hand, 
terrestrial cellular systems will reuse frequencies hundreds of times 
nationwide. Making satellite-mobile systems spectrally efficient 
through the use of multibeam satellite antennas that can reuse fre­
quencies is a tremendous technical challenge. Mile-diameter antennas 
are needed to get cell sizes comparable to terrestrial radio systems. 

For service to aircraft, a 6-dB antenna gain for an aircraft in level 
flight seems reasonable, thus, line-of-sight capacity numbers apply 
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directly. For service to residences, an antenna gain of 16 dB is readily 
obtainable using a I-m dish. Assuming there is a line-of-sight path 
and that there is sufficient bandwidth available, about 3000 circuits 
should be obtainable with present-day satellite capabilities, before 
power limitations become constraining. 

Finally, it is safe to conclude that (1) cellular-compatible satellite­
mobile systems are highly unlikely to be developed in the near future, 
(2) systems with modest-coverage objectives using enhanced-capability 
satellites and high-performance mobile sets look marginally attractive, 
and (3) very large satellites offer a possibility for mobile systems, in 
the long-term. 
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A pattern matching approach is proposed for coding of two-level pictures. 
Patterns, which are either symbols such as characters, or fractions of black 
regions, such as line segments, are extracted from the facsimile. They are 
compared and matched to already transmitted patterns, called library patterns. 
If a correct match is detected, only the position of the pattern and the 
identification of the matching library pattern are transmitted. If a pattern 
does not match any library pattern, it is added to the library and its binary 
description is transmitted. Compared to conventional two-dimensional codes, 
the compression is often doubled and is sometimes 4.5 times higher. Compared 
to a symbol-matching coding technique,2 the compression has increased by 20 
to 80 percent, depending upon the document. 

I. INTRODUCTION 

Conventional two-level picture coding techniques are based on the 
statistical dependence between neighboring picture elements (pels).1 
The calculation of entropies, according to a local source model, gives 
the maximum achievable bit rates. Run length or predictive coding 
techniques or a combination of them takes advantage of the statistical 
dependence between neighboring pels and leads to bit rates close to 
the entropy. Each exploits what can be called the microscopic (pel) 
properties of a facsimile. 

Pattern-recognition coding techniques exploit macroscopic proper-
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ties of the f~csimiles. The image source is a source of patterns such as 
characters, lines, and black spaces. We can code the facsimile more 
efficiently, since the description is closer to the perceptual level. We 
can consider two kinds of pattern-recognition coding techniques. The 
first technique is pattern (or image) understanding. It recognizes a 
certain pattern, for example a letter, that possibly includes some font 
information. The second technique is pattern matching. Here, a pat­
tern is not recognized, but is simply matched with already transmitted 
patterns, and if a correct match is detected, it is replaced by the 
matching pattern. It does not use the image-understanding level. The 
image-understanding approach has the potential advantage of a very 
high compression, but the often important aesthetic details of the 
documents can be lost, and there is a risk of errors at the present level 
of such techniques. The matching approach yields lower compression, 
but keeps more of the original pictorial information. There are also 
lower risks of errors, since matching allows only slight modifications 
in the pattern shapes. Naturally, neither of the pattern-recognition 
techniques is lossless, since they modify the picture content. 

Ascher and Nagy3 and Pratt et al.2 have already proposed facsimile 
coding techniques using matching techniques. In the system presented 
here, not only the symbols, as in Pratt's case, but also graphical 
elements such as line segments and black regions are matched. The 
patterns are efficiently coded and updated, leading to significantly 
higher compressions. 

II. SYSTEM DESCRIPTION 

Figure 1 shows the block diagram of the system. The pattern locator 
examines the facsimile line by line. When it locates a black pel, the 
pattern isolator picks up a pattern. The pattern is either a symbol 
(defined as a set of black pels completely surrounded by white pels) 
or, when no symbol can be extracted, a fraction of the black region. 
Therefore, contrary to Ref. 2, there is no residue to be coded, since all 
black pels belong to a pattern. 

The matcher makes a template matching of the incoming pattern, 
with existing library patterns to determine whether the incoming 
pattern is similar to an already transmitted pattern. The system 
screens the library patterns to reduce the time-consuming template 
matching. Thus, we consider only the patterns that might match the 
incoming pattern. We screen by comparing features of the library 
patterns with those of the incoming pattern. We apply a very efficient 
and simple two-pass screening. If a correct match is detected, the 
matcher sends the information about the position of the pattern and 
its library identification to the coder. If no match has occurred, the 
incoming pattern is added to the pattern library. The pattern library 
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is empty at the beginning of the coding and is gradually built up by 
the incoming library patterns. The matcher then also sends the infor­
mation about the position and description of the new library patterns 
to the coder. 

A library update and management unit takes care of the addition 
and deletion of library patterns and organizes them for the quickest 
possible match and most efficient coding. All the patterns isolated 
along one line are stored in the coder. When the end of the line is 
reached, we sort the patterns, which allows a more efficient coding. 

III. LOCATION AND ISOLATION OF PATTERNS 

Patterns, in the present context, are the primitive elements of the 
coding process. They are isolated, and sent to the matching block 
sequentially, in a raster order. We distinguish two classes of patterns, 
relative to a square window of a predetermined size, W. 

1. A symbol is defined as a connected region consisting of black pels 
and completely surrounded by white pels, such that it can completely 
fit into the window. 

2. A nonsymbol is defined as a windowed portion of a black con­
nected region that is larger than the window. 

Usually, characters and small graphics elements can be represented 
as symbols, while lines and larger figures can be decomposed into 
nonsymbols. The decomposed figures can be later reconstructed by 
taking the union of the nonsymbols. The nonsymbols do not have to 
be disjoint, and a better compression may sometimes result from a 
decomposition into overlapping symbols. 

Decomposing large figures into nonsymbols allows us to use match­
ing techniques to compress graphical information, as well as text. A 
figure can be decomposed in many ways, and the compression that 
results from grouping similar nonsymbols usually depends on the 
decomposition. The final compression, or the number of different 
classes of nonsymbols, can be used as a measure of quality of the 
decomposition, and one may try to find the best decomposition in 
respect to such measures. Finding the optimal decomposition, however, 
may be computationally quite complex (we do not know of any related 
study) and it would certainly require many passes through a figure. At 
present, we use a one-pass isolation procedure, which allows us to 
keep the computation within reasonable bounds. 

The isolation procedure repeatedly isolates and removes the upper­
left portion of a black region, up to a maximum size allowed by the 
window. If the isolated pattern has no black pel extensions, then it is 
a symbol; otherwise it is a nonsymbol. 

The isolation algorithm operates on a two-dimensional one-bit array 
containing the original picture. The picture memory is scanned line 
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by line from the upper-left element. When a black pel is found, the 
procedure attempts to trace the boundary of a black region, clockwise. 
The tracing algorithm is a standard one; however, we describe it here 
for further reference. Let us call the first black pel (XI,yI). The 
neighbors (adjacent pels in eight directions of (XI,yI) are being exam­
ined, beginning at (XI+ 1,YI) and searching clockwise around (XI,yI) up 
to (xl-1,y1+ 1). If a black pel is found, it becomes the second pel of 
the contour - (X2,y2); otherwise (XI,yI) is erased from the picture 
memory (single pels are neglected) and the scan continues. Each 
subsequent pel of the contour is found by searching around the current 
pel (Xi,yi), beginning two steps clockwise from the previous pel 
(Xi-hYi-l) (Fig. 2). The contour trace ends when it returns to the first 
pel in such a way that the next pel would by (X2,y2). The tracing 
algorithm checks for the limits of the picture array and it maintains a 
window. Pels beyond the limits of the picture array and those outside 
of the current window are always treated as white (0 valued). The 
purpose of the window is to restrict the maximal size of isolated 
pattern to W X W. The window is initially set to a size 2 W X W, and 
positioned in such a way that (XI,yI) is in the center of its upper edge. 
When the traced part of the boundary reaches a width of W, the 
window is reset to a size W X W, and it is placed over the boundary 
part that has been traced, such that (XlYI) is still at the upper edge of 
the window (Fig. 3). 

The tracing of the boundary is recorded in a two-dimensional one­
bit array S in the following way. When the search around the current 
boundary pel (Xi,yi) goes past the pel (Xi+ 1,Yi), a 1 is put in S(Xi+ 1,Yi). 
If the search goes past the element (xi-1,yi) then a 1 is put in S(Xi,yi). 
All the elements of S are initially set to o. The information in S (Fig. 
4), after the trace termination, completely represents the boundary (it 
is a form of run -length code). The pattern now can be isolated by 
copying and erasing the portion of the picture that is enclosed by the 
boundary (including the boundary). This is accomplished using the 
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Fig. 4-Contour encoding in array S. 

information in the array 8. For any row of 8, let 81, 8 2 • •• 8n be the 
position (x-coordinates) of I-valued elements in a row. The number n 
is always even, which is a property of the boundary encoding that we 
use. For every row of 8, the pixels of a corresponding row of the picture 
memory between 8 1 and 82,83 and 84, etc., are copied to another array, 
and set to 0 in the picture memory, including 81,83 ••• and excluding 
82,84, ••• • The pattern is now isolated and erased from the picture 
memory. While the isolation algorithm described above always works 
correctly, i.e., it isolates symbols and completely decomposes large 
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figures into nonsymbols, it does not attempt in any way to optimize 
the decomposition, so the results are not always pleasing. 

To improve the decomposition in cases commonly occurring in 
graphics, we have added two extensions to the basic isolation scheme: 

1. L-pattern suppression 
L-pattern suppression improves the segmentation of large blobs that 

otherwise may generate many dissimilar nonsymbols (Fig. 5). This 
extension is implemented in the tracing phase of the isolation algo­
rithm as follows: If the beginning part of the traced boundary goes 
straight down from either first or second pel over more than k (cur­
rently k = 10) pels, then an attempt to turn immediately to the right 
resets the lower edge of the window to the last pel before the right 
turn, so the boundary is forced to turn left (see Fig. 6). 

2. Cross decomposition 
If the isolated pattern can be represented as an intersection of a 

horizontal and a vertical line segment (a cross), then each segment 
becomes a separate pattern. This is implemented by comparing each 
isolated pattern (with the matching technique described in Section 4) 
to a cross formed by secting this pattern with vertical and horizontal 
lines one pel from the edges of the final window (Fig. 7). If a sufficiently 
close match is found, then one of the line segments from the cross is 

(a) (b) 

Fig.5-Improvement in segmentation due to L-pattern suppression. (a) Before 
suppression. (b) After suppression. 

MORE THAN k PIXELS 

Fig. 6-L-pattern suppression. When tracing reaches the corner, it is forced to follow 
the dashed line. 
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returned to the picture memory, while the other replaces the isolated 
pattern. This extension reduces the number of patterns generated by 
line crossings in grids and tables (Fig. 8). 

The basic isolation algorithm is similar to the region extraction 
method of Dudani4

, but in contrast to the latter it does not need to 
store and process a list of boundary points, and it extracts regions 
containing holes in one pass. This algorithm can be shown to work 
correctly in every case and it is well suitable for a hardware imple­
mentation. The extensions of the basic algorithm are heuristic in 
nature, but they improve considerably the decomposition of large 
regions. Examples of such improvements are shown in Fig. 5 and 8. 
Additional improvements may be possible at some increase of the 
computational cost. 

IV. MATCHING 

The matching includes all the processes necessary to know whether 
an incoming pattern matches any of the library patterns. In this 
system, we divide the matching into three parts. 

1. The screening unit makes a selection of the library patterns, and 

(a) (b) 

Fig. 7-Forming an intersection pattern. 

T -t- -+ ~+ 
(a) 

(b) 

Fig.8-Patterns resulting from grid segmentation. (a) Before cross decomposition. 
(b) After cross decomposition. 
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directs for template matching only those library patterns that might 
match. 

2. The template matcher creates a new binary picture called error 
picture, containing black pels or 1's in the locations where the two 
template-matched patterns are dissimilar. 

3. The matching decision process uses the error pictures and other 
information to decide whether a correct match has occurred. 

4.1 Screening 

The purpose of the screening is to reduce the time-consuming task 
of the matcher. It should direct to the template matcher only the 
library patterns that might match the incoming (unknown) pattern. 
The screening is obtained by measuring some characteristics of the 
patterns, called features, and comparing them. The features must be 
easy to compute and compare, and also must form an easily classifiable 
space. The digitization of a facsimile adds much noise to a pattern. To 
get an efficient screening, the features must also be relatively noise 
independent. Four features were chosen for the screening. Two of 
them are obvious: the pattern length and the pattern height. The two 
others are the number of horizontal and the number of vertical white 
runs enclosed in the pattern. They are characteristics of the inside of 
a pattern, separating, for example, c from e or o. The chosen features 
are shown in Fig. 9. The straightforward feature "number of black 
pels" was found to be of little use because of its high variability and 
dependency upon the other features. 

The screening process also must decide in which order to send the 
library patterns to the matcher. The most probable match should be 
sent first, to reduce the number of matches. The probability of a match 
between patterns depends not only on the similarity of their features, 
but also on the probability of occurrence of a library pattern. For 
example, an incoming pattern having the same feature distance to an 
o and a Q is much more likely to match the 0 than the Q since 0 is 
much more frequent than Q. The screening takes into account both 
the feature similarity and the probability of occurrence of a library 
pattern. We consider the probability of occurrence by sorting the 
library patterns according to the number of times they have matched 
(see Section 5.2.1). We take the feature distance into account by 
allowing for each feature only a fixed margin between the two patterns. 
The margin must be wide enough not to preclude any correct match 
and tight enough to reduce the number of template matches. A two­
pass screening was found very efficient. In the first screening, only 
library patterns with features very similar to those of the incoming 
patterns are sent to the template matcher. A second, much looser, 
screening is applied only in the few cases where no match occurred. 
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PATTERN 
HEIGHT = 15 

I J 

L------PATTERN LENGTH = 15------J 

Fig.9-Features chosen for screening. Horizontal lines indicate which runs are 
included in count of horizontal runs. Vertical lines indicate which runs are included in 
count of vertical runs. Horizontal run count is six and vertical run count 15. 

The screening and the sorting are very efficient in reducing the number 
of matches. For example, for a typewritten document, the average 
number of matches per incoming pattern is reduced to 2.5, compared 
to 25 without screening and sorting. 

4.2 Template matching 

The template matcher creates a new picture called error picture, 
which contains 1's in the locations where the two patterns are differ­
ent. The error picture is obtained simply by superimposing the two 
patterns and making "exclusive or" of the corresponding pels. Figure 
10 is an example of matching two patterns of the same character, 
while Fig. 11 shows the matching of two unlike patterns. Two patterns 
are always matched nine times, allowing the displacement of one 
pattern compared to the other by ± 1 in both the horizontal and 
vertical directions. 

4.3 Matching decision 

The matching decision unit must process the error picture to detect 
whether there is a correct match, and to decide which relative position 
of the library pattern gives the best match. 

The straightforward approach is to count the number of errors (or 
l's) in the error picture and to threshold it to make the decision. Such 
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Fig. 10-Template matching of two similar patterns, with (a) and (b) original patterns 
and (c) error picture. 

(a) (b) (c) 

Fig. ll-Template matching of two different patterns, with (a) and (b) original 
pattern and (c) error picture. 

a technique would lead to many mismatches or many undetected 
matches, since, as shown in Ref. 2, the error count for two patterns 
corresponding to the same character is sometimes higher than the 
count for two patterns corresponding to different characters. This is 
caused by the digitization noise. Figure 10 shows that the template 
matching of two patterns of the same character gives relatively ran­
domly distributed errors. Figure 11 shows that in the case of patterns 
of different characters, a cluster of errors appears where there are 
morphological differences between patterns. 

As Ref. 2 shows, we could apply a weighted error count where the 
weight of an error is equal to the number of error pels among its eight 
neighbors. Single errors are erased and the maximum weight is eight. 
Figure 12 gives the weighted error pictures from the error pictures of 
Figs. 10 and 11. The weighted error count is not sufficient for the 
matching decision, as shown by Fig. 13. We must look at local error 
patterns to make the decision. The reason is that it is the local 
characteristics of the pattern that indicate whether two patterns are 
the same. Therefore, any decision made upon a count or integration 
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Fig. 12-Weighted error pictures. (a) Weighted error count is 18 in Fig. 10 and (b) 
144 in Fig. 11. 
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Fig. 13-A weighted error count matching criterion lead to a mismatch, with (a) and 
(b) original patterns, and (c) weighted error picture. 

may be incorrect. The matching decision described below uses only 
local measures and is also made locally with the simple rule that the 
match is considered correct if no local rejections are detected during a 
template matching. 

The following rule of decision is made. A match is rejected if: 
Condition 1: An error pel has a weight of 4 or more, or 
Condition 2: (a) an error pel has a weight of 2 or more, (b) at least 

two of its neighboring error pels are not connected, and (c) one of the 
two pels from the patterns used to obtain the error pel has a weight 
of 0 or 8 (corresponding to 0 or 8 surrounding black pels). 

Most mismatches are detected by Condition 1, but Condition 2 is 
necessary in order to reject, for example, the possible match of an e 
and a c shown in Fig. 13. It is easy to see that Condition 2a is not 
necessary since it is included in 2b, but Condition 2a reduces the 
computation. 

With these matching criterion, no visible mismatches have been 
detected, except slight distortion in line drawings. It is important to 
notice that a rejection can often be detected after processing a small . 
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fraction of the error picture. A matching decision made at the same 
time as the template matching would lead to an early abortion of 
template matchings and thus reduce the computation. 

When a correct match is detected, several relative positions some­
times give a correct match. The chosen relative position will be the 
one with the lowest error count. The best relative position will decide 
where the library pattern will be put to replace the incoming pattern. 

v. CODING 

Contrary to many conventional facsimile coding techniques, we 
must code several different kinds of events and design several separate 
code books. The code for a pattern includes the position and the 
description of the pattern. The description is usually its library iden­
tification' or in the case of a new pattern, its complete description. 
The coding procedure is described here for the size of the International 
Telegraph and Telephone Consulative Committee (CCITT) test fac­
similes having 1728 pels per line and 2376 lines, but it can easily be 
modified for other cases. 

5.1 Coding of the position of the pattern 

To obtain a good-quality reproduction with pattern matching, we 
must position the patterns accurately. Considering the CCITT test 
documents, 23 bits are necessary for an absolute fixed length coding 
(11 bits horizontally, 12 bits vertically). We choose to transmit the 
horizontal position uncoded (11 bits) because variable-length run­
length coding would lead only to slightly smaller coding length (typi­
cally 1 to 1.5 less bits/pattern) since the horizontal distance between 
patterns is large. Also since the absolute horizontal position is coded, 
the patterns can be transmitted in a nonsequential order, which, as 
shown later, leads to a significant decrease in the average coding 
length for the library identification code words. It should be noted 
that with 1728 pels/line and an II-bit code word, the code words 
starting with 111 are not used and therefore can be used as special 
code words. 

We code the vertical position of the patterns in the following way: 
1. A mode bit is sent at the beginning of each line to indicate 

whether there are any patterns starting on that line. 
2. If there are no patterns on the line, operation 1 is repeated on 

next line. 
3. If there are patterns on a line, they are all coded. The special 

horizontal code word 111 indicates that there are no more patterns on 
the line and that the next line can be considered. 

4. When a pattern is replaced by a library pattern, the position of 
the library pattern might be moved up or down by one line. Therefore, 
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after the library identification has been coded, the code words 10 and 
11 are used to position the library pattern up or down, while code word 
o is used to indicate no vertical displacement. No vertical displacement 
code word is sent with a new library pattern, since there are no changes 
in vertical position. 

Figure 14 shows examples of the message format for the pattern 
positioning. 

5.2 Coding of the pattern identification 

The coder must send a pattern identification word with each pattern. 
We can transmit the pattern number uncoded. It requires, for example, 
seven bits in the case of a library size of 128 and nine bits in the case 
of a library size of 512. The coding procedure used here will lead to an 
average coding length of the pattern identification of fewer than five 
bits/pattern. It will be obtained by a continuous library updating and 
by variable-length coding. 

5.2.1 Library updating and management 

The library management and updating is done for the following 
purposes: 

1. Accept new library patterns, and if necessary, delete a seldom 
used library pattern to make room for the new one. 

2. Organize the library for the fastest match, taking into account 
the screening and matching procedures. 

3. Organize the library for minimum average library identification 
coding length. 

All three require the same processing: to keep track of the number 
of times each library pattern is used. By ordering the library pattern 
in order of decreasing usage, the correct match will be obtained rapidly, 

101°11[°:0:°:1:1:1:°:°:1:1:1) 1010 11111110 ° 
'~--~+ • + ~ I ~'------r---"'--,---/''-------'-I --~ 

DATA FOR I \ \ HORIZONTAL POSITION LIBRARY \, HORIZONTAL POSITION 
PREVIOUS \ \ \ OF PATTERN 1 IDENTIFICATION', OF PATTERN 2 

LINES \ \ , " 
, PATTERNS ON THIS LINE VERTICAL 

\ 'NO PATTERNS ON THIS LINE DISPLACEMENT 
'NO PATTERNS ON THIS LINE OF PATTERN 1 

_____ -' 1 : 1 : 1 I ~ ___ _ 
, / '------/ " I I" 

LIBRARY NO MORE ' __ NO PATTERNS 
IDENTIFICATION PATTERNS ON NEXT LINE 

ON LINE 

Fig. 14-Coding of positions of patterns. Two lines have no patterns, then a line has 
three patterns; the first on position 231 is replaced by a library pattern, the second on 
position 1532 is a new library pattern, There are no patterns on next line. 
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since the most used library patterns will be accessed first. An efficient 
coding of the patterns' identification is obtained by giving short code 
words to the first patterns in the list. The last pattern in the list, 
which is one of the least used patterns, can be deleted to make room 
for a new one. 

The updating must be deterministic and use no future information, 
since the receiver must make the same updating to decode correctly. 

The updating rule of the patterns in the library is as follows: 
1. When a pattern matches a library pattern number K, that library 

pattern is moved to number K/2 and all the pattern numbers from K/ 
2 to K -1 are increased by 1. 

2. When a new pattern is added to the library, it gets number N /2 
where N is the total number of library patterns. The patterns with 
numbers from N /2 to N will be increased by 1, and if N is equal to 
the maximum number of library patterns M, the library pattern with 
number N + 1 is dropped. 

This updating procedure was found to efficiently give low identifi­
cation numbers to often used patterns and high numbers to seldom 
used patterns. If M is the maximum number of library patterns, it 
guarantees that a new library pattern will stay in library for at least 
M/2 matches, but generally for many more. 

5.2.2 Pattern identification coding table 

The pattern identification coding table includes two special code 
words: "new pattern" and "same pattern." They are added to increase 
the coding efficiency. The "new pattern" code word is chosen because 
it is not necessary for a new library pattern to send an identification 
number, since the decoder uses the same rule as the coder to assign 
the identification number to the new pattern. The "same pattern" 
code word indicates that the transmitted pattern is the same as the 
previously transmitted pattern. It is useful particularly for typewritten 
text where the line-by-line search for a pattern often detects the same 
pattern (character). 

The coding table for the pattern identification is given in Table I 
for a pattern library with a maximum of 512 patterns. 

This code leads to an average library identification length of fewer 
than seven, compared to nine with a fixed-length code. The next 
section shows a more efficient coding procedure. 

5.2.3 Pattern identification coding by sorting 

Since an absolute code gives the horizontal position of a pattern, it 
is possible to transmit the patterns detected along a line in any order. 
The only condition is that the library updating be done at the end of 
the line. The average coding length of the library identification is 
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Table I-Coding table for identification of library patterns 

Symbol 

Same pattern 
Library pattern 1-16 
New pattern 
Library pattern 17-32 
Library pattern 33-64 
Library pattern 65-128 
Library pattern 129-512 

Code Word 

000 
lXXXX 
00100 
010XXXX 
0011XXXXX 
00101XXXXXX 
011XXXXXXXXX 

Code Word 
Length 

3 
5 
5 
7 
9 

11 
12 

reduced to fewer than five bits, by sorting the patterns on a line 
according to their library number. That is because: 

1. Many of the patterns are the same. 
2. The library pattern identification number is run-length coded 

(only the increase compared to the previous identification number is 
coded). 

3. The new library patterns are sent at the end of the line; therefore, 
the new pattern code word is sent only once, since any more patterns 
are automatically new patterns. 

This can be illustrated by an example. Let a line have the following 
pattern: pattern 23, new pattern; pattern 28, same; pattern 23, new 
pattern. By looking at Table I, the coding length is 7 + 5 + 7 + 3 + 7 
+ 5 = 34 bits. With sorting, the patterns become: pattern 23, same; 
pattern 28, same; new pattern; new pattern. The coding length is 7 + 
3 + 5 + 3 + 5 + 0 = 23 bits. It should be noted in this example that 
pattern 28 is coded as pattern 5 since only the increase in identification 
number compared to the previous pattern is coded. 

The library updating is done at the end of each line. This creates 
problems when accepting new library patterns. They must be added 
immediately to the top of the library, since the position of the other 
patterns should not be changed. It is also not possible to delete patterns 
to make room for the new ones. For that reason, before scanning a 
line, enough library patterns should be deleted to avoid an overflow of 
the pattern library. 

5.3 Coding of the library pattern description 

The size of a pattern is limited to 32 X 32 bits. The description 
starts with a 5-bit word, which indicates the height, H, of a pattern in 
binary. The length of a pattern is extended to 32 pels by filling the 
right end with O's. Therefore, there are 32 x H pels to code. For coding 
efficiency, one white pel (0) is added at the beginning. A coding line 
is made of the 32 x H + 1 pels considered in the raster scan order. 
The reference line is similar to the coded line except that all the pels 
are shifted to the right by 32 pels (one line). Therefore, a line is coded 
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using the previous line as the reference. The line is then coded by the 
CCITT two-dimensional code,5 with the only modification that the 
first code word, which is always the horizontal mode code word, is 
deleted, since it doesn't give any information. For coding efficiency, it 
is chosen to allow switching between two modes for the coding of the 
library pattern description. The first mode is as described above and 
called "horizontal coding." The other is called "vertical coding" and is 
the same as above except that the pattern is coded column after 
column from top to bottom. Therefore, in the vertical mode the 
description starts with a 5-bit word indicating the length of a pattern. 
A header bit indicates which mode is chosen, with a 0 for horizontal 
mode and a 1 for vertical mode. We could also code the pattern 
description using a code better matched to the source. This would 
reduce the coding length, but at the expense of requiring a specific 
code in place of a standard code. 

5.4 Coding summary 

The coding procedure can be summarized in the following way: 
1. All the patterns isolated along a scan line are matched. 
2. At the end of the line, the matched patterns are sorted in order 

of increasing pattern identification number. The new library patterns 
are added at the end in sequential order. 

3. The patterns are coded and transmitted with the information 
sent in the following order: 

a. Horizontal position of pattern. 
b. Pattern identification. If it is a new pattern, the identification 

is sent only for the first new pattern on the line. 
c. A 1- or 2-bit code word to specify the vertical shift of a pattern, 

except if it is a new library pattern. 
d. For a new library pattern the following bits are sent: (1) a header 

bit indicating whether the horizontal or vertical coding mode is 
chosen, (2) a 5-bit word indicating the number of lines of the 
pattern to be coded, and (3) the CCITT two-dimensional coding 
of the pattern (see 5.2). 

e. After all patterns on a line have been sent, the special horizontal 
code word 111 indicates the end of the line. 

f. The library update is made according to 5.2.3. The patterns are 
updated in order to increasing identification number. After 
updating, all patterns with a number greater than 480 are 
deleted, thus allowing for at least 32 new library patterns to be 
added on the next line. 

Figure 15 is an example of message transmission. The different code 
words are summarized in Table II. 
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Fig. 15-Message transmission. There are two lines without patterns, next pattern 23 is in position 936, same pattern is in position 1436, pattern 
28 is in position 416, same pattern is in position 1231; two new patterns are in position 249 and 998, and there are no patterns on next line. 



Table II-Description of the code words for pattern matching coding 
Code Definition Word Size 

Mode bit 1 

Horizontal position 11 

No more pattern 3 

Vertical move of pattern 1 or 2 

Library identification code Variable 

Library pattern descrip- 1 
tion header 

Library pattern size 5 
Library pattern descrip- Variable 

tion 

VI. SIMULATION RESULTS 

Description 

Indicates whether there are any patterns on 
the line. 

Gives in binary the absolute position of a 
pattern. 

Indicates that there are no more patterns 
on the line (this code word: 111 is a special 
horizontal position code word). 

Indicates whether the pattern must be 
moved up or down by one line or is not 
moved. 

Defines which library pattern is transmit­
ted. 

Indicates whether the library pattern is 
coded in horizontal or vertical mode. 

Slightly modified CCITT two-dimensional 
code. 

The important criteria are the compression and the quality of the 
received documents. For that purpose, the set of eight CCITT facsimile 
documents are used. Their resolution is 7.7 pels/mm (200 pels/in.) in 
both the horizontal and vertical directions. They have 1728 pels/line 
and 2876 lines. Documents one, two, four and five are shown in Fig. 
16. All eight documents are shown in Ref. 5. For accurate comparison 
with the matching technique by Pratt et al.,2 the simulations were also 
made with an older nonofficial version of the CCITT documents, 
which is similar except each document has 1728 pels/line and 2128 
lines. 

6.1 Facsimile quality 

In order to improve the quality of the decoded picture, a local 
filtering using a 3 x 3 window is applied. In addition, large library 
patterns are slightly expanded on their borders. This operation erases 
artifacts in large black regions. 

The encoding scheme modifies the binary picture. We must there­
fore verify that the alterations are not visible or at least not annoying. 
We can consider three picture alterations: wrong matches, matches 
with a slightly distorted pattern, and wrong positioning. In the case of 
a wrong match, a pattern is replaced by a different pattern. The only 
detected wrong matches are such as between 0 and 0, dot and comma, 
I and 1, which even people cannot recognize correctly without using 
the context. Therefore, it can be considered that the system has 
practically no wrong matches. A match with a slightly distorted pattern 
can occur with characters. A character might match a same character 
of a different font. Or a character might match a same but thinned or 
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THE SIJ~REXE COMPANY LIMIT}~n 

SAPORS LANE • BOOLE • DORSET. BH 25 8 ER 

TBLllMlONB IIOOLB (94513) 51617 • TEI,EX 123456 

Our Ref. 3S0/PJC/EAC 

Dr. P.N. Cundall, 
Hining Surveys Ltd., 
Holroyd Road. 
Reading. 
Berks. 

Dear Pete. 

18th January, 1972. 

Permit me to introduce you to the facility of facsimile 
transmuion. 

In facsimile a photocell is callsed to perform a raster seall over 
the subject copy. The variations of print dr.nr.ity on the document 
cause the photocell to generate an analogolls electrical video signal. 
'Ibis aignal is used to modulate a carrier, which is transmitted to a 
re8)te destination over a radio or cable communications link. 

At the remote terminal, demodulation reeollst ructs the video 
signal. which is used to modulate the density of print produced by a 
printing device. This device is scanning in a raster scan synchronised 
with that at the transmitting terminal. As a lesult, a facsimile 
copy of the subject document is produced. 

Probably you have uses for this facili.ty in your organisation. 

Yours sincerely, 

1Xi. 
P.J. CROSS 
Group Leader .. Facsiruile Research 

(a) 

Fig. 16(a)-Original CCITT document one (first 2000 lines). 

thickened character. Such matches, contrary to wrong matches, are 
tolerable if they don't appear too often. Such distorted matches appear 
when two slightly different fonts are used on a same page or when 
characters of a page come from a low-quality typewriter or scanner. 
The wrong positioning of a pattern decreases the quality of the received 
facsimile. No noticeable wrong positioning for patterns such as char­
acters or other symbols is observed. Some visible wrong positionings 
are observed for nonsymbol patterns such as line segments, where the 
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'Is 

t--_��� ..... -f+v 

-. 

Fig. 16(b)-Original CCITT document two (first 2000 lines). 

successive patterns make the lines slightly jagged. Figure 17 shows the 
same CCITT facsimiles as Fig. 16, but after transmission by pattern 
matching. It can be seen that there are no significant degradations. 
There are some slight irregularities in line drawings, as for example 
in Fig. 17 d. A few distorted matches appear on CCITT document one 
(Fig. 17a). 

6.2 Compression 

To make an accurate comparison with both the symbol matching 
and two-dimensional coding techniques, the coding simulations have 
been made with both the official set of CCITT facsimile documents 
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L'ordrede lancement et de r~alisation des applications fait l'objet de dt'clsionll au plus haut 
niveau de la Direction G('n('rale des T(,l~communicati<lns. n n'est certes pas question de 
construire ce systl'!me int('gr(' "en bloc" mais bien au contraire de proc(,der par ('tapes. par 
pallel'!: succesaifs, Certaines applications. dunt la rcntabilit(' ne pourra (ltre assurt'e. IE 

seront pas entreprises, Actllellement. sur trente applications qui ont pu (ltre globalement 
d(,finies. sixen sont au statle tie l'ell.ploitation. six autres se sont w donner la priorit(' pour 
leur r~alisation. 
Chaque application est I'onfl~ A un "chef cle pI'ojet". r.'lsponsable tluccessivement dc sa 
conception. de son analyse-programn.atlon et de Sl\ mise en oeuvre dans une r('gion-pilote. 
La g('n('ralisation ult('rieure de l'applkation r(,alis~ dans cette r('gion-pilote d('p<'nd des 
r('sultats obtenus et fait l'olJjet d'lInc d(,dsion de la Direction G('n('rale. N('anmoins. Ie 
chef de projet doit d~s le dt'part consid('rcr que son activ1t(' a une vocation national!:! donc 
refuser tout particularisrr,e r~gional, 11 est aid(' d'une ('quipe d'analystes--programmeurs 
et entour(' d'un "groupe de conception" charg(' de rMiger Ie document de "dl!finition des 
objectifs globaux" puis Ie "cahier des charges" de l'application. qUi sont adress('r;; pour aviS 
A tous les services utUisateurs potentiels et aux chefs de projet des autres applications. 
Le groupe de conception comprend 6 A 10 pcrsonncs repr('senta •. t les services les plus 
divers concern('s par Ie projet,et comporte obUgatoirement un bon analyste attachli A l'ap­
plication. 

II - L'IMPLANTATION GEOGRAPlIIQUE D'UN RESEAU INFORMATIQUE PERFORMANT 

L'organlsation de l'entreprlse fran"a.\s~ des t('l('communlcations repose sur l'exilltence de 
20 rllgions. Des calculateurs ont (,t(' impl!lJltlls dans Ie pass(' au moi.ns dans toutes les plus 
importantes. Ontrouve ainsi des machines Bull Gamma 30 A Lyon et Marseille. des GE 425 
A Lille. Bordeaux. Toulouse et Montpellier. un GE 437 A Massy. enfin quelques machines 
Bull 300 TI lL programmes c1bl('s ('taient rlicemment ou sont encore en service dans les 
rllgionsde Nancy. Nantes. Limoges. Poitiers et Rouen ; ce pal'c est cssentiellement utilisli 
pour la comptabUit(' tlilliphonique. 
Al'avenir, sila plupart des fichiers n('cessalres aUlI: applications d('crites plus haut peuvent 
etre glir('s en temps dUflirli. un certain nombl'e d'entre eux devront n('cessairement (ltre ac­
cessibles. vOire mis lL jour en temps r('el : parmi ces dcrnicl't:: Ie fichier commercial des 
abonnlls. Ie fichier des ren'seignementR. Ie flchier des circuits. Ie fichier technique des 
abonn('s contiendront des q'lantitlis con61t1lirables d'infol'mations, 
Le volume total de caract~te6 A g('rer en phase finale SUi" lin ordlnateur ayant en charge 
quelques 500 000 abonn('s a (,tll estim(' A un milliard de ('aract~res au moins, Au moins Ie 
tiers des donnlies seront concern('es par des traitements en temps r('el, 
Aucun des calculateurs linumlir(,s plus haut ne pcrmettait d'envisager de telll traitements, 
L'int('gration progressive de toutes les applications suppose la crliation d 'un support commun 
pour toutes les informations. une vliritable "Banque de donnt'es", rlipartle sur des moyens 
de traitement nationaux et rligionaux. et qui devra rester aliment('e. mise a jour en perma­
nence. A partir de la base de l'entreprise. c'est-a-dire lcs chantiE'rs. les magasills. les 
guichets des services d'abonnement, les services de personnel etc, 
L'litude des difflirents fichiers a constitller a donc parmis de dlifinir les principales cal'ac­
t('ristiques du r('seau d'ordinateul's nuuveaux a mettre en place pour aborder la rlialisation 
du syst~me informatif, L'ohligation de fah-e appel a des ordlnateurs de troisi~me g('nliration. 
trl!s puissants et dot('s de volumineuses m('moires de maflse. a conduit a en reduire substan­
tiellement Ie nombre. 
L'implantation de sept centres de calclIl interrligionaux constituera Ull compromis entre: 
d'unepartle dlisir de rMuire Ie coOt ~"onornique de l'ensernhlc, de faciliter la coordination 
des ('quipes d'informaticiens; et d'l\utre pllrt Ie refus de er~er des centres trop importants 
difficiles fl glirer et A diriger,et plls~nt des pl'obl~mes d~licats de securite, I.e regroupe­
ment des traiternents relaUfs A plusiellrs r('gions sur chacun de ces sept centres permettra 
(:e leur donner une taille relativcment homogime. Chaque centre "gerera" envil'on un mil-

(c) 

Fig. 16(c)-Original CCITT document four (first 2000 lines). 

and a former nonofficial version often used for facsimile compression 
comparisons. Table III gives the coding lengths for the CCITT docu­
ments for the official and nonofficial set of CCITT documents, re­
spectively. They include the code length for the different codes nec­
essary for the pattern matching coding. Table IV gives the compression 
ratio for the same CCITT documents and compares them with the 
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Cda at d'.utlllt plus valable que T /;j at pI". 
~. A c:ct ~ Ia fIIwc 2 rcpRscntc Ia vraie t"OIllte 
donnut 14(f)1 ell Ccmc:tion de/pour lea Vl.leUII numb­
riqUCI indiqdea JlIIC pr6c6dente. 

trl;)!..Bt-t .. ···] 
1----4-------

• I,.AI 

~.-. ---------.-------------

DMa ce cu. Ie ftltre adapt6 pourta etre coustit.x, 
coo'lf'OI'In6mcat 1 Ia fiIure 3, par Ia caac:ade : 

- d'uo ftltre ~ de trailaCert unit6 pour 
/. __ / __ /0+6/ et de transCcrt quasi nul pour 
/ < /. et / > /0 + 61. fil&re no modifiant pas Ia plwe 
des composantl Ie tlavcnant ; 

PIo. ) 

- fllae auin d'U/1C Iiane l retard (LAR) disper­
Ii"" ayant aD temps de propqation de IfOUpe T. 
db:roilll.Dt linWraricot awe Ia Criquen.:e / suivant 
rexpreaion : 

T.- To+(fo-f)L (.vecTo> T) 
/if 

(voir 44), 

(d) 

tellc lillie a retard ut d-.l.!n~ par : 

.= -211: J: Til. d! 

[ lOT]! T /1 'P= -21t To+-- +11:-
AI III 

Et celie phase cst bien I'oppose de Lt/J!.!J, 
a un diphasagc constant pres (sans importance) 
et a un retard To pres (in~vitable). 

Un signal utile S(/) travcrsant un tel liltre adapt~ 
donne 1 la sortie (A un retard To prls et A un d~pha­
sage pres d-: la porteusc) un signal dont la Iransform~ 
de Fourier cst r~lIe. conslanlc entre 10 et 10+AJ. 
ct nulle de part ct d'autre de 10 et de 10 + Il/. c'est· 
l-dire un $ignal de fr~quence port"u~~ 10 + Af72 et 
dont I'envdoppc a la forme indiqu~e 11 la figure 5, 
oil I'on a repr6sentc! simultancment Ie signal S(I). 
ct Ie signal S,(I) correspondant obtenu a la sortie 
du filtre adapt~. On com"rend Ie nom de n!ccpteur 
1 compression d'impulsion donn~ a ce tenre de 
liltre adaptc : la « largcur » (a 3 dB) du signal com· 
prim6 ctant egale a liAr, Ie rapport de compression 

cst de..I....~ TAl 
11M 

1111 

, o,z,. 
- El'IftIICtIped. 

-.-s,ttl 

(_ ..... alll _ 

1---------~--.-.. - . 
-- ---·---t-- .. _~=;:=-l_.'Ii' Ift.,tC~ __ .. ______ .. __ ~-~ -r-

T •• 14.,. 

61. 'MHI 

J .12,. 

FIG • .5 

On saisit physiquement Ie phCnottiene de com· 
prt.ssion en r~aliSl!nt ql!C IOI'(r(!e Ie sienal S(I) entre 
darls la ligne a retard (LAR) la f~quence qui entre 
1a prt!mib-e a I'instant 0 cst la fTi!quen('C basse 10 , 

Fig. 16(d)-Original CCITT document five (first 2000 lines). 

symbol-matching technique of Pratt.et a1.2 and the two-dimensional 
CCITT code. The results are without any synchronization or stuffing 
bits, which is natural since pattern matching coding would be intended 
for future facsimile networks such as group four facsimile machines 
with fewer overhead bits. Therefore, the compressions of the two­
dimensional CCITT code and symbol matching have been corrected 
by deleting the synchronization and stuffing bits and are different 
from their values given in Refs, 2 and 5, 
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• 
THE SLEREX.E COMPANY IJMITED 

SAPORS LANE • BOOLE • DORSET. DH 2S 8 ER 

t1!UIPUONI! .aour (945 13) 51617 • 11!UIX 123456 

Our Ref. 3S0/PJC/EAC 

Dr. P.H. Cundall. 
Mining Surveys Ltd •• 
Holroyd Road. 
Reading. 
Berks. 

Dear Pete. 

18th January. 1972. 

Pendt me to introduce you to the facility of facsimile 
transmiaaion. 

In facsimile a photocell is caused to perform a raster scan over 
the subject copy. The variations of print density on the document 
c&use the photocell to generate an analogous electrical video signal. 
'!'bis signal is used to modulate a carrier. which is transmitted to a 
nmote destination over a radio or cable communications link. 

At the remote terminal. demodulation reconstructs the video 
lignal. which is used to modulate the density of print produced by a 
printing device. This device is scanning in a raster scan synchronised 
with that at the transmitting terminal. As a result. a facsimile 
copy of the subject docunent is produced. 

Probably you have uses for this facility in your organisation. 

Yours sincerely. 

/Xi. 
P.J. CROSS 
Group Leader - Facsimile Research 

(a) 

Fig. 17(a)-Document on (first 2000 lines) after pattern matching (first 2000 lines). 

Very high compressions are obtained-up to BO. The compression 
has often doubled compared to that of the two-dimensional CCITT 
code and is sometimes 4.B times higher. The compression is, depending 
upon the documents, 20 to BO percent higher than the compression 
derived from the symbol matching technique by Pratt et a1.2 More 
detailed comparisons and observations are useful when considering 
the performances of facsimile coding by pattern matching: 

1. An astonishing fact is the difference in compression observed 
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(b) 

Fig. 17(b)-Document two (first 2000 lines) after pattern matching. 

between the old and the official version of the CCITT documents. For 
documents three and five the compressions are nearly twice as high 
for the old version than for the official version. Significant discrep­
ancies are also observed for documents one and eight. This is in spite 
of the fact that old and official documents are the same except that 
they were scanned differently. It can also be noted that for the two­
dimensional CCITT code, the difference in compression is smaller 
than five percent except for document eight, where the difference is 
about 20 percent. It must therefore be concluded that the performances 
of the pattern matching coding techniques are much more dependent 
upon the scanning and binary thresholding. Observing both versions 
of documents three and five, the main difference is that in the official 
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L'ordre de lancement et de r~allsatlon des applications fait 1 'objet de d~cisions au plus haut 
nlveau de la DIrection G~n~rale des T~l~communlcatlons. n n'est certes pas question de 
construire ce syst~me int~gr~ "en bloc" mais bien au contrafre de proc~er par ~tapes, par 
pallers successifs. Certaines applications, dont la rentabi11t~ ne pourra etre assur~e, re 
Berent pas entreprlses. Actuellement, sur trente applications qui ont pu etre globalement 
d~finles, sixen sont au stade de l'exploi~ation, six autres se sont w donner la priorlt~ pour 
leur r~alisation. 
Chaque application est conff~ a un "chef de projet", responsable successivement de sa 
conception, de son analyse-programmation et de sa mise en oeuvre dans une r~gion-pnote. 
La g~~ra1lsation ult~rieure de l'application r~alls~ dans cette r~gion-pUote d~pend des 
rhullats obtenus et fait l'objet d'une d~cision de la Direction GbI~rale. N~oins, Ie 
chef de projet doit dh Ie d~t consld~rer que son activ1t~ a une vocation nation ale donc 
refuser tout particularlsme r~gional. n est aid~ d'une ~uipe d'analystes-programmeurs 
et entour~ d'un "groupe de conception" charg~ de r~diger Ie document de "d~finition des 
objectifs globaux" puis Ie "caMer des charges" de 1 'application, qui sont adress~s pour avis 
1 tous les services utilisateurs potentiels et aUll: chefs de projet des autres applications. 
Le groupe de conception comprend 6 1 10 personnes repr~sentant les services les plus 
divers concern~s par Ie projet,et comporte obligatoirement un bon analyste attacM ll'ap­
plication. 

n - L'IMPLANTATION GEOGRAPHIQUE D'UN RESEAU INFORMATIQUE PERFORMANT 

L'organlsation de l'entreprlse fran~aise des t~l~commun1cations repose sur l'existence de 
20 r~glons. Des calculateurs ont ~t~ implanth dans Ie pass~ au moins dans toutes les plus 
importantes. Ontrouve alnsi des machines Bull Gamma 30 a Lyon et Marseille, des GE 425 
1 Ulle, Bordeaux, Toulouse et Montpellier, un GE 437 a Massy, enfin quelques machines 
Bull 300 TI A programmes clbl~s i!talent r~cemment ou sont encore en service dans les 
ri!pons de Nancy, Nantes, Limoges, Poltlers et Rouen ; ce parc est essentiellement utUlsi! 
pour la comptabll1t~ ti!li!phonique. 
Al'avenlr, slla plupart des fichiers ni!cessaires aux applications di!crltes plus haut peuvent 
etre g~rh en temps diffi!r~, un certain nombre d'entre eux devront n~cessairement etre ac­
cesslbles, voire mls a jour en temps r~l : parmi ces derniers Ie flchler commercial des 
a bonni!s , Ie flchier des ren"selgnements, Ie flchier des circuits, Ie fichier technique des 
abonnh contiendront des quantit~s consid~rables d'informations. 
Le volume total de caract~l'es a gi!rer en phase finale sur un ordlnateur ayant en charge 
quelques 500 000 abonnh a i!ti! estlm~ a un milllard de caract~res au moins. Au moins Ie 
tiers des donn~s seront concern~s par des traitements en temps r~1. 
Aucun des calculateurs ~numi!ri!s plus haut ne permettalt d'envisager de tels traltements. 
L'inti!gration progressive de toutesles applications suppose la cri!ation d'un support commun 
pour toutes les informations, une vi!rltable "Banque de donn~s''. ri!partle sur des moyens 
de traltement natlonaux et ri!gionaux, et qui devra rester allment~e, mfse a jour en perma­
nence, a partir de la base de l'entreprise, c'est-A-dire les chantlers, les magasins, les 
guichets des services d'abonnement, les services de personnel etc. 
L'~de des diff~rents flchiers a constltuer a donc permls de d~finir les principales carac­
ti!ristiques du r~seau d'ordlnateurs nouveaux A mettre en place pour aborder la ri!allsatlon 
du syst~me informatif. L'obllgatlon de fah·e appel a des ordlnateurs de troisi~me gi!n~ration, 
trh puissants et doth de volumlneuses m~moires de masse, a conduIt A en ri!duire substan­
tiellement Ie nombre. 
L'implantatlon de sept centres de calcul Interr~gionaux constituera un compromis entre: 
d'unepartle d~sir de r~uire Ie coOt i!conomlque de l'ensemble. de faciliter la coordination 
des ~ulpes d'lnformaticlens; et d'autre part Ie refus de cr~er des centres trop importants 
difficiles A g~rer et a diriger,et posant des probl~mes d~licats de s~curlt~. Le regroupe­
ment des traitements relatifs a plusieurs ri!gions sur chacun de ces sept centres permettra 
de leur donner une taWe relatlvement homog~ne. Chaque centre "g~rera" environ un mIl-

(c) 

Fig. 17(c)-Document four (first 2000 lines) after pattern matching. 

version, characters are often clustered together, which leads to incor­
rectly (or rather "nonconveniently") isolated characters (as shown in 
Fig. 18a), while for the old version, the characters are rarely clustered 
together. However, sometimes a character in the old version is isolated 
into several patterns because not all its pels are connected (as shown 
in Fig. 18b). The old version of documents three and five should have 
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CeIa cst d'autanl plus vaJable que T 6/ al plus 
In!Dd. A I:Ct ~·Ia fIIure 2 rcpRacnte Ia vraic courbc 
donnanl I~)I CD fonc:tlon de/pour lea WcUl'l num6-
ric;uca indiqu6ea JIIIC pRc6cbte. 

--1 t,a .... Irtrl" J'\J4 I .. ~-

FIOo 2 

Dana cc cu. Ie fiIUe IIdIpU pourra etre constit~ 
cont~t.l \a f\p'c j, pu Ia cucadc : 

- d'UD fit.ro puao-bude de transf'crt unite pour 
10 < 1 < 10 + b.1 ct de trand'crt quasi nul pour 
1 < 10 et 1 > 10 + b./. filtre no modiftant pas la phase 
des composantl Ie tra\U'Wlt ; 

I~I 
- fIltre auivi d'uno Ii;no 1 retard (LAR) disper­

sive l)'IIIt un t=Ipa de propaptlon de p-oupe T. 
d6cl"oiaant linWrcmcnt avec Ia faiquence 1 suivant 
I'expression : 

T. - To+(fo - /).!.. (Ivec To> T) 
AI 

(voir 44), 

(d) 

tcUe lilne 1 retard est donnte par : 

fP- -2x f: T.d/ 

fP- _2x[To+/o!1/+xL../l Ai J A! 

Et ccttc phase est bien I'oppose de L¢{f), 

1 un dephasage constant pr~ (sans importance) 

ct 1 un retard To pr~ (inevitable). 
Un silnal utile Set) traversant un tel filtre adapte 

donne a 1a sortie (& un retard Topr~s et 1 un depha­
sage pRJ de la porteuse) un silnal dont la transformee 
de Fourier est reel\c, constantc enlre 10 ct 10+Af, 
et nulle de part et d'autre de 10 et de 10+Af, c'est­
l-dire un signal de frequence porteuse 10+A1/2 ct 
dont I'envdoppe a Ia forme indiquec 1 la filure 5, 
oil I'on a represcnle simultanemenl Ie sianal Set) 
et Ie sianaJ SI(t) correspondant obtenu & la sortie 
du filtre adapIC. On comprend Ie nom de receptcur 
1 compression d'impulsion donne 1 cc genre dc 
filtre adapte : la 4( largeur » (1 3 dB) du silnaI com­
prime etant epIc 1 lIAr, Ie rapport dc compression 

est de 2:... - TA! 
IIA! 

IIU 

.-________ ..... 1 'IIJ.lr'CI"I 

".14 .... 
a •• SHHr 

, .12.,. 

FIG. S 

On saisit physiqucment Ie phCnomenc de com­
preuion en rCalisant c:ue lorsquc Ic signal Set) entre 
dans la lilllC a rctanI (LAR) la frequence qui entrc 
la premim: & I'installt 0 est la fcCquence bassc 10, 

Fig. 17(d)-Document five (first 2000 lines) after pattern matching. 

more patterns than the official but fewer library patterns_ In fact, old 
CCITT document three has 2199 patterns and 225 library patterns, 
while the official version has 1945 patterns and 551 library patterns_ 
The coding length of a library pattern is much greater (by a factor of 
about 10) than that of a nonlibrary pattern, which explains the 
difference in compression ratios. It can be concluded that pattern 
matching is much more dependent on the scanning quality and the 
thresholding than two-dimensional facsimile codes. 
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Table III-Coding length in bits with pattern matching coding 
(a) CCITT documents (2376 lines, 1728 pels/line) 

CCITT1 CCITT2 CCITT3 CCITT4 CCITT5 CCITT6 

Mode bit 2376 2376 2376 2376 2376 2376 
Horizontal position 11847 8096 21395 46464 23551 15356 
No more pattern 888 1587 2193 1854 2235 1929 
Vertical move of pattern 1114 411 1921 5724 2242 1347 
Library identification code 4895 3749 9458 18584 10848 6426 
Library pattern description 43983 71427 120749 41138 94923 71959 

Total 65103 87646 158092 116140 136175 99393 

(b) Older CCITT documents (same as documents used in Ref. 1) (2128 lines, 1728 pels/line) 

CCITT1 CCITT2 CCITT3 CCITT4 CCITT5 CCITT6 

Mode bit 2128 2128 2128 2128 2128 2128 
Horizontal position 12342 7733 24189 49610 27511 16049 
No more pattern 846 1533 2103 2574 2091 2007 
Vertical move of pattern 1155 463 2448 5726 3028 1411 
Library identification code 4958 3599 11078 21385 11940 6927 
Library pattern description 23254 62825 29368 26700 22441 55077 

Total 44683 78281 71314 108123 69139 83599 

CCITT7 CCITT8 

2376 2376 
36828 31240 
3165 3231 
3427 3642 

19289 13085 
204113 115415 

269198 168989 

CCITT7 CCITT8 

2128 2128 
38566 30635 

3942 3168 
3812 2441 

21842 12773 
155681 122986 
225971 174131 



Table IV-Comparison of compression ratios 
(a) Official CCITT documents (2376 X 1728 pels) 

Picture Pattern Matching 
Two-Dimensional 

CCITT Code 

Increase Versus Two­
Dimensional CCITT 

Code 

CCITT1 
CCITT2 
CCITT3 
CCITT4 
CCITT5 
CCITT6 
CCITT7 
CCITT8 

63.1 
46.8 
26.0 
35.4 
30.2 
41.3 
15.3 
24.3 

28.3 
47.5 
17.9 
7.4 

15.9 
30.8 

7.4 
26.9 

(b) Nonofficial CCITT document (2128 X 1728 pels) 

Two-Dimen-
Pattern Symbol sional CCITT 

Picture Matching Matching Code 

CCITT1 82.3 63.1 28.6 
CCITT2 47.0 38.1 45.4 
CCITT3 51.6 32.4 18.5 
CCITT4 34.0 25.6 7.5 
CCITT5 53.2 33.6 16.5 
CCITT6 44.0 29.5 30.2 
CCITT7 16.3 9.0 7.1 
CCITT8 21.1 17.8 22.1 

Increase Ver-
sus Symbol 
Matching 

30% 
23% 
59% 
33% 
58% 
49% 
81% 
19% 

.. 
11l·1 

122% 
-1% 
46% 

378% 
90% 
34% 

106% 
-8% 

Increase Ver-
sus Two-Di-
mensional 

CCITT Code 

188% 
3% 

179% 
353% 
222% 
46% 

130% 
-5% 

m1Dll trap 
momo tr L USUS ~). c re 
ubub ntres 

(a) (b) 

Fig. 18-Characters isolated in an unwanted way. (a) Characters clustered together. 
(b) Text containing characters isolated into several symbols. 

2. The increase in compression ratio compared to the two-dimen­
sional run-length code is quite variable. For documents containing 
mostly handwritten drawings and text, such as documents two and 
eight, there is sometimes a slight decrease in the compression ratio. 
That is because there are few matching patterns. For example, for 
document two, there are 736 patterns, but 448 of them are library 
patterns. For documents containing mostly text, such as document 
four, the compression ratio increases by a factor of about 4.5. For 
documents containing a mixture of text and drawings, the increase 
varies between 35 and 220 percent, depending on the content and 
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thresholding. It should be noted that for document seven, which 
contains printed ideograms, the increase in compression ratio is 
smaller than for regular printed text because there are more ideograms 
than letters, but the compression ratio still doubled. 

3. The increase in compression ratio by pattern matching is 20 to 
80 percent compared to the symbol matching of Ref. 2. The increase 
has been obtained by a combination of several factors. The most 
important are (a) isolation of nonsymbols (lead to significant improve­
ment for documents three, four, five, and six, but has a slight negative 
effect on documents two and eight), (b) better matching, leading to 
fewer library patterns, and (c) improved coding efficiency obtained by 
sorting the patterns and by other coding modifications. 

By looking at the coding length necessary for the different kinds of 
code words, in Table III, it is clear that the predominant part of the 
code is used for the description of the library patterns, accounting 
generally for more than 60 percent of the total coding length. There­
fore, improving it can bring the highest reward. The improvement can 
be obtained by reducing the number of library patterns or by coding 
the pattern description more efficiently. The next most bit-consuming 
part is the coding of the horizontal position; it uses about 20 percent 
of the total coding length. 

6.3 Complexity 

The pattern-matching coding has the disadvantage of being complex 
and time-consuming-the price to pay for an efficient coding. The 
most time-consuming parts are: the isolation, the template matching, 
and the matching decision. The isolation is both complex and time­
consuming, and therefore the most difficult part, but by using fast 
logic, it is possible to isolate all the patterns in about one second. The 
template matching is a simple operation, but it takes a long time. It is 
therefore less of a challenge, since it is easily done in parallel and with 
simple hardware. The most time-consuming part of the matching 
decision uses local operators on, for example, 3 X 3 windows and can 
therefore also be realized without much complication. Most of the 
high-level operations are much slower and can be done by micropro­
cessors. This system should not be more complicated than in Ref. 2. 

An important factor is that the decoding is much easier and faster 
than the coding, since there is no isolation or matching. Such a 
technique is therefore particularly suited for transmission with one 
sender and several receivers. 

An experimental pattern matcher has been built to show that the 
same kind of compression can be obtained when scanning real docu­
ments. By using a mixture of custom logic and programmed logic, 
transmission has reached speeds at rates up to 64 kb/s. A document 
is then usually sent in one to two seconds. 
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'VII. EXTENSIONS 

Several improvements or different applications of a pattern matcher 
can be considered. Some of them will be described here. 

7.1 Multipage document and prestored libraries 

When transmitting several pages of a document, the library from 
one page can be used for next page, thus reducing the number of 
library patterns for each page. In such cases, compressions up to eight 
times higher than with conventional coding techniques can be 
achieved. If a few fonts are prestored in the coder and decoder, the 
compression can be increased significantly. 

7.2 Very high-quality tran~mission 

It is possible to use a tighter matching algorithm when even slight 
distortions are not tolerated. Such a mode can easily be implemented. 
It reduces the compression by an average of 15 percent. In that case, 
most of the postprocessing can be deleted. 

7.3 Standardization 

The CCITT is looking into standardizing facsimile coding tech­
niques for future facsimile machines communicating over digital links 
(Group four facsimile apparatus). The modified READ code (also 
called two-dimensional CCITT code) has been standardized. The 
pattern matching coding technique has been proposed by AT&T to 
the CCITT as an optional coding technique yielding much higher 
compression. The only difference in the proposal compared to this 
paper is that no cross decomposition is applied. The compression is 
therefore slightly lower. 

7.4 High-resolution graphics 

Future scanners and coders will probably include resolutions higher 
than 200 pels/in. They will probably use 300 and 400 pels/in. The 
pattern matching technique can easily be modified for such resolution. 
The maximum size of the patterns should be increased to keep the 
coding efficient. In addition, the codes for the positioning of patterns 
must be slightly changed. The matching algorithm would stay un­
changed. Compared to conventional techniques, the improvement in 
the compression will be as high and often even higher at such resolu­
tions. 

VIII. CONCLUSION 

A system for coding of facsimiles using pattern matching has been 
described. It allows an important increase in the compression ratio 
compared with a symbol matching system2 and gives a compression 
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ratio that is up to 4.8 times that of conventional facsimile coding 
techniques. The improvement is naturally greater for printed text than 
for handwritten text. It is felt that further significant inprovements 
are possible by better matching and coding. An important observation 
is that pattern matching coding is very dependent on the digitization 
and thresholding. Therefore, the combination of the thresholding and 
the isolation could lead to significant improvements in compressions. 
Another consequence is that if a bad quality scanner is used, the 
pattern matching will hardly lead to higher compressions than con­
ventional facsimile codes. With modern electronics components, a 
pattern matcher can be realized by hardware and would lead to an 
important reduction in the transmission costs of high-volume facsim­
iles. 
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This paper presents a queueing model to assess the performance of Fasnet, 
a recently invented local-area network. Fasnet is intended for high-speed lines 
capable of carrying a wide mix of traffic. We confine our attention to data 
traffic only. An approximate formula for the expected delay of a packet is 
obtained; the approximate formula compares favorably to simulations of 
Fasnet. 

I. INTRODUCTION 

Fasnet is an implicit token-passing local-area network.1 It is in­
tended for high -speed lines capable of carrying a wide mix of traffic 
(data, voice, video, and facsimile). In this paper, we present a queueing 
model to assess the performance of Fasnet with data traffic only. An 
approximation for the expected delay of a packet is obtained; the 
approximate solution compares favorably with measurements taken 
from a simulation of Fasnet. Our numerical results yield a mean delay 
that is less than 1 ms for a 1-kb packet when the line speed is 100 
Mb/s and the occupancy of the line is 0.9. 

Section II consists of a brief description of Fasnet. Section III 
describes our model and its approximate solution and Section IV 
presents comparisons with simulations. The effects of bursty traffic 
are given in Section V and our conclusions are stated in Section VI. 

II. A BRIEF DESCRIPTION OF FASNET 

We will now give a description of Fasnet that will enable the reader 
to appreciate the model in Section III. A complete description is given 
in Ref. 1. 

* Bell Laboratories. 
©Copyright 1983, American Telephone & Telegraph Company. Photo reproduction for 
noncommercial use is permitted without payment of royalty provided that each repro­
duction is done without alteration and that the Journal reference and copyright notice 
are included on the first page. The title and abstract, but no other portions, of this 
paper may be copied or distributed royalty free by computer-based and other informa­
tion-service systems without further permission. Permission to reproduce or republish 
any other portion of this paper must be obtained from the Editor. 
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Fig. 1-Physical configuration of a Fasnet link. 

The basic link as shown in Fig. 1 consists of two lines. One line 
carries traffic in one direction and the other line carries traffic in the 
reverse direction. For line A (which carries traffic from station 1 
towards station N), station 1 is called the head station and station 
N + 1 is called the end station. For line B, the roles are reversed. Each 
station makes two connections to each line. A read tap precedes a 
passive directional coupler used for writing. The signal read from the 
read tap will be unaffected by the signal being written simultaneously 
on the line via the directional coupler. Except for specific fields of the 
header, the protocol ensures that only one station at a time writes on 
the line. Thus, once a message is written on a line, it is not removed 
or changed by any station. 

The access control is similar for lines A and B. For line A, the head 
station (station 1) will initiate a cycle, which operates in the following 
way. One time each cycle, each station with packets destined toward 
the end station is allowed to access the line for a single time interval, 
during which at most Pmax packets can be sent. A station knows when 
to place its packets. on the line by reading a particular bit (called the 
busy bit) in the access control field. This bit is added to the message 
packet by the network layer of the protocol. Thus, in each cycle, 
station 1 has the first opportunity to send packets, station 2 has the 
second opportunity, and station N has the Nth and last* opportunity. 
Each station has exactly one opportunity per cycle to send packets. 
When station N + 1 receives a packet in which the busy bit indicates 
that the packet has not been used, it sends a message to station 1 
(using line B) to start a new cycle. There may be synchronization 
delays at each end of the transmIssion of this message. The operation 
on line B is identical to the operation of line A, with station N + 1 as 
the head station and all flows reversed accordingly. 

* We assume that station N + 1 will not send messages to itself. 
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III. THE MODEL 

Fasnet behaves as an implicit token-passing protocol because con­
trol passes from station to station as if a token were sent from station 
1 to station 2, "', to station N + 1 to station 1, and so forth. This 
suggests that a queueing model of queues served in cyclic order would 
be appropriate. In this type of model, there is a single server that visits 
N + 1 different queues in the cyclic order described above. For Fasnet, 
the server is conceptual: it is the opportunity to place packets on the 
line. The service time is the length of time to write a packet. The 
queues correspond to the buffers at each station. 

Several papers have been written about queues served in cyclic 
order. In most of these papers, it is assumed that there is exhaustive 
service at each station. This means that the server processes all 
customers waiting at the station at the epoch that the server reaches 
the station. The most general model of exhaustive service is in Eisen­
berg,2 where each queue is of the M/G/1 type and the times to travel 
between adjacent stations may depend on the pair of stations involved. 
The solution of this model is in terms of transforms that are not given 
in closed form; however, the equations can be solved numerically. A 
special case of the model in Ref. 2 is treated in Konheim and Meister.3 
Here, all service times are the constant ~, and all travel times between 
adjacent stations have the same distribution, which is concentrated 
on ~, 2~, .... Konheim and Meister are able to obtain closed-form 
solutions for steady-state performance measures in this case. Their 
results will be used in our analysis. The only paper where service is 
not exhaustive is Ref. 4 by Eisenberg. That paper contains two M/M/1 
type queues, and the server can process at most one customer during 
a visit to a server. The solution to this model requires extensive 
calculations, and the restriction to two stations is unrealistic for 
Fasnet. 

We have chosen to seek approximate solutions where each station 
is of the M/D/1 type and service is either exhaustive or one-at-a-time 
(as in Ref. 4). These correspond to Pmax = 00 andpmax = 1, respectively. 
When the system is not heavily loaded, each station will have a small 
load so Pmax = 00 should not behave much differently from Pmax = l. 
This behavior is exhibited by our approximate solution and by simu­
lations. 

We will analyze our models by embedding them in a server-vacation 
model. In an M/G/1/FIFO queue, assume that at the end of each busy 
period the server takes a vacation. The vacations are iid random 
variables generically denoted by T. The expected delay of a customer, 
in the steady state, is given by 

* _ E(T2) 
E(D ) - E(D) + 2E(T)' (1) 
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Here E (D) is the Pollaczek -Khintchine formula for the expected delay 
in an M/G/1 queue: E(D) = ab2/2(1 - abl), where a is the arrival rate 
and bl and b2 are the first and second moments of the service times. 
A derivation of eq. (1) can be found in Levy and YechiaIi.5 Our first 
step is to describe the vacations. 

3.1 Assumptions and notation 

The notation used in this paper and some self-explanatory symbols 
are given below. 

N = number of potential transmitting stations. 
Ai = packet arrival rate at station i. 
d = constant service time/packet. 
Pi = Aid = load due to station i. 
R = Lf Pi = load on the line. 
A = Lf Ai = total arrival rate. 
7 = one-way propagation delay. 
'Y = 27 + d = average overhead/cycle. 
Lines A and B shown in Fig. 1 are the same except for direction, so 

it is sufficient to model only line A. Notice that station N + 1 does 
not send messages on line A and that station 1 does not send messages 
on line B. We assume that packets to be transmitted appear at station 
i according to a homogeneous Poisson process with rate Ai, i = 1, 2, 
... , N. The arrivals at station i and j are independent when i =1= j. 
We assume that all the packets contain the same number of bits. The 
amount of time that a line spends taking a packet from a station is 
the time required to read the bits of the packet. Therefore, the service 
time of each packet is a constant, d, say, where d is the number of 
bits/packet divided by the line speed in b/s. The time for a bit to 
travel between adjacent read taps is called the walk time; the average 
walk time between stations is denoted by w. 

Let 7 be the time to send a bit from station 1 to station N + 1 (and 
from N + 1 to 1). Then 27 is expended in each cycle to send a message 
indicating that the busy bit must be reset. An average of one-half of a 
packet processing time is lost in synchronization at each end station, 
so 'Y = 27 + d is the average overhead per cycle. Notice that 7 is the 
time to walk from station 1 to station N + 1. 

3.2 Analysis of the exhaustive service model 

In this subsection, we assume that the packet arrival rates are the 
same at each station. We let A denote the common arrival rate and P 

denote the common load on a station. The load on the line is R = N p. 
We also assume that stations 1, 2, ... , N + 1 are evenly spaced along 
the line. 

Let T represent the amount of time between a departure from 

2550 THE BELL SYSTEM TECHNICAL JOURNAL, OCTOBER 1983 



station 1 and the beginning of the next visit to station 1. Then T is 
the length of a vacation from station 1. By symmetry, T is the length 
of a vacation between successive visits to any station. Thus, when a 
station gains access to the line, an average of AE(T) packets are 
present. With exhaustive service, the expected time to clear a station 
is AE(T).6./(1 - p). Since a vacation from station 1 consists of reading 
packets at stations 2 through N and overhead, 

so 

E(T) = ')' + (N - 1) AE(T).6., 
1 - p 

E(T) = ,),(1 - p) 
1 - R ' 

R<1. 

Equation (2) is a special case of eq. (54) in Ref. 2. 

(2) 

Let X denote the number of packets at station 1 at the end of a 
vacation. Then 

E(X) = AE(T), (3a) 

and 

Var(X) = A2Var(T). (3b) 

Theorem 4.7 in Ref. 3 asserts that 

V (X) 
= Ap2[1 - (N + l)p + (2N - l)p2] 

ar (1 _ R)2 (4) 

From eqs. (2), (3), and (4) we obtain 

E(T2) p(N - 1).6. + ,),(1 _ p)2 

E(T) = (1 - p)(1 - R) 
(5) 

Equation (5) is exact when the walk times between any pair of stations 
are concentrated on .6., 2.6., .... In Fasnet, we expect that the walk 
times are much less than Ll because the packets travel between stations 
at the speed of light and the read times are controlled by the speed of 
the line. Thus, we should regard eq. (5) as an approximation. 

From eqs. (1) and (5), 

E(D*) = p.6. + p(N - 1).6. + ,),(1 - p) 
2(1 - p) 2(1 - p)(1 - R) 2(1 - R) 

R.6. ,),(1 - p) 

2(1 - R) + 2(1 - R)' 
R<1. (6) 

By symmetry, eq. (6) gives the expected delay of a packet at any 
station. The expected number of packets in a buffer, E(Q), say, is 
obtained from eq. (6) and Little's theorem: 
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_ * _ Rp "YX(l - p) 
E(Q) - XE(D ) - 2(1 - R) + 2(1 - R) . (7) 

Consequently, the expected number of customers in buffers 1 through 
Nis 

R2 "Y A(l __ p) 
NE(Q) = 2(1 - R) + 2(1 - R) . (8) 

Equation (7) is compared to simulation experiments in Section IV. 
An intuitive understanding of eq. (6) may be gained by considering 

what happens for light loads. When p is small, the vacations are almost 
of constant length because (mostly) no customers are served during a 
vacation. Then E(T2) is about [E(T)]2. Now merge all the customers 
to obtain an M/D/1 qu'eue with mean delay R.1/[2(1 - R)]. Then eqs. 
(1) and (2) yield 

* _ R.1 1'(1 - p) 
E(D ) - 2(1 - R) + 2(1 - R)' 

which is eq. (6). It is surprising that this heuristic light traffic argument 
produces the exact (modulo our other approximations) result for any 
R<1. 

3.3 Analysis of the one-at-a-time service model 

In this subsection we will obtain an approximate solution to a model 
where Pmax = 1. The approximation is based on an idea used in 
Lehoczky, Sha, and Jensen6 for a similar model. We do not assume 
that the arrival rates are the same at each station (as we did in Section 
3.2). 

A central notion in the approximation is the completion time of a 
station. The completion time of a station is the duration of the interval 
that starts when that station begins processing a packet, and ends at 
the first epoch that another packet may begin (does begin, provided it 
is present) its processing at the station. The purpose of the approxi­
mate solution is to estimate the mean and variance of the completion 
time, use these moments in the Pollaczek -Khintchine formula, and 
applyeq. (1) to an appropriate server-vacation model. 

Let Vi denote a generic completion time at station i, in the steady 
state. Then 
Vi = cycle overhead + .1(1 + number of other stations sending a packet 

in this cycle). 
Let Pi be the asymptotic proportion of time that packets are present 

at station i. For T very large, the number of packets served at station 
i by time Tis 
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PiT 
E(VJ + o(T), 

where o(T) is some function such that o(T)/T ~ ° as T ~ 00. The 
arrival rate at station i is Ai. Equating the arrival and departure rates 
yields 

(9) 

Now we make our first approximation. 
Approximation 1: In each cycle, the probability that station i trans­

mits a packet is bi ~ AiE(VJ. 
The effect of approximation 1 is to use the long-run proportion Pi 

as a probability for each cycle. Thus, the expected number of other 
stations sending a packet during a completion time of station i is 
Li""'i bi , so 

E(VJ = ~ (1 + .L. bi ) + 'Y. 
} ""', 

(10) 

Hence, 

The solution of eq. (11) is 

b. = _Pi_ 1 + 'Y/~ 
, 1 + Pi 1 - a ' 

N 

a=L~ 
1 1 + Pi' 

i = 1, 2, ... , N. (11) 

i = 1, 2, ... ,N, (12) 

which can be verified by substitution into eq. (11). When Pi == P and 
'Y = 0, eq. (12) becomes 

b· = P 
, 1 - (N - l)p 

R/N 
for all i, 

which is the approximation given in Lehoczky et a1.6 

Since bi must be no larger than one (because it is a probability), eq. 
(12) constrains the feasible values of {PJ When all the arrival rates 
have the common value A, a = Np/(1 + p) = R/(1 + p), so 

R'Y/~ 
bi<I~N>I_R. (13) 

Equation (13) shows that for a given total load, R, stability is 
achieved only when the load is shared by a sufficiently large number 
of stations. For Fasnet, 'Y / ~ = 3 is a typical value. Then eq. (13) 
asserts that for R = 0.9, N > 27 is required for stability; for R = 0.8, 
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N> 12 is required for stability; and for R = 0.5, N ~ 8 is required for 
stability. 

Here is why N cannot be too small. When N is small, the overhead 
per cycle ('Y) will be spread over a few customers, which has the effect 
of decreasing the capacity of the line. To see this more precisely, let c 
be the expected number of packets processed in a cycle. Then use eq. 
(11) to obtain 

c = ~ b
i 

= 1 + 'Y / fl ~ ~ = (1 + 'Y / fl)ex • (14) 
1 1 - ex 1 1 + Pi 1 - ex 

When all the arrival rates have the common value A, eq. (14) yields 

R(1 + 'Y/fl) 
C = ----'---

l+p-R' 
(15) 

where P = Afl. From eq. (15) we compute the average amount of 
overhead expended per packet per cycle* 'Y / c: 

'Y l-R+R/N 'Y (I-R 1) 
~ = R(1 + 'Y/fl) 'Y = 1 + 'Y/fl -R- + N . (16) 

Eq. (16) shows that the average overhead per packet is a decreasing 
function of N, so if N were small, the overhead per packet might cause 
the line to be overloaded. 

It is interesting to note that this consideration does not arise in 
Section 3.2. When Pmax < 00, from time to time a station will stop 
transmitting packets because its quota for the cycle has been filled. 
This is the effect that is shown in eq. (16). We conjecture that when 
all other parameters are fixed, 'Y / c is a decreasing function of Pmax. 

Now we turn to an approximation for the mean delay. This will be 
done by proposing a suitable server-vacation model and applying eq. 
(1). The service-time moments in the Pollaczek-Khintchine formula 
correspond to completion-time moments here. When a packet arrives 
at station i, and no other packets are waiting to be transmitted at 
station j, that packet cannot be transmitted until station i gains access 
to the line. The length of time that station i does not have access to 
the line is the length of time to process the other stations in a cycle 
plus the overhead time, which is the completion time less one service 
time. Thus, Ti = Vi - fl, so 

(17) 

* The fact that ric is the right quantity to compute may not be obvious. A rigorous 
proof could use ergodic theory for regenerative processes (see, e.g., Section 6-4 of 
Heyman and SobeV particularly Theorem 6-8). 
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and 

(18) 

From eqs. (10), (12), and (17) we can obtain E(Td. From eqs. (1) and 
(18) we see that only Var( Vd remains to be obtained. To get it, we 
make our second approximation. 

Approximation 2: In each cycle, the event that station i transmits a 
packet is independent of the event that station j transmits a packet 
for every j =1= i. 

The effect of approximation 2 is that the variance of the number of 
packets served at station i is bi(1 - bJ and the variance of the number 
of packets served in a cycle is L~l bi (1 - bJ. This yields the approxi­
mation 

Var(VJ = ~2 L bj (1 - bj ). 
j"i=i 

(19) 

Using eqs. (10), (12), (17), (18), and (19) in eq. (1) produces our 
approximation for the expected delay at station i, i = 1, 2, ... , N. The 
resulting formula does not appear to provide any insight and is omitted. 

As a partial check on the efficacy of our approximation for the mean 
delay, we consider the limiting case of no overhead and identical 
stations. In this situation, the total content of the output buffers at 
stations 1, 2, ... N fluctuates as the queue length in an MID II queue 
with arrival rate A and service time ~. From the Pollaczek-Khintchine 
formula, the expected queue length in the steady state, E(Qo), say, is 

R2 
E(Qo) = 2(1 - R)' R<l. 

Our approximations produce (after some algebra) 

E(Qo) = R2 p[R + (1 - R)(R - p)] + 1 - R 
2(1 - R + p) 1 - R 

R<l. 

Now let N ~ 00 and p t 0 with R = N p held fixed. This represents a 
system with many lightly loaded stations. Then 

A R 
E(Qo) ~ 2(1 - R) as p t o. 

In this limiting case, E(Qo) overestimates E(Qo) by RI2 and, the 
relative error is (1 - R)IR. Thus, the absolute error increases with R 
and is less than one-half, and the relative error decreases as the 
absolute error increases. 
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IV. COMPARISONS WITH SIMULATIONS 

A computer simulation of Fasnet has been constructed. There are 
N = 50 sending stations equally spaced along the line. The propagation 
time (7) equals the packet processing time at each station (~). 
We have chosen to consider 1000-bit packets and a line speed of 100 
Mb/s, which is representative of the operating region. Then ~ = 10 
JIS, and "A = (R/50) X 105 packets/so 

The measure of performance is the average queue length at the 
stations. Specifically, the simulation estimates the steady-state distri­
bution of the queue length at station i and then computes the mean, 
E(Qi), say. The average queue length is L~o E(Qi)/50 £ E(Q). The 
corresponding quantity from our formulas is called E(Q). From the 
queueing formula E(Q) = "AE(D) we use E(Q) to estimate the average 
delay of a packet, E CD). 

Table I shows the results. 
The analytic approximation adequately replicates the simulation 

results. Table I and Fig. 2 demonstrate that for R as large as 0.8, 
Pmax = 1 and Pmax = 00 produce nearly the same average queue size. 
This means that the efficiency (in terms of not incurring too much 
overhead) of Pmax = 00 and the protection against a few stations 
dominating the line of Pm ax = 1 can be simultaneously obtained by 
setting 1 < Pmax < 00. Table I shows that Pmax = 3 is almost as efficient 
as Pmax = 00. 

The approximation for the mean delay of a packet is less than 1/2 
ms even when R = 0.9 and Pmax = 1. 

V. THE EFFECTS OF BURSTY TRAFFIC 

In this section we return to the exhaustive service model and replace 
the assumption that packets arrive according to a Poisson process 
with the assumption that packets arrive according to a compound 
Poisson process. Fuchs and Jackson give statistical analyses of arrival 
times for terminal-to-computer calls.8 Two of their conclusions are as 
follows: 

1. The exponential distribution is a reasonably good approximation 
of the times between bursts. 

Table I-Comparison of simulations and analytic approximations 
Pmax E(Q) Simulation E(Q) Analysis E(D) 

R ~0.8 {! 
R ~ 0.9 {! 

0.216 0.209 130 JLS 
0.184 
0.184 

0.684 
0.440 
0.398 

0.150 

0.782 

0.346 

430 JLS 

192 JLS 
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Fig. 2-Expected delay vs R for l-kb packets, 50 stations, and lOO-Mb/s line speed. 

2. The size of a burst (measured in various ways) has a geometric 
distribution. 
Recent analyses by Morgan of host-to-host file traffic indicate that 
the assumption of Poisson arrivals may not be justified.9 

The purpose of this section is to find out how sensitive the average 
delay is to the assumption of Poisson arrivals. We will see that in the 
exhaustive service model, the average delay can be significantly greater 
with bursty arrivals than with Poisson arrivals with the same rate. 

Specifically, we assume that the bursts arrive according to a 
Poisson process with rate Ab and the burst sizes Bh B2 , ••• are iid 
with 

i = 1, 2, .... 

This arrival process can be interpreted as one where messages arrive 
according to a Poisson process with rate Ab, and the jth message 
consists of a random number of packets with a geometric distribution. 
One reason for choosing a geometric distribution is that it equates the 
average delay of a packet and the average delay of a message (see 
Halfin10

). (The delay of a message is the delay of its last packet.) 
Another reason is that it uses only one parameter, and so we can 
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specify the mean (Mt, say) and variance (Vt, say) of the number of 
arrivals in an interval of length t and then solve for Ab and ~. Doing 
so yields 

2M2 
Ab=M+V and 

V-M 
~ = V + M· 

Letting z = V / M ::: 1 yields 

2M 
and 

z - 1 
(20) A ---b- 1 + z z + 1· 

Equation (20) relates the parameters we might obtain from meas­
urements, M and z, to the parameters of the model, Ab and ~. 

We will now obtain the delay of an arbitrary packet in the steady 
state. The analysis is similar to the analysis in subsection 3.2; as 
before we assume that the stations have statistically identical arrival 
processes. 

The analog of the Pollaczek -Khintchine formula for compound 
Poisson arrivals is given in Burke.ll In our notation, the formula is 

(21) 

where p = Ab~/(1- 0 = M~. 
To obtain the mean and variance of the vacation times, let X 

denote the number of packets at station 1 at the end of a vacation. 
From theorem 4.7 in Ref. 3, for R < 1 

and 

E(X) = 'YM (1 - p) 
1- R ' 

(22a) 

XV 
Var(X) = (1 _ R)2 [1 - (N + 1)p + (2N - 1)p2]. (22b) 

Since X is the number of packets that arrive in an interval of length 
T, 

and 

E(X) = ME(T), 

Var(X) = E[Var(XI T)] + Var[E(XI T)] 

= E[VT] + Var[MT] 

= VE(T) + M 2Var(T). 

From eqs. (22) and (23) we obtain 
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E(T2) = Var(X) _ ~ E(T) 
E(T) ME(X) M2 + 

(N - 1) V~2 + ),(1 _ p)2 

(1 - p)(l - R) 

Substituting eqs. (21) and (24) into eq. (1) yields 

E(D*) = Ab~2(1 + ~) + ~ + (N - 1) V~2 + ),(1 - p)2. 
2(1 - p) 1 - ~ 2(1 - p)(l - R) 

Using eq. (20) yields 

(24) 

E(D*) = R~z + ),(1 - p) + (z - 1)~ _ p~z(z - 1) (25) 
2(1 - R) 2(1 - R) 2 2(1 - p)(l + z) 

To compare eqs. (6) and (25), let a subscript z denote batch arrivals 
with variance to mean ratio z. Then 

E(D:) _ E(D*) = ~(z - 1) _ p~z(z - 1) . 
2(1 - R) 2(1 - p)(1 + z) 

When N is large, so that p is much smaller than R, the first term 
dominates, especially in heavy traffic. 

Table II shows the values of E(Di). The case E(Dt) represents 
Poisson arrivals. The data are the same as in Section IV: ~ = T = 10 
jlS, and N = 50. 

Table II shows that bursty traffic can have much larger expected 
delays than Poisson traffic with the same arrival rate. A crude ap­
proximation of the increase is E(Di) = E(Dt)v'Z=l for 2 :5 z :5 10. 
Even when z = 10 and R = 0.9, the mean delay is less than 1 ms. 

VI. CONCLUSIONS 

We have three conclusions. The first is that the approximations 
presented in Section III are sufficiently accurate for data transport 
performance studies of Fasnet. The second is that Pmax = 3 appears to 
be a good choice if the offered traffic is reasonably smooth (Poisson) 
and approximately equal to all stations. The third is that Fasnet 
should be able to provide 1-ms average-delay performance for bursty 
traffic. 

R=O.8 
R=O.9 

Table II-E(O;) in j.LS for several values of z 
E(Df) 

94 
192 

E(Dn 

119 
242 

E(Dt) 

193 
392 

318 
642 
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Exponential Smoothing (ES) as a forecasting technique has been exten­
sively used since its introduction in the 1960s. It is simple, hence easy to 
implement, and in many cases performs surprisingly well. However, many 
phenomena require a more sophisticated forecasting technique. In this paper 
we introduce a new forecasting technique, Adaptive Gradient Exponential 
Smoothing (AGES). This technique extends the classical ES as used on simple 
data or on data with linear trend. For data with both linear trend and seasonal 
effects this extension results in a new and more general form of ES, which is 
presented in this paper. The new forecasting technique is tested on simulated 
data and some real data of the types mentioned above, and its performance in 
all these tests is clearly superior to ES. It is shown by analysis and by the 
experimentations that for certain types of data it does in fact converge to the 
optimal (in the mean square error sense) forecasts. 

I. INTRODUCTION 

The need for quick and reliable forecasts of various time series is 
often encountered in economic and business situations. In the Bell 
System, forecasting is used to help plan trunk and facilities for the 
telephone network,I-3 as well as to project computer workload, to 
determine staffing levels for operators or service observers, and more. 

Many forecasting techniques exist and different time series may 
require different techniques. In general, there is a clear trade-off 
between simplicity (resulting in cheaper implementation) and per-

* Bell Laboratories. 
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formance of the forecasting technique. One of the simplest forecasting . 
techniques, Exponential Smoothing (ES), has surprisingly good per­
formance. This technique was presented originally by Winters4 and 
Brown5 and is described briefly in Section II. In Ref. 6 the optimality 
properties of ES are studied and we expand on these studies and use 
the conclusions as the basis for a new technique we introduce here. 

In fact, these studies revealed a relationship between the ES and 
the Autoregressive-Integrated Moving Average (ARIMA) model-fit­
ting-based forecasting suggested by Box and Jenkins.7 This is further 
discussed in Section III. 

The extensive use of ES clearly indicated that for time series with 
nonstationary discontinuities or changes in the generating parameters, 
ES performance is not satisfactory. This prompted a number of 
researchers to develop the Adaptive Exponential Smoothing (AES) 
idea. In these techniques the algorithm is supposedly evaluating its 
own performance and correcting its parameters to obtain improved 
performance. Recently, the existing AESs (see, for example, Refs. 8 
through 11) were reviewed critically by Ekern.12 One of the points 
raised in Ref. 12 was that none of the existing AESs is supported by 
analysis or general performance claims (e.g., optimality). In addition, 
it should be pointed out that only Roberts' and Reed's AESll can be 
used on data with both linear trend and seasonal effects, while the 
other AESs are limited to simpler data and have no natural generali­
zation. 

In this paper we present a new AES algorithm, which we call 
Adaptive Gradient Exponential Smoothing (AGES). This technique 
naturally generalizes to data with both linear trend and seasonal effect. 
In addition, analysis of AGES for simple data and extensive simula­
tions, using simple as well as more general data, strongly suggests that 
this technique converges to optimal performance in the mean square 
error (MSE) sense. 

Section II presents ES as commonly used. Anew, more general form 
is developed with a discussion of its optimal properties. The new 
technique, AGES, is derived and presented in Section III, while the 
results of experiments with this technique on both real and simulated 
data are presented in Section IV. 

II. EXPONENTIAL SMOOTHING AND ITS OPTIMAL PROPERTIES 

First we consider ES as Winters4 did for three types of data: simple* 
(S), with linear trend (LT), and with both linear trend and multi­
plicative seasonal effects (LSM). Common to all the configurations is 

* Simple data are ofthe form a + n(t), where a is a fixed value and n(t) is noise with 
zero mean. 
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the following: a time series {x(t)} is measured every time interval T 
(e.g., hour, day, or week), and t is an integer representing the time tT. 
Then, one is interested in forecasting the value x(t + 1)* based on the 
data available up to and including t, namely x(O), x(1), ... , x(t). 

If x(t + 1) denotes the forecast, carried out at time t for x(t + 1), 
from Ref. 4 we have (using our own notation for consistency with the 
discussions in the sequel), for S data: 

x(t + 1) = ax(t) + (1 - a)x(t) 

o :5 a :5 1; 

for LT data: 

(1a) 

(1b) 

x(t + 1) = a(t) + b(t) (2a) 

a(t) = ax(t) + (1 - a)[a(t - 1) + b(t - 1)] (2b) 

b(t) = t3[a(t) - a(t - 1)] + (1 - t3)b(t - 1) (2c) 

o :5 a, 13 :5 1; (2d) 

and for LSM data: 

x(t + 1) = (a(t) + b(t))c(t - L + 1) (3a) 

a(t) = a c(;~) L) + (1 - a)[a(t - 1) + b(t - 1)] (3b) 

b(t) = t3[a(t) - a(t - 1)] + (1 - t3)b(t - 1) (3c) 

c(t) = ~ ~~~; + (1 - ~)c(t - L) (3d) 

o :5 a, 13, ~ :5 1, (3e) 

where L is the known periodicity of the season. 
In all the equations above, the parameters a, 13, and ~ are called the 

"smoothing coefficients". 
Our first step is to rewrite eq. (1) and, more importantly, eq. (2). 

This provides the basis for a new form of ES for LSM data, more 
general than (3). The new form, which is a natural extension of (1) 
and (2), suggests types of data for which the ES algorithm can result 
in optimal (in the MSE sense) performance. 

Equation (1) can be readily rewritten as 

(4a) 

*Note that we restrict our discussions to one-interval-ahead forecasting with the 
understanding that it can be generalized to more time intervals ahead. 
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where clearly 

01 = 1 - o'. 

With some algebra one can show that eq. (2) is equivalent to 

x(t + 1) = 01X(t) + 02X(t - 1) 

(4b) 

+ (2 - 01)X(t) - (1 + 02)X(t - 1), (5a) 

where 

01 = 2 - 0'(1 + (3) 

O2 = a - 1. 

(5b) 

(5c) 

The basic difference between (2) and (5) is that (5) reflects the 
assumption that the noise-free part of the data x(t) is generated by 
the difference equation 

y(t) - 2y(t - 1) + y(t - 2) = 0, 

while (2) reflects the assumption that the solution of (6) is 

y(t) = a + bt. 

(6) 

(7) 

[Note that in (2) a(t) is the current estimate of 'a + bt' and b(t) is the 
current estimate of 'b.'] 

The ES as given in (3) for LSM data is clearly based on the 
assumption that the noise-free part of the data has the form 

y(t) = (a + bt)c(t), (8a) 

where 

c(t + L) = c(t). (8b) 

The difference equation satisfied by (8) is 

y(t) - 2y(t - L) + y(t - 2L) = 0, (9) 

and the corresponding ES 

M M 

x(t + 1) = L OJx(t - j + 1) - L Ojx(t - j + 1) 
j=1 j=1 

+ 2x (t - L + 1) - x( t - 2L + 1). (10) 

The parameters OJ, j = 1, "', M and the constraints they have to 
satisfy are discussed later. Also, the claimed correspondence between 
(9) and (10) will become more apparent in later discussion. 

At this point, however, we emphasize that while (7) is the general 
solution of (6), and thus (2) and (5) are equivalent, (8) is only one of 
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many possible solutions of (9). Hence (10) represents an ES form that 
is more general than (3). 

Similarly, data with linear trend and additive seasonal effects* 
(LSA) have the underlying difference equation 

y(t) - y(t - 1) - y(t - L) + y(t - L - 1) = 0 (11) 

and the corresponding ES is 
M M 

x(t + 1) = L Ojx(t - j + 1) - L 8j x(t - j + 1) 
j=l j=l 

+ x(t) + x(t - L + 1) - x(t - L). (12) 

To unify and simplify the discussions ahead we introduce the 
following notation. Let D be a unit delay operator, namely Dx(t) = 
x(t - 1), and let A(D) be a polynomial in D such that 

{

I 
2-D 

A(D) = 2DL-1 _ D 2L- 1 

1 + D L- 1 - DL 

for S data 
for LT data 
for LSM data 
for LSA data. 

With these definitions (4), (5), (10), and (12) can be unified as 
M 

(13) 

x(t + 1) = L OjDj-l(X(t) - x(t)) + A(D)x(t), (14) 
j=l 

where M = 1 will result in (4) and M = 2 in (5). 
It should also be pointed out that the ES as given by eq(s). (1) [(2) 

or (3)] has an implicit assumption in it. The assumption is that one 
(two or three) coefficient(s) can, in fact, smoothen the data. In other 
words, Min (14) is equal to one (two or three). However, its general 
form, (14), allows for a larger number of coefficients to get better 
approximations. 

To observe the optimal properties of the ES forecasts we define the 
forecast error as 

e(t) = x(t) - x(t) (15) 

and use as our criteria for the forecast quality the mean square error 
(MSE), i.e., E(e 2(t)J. With this in mind, it is clear that optimal 
performance is achieved if the e(t) becomes a white noise sequence 
(i.e., independent and identically distributed with zero mean). Namely, 
the ES technique, while assuming knowledge of the generating process 
for the noise-free component of the data, attempts to "whiten" the 

* This type of data was not addressed in Ref. 4 and, as far as we know, no form of 
ES applicable to it was proposed before the one here. 
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noise component. This attempt implies an underlying assumption that 
the data are generated through, or at least approximated by, the 
process 

[1 - DA(D)]x(t) = [1 -lOiDi] ,(t), (16) 

where dt) is a white noise with variance (1"2. 
Substituting (14) and (16) into (15) results in 

[1 - i~l 8iDi] e(t) = [1 - i~l OiDi] ,(t). (17) 

This equation satisfied by e (t) is the basis of our claims for correspond­
ence between eqs. (9) and (10), and (11) and (12). Equation (17) 
immediately suggests the conditions for optimal forecasting. First, to 
get bounded MSE one must require: 

Condition 1: All zeros of the polynomial [1 - Lj!1 Oj~J] are outside 
the unit circle. 

If, in addition, we also require: 

Condition 2: OJ = OJ, j = 1, 2, ... , M, 

then, clearly, from eq. (17), e(t) will converge to E(t) and optimal 
forecasting (in the MSE sense) is achieved. 

Remark 1: As we discussed here, the sufficiency of Conditions 1 and 
2 is quite obvious; however, they are also necessary. This 
is argued in Appendix A. 

Remark 2: In Ref. 4 a and {3 for L T data are restricted to interval 
[0, 1], which corresponds to the set S2 in Fig. 1. The actual 
constraints follow from applying Condition 1 to the M = 2 
case. This results in the set SI in Fig. 1, which clearly 
contains S2 and is considerably larger. Allowing for a larger 
constraint set for 01 and O2 (or, correspondingly, a, (3) will 
result in more cases for which ES could result in optimal 
performance. 

III. ADAPTIVE GRADIENT EXPONENTIAL SMOOTHING 

In the previous section we argued that for data that can be approx­
imated by (16), forecasting with ES of the form (14) can result in 
optimal performance in the MSE sense. To achieve this, Conditions 1 
and 2 must be satisfied. However, while Condition 1 can be satisfied 
by proper choice of OJ, Condition 2 is, in general, hard to satisfy since 
the values of OJ in eq. (16) are not known. Basically, the ARIMA 
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2 

-2 

Fig. I-The constraint sets: 

SI = {(8b 82): 182 1 < 1, 82 + 81 < 1, 82 - 81 < I} 

S2 = {(8b O2 ): 81 = 2 - a(1 + p), 82 = a-I, 0 < a, {3 < I}. 

model-fitting-based forecasting7 deals with exactly this type of prob­
lem. The O/s of eq. (16) are estimated and these estimates are then 
used as the 8/s in eq. (14) in an attempt to satisfy Condition 2. In the 
ES algorithm no such attempt is made. In practice, the forecasters 
using ES choose some fixed values for the OJ, which satisfy Condition 
1 [or even more restrictively, e.g., eq. (2d)]. These values are based on 
intuition, experience, and familiarity with the data they forecast. 

However, considerable differences between the underlying O/s and 
the chosen 8/s can result in significant performance degradation. This 
is demonstrated in Fig. 2 for the case M = 2. The MSE for this case 
was computed in a closed form as a function of 01 and O2 for some 
fixed 81 and 82 and graphed in the figure. Together with phenomena 
like nonstationary discontinuity* and changes in the data-generating 
process (i.e., the OJ change values), this resulted in unsatisfactory 
performance of the ES. The realization of what may cause this poor 
performance brought about the idea of using adaptive schemes where 

* Step-like changes in the data. 
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Fig. 2-The mean squared error as a function
A 
of the datll-generating parameters for 

M = 2. (The smoothing coefficients are fixed at 81 = -0.3, 82 = -0.3.) 

the OJ are not fixed but are adjusted in an attempt to improve perform­
ance. 

Compared to the existing Adaptive Exponential Smoothing (AES) 
techniques (see, e.g., Refs. 8 through 11), the new technique we 
introduce here is analytically more sound and there are strong indi­
cations that it converges to opptimal performance in the MSE sense 
for the data approximated by (16). 

This new technique is based on the gradient search for the minimum 
of the MSE. If the MSE would have been available as a function of 
the OJ, then one could compute the gradient 

v = aE{e~(t)} 
ao ' (18) 

where 0 = [017 O2 , "', OM]T, and recursively update the OJ through 

OCt + 1) = O(t) - p,V, (19) 

where p, > 0 is the adaptation constant. This is the gradient search 
technique, sometimes referred to as the steepest descent technique. In 
general, however, the MSE is not available as a function of the OJ; 
hence, neither is the gradient. Instead, we use an instantaneous 
estimate of this gradient. To get this estimate we replace E{e 2(t)} by 
e2(t) and the gradient by 

V = ae2~t) = 2e(t) ae~). (20) 
ao ao 
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Let us denote 

s(t) = ae~) 
ao 

as the "sensitivity vector," since it gives an indication of how sensitive 
the error e (t) is to the values of OJ. 

While s(t) is not available we can use eq. (17) to develop a means 
for generating it. Let us take partial derivatives of both sides of this 
equation with respect to 0. Since the right-hand side does not depend 
explicitly on 0 we get: 

(1 - i~ OiDi- I) Sj(tj = Dj-Ie(tj j = 1,2, ... , M. (21) 

At this point we are ready to introduce the Adaptive Gradient 
Exponential Smoothing (AGES) technique. Combining eqs. (14), (19), 
(20), and (21) we get: 

the forecast: 
M 

x(t + 1) = A(D)x(t) - L Oi(t)e(t - i + 1) (22) 

[see definition of A(D) in eq. (13)], 

the sensitivity functions: 

M 

i=l 

Sj(t + 1) = L Oi(t)Sj(t - i + 1) + e(t - j + 1) 
i=l 

j = 1, 2, ... , M, (23) 

and the coefficient adjustments: 

OJ(t + 1) = OJ(t) - 2p,e(t)sj(t) j = 1,2, ... , M. (24) 

Recall that the error e(t) = x(t) - x(t). 
Both our simulations and our experiments (as described in the next 

section) strongly indicate that AGES converges to optimal perform­
ance through convergence of OJ(t) to OJ. Namely, the error e(t) is 
adaptively whitened. Despite these indications, since the resulting 
equations are quite complex, a global proof of convergence of the 
AGES technique is beyond the scope of this paper. However, we 
conclude this section by treating the special case M = 1 and show 
local convergence properties for it. 

Let M = 1; then eqs. (17), (23), and (24) become 

e(t + 1) = 01(t)e(t) + €(t + 1) - ()l€(t) 

Sl(t + 1) = 01(t)Sl(t) + e(t), 
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and 

O(t + 1) = 01(t) - 2/-Le(t)sl(t). 

Assuming Oit) is independent of e(t) and SI(t) (similar assumptions 
are common in convergence proofs of adaptive filters) and observing 
that E{e(t).e(t)} = 0"2, E{e(t).e(t + I)} = 0, E{s(t).e(t)} = 0 we get 

E{e2(t + I)} = E{Oi(t)}.E{e2(t)} 

+ 0"2[1 + oi - 201E{OI(t)}] 

E{SI(t + l).e(t + I)} = E{Oi(t)}.E{sl(t).e(t)} 

+ E{OI(t)}.E{e2(t)} - 01C20"2 

E{OI(t + I)} = E{OI(t)} - 2/-LE{sl(t)e(t)}. (25) 

If we assume in addition that 01(t) has a small variance, namely 
E{Oi(t)} ::::: [E{OI(t)}]2 (the simulation results tend to support this 
assumption), defining 

'Yl(t) = E{e2(t)} - 0"2 

'Y2(t) = E{sl(t).e(t)} 

'Y3(t) = E{OI(t)} - 01 

and substituting in (25) results in 

'Yl(t + 1) = [')'3(t) + 01]2'Yl(t) + 0"2[')'3(t)]2 

'Y2(t + 1) = ['Y3(t) + 01]2'Y2(t) + [')'3(t) + 01]'Yl(t) + 0"2'Y3(t) 

(26) 

'Y3(t + 1) = 'Y3(t) - 2/-L'Y2(t). (27) 

Clearly, if we could prove that 'Yl(t), 'Y2(t), and 'Y3(t) converge to the 
origin globally (i.e., independent of the initial values), it would mean 
that [see eq. (26)] the MSE converges to the minimum 0"2 and E{OI(t)} 
converges to 01• However, despite strong indications from our simula­
tions that these variables do converge globally, we can prove only local 
convergence. In addition, the proof provides an indication as to how 
to choose the parameter /-L. 

Let us linearize eq. (27) around the origin to get 

'Yl(t + 1) = Oi'Yl(t) 

'Y2(t + 1) = Oi'Y2(t) + 01'Yl(t) + 0"2'Y3(t) 

'Y3(t + 1) = 'Y3(t) - 2/-L'Y2(t). 
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The coefficients matrix is 

[
()i 

A () ()21 
= 01 

-2jL 

o 

and to ensure convergence all eigenvalues of A must be within the unit 
circle. The eigenvalues of A are 

Al = ()i 
A2,3 = 1/2{1 + ()i ± [(1 - ()i)2 - 8jL0"2P/2}, 

and it can be verified that choosing 

1 - ()i 
jL<--

20"2 
(29) 

will guarantee the convergence of eq. (28). 
Condition (29) implies that if I ()11 is close to one, jL must be chosen 

very small and the convergence will be slow. Again, our simulation 
experiments verified this observation. 

IV. SIMULATION RESULTS 

We divide our experiments with AGES into two parts. In the first 
part we applied both ES and AGES on data generated by the computer 

10~----------------------~----------------------~ 

9 

N 8 
b 
x 

cr: 

~ 6 
cr: 
LlJ 

o 
LlJ 

~ 4 
~ 

~ 3 
z 
~ 2 
~ AGES 

AGES - ADAPTIVE GRADIENT EXPONENTIAL SMOOTHING 
ES - EXPONENTIAL SMOOTHING 

Fig. 3-Comparison of forecasting performance between ES ({3 = 0.8) and AGES. 

FORECASTING WITH AGES 2571 



and compared the results. In the second part we applied the AGES to 
real data that we took from Ref. 7. 

Equation (16) was used to generate data of type S, LT, and LSM by 
the computer. The results of applying both ES and AGES on these 
data are presented in Figs. 3, 4, and 5 and in Table I. Each point on 
the curves of Fig. 3 corresponds to a complete run on a sequence of 
data generated with the particular choice of the (h. The resulting MSE 
for the ES and the AGES forecasts are presented and the comparison 
clearly indicates the superiority of the AGES algorithm. In addition, 
we observe that the AGES results, in almost all the runs, in a MSE 
very close to the minimum, 0"2. 

In Fig. 5, we followed the variation of the (h(t) with time in a number 
of runs. The results clearly show that the (h(t) converge to the (h from 
a variety of initial values; this indicates global convergence properties. 
Similar results are observed in Table I for data with seasonal multi­
plicative effects and linear trend. The (h(t) clearly converge to the ()/s, 
and the MSE, when AGES is applied, is again very close to the optimal 
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Fig. 4-Comparison of mean squared error in forecasting with ES (B1 = B2 = -0.3) 
and AGES as a function of the data-generating parameters 01 and O2 • (a) O2 = -0.9. 
(b) O2 = -0.6. 
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Fig. 5-Convergence of: (a) BI(t) to the optimal value 01 in the AGES method. (b) B1(t) 
and 82(t) from various initial conditions to 01 and O2 • using AGES on data with linear 
trend. 

value, (J'2. From Ref. 7 we took data of the simple kind (no linear trend 
or seasonal effects): The IBM common stock closing prices, daily, 
from May 17, 1961 through November 2,1962. On the data we applied 
both ES and AGES and the results are presented in Fig. 6. Each point 
on the curves corresponds to a run on the same data, each time with 
a different coefficient (for the ES) and different initial condition (for 
the AGES). The further the coefficient used in the ES is from fh 
(which in this case is equal to -0.1, as indicated in Ref. 7), the better 
the performance is for AGES. 

Further experiments were conducted on monthly international air­
line passengers data.7 These data, as Fig. 7 indicates, are with linear 
trend and multiplicative seasonal effects. We applied the AGES algo­
rithm (with M = 3) and the results are presented in Fig. 8. In Ref. 7 
it is claimed that sometimes rather than work with the actual data it 
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Table I-Comparison of M"SE in forecasting with ES (0 1 = -0.2, O2 = 
0.5, (h = 0.4) and AGES 

Data-Generating Coefficients (and Adaptive Coefficients) MSE (Xu2
) 

81 (01)* 82 (02 ) 83 (03) AGES ES 

1.4 (1.39) -1.3 (-1.29) 0.8 (0.75) 1.1972 11.7155 
2.1 (1.97) -1.95 (-1.79) 0.8 (0.68) 1.3831 20.5821 
0.75 (0.69) -0.6 (-0.56) 0.8 (0.78) 1.0749 5.1431 
0.6 (0.6) -0.75 (-0.76) 0.8 (0.77) 1.0600 5.0256 

-0.75 (-0.73) 0.6 (0.6) 0.8 (0.79) 1.0663 1.3577 
0.0 (-0.04) 0.0 (0.01) 0.0 (0.03) 1.0040 1.5737 
1.0 (0.98) -1.0 (-0.99) 1.0 (0.94) 1.2001 8.6414 

-0.2 (-0.16) 0.5 (0.49) 0.4 (0.4) 1.0397 1.0137 
-0.1 (-0.09) 0.25 (0.26) 0.4 (0.41) 0.9973 1.0839 

1.2 (1.19) -0.9 (-0.81) 0.4 (0.36) 1.1044 7.1069 
1.8 (1.74) -1.35 (-1.24) 0.4 (0.34) 1.2192 13.0215 
0.3 (0.31) -0.75 (-0.75) 0.4 (0.38) 1.0574 3.8630 
1.0 (0.96) -0.5 (-0.48) 0.0 (-0.04) 1.0605 4.2218 
1.5 (1.42) -0.75 (-0.66) 0.0 (-0.05) 1.1165 6.9455 
0.75 (0.77) 0.0 (0.03) 0.0 (0.03) 1.0212 2.4687 
0.0 (-0.03) -0.75 (-0.74) 0.0 (0.02) 1.0314 3.5907 
0.2 (0.19) 0.5 (0.53) -0.4 (-0.43) 1.0186 1.7692 
1.2 (1.19) -0.15 (-0.14) -0.4 (-0.39) 1.1115 4.0338 

-1.8 (-1.7) -1.35 (-1.22) -0.4 (-0.36) 1.2077 13.8494 
-0.3 (-0.3) -0.75 (-0.76) -0.4 (-0.39) 1.0438 4.6957 
-0.75 (-0.79) -0.3 (-0.28) -0.4 (-0.38) 1.0062 3.9623 

0.4 (0.43) 0.5 (0.49) -0.8 (-0.78) 1.0461 2.6126 
-0.7 (-0.73) -0.65 (-0.62) -0.8 (-0.8) 1.0670 6.1628 
-0.6 (-0.61) -0.75 (-0.75) -0.8 (-0.79) 1.0815 6.8677 
-0.75 (-0.74) -0.6 (-0.56) -0.8 (-0.74) 1.1065 7.0182 
-0.5 (-0.52) -0.4 (-0.38) -0.8 (-0.81) 1.0759 5.1676 

* The values to which O;(t) converge are given in parentheses. 

is more convenient to work with the logarithm of the data. As we 
argue in Appendix B, these logarithms, as data, have linear trend and 
additive seasonal effects (see Fig. 8). Hence, on the logarithms we 
applied AGES for linear trend and additive seasonal effects and the 
results are presented in Fig. 8a (M = 3). We used the same data (the 
logarithms) to see whether the performance improves with larger M. 
AGES was applied with M = 13 and the results, as presented in Fig. 
8b, clearly indicate that for this data M = 3 was sufficient. 

v. CONCLUSIONS 

In this paper we have introduced a new forecasting technique, 
Adaptive Gradient Exponential Smoothing (AGES), which is based 
on Exponential Smoothing (ES) . We have elaborated on the optimality 
properties in the MSE sense of the ES. For certain types of data, the 
ES can result in optimal performance provided some coefficients are 
known. In general, these coefficients are unavailable, and the AGES 
shows strong indications of converging to these unknown coefficients 
and providing optimal performance. 
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Fig. 7-Forecasting with AGES international airline passengers (M = 3). (Note that 
these data have linear trend and multiplicative seasonal effects.) 

Clearly, more extensive experiments and practical use of the pro­
posed forecasting technique, the AGES, are required. A user-friendly 
software package can be developed for implementation of this tech­
nique if sufficient interest is generated. 
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APPENDIX A 

Necessity of Conditions 1 and 2 for the Convergence of e(t) to E(t) in 
Equation (17) 

Condition 1 is clearly necessary (as well as sufficient) for the 
convergence of E{e 2(t)} to a finite value. We want to show that 
Condition 2 is necessary for E{e 2(t)} to converge to (J2. 

Let 

'Yee(r) = E{e(t) .e(t - r)} 

and 

'Yee(r) = E{e(t)E(t - r)}. 

Clearly, 

'Yee( r) = 'Yee( -r) 

and, from eq. (17) and the definition of €(t) 

'YeE(-r) = O. 

(30) 

(31) 

(32) 

(33) 

With these definitions it follows from eq. (17), after transients die, 
that 

'YeE(O) = (J2 

'YeE(l) - 81'Yee(O) = -()1(J2 

'YeE(2) - 81'YeE(1) - 82'YeE(0) = -()2(J2 

or in matrix form 

o 0 
1 0 

-()l 1 

o 
o 
o 

1 

(34) 
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Also, 

'Yee(O) - 81'Yee(1) - 82'Yee(2) - ... - 8M'YeiM) 

= 'Yef(O) - lh'Yef(l) - ... - ()M'Yef(M) 

'Yee(1) - 81'Yee(O) - 82'Yee(1) - ... - 8M'Yee(M - 1) 

= -()1'Yef(0) - ... - ()M'Yef(M - 1) 

'Yee(2) - 01'Yee(1) - 82'Yee(0) - ... - 8M'Yee(M - 2) 

= -()2'Yee(0) - ... - ()M'Yef(M - 2) 

'Yee(M) - 81'Yee(M - 1) - 82'Yee(M - 2) - ... - 8M'YeiO) 

= -()M'Yef(O) 

or again in a matrix form 

-8M -8M- 1 

0 81 
0 82 

0 83 

.0 8M 
0 0 

o 
o 
1 

82 

83 

84 

0 
0 

1 
-()1 
-()2 

()M 

o 
o 
o 

1 

8M- 2 
8M- 1 
8M 

0 
0 

-()1 
-()2 

-()3 

0 

8M-1 
8M 
0 

0 
0 

-()2 

-()3 

-()4 

0 

8M 'Yee(O) 
0 'Yee(1) 
0 'Yee(2) 

0 'Yee(M) 
0 'Yee(M) 

-()M 'Yee(O) 
0 'Yee(1) 
0 'Yee(2) 

0 'Yee(3) 
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Now, if we claim that e(t) converges to €(t), it means that 

and 

{
0-2 for 7 = 0 

l'eE(7) = 15(7)0-
2 = 0 for 7 =t= 0 

l'ee(7) = 15(7)0-2
• 

Then, substituting this in (34) or (35) results in 

for j = 1, 2, "', M, 

which is Condition 2. Hence this condition is necessary as claimed. 

APPENDIX B 

Possible Transformation of Multiplicative Seasonal Effects Into Additive 
Seasonal Effects 

Suppose we are given data of the noise-free form 

y(t) = (a + bt)C(t)} 
c(t + L) = c(t) , 

which is with linear trend and multiplicative seasonal effects. 
Let 

z(t) = Log[y(t)]. 

(36) 

(37) 

Then substitution of (36) gives (if we assume bt « a, which is true in 
most real data): 

where 

z(t) = log a + log (1 + ~ t) + log c(t) 

b 
::::: log a + - t + log c (t ) 

a 

::::: a + bt + c(t), 

a = log a 

~ b 
b=-

a 

c(t) = log c(t). 

(38) 

Hence z(t) clearly has the form of data with linear trend and additive 
seasonal effects. 
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COSMOS-the Computer System for Main Frame Operations-is an op­
erational support system that inventories and assigns central office facilities 
to serve customer circuits. As part of this assignment responsibility, COSMOS 
must provide the central office personnel who will physically connect the 
circuit not only with information about the facilities to be connected, but also 
the order in which they will be connected (i.e., connection sequence or 
"connectivity"). Also, COSMOS must determine the circuit connectivity to 
permit automatic assignment of tie pairs-inter- and intra-frame cables that 
permit the connection of facilities that are widely separated physically. A new 
algorithm has been added to COSMOS to permit the determination of con­
nectivity. This algorithm is based on the algorithm that determines the 
minimum-weight spanning tree of a connected graph. However, the algorithm 
is specialized for COSMOS by taking into account such factors as minimizing 
the maximum number of connections at any node and restricting certain nodes 
to a maximum number of connections. 

I. INTRODUCTION 

When a mechanized system assigns facilities to provide a telephone 
circuit (to fulfill a request for service, say), it must accomplish three 
things. It must 

1. Determine which facility types are required to provide the service 

* Bell Laboratories. 

©Copyright 1983, American Telephone & Telegraph Company. Photo reproduction for 
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duction is done without alteration and that the Journal reference and copyright notice 
are included on the first page. The title and abstract, but no other portions, of this 
paper may be copied or distributed royalty free by computer-based and other informa­
tion-service systems without further permission. Permission to reproduce or republish 
any other portion of this paper must be obtained from the Editor. 
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2. Select a particular unit which is available for each such facility 
type 

3. Determine the circuit topology of the assigned facilities. 
Steps 1 and 2 can be reduced to an algorithm using straightforward 

procedures. Step 3, however, has proved to be difficult and has been 
left for manual determination in all but the simplest cases. In this 
paper an algorithm is reported that has been successful in determining 
the circuit topology for most of the circuits encountered in telephony. 

II. A PARTICULAR APPLICATION-COSMOS 

COSMOS is the name of a minicomputer system (DEC PDP 11/70 
and PDP 11/45) designed for use by telephone operating companies 
to assign and administer central office equipment.! A major impetus 
for its development and continued deployment is to increase the 
efficiency of central office personnel who must physically connect, 
rearrange, and disconnect facilities to provide service to customers. 
Accordingly, an important feature of COSMOS is its ability to produce 
a report (called the Frame Output Report or "FOR") for the central 
office personnel that clearly specifies what should be connected to 
what. Most circuits for which COSMOS must create a FOR are simple, 
i.e., only two facilities must be interconnected on the frame. Some 
circuits, however, can be quite complicated in that some facilities in 
the circuit must be interconnected in series while others must be 
connected in parallel. An example of such a case would be a circuit 
with a main line and an off-premises extension where the bridge point 
is in the central office. This example becomes more complex if signal 
conditioning equipment must be placed in series with each line. 

Such an example is illustrated in Fig. 1. This circuit includes a main 
line (cable pair 4-980) and three off-premises extensions (cable pairs 
4-981, 4-982, and 4-983). Each cable pair must be connected to the 
line equipment through a bridge lifter (BL 49, 50, 51, and 52). Since 
the bridge lifters are located on a different frame from the line 
equipment and the cable pairs, tie pairs (TP 107, 304, 305, 306, and 
307) must be used to interconnect all the components of this circuit. 

Since the FOR must unambiguously state how the connections are 
to be made, either the person establishing the order for service in 
COSMOS must provide the connection sequence ("connectivity"), or 
COSMOS itself has to be capable of determining the connectivity. All 
initial versions of COSMOS had to be connected manually. Starting 
about 1977 logic was added so COSMOS could automatically determine 
connectivity in certain situations. The current generic of COSMOS 
(generic 9.0) is being developed to incorporate connectivity determi­
nation in all cases but still allow the user to manually override the 
automatic connectivity logic if necessary. This paper presents the 
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algorithm developed to achieve this capability and illustrates how it 
benefits the COSMOS user. 

III. REVIEW OF COSMOS CAPABILITIES 

As we already mentioned, COSMOS accepts a service order as input 
and creates the FOR as output. The service order is input to COSMOS 
by a clerk in the Loop Assignment Center (LAC). Certain information 
must be entered by the clerk so the order can be processed by 
COSMOS, while other information is optional, depending on the 
particular order. The required information is the order number and 
the order due date. If a switching equipment connection is to be 
assigned to the customer, then the switching equipment features and 
the customer class of service must be specified also. Specific facilities 
to be assigned to the customer can either be specified when entered or 
automatically assigned by COSMOS. Actually, the automatic assign­
ment takes place in two levels, depending on the facilities: 1) COSMOS 
determines the need for the facility and then selects a particular 
facility for the circuit, or 2) the LAC clerk specifies the need for a 
facility on input and COSMOS selects a particular facility for the 
circuit. Table I lists the facilities administered by COSMOS and how 
they are selected for a particular circuit by COSMOS-i.e., manual 
specification of the particular facility, manual specification of the need 
for the facility, or complete automatic selection by COSMOS. Table I 
also specifies that some facilities are terminated on a Main Distrib­
uting Frame (MDF), while others are not. The facilities that are not 
terminated on an MDF either have no physical termination (for 
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Table I-COSMOS administered facilities 

MDF 
Assignment Mode 

Frame Ter- Need Full 
Facility mination Manual Specified Auto 

Telephone Number (TN) No Yes Yes No 
Extra Number (XN) No Yes No No 
Group (GP) No Yes No No 
Terminal (TER) No Yes No No 
Relay (RLY) No Yes Yes Yes 
Message Register (MR) No Yes Yes Yes 
Private Line Number (PL) No Yes No No 
Special Equipment (SE) No Yes No No 
Special Equipment (SE) Yes Yes No No 
Cable Pair (CP) Yes Yes No No 
Line Equipment (OE) Yes Yes Yes No 
Concentrator (CON) Yes Yes No No 
Tie Pair (TP) Yes Yes Yes Yes 
Bridge Lifter (BL) Yes Yes Yes Yes 
Trunk (TK) Yes Yes No No 

example, telephone numbers, groups, and terminals on an electronic 
switching system are software variables) while others are terminated 
on an intermediate distributing frame [such as relays and message 
registers on a No.5 crossbar switching system (5XB)]. 

Appendix A describes an overview of the input language for the 
Service Order Establishment (SOE) transaction. An appreciation of 
the language is helpful in understanding the example presented in 
Appendix B, which shows the effect of the connectivity algorithm on 
the user input. The example in this appendix shows the service order 
input, as well as excerpts from the FOR to connect the circuit shown 
in Fig. 1. The detailed functioning of the connectivity algorithm for a 
particular example is described in Appendix C. 

So far, only orders resulting from customer requests for service have 
been described as input to COSMOS. Another major source of input 
to COSMOS are work orders; i.e., orders initiated by the telephone 
company personnel to change out defective equipment or to rearrange 
circuits to accommodate growth. These transactions also use the 
connectivity algorithm. 

IV. THE CONNECTIVITY ALGORITHM 

The connectivity algorithm, which was first proposed by H. L. York, 2 

is based on the concept of a minimum-weight spanning tree of a 
connected graph. For each circuit whose connectivity is to be deter­
mined, a graph whose nodes correspond to each of the elements of the 
circuit is constructed. The edges of this graph are assigned weights 
such that the smaller the weight the more likely the two circuit 
elements (nodes) are to be connected directly to each other. The final 
connections between the circuit elements is determined by finding a 
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spanning tree whose edges have a total weight less than or equal to all 
other ~panning trees for this graph. Well-known methods are available 
for finding the minimum-weight spanning tree of a connected graph. 
One very straightforward algorithm is given by E. Horowitz and S. 
Sahni3 (see especially Section 6.2). An apparently more efficient 
algorithm plus other extensions of the spanning-tree concept is given 
by R. C. Prim.4 As this paper describes later, none of these algorithms 
could be applied directly to the COSMOS problem because of addi­
tional side-constraints that had to be imposed on real circuits. These 
in turn led to a more efficient algorithm than can be obtained for the 
general case. The problem of determining circuit connectivity is now 
reduced to obtaining pair-wise connection weights for all facility 
combinations and to specifying the particular algorithm for calculating 
the minimum-weight spanning tree. These will each be discussed in 
turn. 

4.1 Determination of connective weights 

In Table I, two types of special equipment (SE) are noted: those 
with a frame location and those without. Even among SE terminated 
on the frame there are subgroupings that must be treated differently 
by the connectivity algorithm. These will now be described. 

The SE file in COSMOS contains "miscellaneous" equipment that 
is not explicitly recorded in any of the other COSMOS equipment 
files. The name of the SE is created during the order input and a 
record for the SE is allocated at that time. When an order to disconnect 
the circuit is established and completed, the record allocated to this 
SE is released to a list of free records. During input of the name of 
the SE, the frame location (if one exists) is input also. The SE receives 
special treatment by the connectivity algorithm, depending on the SE 
name and the presence or absence of a frame location. The various 
subcategories of SE are shown in Table II. 

With these subdivisions of the equipment that can be represented 
in the SE field, plus the other facilities that have frame terminations 
as listed in Table I, the user can construct a complete list of facility 

Table II-Subcategories of special equipment 
Input 

If no frame location is input 

First two characters are RE 
First two characters are DL 
First two characters are VR 

First four characters are DPP- or char­
acter string begins with "." 

Anything else 

Action 

Ignore SE for connectivity determina-
tion 

Treat as a REG (repeater with gain) 
Treat as a DLL (dial Long Lines) unit 
Treat as a VR (voice repeater)-an ex-

ample would be an E6 repeater 
Treat as a trunk 

Treat as an SE 
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types that must be processed by the connectivity algorithm. The next 
step is to construct a matrix whose rows and columns represent each 
of these facilities and whose elements are the numerical weights 
associated with how likely the two facilities are to be connected directly 
to one another. This will be referred to as the generalized weight table. 
When the algorithm is presented an actual list of elements that must 
be connected together, the weights for the graph constructed for this 
circuit will be obtained from the generalized weight table. 

The generalized weight table is constructed as follows: 
1. All possible facility types are classified in four broad categories: 

switching equipment, conditioning equipment, metallic facilities, and 
tie pairs. In general, any circuit must be connected in the order: 
switching equipment-conditioning equipment-metallic facilities. Tie 
pairs are assigned as needed to facilitate these connections. 

2. Table III shows this classification of facilities. When assigning 
weights, the user should note that some conditioning equipment is 
likely to be connected directly to another conditioning equipment of 
the same type while other types would be unlikely to be connected 
directly to each other. For example, if several bridge lifters (BLs) were 
in the same circuit, they would likely all be connected together. 
Facilities of this type are noted as "bunching" on Table III. 

The range of weights is arbitrarily chosen to lie between zero and 
one hundred. With the considerations just described plus a review of 
many likely circuits, the generalized weight table shown in Table IV 
was developed. 

As mentioned earlier, for a particular circuit a graph is established 
and the weights for the edges are taken from the generalized weight 
table. After that step the weights are further modified if any of the 
following additional information applies to the circuit. 

1. If tie pairs are already present in the circuit (i.e., an existing 
circuit is being modified), then the two facilities connected by the tie 
pair are recorded in the tie pair record. The weight between these two 
facilities and the tie pair is reduced to a small value. 

Table III-Grouping of facilities 
I Switching equipment 

II Conditioning equipment 

III Metallic facilities 

Line equipment 
Bridge lifter (bunching) 
Special equipment (RE) 
Special equipment (DL) 
Special equipment (VR) 
Special equipment (bunching) 

Cable pair 
Trunk 
Concentrator 
Special equipment (DPP-) 
Special equipment (.) 
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Table IV-Generalized weight table 

SE: SE: SE: SE: SE: 
OE BL DL RE VR SE CP TK DPP- CO TP 

OE 90 
BL 35 5 
SE:DL 40 50 90 
SE:RE 45 55 90 90 
SE:VR 45 55 7 90 90 
SE 45 55 10 15 10 10 
CP 65 60 30 30 6 30 70 
TK 65 60 25 25 5 25 75 70 
SE:. 65 60 25 25 5 25 75 70 70 
SE:DPP- 65 60 25 25 5 25 75 70 70 70 
CO 65 60 70 70 73 70 75 75 75 75 90 
TP 90 90 90 90 90 90 90 90 90 90 90 90 

2. If a party circuit is being processed, then the facilities associated 
with each party are identified by a party number. Those facilities that 
do not belong to the same party have their weights increased to a 
maximum value. 

3. If a circuit with one or more off-premises extensions is being 
processed, then those facilities belonging to the same "leg" will have a 
Different Premise Address (DPA) value assigned to them. Conse­
quently, the weights are increased to a maximum value for those edges 
connecting facilities in different "legs". 

4. If the circuit contains tie pairs, then the weights between facilities 
terminated on different frames will be increased somewhat. This is 
done to avoid assigning tie pairs unnecessarily. 

4.2 Fundamental considerations 

There are two special conditions that apply to determining circuits 
for central office facilities that do not apply to circuit connectivity in 
general. Not only do these conditions enable COSMOS to determine 
the correct configuration, but their use speeds up the algorithm as well 
since some nodes can be eliminated from consideration after a certain 
point in the algorithm has been reached. These special conditions are: 

1. When a user is choosing among several Minimum-Weight Span­
ning Trees (MWSTs) (they need not be unique for a given graph), the 
tree with the minimum number of branches at the node with the most 
branches is preferred. An example of this is shown in Fig. 2. The 
algorithm does not actually calculate all possible MWSTs and then 
choose the one with the minimum number of branches at the node 
with the maximum number of branches. Instead, several strategies are 
employed, depending on the circuit being processed. If the circuit 
contains office equipment (DE), then most nodes have a maximum 
number of connections to them which is calculated before the MWST 
processing begins (as described in item 2 of this listing). The only 
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(b) CP - CABLE PAl R (c) 

Fig.2-The minimum-weight spanning tree showing (a) the graph; (b) a maximum 
of three branches; (c) a maximum of two branches. In this case (c) is the preferred tree. 

exceptions are nodes that represent BLs. To prevent all BLs from 
connecting to one BL, the edge weights of all BL edges not yet selected 
for the MWST terminating on a BL just connected are incremented. 
For a circuit that contains no OE, the edge weights of all edges not 
yet selected for the MWST terminating on a node that has been 
selected for the MWST are incremented. These strategies direct the 
algorithm towards selecting the MWST with the required branch 
minimization. This requirement relates to how circuits are actually 
wired on the frame. If too many connections must be made at one 
terminal, the craftsperson may physically run out of room on the 
terminal and thus be unable to complete all the connections. Also, if 
an order is subsequently received to disconnect one of the legs of the 
circuit, proper "housekeeping" might require dismantling all connec­
tions at a terminal and then reconnecting the remaining legs. This 
process is much simplified if the number of connections at a terminal 
is minimized. 

2. When an OE is present in the circuit, each facility is allowed a 
maximum number of "outward connections." An outward connection 
is defined as a connection away from the OE. When an OE is present, 
it will be the root of the tree and therefore a direction away from the 
OE (root) is always defined. The maximum number of outward con­
nections is determined by the following rules: 

(a) Metallic facilities (see Table III) have zero outward connections 
since they must always be at the outermost "tips" of the 
branches. 

(b) Conditioning equipment (see Table III) is allowed one outward 
connection. In determining outward connections, a connection 
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between two BLs is not counted. This is because a BL will 
usually be at a branch point and therefore will have additional 
outward connections. 

(c) If no BLs are present in the circuit, the number of outward 
connections from the OE equals the number of metallic facilities. 
If BLs are present, the number of outward connections from the 
OE equals the number of metallic facilities minus the number 
of BLs plus one. This formula reflects the actual way in which 
such circuits are wired: If BLs are present, they are the bridge 
point instead of the OE. In fact, BLs are often hard-wired in 
parallel in anticipation of their use as bridge points. 

This set of rules (a through c) constitutes the principal reason for a 
speed-up of this algorithm over the general case, since once the 
maximum number of outward connections is achieved, a particular 
node no longer needs to be considered. 

3. When an edge is chosen for the MWST, its weight is increased 
to the maximum value (100). This was chosen as the most efficient 
method to signal the algorithm not to consider this edge for the MWST 
again. 

4.3 Detailed description 

This section describes determining the list of facilities to be con­
nected, the actual algorithm, and how the output list of facilities in 
connectivity order is assembled from the internal tables populated by 
the connectivity algorithm. This breakdown parallels the construction 
of the actual software. 

4.3.1 The list of facilities to be connected 

Connectivity processing is initiated when another COSMOS module 
determines that connectivity must be established. If this is the case, 
the connectivity module is invoked and a list of facilities is presented 
to it. Before this list can be passed along to the connectivity algorithm, 
certain facilities must be "weeded out". 

There are two types of facilities that must be excluded from con­
nectivity considerations. The first type includes facilities that have no 
mainframe terminations. These facilities are telephone numbers 
(TNs), No. lXB coded terminals (XNs), No. 5XB relays, electronic 
switching system groups and terminals (GP and TER), and special 
equipment (SEs) for which no frame termination has been entered. 

The second type of facility that must be excluded is frame-termi­
nated facilities that will not be in the circuit at the time that the order 
being processed will be worked. This situation can arise because 
COSMOS allows multiple orders to be established on the same circuit 
if they are lo·gically consistent with one another. Thus order number 
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1 with due date X may be removing facilities from an established 
circuit while order number 2 (the one being processed, say) with due 
date Y is adding facilities to the same circuit. If due date X precedes 
due date Y, then in processing order 2 the facilities being removed by 
order 1 should not be considered. However, if due date X is later than 
due date Y, then all facilities must be considered in processing order 
2. 

With these two considerations, a list of facilities is prepared for 
processing by the connectivity algorithm. After connectivity is deter­
mined for these facilities, those facilities that were excluded are added 
to the end of the list of facilities that were placed in connectivity order. 

4.3.2 The algorithm itself 

The first step performed by the algorithm is to identify the equip­
ment types that have been presented to it. It then proceeds to calculate 
the connection weights for all the edges of the graph describing the 
circuit using the considerations outlined in Section 4.1. These weights 
are stored in a weight table. Next the actual MWST processing begins. 
This is facilitated by updating a "working" table. Each row of the table 
contains the following information: facility, count of connections to 
the facility, available outward connections, lowest connection cost, 
and the facility connected by the "lowest connection cost" edge. Also, 
as the algorithm proceeds, a third table, the connection list, is created. 
The connection list table maintains a list of the edges selected for the 
MWST. 

The "working" table is populated as follows: each input facility is 
placed into the table. Initially, the count of all connections to the 
facility is set to zero for each facility. The available outward connec­
tions for each facility are determined based on the considerations 
described in item 2 of Section 4.2. The lowest cost connection and the 
corresponding facility are determined by scanning the weight table for 
each facility. In case of a tie the first edge encountered in the weight 
table is chosen for inclusion in the working table. 

Now the first facility to be placed in the circuit must be chosen. If 
there is an DE in the working table, it is chosen as the first facility; 
otherwise the first facility in the working table is chosen. The first 
facility and the facility it is connected to in the working table are 
placed in the connection list. 

In the following, the first facility is taken as a facility appearing in 
the connection list. While there are still facilities that have not been 
connected to the circuit, the following instructions are repeated: 

1. Choosing among the facilities already in the circuit (i.e., in the 
connection list), find the facility in the working table with the lowest 
cost connection. In case of a tie take the facility that appears first in 
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the working table. The facility connected by the lowest cost connection 
edge will be referred to as the "new facility"; the original facility will 
be called the "old facility". 

2. If the number of connections to the new facility is not zero, this 
edge cannot be part of the MWST or else a cycle would be formed. 
Skip to instruction 8 below. 

3. Add this connection to the connection list. 
4. Increment the number of connections for the two facilities. 
5. If the circuit contains an OE, decrement the number of available 

outward connections for the old facility unless both facilities are BLs. 
If both facilities are BLs, add one to the cost of all edges in the weight 
table that emanate from the old BL. This will reduce the maximum 
number of connections made at one bridge point, as explained in 
Section 4.2. 

6. If the circuit contains an OE, and if either the old or the new 
facility (or both) have zero outward connections available, change the 
costs in the weight table for all edges emanating from such a node to 
a maximum value. 

7. If the circuit does not contain an OE, and the old facility has two 
or more connections, add one to the cost of all edges in the weight 
table that emanate from the old facility node. 

8. Change the cost of the edge in the weight table that connects the 
old and the new facility to a maximum value. 

9. Reestablish the working table based on the new weight table 
costs. 

We may now assume that all facilities have been placed in the 
connection list. (Note that if there are N facilities to be connected, 
there will be N -1 entries in the connection list so that the end of the 
algorithm is readily detected.) Now the connection list must be con­
verted to a linear list. A tree will be described by a linear list that 
enumerates each branch, one after another. The beginning of a new 
branch is detected by the repetition of a facility that already appears 
higher up on the list (the branch point). 

The algorithm for creating the linear list makes use of the working 
table left over from the MWST algorithm and the connection list. The 
algorithm 

1. Searches the working table (in reverse order) until a facility is 
found with only one connection. This facility is one end of a branch. 
It places the facility in the linear list. 

2. Searches the connection list (in reverse order) for the facility just 
placed in the linear list. It places the facility connected to it in the 
linear list. 

3. Decrements the connection count for both the old and the new 
facilities. It removes their connection from the connection list. 
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4. If the connection count for the new facility is greater than zero, 
it repeats Steps 2 and 3. If the connection count for the new facility 
is zero, the end of the current branch has been reached. It will then 
go to the next step. 

5. For each facility, already on the linear list, it determines the 
number of remaining connections in the working table. If all connec­
tions are zero, the linear list is complete. Otherwise, it selects the first 
facility encountered with a nonzero connection count. 

6. Enters this facility in the linear list and proceeds to Step 2. 
Note that the lists in Steps 1 and 2 are searched in reverse order so 

that the frame instructions are in a more "pleasing" sequence: line 
equipment first, then the first "leg", then the second "leg", etc. 

The connectivity algorithm is now complete. The facilities that were 
excluded from consideration at the start of the algorithm can be added 
to the end of the list. 

The steps just described are applied to a particular example in 
Appendix C. 
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APPENDIX A 

COSMOS Service Order Language 

When COSMOS is ready to accept a command, it will print a 
prompt (%). Immediately preceding the prompt character two alpha­
numeric characters are printed. These two characters represent the 
wire center with whose facilities the user wishes to work. The wire 
center is identified by the user at log-in time. 

After the prompt letters have been printed the ~ser can enter the 
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transaction name. All service orders are initiated in COSMOS through 
the transaction SOE (Service Order Establishment). Particular inputs 
to SOE are established on separate lines, as many as are needed to 
specify the order. 

The first character of the first input line must be an H (standing 
for header). The remainder of the line contains general data pertaining 
to the order. Typical data items that appear on this line are the order 
number (identified by the prefix ORD), the order type (OT), and the 
due date (DD). The prefix-data groupings are separated by a vergule 
ur This applies to all line types, not just to the H line. 

If all the data do not fit on the first H line, they may be continued 
on subsequent H lines. Once all the header data have been entered, 
facilities to be connected on the order are entered on a line (or lines) 
whose first character is I (standing for "in"). Facilities to be discon­
nected by the order are entered on a line (or lines) whose first character 
is 0 (standing for "out"). Typical data items that appear on I or 0 
lines are Cable Pair (CP), Telephone Number (TN), Office Equipment 
(OE), Universal Service Order Code (US), features (FEA), Telephone 
Number Exchange code (NNX), and Resistance Zone (RZ). 

In the case of facilities that are automatically assigned by COSMOS, 
the facility prefix may be followed by a question mark (?). This is a 
signal to COSMOS to assign the facility automatically. For example, 
if COSMOS is to select a telephone number somewhere on the I line 
the construction 

I ..... /TN ?/ .... 

should appear. However, some wire centers contain several different 
switching entities. To distinguish among them the user is instead 
required to specify the exchange code. In this case automatic telephone 
number selection is triggered by the input. 

I .... /NNX 351/ ..... 

When all I and/or 0 lines have been input the user types a "." on a 
single line. At this point processing of the order commences. It should 
also be noted that as each line is entered, rudimentary checks are 
performed. When this processing is completed COSMOS prints an 
underscore C) as a prompt to indicate that the next line can be 
processed. 

APPENDIX B 

An Example of Automatic Connectivity Determination 

In this case COSMOS will be asked to process order number 
NAS0789. This is a new connect order (OT NC) and has a due date 
of August 1, 1981. The exchange code is 111 and COSMOS is to assign 
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the line equipment with a Universal Service Order Code (US) of 1FR 
and features (FEA) consisting of Touch-Tone* service (T), nonsleeve 
lead (N), nonessential (N), and loop start (L). Four cable pairs are to 
be assigned to the order-pairs 980, 981, 982, and 983 in cable 4. The 
resistance zones of these pairs are 22, 11, 12, and 13, respectively. A 
parameter is maintained in the database to indicate whether bridge 
lifters are needed. If anyone of these resistance zones exceeds this 
parameter, then all pairs will be assigned bridge lifters. In this case 
the parameter is set to 18, a value exceeded by the resistance zone of 
the first pair. 

The input and the SOE response is as follows: 
90% 50E 
H ORO NA50789/0T NC/DD 8-1-81 
_I NNX 111/0E ?/U5 1 FR/FEA TNNL 
_I CP 4-980/RZ 22 
_I CP 4-981/RZ 11 
_I CP 4-982/RZ 12 
_I CP 4-982/RZ 13 

50000122 
ORO NA50789 
IN: CP 4-0980 
IN: CP 4-0981 
IN: CP 4-0982 
IN: CP 4-0983 
IN: OE 000-007-401 
IN: TN 111-1096 
IN: BL 49 
IN: BL 51 
IN: BL 50 
IN: BL 52 
IN: TP CM11-0107 
IN: TP CM11-0304 
IN: TP CM11-0305 
IN: TP CM11-0306 
IN: TP CM11-0307 
**TRAN5ACTION COMPLETED 
90% 
The string "S0000122" immediately following the period is the 

record number in the service order file selected by COSMOS to hold 
information about the order. This record number is useful in the event 

* Registered service mark of AT&T. 
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the order is not established properly and manual corrective action is 
required. 

The rest of the SOEs output are COSMOS assignments. First the 
four cable pairs are echoed back. These are followed by eleven auto­
matically assigned facilities: an office equipment, a telephone number, 
four bridge lifters, and five tie pairs. (The tie pairs are needed to 
interconnect the bridge lifters and the office equipment and cable 
pairs since the bridge lifters are terminated on a different frame.) The 
facilities are listed by SOE in the order in which they are assigned. 
This is not the connectivity order. 

To show the connectivity order the frame output report must be 
executed. This is the report used by telephone company personnel to 
actually wire the circuit in the central office. The report itself is in a 
lengthy format for ease of reading. Instead of reproducing the entire 
report here, only excerpts that show connectivity are listed below: 

LINE EQP IN 000-007 -401 

TIE PAIR IN CM11-0107 

MISC EQP IN BL 49 

TIE PAIR IN CM11-0304 

CABLE PR IN 4-0980 

*MISC EQP IN BL 49 

MISC EQP IN BL 51 

TIE PAIR IN CM11-0305 

CABLE PR IN 4-0981 

*MISC EQP IN BL 51 

MISC EQP IN BL 50 

TIE PAIR IN CM11-0306 

CABLE PR IN 4-0982 

*MISC EQP IN BL 50 
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MISC EQP IN BL 52 

TIE PAIR IN CM11-0307 

CABLE PR IN 4-0983 

Note the first leg of the circuit-extending from OE 000-007-401 to 
CP 4-0980. The beginning of the next leg is indicated by the asterisk 
(*) and the repetition of the facility BL 49. This is the first bridge 
point. This leg extends down to CP 4-0981. Now BL 51 is shown as 
the next bridge point. Notice that BL 49 is not the bridge point for all 
legs. This is the effect of the algorithm described in Section 4.2 to 
minimize the maximum number of legs emanating from a single bridge 
point. The remaining two legs extend from BL 51 to CP 4-0982 and 
BL 50 to CP 4-0983. 

APPENDIX C 

An Example of the Algorithm's Execution 

The algorithm described in Section 4.3.2 will be followed in detail 
for a particular set of facilities: two bridge lifters (BL1 and BL2), two 
cable pairs (CP1 and CP2), and one line equipment (OE). The first 
step is to determine the connection weights for all the edges of the 
graph. These weights are determined from Table IV. Note that the 
diagonal terms are given a weight of 100, since a facility cannot be 
connected to itself. 

Step 1-Weight table 

BL1 BL2 CP1 CP2 OE 

BL1 100 5 60 60 35 
BL2 5 100 60 60 35 
CP1 60 60 100 70 65 
CP2 60 60 70 100 65 
OE 35 35 65 65 100 

In this particular case CPl and BL1 have been assigned a DPA 
value of " " (i.e., a blank) and CP2 and BL2 have been assigned a 
DPA value of "999" by a previously invoked load module of SOE. Thus 
those edges connecting facilities in different "legs" (i.e., BL1-CP2 and 
BL2-CP1) have their weights changed to a maximum value. (In the 
next and in all following tables entries that have changed from the 
previous table are enclosed in parentheses.) 
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Step 2-Weight table 

BL1 BL2 CP1 CP2 OE 

BL1 100 5 60 (100) 35 
BL2 5 100 (100) 60 35 
CP1 60 (100) 100 70 65 
CP2 (100) 60 70 100 65 
OE 35 35 65 65 100 

Now the working table is constructed. Each facility has an entry 
and the connection count is initially set to zero. The Available Outward 
Connections (AOC) equal zero for the two metallic facilities (CP1 and 
CP2), equals one for the two conditioning facilities (BL1 and BL2), 
and equals one for the OE based on the formula: 

AOC = # metallic facilities - # BL's + 1 

=2-2+1=1 

The lowest connection cost and corresponding facility are obtained 
from the weight table. 

Step 3-Working table 
Available Lowest 

Connection Outward Connection Corresponding 
Facility Coqnt Connections Cost Facility 

BL1 0 1 5 BL2 
BL2 0 1 5 BL1 
CP1 0 0 60 BL1 
CP2 0 0 60 BL2 
OE 0 1 35 BL1 

Since the circuit contains an OE, this facility is chosen first and 
placed on the connection list. 

Step 4-Connection list 
OE-BL1 

The number of connections to the OE and BL1 are incremented 
(Step 6, working table). The number of AOC to the old facility (the 
OE) is decremented (Step 6, working table). The old facility now has 
zero AOC so the weight of all edges emanating from it is changed to a 
maximum value (Step 5, weight table). Finally, the working table is 
modified due to changes in the weight table. 
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Step 5-Weight table 

BL1 BL2 CP1 CP2 OE 

BL1 100 5 60 100 (100) 
BL2 5 100 100 60 (100) 
CP1 60 100 100 70 (100) 
CP2 100 60 70 100 (100) 
OE (100) (100) (100) (100) 100 

Step 6-Working table 

Available Lowest 
Connection Outward Connection Corresponding 

Facility Count Connections Cost Facility 

BL1 (1) 1 5 BL2 
BL2 0 1 5 BL1 
CP1 0 0 60 BL1 
CP2 0 0 60 BL2 
OE (1) (0) (100) BL1 

If we choose among the facilities already in the connection list (OE 
and BL1), the one with the lowest connection cost in the weight table 
is the first entry. The edge BL1-BL2 is added to the connection list. 

Step 7 -Connection list 
OE-BL1 
BL1-BL2 

Since the connection count to BL2 is zero, this is an acceptable 
choice. The number of connections to BL1 and BL2 are incremented 
(Step 9, working table). However, the number of AOC to the old 
facility (BL1) is not decremented, since both facilities are BLs. In­
stead, one is added to the cost of all edges that emanate from BL1 
(Step 8, weight table). Since neither the old nor the new facility has 
zero AOC, the edges emanating from these nodes do not have their 
weights set to 100. However, the BL1-BL2 weights are set to the 
maximum value (Step 8, weight table). Finally, the working table is 
modified according to changes in the weight table. 

BL1 
BL2 
CP1 
CP2 
OE 

BL1 

(101) 
(100) 

(61) 
(101) 
(101) 

Step 8-Weight table 

BL2 CP1 

(100) (61) 
100 100 
100 100 
60 70 

100 100 

CP2 

(101) 
60 
70 

100 
100 

OE 

(101) 
100 
100 
100 
100 
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Step 9-Working table 

Available Lowest 
Connection Outward Connection Corresponding 

Facility Count Connections Cost Facility 

BL1 (2) 1 (61) (CP1) 
BL2 (I) 1 (60) (CP2) 
CP1 a a (61) BL1 
CP2 a a 60 BL2 
OE 1 a 100 (BL2) 

If we choose among the facilities already on the connection list (OE, 
BL1, and BL2), the one with the lowest connection cost in the weight 
table is the BL2 entry. Therefore, BL2-CP2 is added to the connection 
list. 

Step la-Connection list 
OE-BL1 
BL1-BL2 
BL2-CP2 

Since the connection count to CP2 is zero, this is an acceptable 
choice. The number of connections to BL2 and CP2 are incremented 
(Step 12, working table). The number of AOC to the old facility (BL2) 
is decremented (Step 12, working table). Since both BL2 and CP2 now 
have zero AOC, the weights for all edges emanating from BL2 and 
CP2 are set to the maximum value (Step 11, weight table). Finally, 
the working table is modified according to changes in the weight table. 

BL1 
BL2 
CP1 
CP2 
OE 

Facility 

BL1 
BL2 
CP1 
CP2 
OE. 

Step II-Weight table 

BL1 BL2 CP1 CP2 OE 

101 
100 
61 

101 
101 

100 
100 
100 

(100) 
100 

61 
100 
100 

(100) 
100 

101 
(lOa) 
(lOa) 
100 
100 

101 
100 
100 
100 
100 

Step 12-Working table 

Available 
Connection Outward 

Count Connections 

2 
(2) 
o 

(I) 
1 

1 
(O) 
o 
o 
o 

Lowest 
Connection Corresponding 

Cost Facility 

61 
(l00) 

61 
(100) 
100 

CP1 
(BL1) 
BL1 
BL2 
BL2 
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If we choose among the facilities already on the connection list (OE, 
BLl, BL2, CP2), the one with the lowest connection cost in the weight 
table is the BL1 entry. Therefore, BLl-CP1 is added to the connection 
list. 

Step 13-Connection list 
OE-BL1 
BLl-BL2 
BL2-CP2 
BL1-CP1 

Since the connection count to CPl is zero, this is an acceptable 
choice. The number of connections to BL1 and CP1 are incremented 
(Step 15, working table). The number of AOC to the old facility (BL1) 
is decremented (Step 15, working table). Since both BLI and CP1 now 
have zero AOC, the weight of all edges emanating from BL1 and CP1 
are set to the maximum value (Step 14, weight table). Finally, the 
working table is modified according to changes in the weight table. 

BL1 
BL2 
CP1 
CP2 
OE 

Facility 

BL1 
BL2 
CP1 
CP2 
OE 

Step 14-Weight table 

BL1 

101 
100 

(100) 
101 
101 

BL2 CP1 

100 (100) 
100 100 
100 100 
100 100 
100 100 

CP2 

101 
100 
100 
100 
100 

Step 15-Working table 
Available Lowest 

Connection Outward Connection 
Count Connections Cost 

(3) (0) (100) 
2 0 100 

(1) 0 (100) 
1 0 100 
1 0 100 

OE 

101 
100 
100 
100 
100 

Corresponding 
Facility 

(BL2) 
BL1 
BL1 
BL2 
BL2 

The algorithm is completed when the connection list contains N-1 
entries, where N equals the number of facilities. In this case N -1 = 4 
and so all connections have been obtained. The remainder of the 
algorithm transforms the connection list to a linear list. 

Initially, the connection count for each facility, the connection list, 
and the linear list are as shown in Step 16. Search the connection 
count (from the bottom) to find a facility with a connection count of 
one. In this case the facility found is the OE. Next, search the 
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connection list (from the bottom) to find a corresponding facility. In 
this case the facility is BLl. Place these two facilities on the linear 
list and decrement the connection count for each. 

Step 16-Linear list 

Connection 
Facility Count Connection List Linear List 

BL1 3 OE-BL1 
BL2 2 BL1-BL2 
CP1 1 BL2-CP2 
CP2 1 BL1-CP1 
OE 1 

Applying this algorithm results in the table shown in Step 17. Since 
the connection count for BL1 is greater than zero, search the connec­
tion list (from the bottom) to find another entry for BLl. The 
connection BL1-CP1 is found, so CP1 is added to the linear list, and 
the connection count for both BL1 and CP1 are decremented. 

Step 17-Linear list 

Connection 
Facility Count Connection List Linear List 

BL1 2 OE 
BL2 2 BL1-BL2 BL1 
CP1 1 BL2-CP2 
CF2 1 BL1-CP1 
OE 0 

The table now changes to what is shown in Step 18. Since the 
connection count for CP1 is zero, the connection count list is again 
searched (from the bottom) but only for facilities on the linear list 
(i.e., OE, BL1, CP1) for an entry with a nonzero connection count. 
The entry found is BLl. Searching the connection list for a corre­
sponding facility results in the addition of the BL1-BL2 connection 
to the linear list. The connection count of each of these facilities is 
therefore decremented. 

Facility 

BL1 
BL2 
CP1 
CP2 
OE 

Step 18-Linear list 

Connection 
Count 

1 
2 
o 
1 
o 

Connection List 

BL1-BL2 
BL2-CP2 

Linear List 

OE 
BL1 
CP1 
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The table now changes to what is shown in Step 19. Since the 
connection count for BL2 is greater than zero, search the connection 
list to find another entry for BL2. The connection BL2-CP2 is found 
so CP2 is added to the linear list and the connection count for both 
BL2 and CP2 are decremented. 

Facility 

BLI 
BL2 
CPl 
CP2 
OE 

Step 19-Linear list 

Connection 
Count 

o 
1 
o 
1 
o 

Connection List 

BL2-CP2 

Linear List 

OE 
BL1 
CPl 
BL1 
BL2 

The table now changes as shown in Step 20. Since all connection 
counts are zero, the algorithm terminates. 

Facility 

BL1 
BL2 
CP1 
CP2 
OE 

AUTHOR 

Step 20-Linear list 

Connection 
Count 

o 
o 
o 
o 
o 

Connection List Linear List 

OE 
BLI 
CP1 
BLI 
BL2 
CP2 

Nicholas A. Strakhov, BSME, 1959, Massachusetts Institute of Technology; 
MEE, 1961, New York University; Ph.D., 1967, New York University; Georgia 
Institute of Technology, 1972-1974; Bell Laboratories, 1959-. At the Georgia 
Institute of Technology Mr. Strakhov was a part-time lecturer. He presently 
supervises a group developing software for COSMOS-an Operational Support 
System used by the telephone companies to administer facilities assigned to 
customers. 
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Vector quantization has been used in coding applications for several years. 
Recently, quantization of linear predictive coding (LPC) vectors has been used 
for speech coding and recognition. In these latter applications, the only method 
that has been used for deriving the vector quantizer code book from a set of 
training vectors is the one described by Linde, Buzo, and Gray. In this paper, 
we compare this algorithm to several alternative algorithms and also study 
the properties of the resulting code books. Our conclusion is that the various 
algorithms that we tried gave essentially identical code books. 

I. INTRODUCTION 

The technique of vector quantization for LPC voice coding has been 
in use for several years, and has been shown to be of great utility for 
LPC analysis/synthesis systems.1

-
4 Recently, vector quantization of 

LPC vectors has been applied to speech-recognition systems both in 
direct applications5

,6 and in conjunction with work on the application 
of hidden Markov models (HMMs) to recognition.7

,8 

The main idea of vector quantization is summarized as follows: 
assume that a training set {T} of I LPC vectors is given. It is desired 
to find a code book of M* LPC vectors such that the average distance 
of a vector in {T} from the closest code book entry is minimized. Thus 
we wish to find a set {R} of reference vectors that minimizes the 

* Bell Laboratories. 

©Copyright 1983, American Telephone & Telegraph Company. Photo reproduction for 
noncommercial use is permitted without payment of royalty provided that each repro­
duction is done without alteration and that the Journal reference and copyright notice 
are included on the first page. The title and abstract, but no other portions, of this 
paper may be copied or distributed royalty free by computer-based and other informa­
tion-service systems without further permission. Permission to reproduce or republish 
any other portion of this paper must be obtained from the Editor. 
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average distance D[(M*) given by 

D[(M*) = min [-II ± min [d(Ti,Rm)]] ' 
IRI i=l l=S:m=s:M* 

(1) 

where d( Ti,Rm) is the LPC distance between training vector Ti and 
code book entry Rm. 

The optimum code book is generated by a method similar to the K­
means algorithm. Starting with an initial guess of M* entries, each 
vector of the training set is assigned to the closest entry. The centroids 
of the M* subsets (clusters) obtained in this manner are used as new 
trial entries in the code book, and the iteration is continued until some 
stopping criterion is satisfied. 

For large M*, the choice of initial guesses can be quite important, 
and it is unlikely that a randomly chosen initial guess is a good one. 
For this reason the splitting algorithm was devised in Ref. 1. In this 
algorithm a code book of M = 2 entries is optimized, as described 
above, starting with a random initial guess. Next, each optimum code 
book entry for M = 2 is split into 2 and used as an initial guess for a 
code book of size 2M. This process is used until M = M*. To 
distinguish this algorithm from others considered later, we call it the 
binary-split algorithm. 

To the best of our knowledge, all speech-related applications of 
vector quantization so far have used this binary-split algorithm. How­
ever, a priori, the requirement that every code word be split appears 
to be too restrictive. For example, after optimizing an M = 2 code 
book, if one cluster contains almost all the training set and the other 
contains just a few elements, it might be argued that only the larger 
cluster should be split. Thus it is of interest to consider "single-split" 
algorithms in which a single cluster is split at each iteration. 

For very large M* (e.g., 1024 or 2048) single-split algorithms might 
require prohibitive amounts of computation. However, M* on the 
order of 64 or 128 can be quite- useful in certain applications.8 In these 
cases a single-split algorithm is quite feasible. In any case, it is of 
interest to know whether or not a single-split algorithm yields a better 
code book than the binary-split algorithm. 

There are at least three reasonable ways of implementing the 
splitting rule of a single-split algorithm for training the vector quan­
tizer. To describe these three splitting rules we need some definitions. 
Let 

{ T M( m)} = The set of training vectors represented by the m th code 
book entry (cluster) in a size M vector quantizer 

CM(m) = The number of training vectors in TM(m) 
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dM(m) = The average distance (distortion) of the CM(m) vectors 
from the mth code-book entry 

DM(m) = The total distance (distortion) of the CM(m) vectors. 

We then have the relationships 
M 

1= L CM(m) 
m=l 

1 CM(m) A 

dM(m) = -C ( ) L d(TM(m)q,Rm ) 
M m q=l 

DM(m) = CM(m)·dM(m). 

(2) 

(3) 

(4) 

Using eqs. (2) through (4) we can write the average distortion of eq. 
(1) as 

= min 
IRI 

(5a) 

(5b) 

Based on the above definitions, the three splitting rules we have 
considered are: 

Rule 1: Split the cluster, m, with the largest number of vectors, 
CM(m). We denote the resulting (vector quantizer) VQ 
code-word set as Re. 

Rule 2: Split the cluster, m, with the largest average distortion, 
dM(m). We denote the resulting VQ code-word set as Rd. 

Rule 3: Split the cluster, m, with the largest total distortion, 
DM(m). We denote the resulting VQ code-word set as RD. 

The key issue is how do the different splitting rules affect the prop­
erties of the resulting vector quantizer-in particular the average 
distortion [eq. (1)] and the coverage of the LPC space. 

We have run a series of experimental evaluations of the single-split 
and binary-split algorithms for training the VQ. We have found that 
each of the different splitting criteria leads to a different reference 
prototype set (VQ code book); however, all the VQ sets had essentially 
the same average distortion. We were also able to show that the 
coverage of the LPC space for all VQ sets was identical, and that the 
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average distance of anyone VQ set from another VQ set was smaller 
than the average distortion of the training set. Hence, the different 
implementations of the training algorithm for the VQ lead to equiva­
lent VQ reference sets. Thus for any practical application the simple 
binary-split algorithm is effective for deriving the VQ code book 
entries. 

The outline of this paper is as follows. In Section II we review the 
Linde et al. l implementation of the binary-split VQ training algorithm 
and show how we modified it to handle the single-split case. In Section 
III we discuss the results of several experiments on testing the different 
implementations of the training algorithm. In Section IV we provide 
a discussion and summary of the results. 

II. IMPLEMENTA liON OF THE VQ TRAINING ALGORITHM 

The implementation of the VQ training algorithm is essentially the 
one proposed by Linde et al. l A flow diagram of this procedure for the 
binary-split case is given in Fig. la and for the single-split case in Fig. 
lb. Given M code words, each vector of the training set T is assigned 
to the code word closest to it. The average distortion D](M) is 
computed for this assignment of the I training vectors to M clusters. 
M new code words are obtained as centroids (i.e., averaged normalized 
autocorrelations) of each cluster, and the distortion D](M) computed 
again. This process is iterated until it converges, i.e., until the percent 
change in distortion is less than a preset value € (chosen to be 1 
percent in our simulations). Once convergence is achieved, M is 
doubled by splitting each code word into two. The entire process is 
repeated until M = M*. The iteration is initialized by choosing two 
arbitrary code words. 

In our implementation, we made one modification to the VQ training 
algorithm of Fig. 1. We inserted a check after the classification of the 
training set vectors to see if any cluster is empty (i.e., contains none 
of the training set vectors). In such a case the "largest" cluster is split 
into two clusters, and the convergence test is bypassed (to ensure a 
reclassification in which each cluster is nonempty). However, for the 
data used in this experiment, an empty cluster never occurred. In 
subsequent tests with larger M* we did encounter such cases. 

For the single-split algorithm (Fig. lb), only one modification is 
required. After convergence, only the "largest cluster" is split. Here 
largest can refer to the cluster with the largest average distortion, total 
distortion, or count. 

For a convergence criterion of € = 1 percent, typically it takes three 
to six iterations of the classification loop to obtain a convergent set of 
clusters and centroids. We also found that the algorithms of Fig. la 
and lb work extremely reliably over a broad range of types of training 
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Fig. I-Flow charts of the vector quantizer training algorithms. (a) The binary-split algorithm. (b) The single-split algorithm. 



data (e.g., collected from a single talker, collected from many talkers, 
collected from a corpus of isolated words, collected from sentence­
length material, etc.). 

III. COMPARISON OF THE BINARY- AND SINGLE-SPLIT ALGORITHMS 

To compare the performances of the binary- and single-split VQ 
training algorithms of Fig. 1, several tests were run. The database 
consisted of a set of 39,708 LPC vectors. The LPC analysis used a 
6.67-kHz sampling rate and an eigth-order analysis of 300 sample (45 
ms) frames of speech. The sample frames had been preemphasized 
with a simple, first-order digital network (preemphasis factor of 0.95) 
and windowed by a 300-sample Hamming window. Frames were taken 
100 samples apart across the duration of each word of a series of 1000 
isolated words (digits) spoken by 100 talkers (50 male, 50 female). All 
recordings were made over dialed-up telephone lines through a local 
PBX connection. All silence outside the spoken words was eliminated 
by a word endpoint detector;9 hence, all LPC training frames were 
from within word boundaries. 

Several aspects of the binary- and single-split training algorithms 
were studied. The first question considered was whether the two 
training procedures yielded identical results (i.e., whether the resulting 
LPC code words and the clusters from which they were derived were 
identical). Figure 2 shows plots of the cluster splitting for an M* = 8 
solution for the binary-split algorithm (Fig. 2a) and the single-split 
algorithm based on average distance splitting (Fig. 2b). It can be seen 
that the resulting eight clusters in the single-split case come from very 
different splits than those for the binary-split case. For example, in 

(a) 

5 

3 

6 
2 

7 

4 

8 

6 

(b) 

Fig. 2-Splitting charts for an M* = 8 vector quantizer with splits based on average 
distortion. (a) The binary-split training algorithm. (b) The single-split algorithm. 
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the single-split case, final clusters 6 and 7 come from four splits of the 
original cluster 2, whereas final clusters 1 and 2 come from single 
splits of original clusters 1 and 2. In the binary-split case all final 
clusters come from two splits of original clusters 1 and 2. Similarly, 
the actual clusters were grossly different for the three different criteria 
for the single-split algorithm. 

The next question we considered was how the different training 
procedures differed in performance. Figures 3 through 5 show a series 
of plots of statistics comparing some of the details of the individual 
training procedures. For each of these plots, Parts (a) through (d) 
show results for the binary-split case, the single-split case based on 
count, the single-split case based on average distortion, and the single-

64 

SIZE OF VECTOR QUANTIZER (M*) 

Fig.3-Plots of count ratio (maximum cluster count divided by minimum cluster 
count) as a function of the size of the vector quantizer. (a) Binary-split training. (b) 
Single-split training based on count. (c) Single-split training based on average distortion. 
(d) Single-split training based on total distortion. 
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Fig. 4-Plots of average distortion ratio as a function of the size of the vector 
quantizer. (a) Binary-split training. (b) Single-split training based on count. (c) Single­
split training based on average distortion. (d) Single-split training based on total 
distortion. 

split case based on total distortion. The statistics plotted are ratio of 
maximum to minimum cluster count (Fig. 3), ratio of maximum to 
minimum average distortion (Fig. 4), and ratio of maximum to mini­
mum total distortion (Fig. 5) versus size of the vector quantizer. These 
statistics were chosen because each of them should ideally approach 
1.0 for clusters that are of equal size according to the corresponding 
splitting criterion. For example, we would expect the count ratio to 
approach 1.0 for the split on count criterion but not necessarily for 
the other splitting criteria. 

Examination of Figs. 3 through 5 shows several interesting things. 
As seen in Fig. 3, the count ratio for the binary-split case for M* = 64 
(4.1) is actually smaller than the count ratio for the single split on 
count case for M* = 64 (4.8). The count ratios for the other two split 
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Fig. 5-Plots of total-distortion ratio as a function of the size of the vector quantizer. 
(a) Binary-split training. (b) Single-split training based on count. (c) Single-split 
training based on average distortion. (d) Single-split training based on total distortion. 

criteria are indeed larger than for the split on count, as expected. 
Figure 4 shows that the average-distortion ratio is smallest (4.1) at 
M* = 64 for the single split on average-distortion case; however, the 
distortion ratios for the binary case (4.4) and the single split on total­
distortion (4.7) cases are only slightly larger. Finally, Fig. 5 shows a 
similar set of results on the total-distortion-ratio statistic in which 
the results for M* = 64 for the binary-split case (2.7) are only slightly 
worse than for the single split on total-distortion case (2.6). 

The results of Figs. 3 through 5 indicate that the binary-split case 
seems to yield cluster training statistics that are almost as good as the 
best statistics for any of the single-split cases in terms of count ratio, 
average-distortion ratio, and total-distortion ratio. Hence, from the 
point of view of cluster statistics, the binary-split cases appear to give 
the best overall performance. 
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Two gross performance checks were made on the training algo­
rithms. In the first test, the average distance between vector quantizer 
sets obtained from the different training procedures was calculated as 
a function of M*. The results of this test are given in Table I. It can 

Table I-Average distance between code book entries of vector 
quantizers designed on the basis of count (Rc), average distortion 

(Rd), total distortion (RD), and binary splitting (Rs) 

4 
8 

16 
32 
64 

0.384 
0.125 
0.148 
0.191 
0.216 

0.019 
0.138 
0.143 
0.108 
0.131 

0.047 
0.157 
0.160 
0.175 
0.148 

0.270 
0.101 
0.065 
0.132 
0.131 

0.707 
0.426 
0.326 
0.255 
0.203 

t Average distance between the training vectors and the code words representing 
them. 

0.9,....--------------------., 

0.8 

0.7 

0.6 

0.5 
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0.3 

4 8 16 32 64 

M*ON LOG SCALE 

Fig. 6-Plot of average training set distortion D](M*) as a function of the size of the 
vector quantizer. 
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be seen that the average distance between vector quantizer sets is as 
small or smaller than the average distance of the training vectors to 
the code book sets. Hence, the code book sets derived from the different 
training algorithms are, on average, quite close to each other. 

The second test we performed was to measure the average distortion, 
D[(M*) versus M* for the different training algorithms for values of 
M* from 2 to 64. The results of this test are plotted in Fig. 6. On the 

M* = 64 VECTOR QUANTIZER 
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~ .' . ~ •• I .... • ~ 
I· • tt' ...... 

0 

3.3 

(b) •• • • ., • • N • 
l- •• e: ..... w • :::t: :,'. • 0 
-I 

~ 

~ 

L[' 

0 
0 
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3.3 

(c) · '0 · •••• •• 
N • • l-
e: .'- . W 
:::t: ' ..... 0 
-I • • 
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~ 

L[' 

0 
0 3.3 

F2 IN KILOHERTZ 

Fig. 7-Plots of code-word coverage in the FI -F2, FI-Fa. and F2-Fa planes for an M* 
= 64 vector quantizer. 
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scale of this plot, the differences in average distortion are indistin­
guishable among the different vector quantizers. 

The third and final question we considered concerns the coverage 
of the space of speech sounds by the optimum code books. A good way 
of displaying this coverage is to look at the code books in the space of 
formant frequencies. The formant frequencies (and bandwidths) for 
each entry of the code book are given by the zeroes of the trigonometric 
polynomial associated with it. Thus each code book may be displayed 

M* = 1024 VECTOR QUANTIZER 
3.3 

N 
I-
a: 
w 
::c • • 0 
...J 
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0 
0 3.3 

F2 IN KILOHERTZ 

Fig. 8-Plots of code-word coverage in the F1-F2, FrF3' and F2-F3 planes for an M* 
= 1024 vector quantizer. 
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as a scatter plot in FI -F2-F3 space. Projections of this scatter diagram 
on the FI - F2 , FI - F3, and F2- F3 planes are shown for a typical code book 
in Figs. 7 and 8 for the code books obtained from the binary-split 
training algorithm for M* = 64 (Fig. 7) and M* = 1024 (Fig. 8). It is 
seen that the code words cover the expected regions in the formant 
frequency planes fairly uniformly. The major difference between the 
coverage of the M* = 1024 and the M* = 64 code books is the density 
of coverage of the areas in the respective formant frequency planes. 
The coverage of the single-split algorithms for M* = 64 was essentially 
identical to that of the binary-split algorithm. 

IV. DISCUSSION 

Our overall conclusion from the tests that compared the fine and 
gross differences in clustering LPC vectors via a VQ training algorithm 
is that all the variations in the training procedure that we studied (i.e., 
different splitting procedures, different convergence criteria, etc.) lead 
to essentially indistinguishable differences in the set of VQ code book 
entries. Since the binary-split algorithm, as discussed by Linde et al. l 

requires the least amount of computation, it is the best of the algo­
rithms considered. 

In this paper we present the results of a series of experiments on a 
training set of 39,708 vectors. More recently we have experimented 
with the binary-split VQ training procedure on a number of different 
training sets whose size varied from 10,000 to 600,000 vectors. We 
found that the training procedure always rapidly and reliably con­
verged to a set of code book vectors whose properties were similar to 
those described in this paper. We are currently using the VQ code 
book sets in work related to speech recognition and speech coding. 
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A trellis code is a "sliding window" method of encoding a binary data stream 
into a sequence of real numbers that are input to a noisy transmission channel. 
When a trellis code is used to encode data at the rate of k bits/channel symbol, 
each channel input will depend not only on the most recent block of k data 
bits to enter the encoder but will also depend on, say, the v bits preceding this 
block. The v bits determine the state of the encoder and the most recent block 
of k bits generates the channel symbol conditional on the encoder state. The 
performance of trellis codes, like that of block codes, depends on a suitably 
defined minimum-distance property of the code. In this paper we obtain upper 
bounds on this minimum distance that are simple functions of k and v. These 
results also provide a lower bound on the number of states required to achieve 
a specific coding gain. 

I. INTRODUCTION 

In this paper we are concerned with transmission of digital data 
using trellis codes to gain some noise immunity over standard uncoded 
methods. We assume pulse amplitude modulation whereby the values 
of the transmitted data are estimated from a sequence of samples r j 

generated by a receiver. These output samples are often modeled as 

r j = x j + n j
, (1) 

where x j is a real number sequence determined by the source sequence 
of binary data and n j is an independent zero-mean white Gaussian 
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noise sequence of variance a2
• For uncoded transmission at rate k bits/ 

symbol, x j takes on one of 2k fixed values. Error performance may be 
improved using coding, but if we insist on transmitting at rate k bits/ 
symbol then we must increase the number of possible values taken by 
the xj. We can choose either a block or tree (trellis) structure for the 
code. In this paper we consider only trellis codes. The performance of 
trellis codes, like that of block codes, depends on a suitably defined 
minimum-distance property of the code. We obtain upper bounds on 
this minimum distance, dmin • The analogous problem for block codes 
is well studied, but little work has been done on distance properties of 
trellis codes.1,2 

We assume the following model for encoding the binary data (i.e., 
choosing the xj) prior to transmission over the Gaussian channel. 
Regard the incoming binary digits as partitioned into blocks of k 
consecutive bits. The real number xj is to be a time-independent 
function of the most recent k-bit block and also of the v bits preceding 
this block. Thus if {ad is the binary data sequence, we assume 

x
j = x(ajk, ajk-l, ••• , ajk-(k-l); a(j-l)k, ••• , a(j-l)k-(,,-l». (2) 

This is an example of a k-bit/symbol trellis code. We regard the v 
"old" bits as determining the state of the encoder (there are 2" possible 
states) and the k "new" bits as generating the channel symbol (there 
are 2k possible symbols) conditional on the encoder state. The trellis 
structure is made evident by drawing an example. Fig. 1 shows the 
case k = 1, v = 2. 

If, in this example, the encoder is in state (00) at time j, and the 
next bit (block of k = 1 bits) to be transmitted is a 1, then we transmit 
the symbol x(100) and move to state (10). 

Other trellis codes exist. For example, we could define a code with 
just three trellis states or the symbols x j could also depend on the time 
index j. However, we shall only consider trellis codes determined by 
(2). The trellis structure of (2) is identical to that of linear algebraic 

00 

10 

01 

~ 
STATE 
LABELS 

j+1 j+2 

Fig. I-Diagram of a trellis code. 
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convolutional codes. We use the term sliding window trellis codes for 
trellis codes determined by (2). 

To simplify the discussion in the text we shall assume that k divides 
v. The general case is treated in Appendix B. 

The problem we consider involves certain distance properties of 
trellis codes. To motivate it, consider the decoding problem. Optimum 
decoding involves finding the most likely path through the trellis, 
given the observed sequence (1).3 Typically, the path chosen will not 
coincide with the correct path for all time but will occasionally diverge 
from it and remerge at a later time. This is called an error event, and 
we generically denote it by the letter E. For example, with the trellis 
in Fig. 1, x(OOO) may have been sent several times in succession, 
resulting in the straight path shown in Fig. 2, but noise may have 
caused the decoder to choose an alternate path. In Fig. 2 the decoder 
chose the symbols x(100), x(010), x(OOl) instead of x(OOO), x(OOO), 
x(OOO). 

An error event E of length L lasts from time i to time i + L, the 
decoder having decided upon the symbol sequence Xi+1, "', Xi+,L 

instead of the correct sequence Xi+1, ••• ,Xi+L. The (squared) Euclidean 
distance d2 (= d 2(E» between the two paths of E is given by 

i+L 

d2 = L (x j - xj)2 

j=i+1 
(3) 

and is crucial to determining the probability P(E) of an error event 
E. With the white noise assumption made in (1), P(E) is easy to 
calculate and, when d2 » 0-

2
, it is approximately given by 

PtE) ~ exp (- ::2). (4) 

Equation (4) leads us to expect that, for small noise, symbol error 
probabilities will be determined by error events having the smallest 
minimum distance between their two paths and it becomes of interest 
to design codes that have good minimum-distance properties in this 
sense. Such designs have recently been considered by Ungerboeck, 
who obtained on the order of 3-dB performance improvements (factor 

00 

10 0 

01 0 

110 

x (000) x (000) x(OOO) x(OOO) x(OOO) 

o o o o 
Fig. 2-Example of an error event. 
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of 2 in minimum distance) over the uncoded case for k = 1,2, and four 
or eight states in the trellis.4 

U ngerboeck based his designs on a computer search of binary 
convolutional codes with 2V states, rate k/(k + 1), and a particular 
mapping of the output binary (k + 1) tuples to 2k+l equally spaced 
channel symbols (±1, ±3, etc.). His use of convolutional codes thus 
conforms to the general scheme of (2), which implies the same trellis 
structure as described herein. However, his a priori choice of only 2k+1 

equally spaced channel symbols is certainly restrictive in principle. In 
this paper we consider the natural question of how large d~in/ P can 
be made if these restrictions are removed. Here, dmin is the minimum 
distance between all pairs of paths associated with error events in the 
trellis, and P is the average transmitted power. 

Section II gives a detailed description of the trellis structure and of 
error events. If 8 is a finite set of error events, then 

(5) 

since the minimum of a set of real numbers is bounded above by their 
average. This observation is the basis of our first two bounds. The 
first and simplest bound is 

d~in :c::::: 4 (1 !!..) 
P -...; + k' (6) 

which is obtained in Section III. A more detailed analysis in Section 
IV gives 

(7) 

which is stronger than (6) provided k> 1. Let T be another finite set 
of error events and let r1, r2 ~ 0 be real numbers satisfying rl + r2 = 
1. Then, 

min {d 2(E)} ~ rl (, 8
1

, L d2(E») + r2 (, Tl, L d 2(E»), (8) 
EESUT EES EET 

since the minimum of a set of real numbers is bounded above by any 
weighted average of those numbers. In Section V, by choosing 8, T, 
r1, and r2, appropriately, we prove 

d~in :c::::: ( 2
2k

+
1 

) ( !!..) 
P -...; 22k _ 1 2 + k . (9) 

This bound is stronger than (7) provided v > k(2k 
- 1). Combining (7) 
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and (9) we have 

d
2

. [2
k
+

1 
( v) 22k+1 ( v)] ;m :s:; min 2k _ 1 1 + k ' 22k _ 1 2 + k . (10) 

Extensions of bounds (6), (7), and (9) to the case when k does not 
divide v are given in Appendix B. 

II. A GROUP ACTION ON THE TRELLIS 

In later sections we obtain upper bounds on d~in/ P by considering 
sets of error events that are fixed by a group of symmetries of the 
trellis. In this section we describe the group. 

We consider trellis codes with 2V states transmitting k bits/channel 
symbol and for simplicity we assume that k divides v. States are 
labelled with binary v tuples, and edges of the trellis are labelled with 
binary v + k tuples. We identify the binary r tuple (bo, ... , br- l ) with 
the integer 

bo2° + bl 21 + ... + br _ 12r- l . 

The states are labelled with binary v tuples 00··· 0, 10··· 0, 
010 ... 0, 110 ... 0, "', 11 ... 1, in increasing order, from top to 
bottom as in Fig. 1. The edges are labelled with binary v + k tuples 
Xo = x(O ... 0), Xl = x(10 ... 0), X2 = x(010 ... 0), X3 = x(110 ... 0), 
••• , X2 v+k_1 = x(11 ... 1), also in increasing order, from top to bottom 
as in Fig. 1. Set N = (k + v)/k. If we write an edge label as x(so, ... , 
SN-I), then it will be understood that each Sj is a binary k tuple. A "+" 
appearing in the argument of a label means bit-by-bit modulo 2 
addition. A similar notation will be used for states. 

We define a group of symmetries of the trellis. These symmetries 
will map error events of length L to error events of length L. For each 
binary v + k tuple t, we define a permutation gt of the edge labels x(s) 
by the rule 

gt(x(S» = x(s + t). (11) 

For example, when k = 1, v = 2, and t = (010), 

x(OOO) x(010) 
x(100) x(110) 
x(010) x(OOO) 

-!= 
x(110) 

~ gOlQ(-!) = 
x(100) 

x(OOI) x(OII) 
(12) 

x(101) x(III) 
x(OII) x(OOI) 
x(III) x(101) 
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This may also be written 

golO(-!) = T-!, 

where T is the permutation matrix 

0 0 1 0 
0 0 0 1 
1 0 0 0 

T= 
0 1 0 0 

0 
0 
1 
0 

(13) 

0 1 0 (14) 

0 0 1 
0 0 0 
1 0 0 

If Gk,v = (gt I t is a binary v + k tuple}, then Gk,v is an abelian group of 
order 2k+v

, and every element gt of Gk,v satisfies g~ = e, where e is the 
group identity. 
Lemma 1: Any pair of edge labels is interchanged by a unique group 
element. 
Proof: Edge labels x(s) and x(u) are interchanged only by gs+u. 0 

We call the time sections (0, 1), (1, 2), ... the components of the 
trellis. We shall now show how to choose binary v + k tuples t = to, tl, 
... so that if gt i is applied to the edges in component i, then an error 
event of length L is always mapped to another error event of length 
L. It is, in general, necessary to choose a different gt for each compo­
nent since if we simply apply the same permutation gt to the edges in 
every component, then an error event E need not be transformed to 
another error event. Thus, if gOlO is applied to each component of the 
error event shown in Fig. 2, then we obtain the edges shown in Fig. 3. 
The permutation gOIO transforms the edge labelled x( uvw), joining state 
vw and state uv, into the edge labelled x(u(1 + v)w), joining state 
(1 + v)w and state u(1 + v). If t = to = 010, then gOlO permutes the 
encoder states at time 0 by the rule 

vw ~ (1 + v)w, 

and permutes the encoder states at time 1 by the rule 

uv ~ u(1 + v). 

00 0 o 
10 

Fig. 3-Permutation golO applied to all edges of an error event. 
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Similarly, the permutation gt1 permutes encoder states at time 1 and 
encoder states at time 2. If we want to map error events to error 
events, then the action of gt1 on encoder states at time 1 must be given 
by (16). Choose t l = 001, t 2 = 100, t 3 = 010, t 4 = 001, .... The action 
of gtO, gt 1 , and gt2 on components 0, 1, and 2 is shown in Fig. 4. Thus 
the sequence (gt O, gt 1 , gt 2 , ••• ) transforms the error event shown in 
Fig. 2 to the error event shown in Fig. 5. 

For general k and v, let t = to = (to, ... , tN-I) where N = (k + v)/k 
and to, ... , tN-I are binary k tuples. Let t l = (tN-I, to, ... , tN- 2 ) be 
the vector obtained from to by cycling the blocks of k bits to the right 
and moving the last block, tN-I, to the front. Repeat this operation i 
times to obtain t i = (tN-i, ... , tN-I, to, ... , tN-i-I). For i ;::: N we view 
i as an integer modulo N. Thus tN = to = t, tN+I = t\ .... The action 
of gti on encoder states at time i coincides with that of gti- 1 being given 
by the rule 

(17) 

If Gt,v = {(gt O, gt 1 , ••• ) I to is a binary k tuple}, then Gt,v is a group of 
2v+k symmetries of the trellis. The group Gt,v is abelian, and every 
element has order 2. We denote (gt O, gt 1 , ••• ) by g:o, since it is 
determined by to. 

Lemma 2: If i ;::: a and if x(s), x(t) are any pair of edge labels in 
component i, then there is a unique element of Gt,v that interchanges 
x(s) and x(t). 

Proof: This follows from Lemma 1, since the restriction of Gt,v to the 
edges in component i is just Gk,vo 0 

A set S of error events is said to be fixed by G t,v if for all g E G t,v 
and all E E S we have g(E) E S. 

: e X(U'Wl~~=1 
01 f I ~ 
11 b x(u(1+v)w) ~x::cI 

t=2 t=3 

~ x(uvw) J 
:XII,L<) 

COMPONENT 0 COMPONENT 1 COMPONENT 2 

Fig. 5-The symmetry (gt O, gt 1, gt 2, " .) applied to an error event. 
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Lemma 3: Let i ~ 0 and let S be a set of error events of the same length 
that is fixed by Gt,,,. If mi(x(a)) is the total number of times the edge 
label x(a) occurs in component i of the error events of S, then 

for all v + k tuples a. 

Proof: Let s, t be binary v + k tuples. By Lemma 2 there is an element 
of Gt,,, interchanging error events involving x(s) in component i with 
error events involving x(t) in component i. Hence mi(x(s)) = mi(x(t)). 
Since the total number of edges in component i is 21 S I, we have 
mi(x(a)) = 21 S 1/2k+" for all v + k tuples a. 

An orbit S of the group Gt,,, is a set of error events satisfying 
1. if E E Sand g E Gt,,, then g(E) E S, and 
2. if Eb E2 E S then there exists g E Gr,,, such that g(E1) = E 2. 

Fig. 6 shows an orbit of GT,2. Observe that mi(x(a)) = 1 for all i and 
for all a. 

III. THE FIRST BOUND 

In this section we derive the upper bound 

d~in ~ 4 (1 ~) 
P -- + k . 

This bound will be strengthened in later sections but it seems worth 
presenting the simpler argument here. 

Observe that the average transmitted signal power is simply the 
average of the transmitted channel symbols, namely 

1 2"+k_l 

P = 2,,+k L xr. 
i=O 

(18) 

o 0 0 0 
E= (gl00,gOlO ,goo 1 ) (E) 

o 000 

(gOll ,g101 ,gl10) (E) 

Fig. 6-An orbit of Gf.2. 
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(Recall that the channel symbol x(ao ... av+k-I) is also denoted Xi 
where i = ao + a I 2I + ... + av+k_12v+k-I.) The Euclidean distance 
between the paths of the error event E shown in Fig. 2 is 

d 2(E) = (xo - XI)2 + (xo - X3)2 + (xo - X5)2, 

which is a quadratic form in the variables Xi. In general we define 

(19) 

where the superscript T denotes matrix transpose. Then the Euclidean 
distance d 2(E) between the paths of an error event E is given by 

(20) 

where A(E) is a symmetric, positive semi-definite matrix which we 
call the distance matrix of E. The distance matrix A(E) has two 
properties that we wish to note: 

Property I. The ith diagonal element of A(E) counts the number 
of times the symbol Xi occurs in the error event. 

Property II. The rows of A(E) sum to zero. 
By (18) and (20), 

d;in _ . ~? A(E)~ _ 2v+k • ~T A(E)~ (21) 
P 

- mIn p - mIn T , 
E E ~ ~ 

where we minimize over all error events E. 
Although we will make no use of the fact in this work, we note that 

in (21) only a finite number of error events need be considered, for no 
error event need be considered that has a repeated pair of states. Thus, 
if the pair of states u and w occur at time i and also at a later time j, 
all components between i and j may be eliminated and the remainder 
of the error event after time j may be placed after time i. Since 
components cannot make a negative contribution to d 2(E) the new 
error event has distance no greater than the original one. By (21) the 
best normalized minimum distance that can be achieved for any choice 
of channel symbols is 

2 
+k . ~TA(E)~ 

v max mIn T 
~ E ~ ~ 

(22) 

Consider an error event E with initial state (time t = 0) a = 
(ah ... , aN-I) and final state z = (ZI, ... , ZN-I). If k tuples bb bt 
are input at time 0, then at time 1 the two paths occupy states 
(bh aI, ... , aN-2) and (bt, at, ... , aN-2). There must be at least N -
1 further inputs before the paths can remerge. To remerge at z, the k 
tuples ZN-I, ZN-2, ... , ZI must be input in that order to both paths. 
We denote this error event by E(a, z; bl , br>. Thus, the minimal length 
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of an error event is N = (k + v)/k. Fig. 2 shows the error event 
E(OO, 00; 0, 1) which has minimal length 3. 

Given an arbitrary set S of error events, define 

1 
Q(S) = WI Js A(E). (23) 

Let SN be the set of all error events of length N. Note that SN is fixed 
by the group G t,v. 
Theorem 1: If k divides v then the normalized minimum distance of any 
sliding window trellis code with 2V states and rate k bits/channel symbol 
satisfies 

Proof: By (22), 

d~in ~ 2v+k • ~T A(E)~ 
P

......, max mE In T 
~ ~ ~ 

~T( L A(E))~ 
2v+k EESN 

~ ISNI m:x ---~-=TX:--_---

The last inequality simply states that the minimum is not more than 
the average. Setting AN = ~EESN A(E), we have 

2v+k xT A X 2v+k 

ISNI m:x - ~T;- = ISNI AI(AN), 
where Al (AN) denotes the largest eigenvalue of AN. By Property I, the 
ith diagonal entry of AN counts the total number of times the edge Xi 

appears in some component of the error events of length N. By Lemma 
3 all diagonal entries are equal to 2NI SN 1/2v+k. Property II implies 
that all row sums of AN are zero. By the Gersgorin Circle Theorems 

. (2NISNI) AI(AN ) ~ 2(dIagonal entry) = 2 2v+k , 

and so 
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Remarks: In Section IV we derive a formula for Q(SN), and, by 
computing Al(AN ), we prove 

d;'n .. 2::11 (1 +~). 
In Appendix B we prove that if v = (N - l)k + I, where 0 ~ 1< k, 
then 

where L y J denotes the integer part of y. 

IV. A FORMULA FOR Q(SN) AND A SHARPER BOUND 

In this section we derive a formula for Q(SN), the matrix obtained 
by averaging the distance matrices of all error events of minimal 
length N = (k + v)jk. We require a matrix representation of the group 
Gk,v. 

If A is an m X n matrix and B is an ml X nl matrix, then the tensor 
product A ® B (also called the Kronecker product) is the mml X nnl 
matrix 

A®B= 

Tensor products are discussed in Ref. 5, where they are called direct 
products. For appropriately sized matrices, A, B, C, and D, we have 
(A ® B)(C ® D) = (AC) ® (BD). If A is an eigenvalue of A with 
associated eigenvector v, and Jl is an eigenvalue of B with associated 
eigenvector w, then Af.l is an eigenvalue of A ® B with eigenvector 
v®w. 

We denote the n x n identity matrix by In and we abbreviate 12 to 
1. Set 

A = [~ n (24) 
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Consider the 2,,+k X 2,,+k matrix 

Pi = I ® ... ® I ® A ® I ® ... ® I 
(. ) (. ) 

J terms £ terms 

= I 2j ® A ® I 2i, 

where i + j + 1 = v + k. This is the matrix 

o I2i 
I2i 0 

o 

o 

o I2i 
I2i 0 

(25) 

with the indicated block repeated 2' times along the main diagonal. 
Define Ui, i = 0, 1, ... , 2,,+k - 1, to be the binary v + k tuple with a 1 
in position i and O's elsewhere. Let 

.! = (xo, "', X2V+k_l)T = (x(O ... 0), "', x(1 ... I))T. 

The permutation guo maps x(s) to X(Ui + s) and so it interchanges edges 
with subscripts differing by 2i. But this is precisely the effect of the 
transformation .! ~ Pi.!. If t is an arbitrary v + k tuple then the matrix 
describing the permutation gt is obtained by multiplying the appropri­
ate matrices Pi. For t = (to, tI, ... , t,,+k-l) we define 

M(t) = M,,+k-l ® ... ® Ml ® Mo, (26) 
where 

M - '} 
{

I if t· = 0 
j - A if tj = 1. (27) 

Note that the subscript order in (26) is the reverse of the subscript 
order in the vector t. We have now proved the following lemma. 
Lemma 4: If t is a v + k tuple, then the permutation gt: x(s) ~ x(s + t) 
is represented by .! ~ M(t).!. 

As an example, the permutation gOlO given in (12) is represented by 
the matrix P = I ® A ® I given in (14). By Lemma 4 we may regard 
Gk,,, as the following group of matrices: 

Gk,,, = (M,,+k-l ® ... ® Ml ® MolMj = I or A, 

j = 0, ... , v + k - I}. (28) 

We shall prove that Q(SN) is a particular linear combination of 
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matrices M(t) in G k ,,,. To calculate AI(Q(SN)) we need to work with 
eigenvectors and eigenvalues of the matrices M(t). 

The matrices M(t) are symmetric and they all commute; hence, they 
can be simultaneously diagonalized. Let H be the tensor product of 
v + k copies of 

~[~ -G 
Observe that H-I = HT. Since (1, I)T and (1, -l)T are eigenvectors of 
A, the columns of H are eigenvectors of M(t) for all v + k tuples t. 
Thus, HTM(t)H is diagonal for every matrix M(t) in Gk,,,. If p = 
(Po, ... ,P,,+k-I) is a binary v + k tuple, define 

w(p) = W,,+k-I ® ... ® WI ® WO, 

where 

_ {(I, l)T, if Pj = 0 
Wj - (1, -1) T, if pj = 1. (29) 

The vectors w(p) are the columns of H. Note that w(p) is formed by 
reversing the vector p. We have A(l, l)T = (1, I)T and A(l, - I)T = 
-(1, -l)T. If t = (to, ... , t,,+k-I) then by (27) and (29) 

,,+k-I (,,+k-I ) 
M(t)w(p) = j~O Mjwj = l! (-l)tjPj w(p) 

= (-l)po
tw(p), (30) 

where p. t is the dot product of the vectors p and t. 
Lemma 5: Suppose R is a diagonable matrix that commutes with every 
matrix M(t) in Gk,,,. Then R is a linear combination of the matrices 
M(t) in G k ,,,. 

Proof: If s, t are different v + k tuples, then by Lemma 1, gs(xo) =1= 

gt(xo). The permutation matrices M(t) are therefore linearly independ­
ent because the l's in row 0 are in different positions. Thus we have 
2,,+k linearly independent diagonal matrices H-IM(t)H. Since R com­
mutes with every matrix M(t), H-IRH commutes with every matrix 
H-IM(t)H, and therefore H-IRH is diagonal. The matrices H-IM(t)H 
span the set of diagonal matrices so H-IRH is a linear combination of 
matrices H-IM(t)H and the lemma follows. 0 
Lemma 6: If S is a set of error events fixed by Gk,,, then (LEES A(E)) is 
a linear combination of the matrices M(t) in Gk,,,. 

Proof: The distance matrix A(E) of an error event is the sum of 
contributions from each component: 

A(E) = L Ac(E), (31) 
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where we sum over the components c of E. The restriction of G t,,, to 
the edges in any component c is just the group Gk,,,. If edges x(s), x(§) 
appear in component c of error event E, then edges gt(x(s)), gt(x(§)) 
appear in component c of error event E' = gt(E). We have 

(32) 

Since M(t) is a permutation matrix and M(t)2 = I, we have M(t)T = 
M(t)-I. Now gt merely permutes the error events in S, so that by (32), 

L Ac(E) = L Ac(gt(E)) = L M(t)-IAc(E)M(t) 
EES EES EES 

= M(t)-I (L Ac(E)) M(t) 
EES 

(33) 

for all matrices M(t) and for all components c. Summing (33) over all 
components c finishes the proof. 0 
Example: If S is the orbit of error events shown in Fig. 6 then 

3 -1 -1 -1 
-1 3 -1 -1 

-1 3 -1 -1 

L A(E) = 
EES 

-1 -1 3 -1 

-1 3 -1 -1 
-1 -1 3 -1 

-1 -1 3 -1 
-1 -1 -1 3 

= 31 ® I ® I - (I ® I ® A + I ® A ® I + A ® I ® I). (34) 

Consider SN, the set of all error events E(a, z; bb bn of minimal 
length N = (k + v)/k. Recall that a = (ab ... , aN-I) is the initial state, 
z = (ZI, ... , ZN-I) is the final state, and bI, b! are the first pair of 

inputs. We have I SN I = (~k) 2".2". 

Lemma 7: 
(1) Let t = (to, ... , tN-I) and let t' = (tI, ... , tN-I) where ti, i = 0, 1, 
... , N - 1, is a binary k tuple. If gi = (gt O , gt1 , ••• , gtN - 1 ) E Gt,,,, then 

gt(E(a, z; bb bt)) = E(a + t', z + t', bI + to, bt + to). (35) 

(2) The group Gt,,, partitions the set SN of error events of length N into 
2"(2k - 1) orbits each of size 2,,+k-I. 

Proof: Part (1) follows from the definition of gt i given in (17). To 
verify part (2) we note that E(a, z; bI, bi) is fixed only by the symmetry 
gt, where b = (bI + bt, 0, 0, ... , 0). Hence, each orbit consists of 
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2v+k
-

1 distinct error events. Since the total number of error events in 
SN is (2 v

• 2V(2k) (2k - 1))/2, we see that there are 2V(2k - 1) orbits. 0 
The orbit containing the error event E(a, z; bb bt) is determined by 

a + Z and bl + br. Setting f = bl + br, we denote this orbit by 
S(a + z; f). This orbit contains E(a, z; 0, f); note that f =1= 0 because 
bI =1= br. Recall that if f is a k tuple, then the v + k tuple (fO ... O)i 
equals (Yo, YI, ... ,YN-I) where Yi = f and Yj = 0 for j =1= i. 
Lemma 8: Let SN be the set of all error events of length N and let 
S(a + z; f) be the orbit of Gk,v containing the error event E(a, z; 0, f). 
Then 

N-I 
(1) 2v+kQ(S(a + z; f)) = 2NI2v+k - 2 L M((fO ... O)i) (36) 

i=O 

N-I 
- 2 L L M((fO.·. O)i). (37) 

/#-O i=O 

Proof: We calculate the contribution to Q(S(a + z; f)) made by pairs 
of edges in component o. Since the restriction of Gk,v to the edges in 
any component is just the group Gk,v, this distance contribution is 

2:k ~ [gt(x(Oal ... aN-I)) - gt(X(fal ... aN_I))]2 

= 2~k ~ [x(t + (Oal ... aN-I)) - x(t + (fal ... aN_I))]2 

= 2:+' [2 ~ x(tl2 
- 2 ~ x(tlx(t + (f0 ",0»] 

1 T 
= 2v+k ~ [212"+k - 2M(fO ... O)]~. 

In general, the distance contribution made by edges in component i is 
1 

2v+k ~ [gt(X(ZN-i ... zN-IOal ... aN-i-l)) 

- gt(X(ZN-i ... ZN-I fal ... aN_i_I))]2 

1 
= 2v+k ~ [x(t + (ZN-i ... zN-IOal ... aN-i-I)) 

- x(t + (ZN-i ... ZN-Ifal ... aN_i_I))]2 

1 T . = 2
v
+k ~ [212"+k - 2M((fO ... O)/)]~. (38) 
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Summing (38) over all components i, we obtain (36). Since (36) is 
independent of a + z, we obtain the formula for Q(SN) by summing 
(36) over all nonzero k tuples f. 0 
Remark: When k = 1, there is only one choice for f, namely f = 1, and 
so every form Q(S(a + z; f) is equal to Q(SN). For k = 1, v = 2, we 
have 

Q(S(OO; 1» = Q(S(10; 1» = Q(S(OI; 1» = Q(S(II; 1» = Q(S3) 

= 1/4[318 - (1 ® I ® A + I ® A ® I + A ® I ® I)] 

[see the matrix given as (34)]. However, for k > 1, the form 
Q(S(a + z; f» will change with f. Thus, for k = 2, v = 4, we have 

Q(S(a + z; 11» = 1/32[3164 - (14 ® 14 ® (A ® A) 

+ 14 ® (A ® A) ® 14 + (A ® A) ® 14 ® 14)], 

while 

Q(S(a + z; 10» = 1/32[3164 - (14 ® 14 ® (1 ® A) 

+ 14 ® (1 ® A) ® 14 + (1 ® A) ® 14 ® 14)]' 

Theorem 2: If k divides v, then the normalized minimum distance of 
any sliding window trellis code with 2V states and rate k bits/channel 
symbol satisfies 

Proof: From the proof of Theorem 1, we have 

d;in :::; 2v+kAI[Q(SN)] 

1 
= 2k _ 1 AI(QN), (39) 

where QN = (2k - 1)2v+kQ(SN). Let c = (co, ... , CN-I) be a binary v + k 
tuple and let 'Y be the number of nonzero k tuples Ci. Then by (30), the 
eigenvalue of QN associated with w(c) is 

N-I 
2(2k 

- I)N - 2 L L (-lyd 
NO i=O 

N-I 
= 2(2k 

- I)N - 2 L L (-lyd, (40) 
i=O /¥-o 
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where we sum over all nonzero k tuples f. Since 

L (-1yd = {2k - 1, if Ci = 0 
f'FO -1, if Ci =1= 0, 

eq. (40) becomes 

2(2k 
- 1)N - 2[(2k 

- 1)(N - 1') - 1'] = 2k+11'. (41) 

The largest eigenvalue of QN is obtained when l' = N = (1 + (v/k». 
The theorem now follows from (39). 0 
Remarks: Observe that the largest eigenvalue of Q(SN) is associated 
with w(c), where Co, CI, ••• , CN-I are all nonzero. For example, with 
k = 1, the largest eigenvalue, 4(1 + (v/k» has multiplicity one and is 
associated with the eigenvector (1, _1)T ® (1, _1)T ® ... ® (1, _1)T. 
When k > 1, there will be several linearly independent eigenvectors 
associated with AI(Q(SN» because there are several choices for C with 
all Ci =1= o. Also, note that Theorem 2 gives the same bound as Theorem 
1 when k = 1. For k ~ 2, the bound of Theorem 2 is an improvement. 

In Appendix B we prove that if v = (N - 1)k + l where 0 ~ l < k, 
then 

d
2

. 2
k

-
l
+1 ( lvJ) ;m ~ 2k- 1 _ 1 1 + k ' 

where l y J denotes the integer part of y. 

V. A FINAL BOUND OBTAINED FROM A WEIGHTED AVERAGE 

Let SN+1 be the set of all error events of length N + 1 = 2 + (v/k). 
Let Q(SN+1) be the matrix obtained by averaging the distance matrices 
of all error events of length N + 1. In this section we derive a formula 
for Q(SN+I) and we prove 

using a weighted average of Q(SN) and Q(SN+I). 
An error event E of length N + 1 is determined by the initial state 

a = (ar, ... , aN-I), the final state Z = (zr, ... , ZN-I), the inputs bh bt 
at time 0, and the inputs b2, b~ at time 1. Since the two paths diverge 
at time 0, we must have bl =1= bi. To remerge at Z the last N - 1 inputs 
must be the k tuples ZN-h ZN-2, ... , ZI in that order. After N inputs 
the two paths occupy states Z2 ... ZN-Ib2 and Z2 ... ZN-Ib~. At this 
stage the two paths must be disjoint so b2 =1= b~ . We denote this error 
event E by E(a, z; bI, bi; b2, bn [equivalently E(a, z; bi, bl ; b~, b2)]. 

The group G %,11 maps error events of length N + 1 to error events of 
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length N + 1. To be specific, let t= (to, ... , tN-I) be a v + k tuple and 
set t' = (tI, ... , tN-I), t" = (to, ... , tN-2). If g~ = (gt, gt1, ••• , gtN - 1, 

gt) then it follows from the definition of gt i given in (7) that 

g~(E(a, z; bl, bt; b2, b~)) 

= E(a + t', z + t"; b1 + to, bi + to; b2 + tN-I, b~ + tN-I)' (42) 

This group action does not preserve a + Z but it does preserve b1 + bt 
and b2 + b~. Set g = b1 + bi and f = b2 + b~. We denote the orbit of 
GZ,v containing the error event E(a', z'; 0, g; 0, f) by Sea', z'; g, f) (in 
the discussion above, a' = (ab ... , aN-2, aN-l + b2) and z' = (Zl + bb 
Z2, ... , ZN-l)). Note that f, g =t= O. 

If f, g are k tuples, then the v + k tuple (fgO ... 0)° = (fgO ... 0) 
and (fgO ... O)i is obtained from (fgO ... O)i-l by cycling the blocks 
of k bits to the right and moving the last block to the front. Thus 
(fgO ... 0)N-2 = (0 ... Of g). Define matrices Mi(fgO ... 0), i = 
0, ... , N in Gk,v as follows: 

Mo(fgO ... 0) = M(gO ... 0) 

Mi(fgO ... 0) = M«fgO ... O)i-l) i = 1, "', N - 1, 

MN(fgO ... 0) = M(O ... Of). (43) 

Example: For k = 1, v = 2, the orbit 8(00, 00; 1, 1) is shown in Fig. 7. 
The quadratic form Q(S(OO, 00; 1, 1)) is given by 

1 
Q(S(OO, 00; 1, 1)) = 8 

8 
-2 

-2 

-2 

-2 

-2 
8 

-2 

-2 

-2 

-2 
-2 

8 -2 
-2 8 

-2 
-2 

-2 
-2 

-2 -2 
-2 -2 

-2 -2 
-2 -2 

8 -2 -2 
-2 8 -2 

-2 8 -2 
-2 -2 8 

= ~ (8Is - 2(1 ® I ® A + I ® A ® A + A ® A ® I 

+ A ® I ® I)) 

= ~ (S18 - 2 i~ Mi(llO»). (44) 

Lemma 9: Let SN+l be the set of all error events of length N + 1 and let 
Sea, z; g, f) be the orbit of GZ,v containing the error event E(a, z; 0, g; 0, 
f). Then, 
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¥
E'E(OO':'O'~O"(O 

000 0 

o 0 0 0 

(gOIO ,goo 1 ,g100 ,go 10 ) (E) 

~
oo 

000 

000 

o 0 

(gOOI,gl00,gOIO,gOOI) (E) 

~ 000 

o 0 

00000 

(gOII ,g101 ,g110 ,g011 ) (E) 

o 000 0 

:~ 
Z/oVo 

(gI00,gOIO,gOOI,gl00) (E) 

~
o 

o 0 

000 

o 0 000 

(g110 ,g011 ,g101 ,g110) (E) 

o 0 000 

~
o 

000 

o 0 

(gI0I,g110,g0l1,gI01) (E) 

Q
o 

000 

000 

o 0 0 0 

Fig. 7-The orbit 8(00,00; 1, 1). 

N 

(1) 2,,+kQ(S(a, z; g, f)) = 2(N + 1)I2v+k - 2 L Mi(fgO ... 0). (45) 
i=O 

N 

- 2 L L Mi(fgO ... 0). (46) 
[,g'l'O i=O 

Proof: We calculate the contribution to Q(S(a, z; g, f)) made by pairs 
of edges in component O. This distance contribution is 

1 
2,,+k ~ [x(t + (Oal ... aN-I)) - x(t + (gal'" aN-d)F 

1 T 
= 2,,+k ~ [212v+k - 2M(gO ... O)h 

as found in the proof of Lemma 8. Similarly, the contribution made 
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by pairs of edges in component N (the last component of the error 
events) is 

2:+k ~ [x(t + (Zl ... ZN-10» - x(t + (Zl ... zN_d»]2 

1 T 
= 2v+k.! [212v+k - 2M(0 ... Of)].!· 

For i = 1, ... , N - 1, the contribution made by pairs of edges in 
component i is 

1 
2v+k ~ [x(t + (ZN-i+l ... zN-100al ... aN-i-l» 

- x(t + (ZN-i+1 ... zN-dgal ... aN-i-l»F 

= :+k [2 L X(t)2 - 2 L x(t)x(t + (fgO ... O)i-l)] 
2 t t 

1 T . 1 
= 2v+k.! [212v+k - 2M« fgO ... 0)'- )].!. 

The sum of the contributions from all N + 1 components is 

Q(S(a, z; g, f)) = 2:k :r,T [2(N + 1)I2n ' - 2 i~ M;{fgO ... O)]:r,. 

This proves part (1). Observe that (45) is independent of a and z. We 
obtain Q(SN+1) by summing (45) over all pairs g, f of nonzero k tuples. 
Since there are (2k 

- 1)2 such pairs, 

(2k _ 1)22v+kQ(SN+1) 
N 

= 2(2k - 1)2(N + 1)12v+k - 2 L L Mi(fgO ... 0) 

as required. D 
Remarks: When k = 1, we must have f = g = 1 and so every form 
Q(S(a, z; g, f) is equal to Q(SN+1). In this case, N = 1 + v and 

1 [ l+v ] 
Q(SN+l) = 2v+1 2(2 + v)12v+1 - 2 ~o Mi(110 ... 0) 

[see the matrix given as (44)]. For k > 1, there are several choices for 
f and g. Thus, for k = 2, v = 4, we have, with g = (1, 1) and f = (0, 1), 

Q(S(a, z; 11, 01» = 1/64[8164 - 2(14 ® 14 ® (A ® A) 

+ 14 ® (A ® A) ® (A ® I) 

+ (A ® A) ® (A ® I) ® 14 

+ (A ® I) ® 14 ® 14)], 

2636 THE BELL SYSTEM TECHNICAL JOURNAL, OCTOBER 1983 



while with g = (01) and f = (10) we get 

Q(S(a, z; 01; 10)) = 1/64[8164 - 2(I4 ® 14 ® (A ® I) 

+ 14 ® (A ® I) ® (I ® A) 

+ (A ® I) ® (I ® A) ® 14 

+ (I ® A) ® 14 ® 14)]. 

Theorem 3: If k divides v then the normalized minimum distance of any 
convolutionally derived trellis code with 2" states and rate k bits/channel 
symbol satisfies 

Proof: If Q is any weighted average of Q(SN) and Q(SN+1), then by (8) 
we have 

(47) 

Let 0 = 1/(22k - 1). Then 2(2k - 1)0 + (2k - 1)20 = 1. Define Q to be 
the following weighted average of Q(SN) and Q(SN+1): 

Q = 2(2k - l)oQ(SN) + (2k - 1)20Q(SN+1). 

Set 

and 

Then by (47) 

d~in (Q Q ) p ~ oAl 2 N + N+l. (48) 

The eigenvectors, w(c), of QN and QN+1 are in 1-1 correspondence with 
binary vectors c = (cr, ... , CN), where Ci, i = 1, ... , N are k tuples. 
By (41) 

(49) 

where 'Y(c) is the number of nonzero k tuples Ci. Introduce k tuples 
Co = CN+1 = 0 and define 

a(c) = I {i I Ci = 0, Ci+1 =1= 0 or Ci =1= 0, Ci+1 = OJ I 

and 
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(3(C) = 1 (i 1 Ci =t= 0 and Ci+1 =t= O} I. (50) 

There are (N + 1) - a(c) - (3(c) indices i, 0 ::::;; i ::::;; N, for which Ci = 
Ci+l = o. By (30) the eigenvalue of QN+l associated with w(c) is 

N 

2(2k - 1)2(N + 1) - 2 L L (_lYi of+c
i+l

o

g 

f.g#-O i=O 

Recall that the sum Lf#-o (-lyd is (2 k 
- 1) when Ci = 0, but equal to 

-1 whenever Ci =t= o. Hence (50) is equal to 

2(2k - 1)2(N + 1) - 2[«N + 1) - a(c) - (3(C»(2k - 1)2 

- a(c)(2k - 1) + (3(c)] 

= 2(2k - 1)2(a(c) + (3(c» + 2(2k - l)a(c) - 2{3(c) 

= 2k+1(2k(a(c) + (3(c» - 2(a(c) + (3(c» + a(c» 

= 2k+1[2k(a(c) + (3(c» - (a(c) + 2{3(c»]. (52) 

Now, ,,(c) is the number of nonzero c/s. Since each nonzero Ci 
appears in two pairs, (Ci-b Ci) and (Ci, Ci+l), we have 

a(c) + 2{3(c) = 2,,(c). (53) 

Substitution in (52) shows that the eigenvalue in (51), of QN+l asso­
ciated with w(c) is 

2k+1[2k(2,,(c) - (3(c» - 2,,(c)]. 

By (49) and (54) we have 

(2QN + QN+l)W(C) 

= 2k+l(2,,(c) + 2k(2,,(c) - (3(c» - 2,,(c»w(c) 

= 22k+1(2,,(c) - (3(c»w(c). 

(54) 

(55) 

There are N - ,,(c) indices i, 1 ::::;; i ::::;; N, for which Ci = O. Since every 
cj, 1 ::::;; j ::::;; N, appears in the two pairs (Cj-b Cj) and (cj, Cj+1), there are 
at most 2 + 2(N - ,,(c» indices i, 0 ::::;; i ::::;; N, for which Ci = 0 or Ci+1 = 
o. Hence 

(3(C) ~ (N + 1) - 2 - 2(N - ,,(c» = 2,,(c) - N - 1 

and 

2(,,(c» - (3(c) ::::;; N + 1. (56) 
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Now (48), (55), and (56) imply 

d 2 . 22k+1 22k+1 ( v) ;m ::s; 22k _ 1 (N + 1) = 22k _ 1 2 + k . 0 

Remarks: Equality can hold in (56). If N is odd, set Co = C2 = = 
CN+1 = 0 and CI, C3, •.. , CN =1= O. Then 'Y(c) = (N + 1)/2 and (3(c) = O. 
(Observe that for k = 1, v = 2, the largest eigenvalue of the form 
2QN + QN+1 is associated with eigenvector (1, - l)T ® (1, l)T ® 
(1, -l)T.) If N is even, set Co = C3 = C5 = C7 = ... = CN+1 = 0 and 
CI, C2, C4, C6, ••• , CN =1= 0 to get 'Y(c) = (N + 2)/2 and (3(c) = 1. Setting 

~ ( !:) _ 22k+l ( !:) 
2k - 1 1 + k - 22k _ 1 2 + k 

yields v = k(2 k 
- 1). If v < k(2k 

- 1), then Theorem 2 gives the stronger 
bound; if v > k(2k 

- 1) then Theorem 3 gives the stronger bound. In 
particular, for k = 1, Theorem 3 gives a stronger bound for any v> 1. 

The bound given by Theorem 3 is obtained from the largest eigen­
value of a particular weighted average of Q(SN) and Q(SN+l). In 
Appendix A we use the duality theorem of linear programming to 
prove that no other weighted average of Q(SN) and Q(SN+1) gives a 
stronger bound. 

In Appendix B we prove that if v = (N - l)k + l, where 0 ::s; l < k, 
then 

d2
. 22

(k-I)+1 ( lvJ) ;m ::s; 22(k-l) _ 1 2 + k ' 

where Ly J denotes the integer part of y. 

VI. CONCLUSIONS 

Three upper bounds on the normalized minimum distance, (d~in/ 
P), have been given for trellis codes. The bound 

d;m ., 4 (1 + ~) 

given in Theorem 1 is typical. This certainly provides nontrivial 
information. For example, is it possible to gain 10 dB in minimum 
distance using 26 = 64 states at rate 1 bit/symbol? The answer is no. 
Theorem 1 bounds the gain at 8.4 dB; Theorem 3 bounds the gain at 
7.3 dB. Nevertheless, there still remain the questions of how tight 
these bounds are and if they exhibit the "right" dependence on the 
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Table I-Possible gains at rate 
1 bit/symbol 

Lower 
Upper Bounds 

Bound Theorems 1 
v (Ungerboeck) and 2 Theorem 3 

2 2.5 db 4.7 db 4.3 db 
3 3 6.0 5.2 
4 3.4 7.0 6.0 
5 4.2 7.8 6.7 
6 4.5 8.4 7.3 
7 5.1 9.0 7.8 
8 5.3 9.5 8.2 
9 5.6 10.0 8.6 

10 5.8 10.4 9.0 
11 6 10.7 9.4 

parameters v and k. For example, consider the normalized minimum 
distance for block codes of length n, having 2nk code words (k bits/ 
symbol). In that case, known upper bounds behave, for large n, like 
d 2/P $ 2n/4k. Thus the linear dependence on v, a quantity analogous 
to block length, appears correct. However, the true dependence on k 
may be different from our bound. Table I gives upper and lower bounds 
on the gain (in dB) that is possible at rate 1 bit/channel symbol. The 
lower bounds arise from codes constructed by U ngerboeck. 4 

Also minimum distance is by no means the complete story with 
regard to error rate. The heuristics leading to the claim that terms 
involving dmin would dominate an upper bound on the error rate make 
the assumption that the infinite series determining the upper bound 
converges. Even if a code with a good dmin were found, an upper bound 
on error rate should still be computed for that particular code. As an 
example of a catastrophe that may occur, consider the assignment of 
edge labels ~T = (1, -1, -1, 1, -1, 1, 1, -1) to the trellis of Fig. 1. One 
observes that a pair of edges leaving a node always contributes (1 -
(-1»2 = 4 to the distance and similarly for a pair of edges merging 
into a node. One immediately concludes that no error event has 
distance less than 8 for this edge assignment. Since P = 1, this is a 3 
dB gain over the uncoded ± 1 situation. How could this happen with 
only ±1 symbols? One answer is that we forgot to include unmerged 
events, events which go on forever. We had implicitly assigned infinity 
to their distance, but now some have distance 4. However, this could 
be rectified by perturbing the ± 1 edge labels by small amounts. A 
more serious trouble with this code is that an infinite number of error 
events have (essentially) the minimum distance and so a coefficient 
that we did not explicitly consider turns out to be infinite for this 
particular code. 
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APPENDIX A 

The upper bound of Theorem 3 is obtained from the largest eigen­
value of a particular weighted average of the quadratic forms Q(SN) 
and Q(SN+1). In this appendix we prove that no other weighted average 
gives a stronger bound. We shall assume throughout that v ~ k(2k 

-

1) since the bound given in Theorem 3 improves upon that given in 
Theorem 2 only for v in this range. 

If rl, r2 ~ 0 and rl + r2 = 1, then 

d;in ~ 2v+kAl(rlQ(SN) + r2Q(SN+l». 

Recall from (29) that the eigenvectors w(c) of Q(SN) and Q(SN+1) are 
1:1 correspondence with binary v + k tuples c. Let C = (Cb ••• , CN), 
where Ci, i = 1, ... , N is a binary k tuple and let Co = CN+l = O. Recall 
that 

and 

a(c) = I {ilci = 0, Ci+l =1= 0 or Ci =1= 0, Ci+1 = OJ I, 

(3(c) = I (i I Ci =1= 0 and Ci+l =1= OJ, 

'Y(C) = Ifi I Ci =1= 011· 
Define ¢N(C) and ¢N+l(C) by 2v+k(2k - I)Q(SN)w(c) = ¢N(C)W(C) and 
2v+k(2k - 1)2Q(SN+1)w(c) = ¢N+1(C)W(c), Then by (49) and (54) 

(57) 

and 

(58) 

To find the optimal weighted average we have to solve the following 
linear programming problem. 

Choose real variables rb r2, r ~ 0 so as to minimize r subject to the 
inequalities 
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and 

for all v + k tuples c. 

In Theorem 3 we proved that a feasible solution to (43) is 

2 
r1 = 2k + l' 

2
2k

+
1 

( v) 
r = 22k _ 1 2 + k . (60) 

The linear program (59) is the dual of the primal linear program given 
below. 

Choose real variables ac , a ~ 0, where the index c runs through all 
binary v + k tuples, so as to maximize a subject to the inequalities 

2' ~ 1 (~ <i>N(C)a.) - a ;;. 0 

(2' ~ 1)2 (~ <i>N+1(C)a,) - a ;;. 0 

If we can find a feasible solution to (61) with 

22k+1 ( v) 
a = 22k _ 1 2 + k ' 

(61) 

then by the duality theorem of linear programming,2 (60) is an optimal 
solution to (59). We consider two cases. 

Case 1. N odd 

Pick I = (II, ... , IN), where Ii, i = 1, ... ,N is a binary k tuple and 
every Ii is nonzero. Pick g = (gI, ... ,gN), where gi, i = 1, ... , N is a 
binary k tuple and gi =1= 0 if and only if i is odd. Then 'Y( f) = N, fj( I) 
= N - 1 and 'Y(g) = (N + 1)/2, fj(g) = o. By (57) and (58), ¢N(f), 
¢N(g), ¢N+1(f), and ¢N+1(g) are as follows: 

I g 

¢N 2k+1N 2k(N + 1) 

¢N+1 2k+1[2k(N + 1) - 2N] 2k+1[(2k - 1)(N + 1)] 
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Set 

(~:: D (~ ~ ~), if c = f 

ac = 2(N - 2k) 
1 - at = (2k + l)(N - 1)' if c = g 

0, otherwise, 

22k+1 ( v) 
a = 22k _ 1 2 + k . (62) 

Direct calculation shows that (62) is a feasible solution to (61). (Since 
v ~ k(2k 

- 1), the variables ac are all nonnegative.) 

Case 2. N even 

Pick h = (hI, ... , hN), where hi, i = 1, ... , N, is a binary k tuple, 
h2 = h5 = h7 = hg = ... = hN- I = 0, and hI, h3' h4' h6, hs, ... , hN are 
nonzero. Then 'Y(h) = (N + 2)/2, (3(h) = 1 and, by (57) and (58), 

<PN(h) = 2k(N + 2) and <PN+1(h) = 2k+1[(2k - l)(N + 2) - 2k]. 

Set 

(2 k 
- l)N - 2 

(2k + l)(N - 2)' 

2(N - 2k) 
1 - at = (2k + l)(N - 2)' 

2
2k

+
I 

( v) 
a = 22k _ 1 2 + k . 

if c = f 

if c = g 

otherwise, 

(63) 

Direct calculation shows that (63) is a feasible solution to (61). (Again 
since v ~ k(2 k 

- 1), the variables ac are all nonnegative.) 
We have now shown that (60) is an optimal solution to (59). 

APPENDIX B 

In this appendix we extend Theorems 1, 2, and 3 to the case when 
k does not divide v. Setting v = (N - l)k + l, where 0 ~ l < k, we have 
N = L(v + k)/kJ where LyJ denotes the integer part of y. 

Encoder states are labelled with binary v tuples in the way described 
in Section II. Edges of the trellis are labelled with real numbers x(s), 
where s is a binary v + k tuple. The group Gk,P is defined in the way 
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described in Section II; for each binary v + k tuple t, we define a 
permutation of the edge labels x(s) by the rule 

gt(x(s» = x(s + t). 

The symmetry gt is the sequence 

gt = (gtO, gt1, gt;2, ... ), 

where to = t and t i is obtained from t i- 1 by cycling the entries k bits 
to the right and moving the last k bits to the front. When k = 2 and 
v = 3, 

In general, t i = td+i where d = (k + v)/gcd(k, k + v). Given any 
component of the trellis and any pair of edges x(s), x(t) in that 
component there is a unique element of G~.v interchanging x(s) and 
x(t). The proof of Theorem 1 goes through without change and we 
have 

(64) 

where No is the minimal length of an error event. 
To see that No = N, consider an error event E with initial state 

(time t = 0) a = (al •.. aN-IaN), where ah ••• , aN-I, are k tuples and 
aN is an l tuple. If k tuples bh bi are input at time 0 then at time 1 the 
two paths occupy states (bh ah ••. , aN-2, aN-I) and (bi, ah •.• , aN-I, 
aN-I), where s denotes the l tuple (SI ... Sl) obtained from the k tuple 
(SI ... Sk) by deleting the last k - l bits. At time 1 the k-tuple ZNC is 
input to both paths, where c is a fixed but arbitrary k - l tuple. At 
time 2 the two paths occupy states (ZNC, bh ah •.. , aN-3, aN-2) and 
(ZNC, bt, ah ..• , aN-3, aN-2)' At time N, after inputs ZN-I, ... , Z2, the 
two paths occupy states (Z2, Z3, ... , ZN-I, ZNC, b1) and (Z2, Z3, ... ,ZN-I, 
ZNC, bt). If b1 = bi then the two paths remerge at time N in state 
Z = (Z2, Z3, ... , ZN-I, ZNC, b1). We denote this error event by E(a, z; bh 

bi). Thus by (64) 

(65) 

for general k and v. 
Let S(a, z; bh bt) be the orbit of G~.v containing the error event 

E(a, z; bh bt). We calculate the contribution to Q(S(a, z; bh bt» made 
by pairs of edges in component 0 in the same way as Lemma 8. Setting 
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1= bl + bi this distance contribution is 

2:+k ~ [gt(x(bIal ... aN-IaN)) - gt(x(bial ... aN-IaN ))]2 

1 T 
= 2v+k ,! [212V+k - 2M(IO ... O)],!. 

Similarly, the distance contribution made by pairs of edges in com­
ponent N - 1 is 

2Lk ,!T[212"+k - 2M((10 ... O)N-I)],!. 

Note that the first l bits of I are zero and that the last l bits of 
(10 ... O)i are zero for 0 ::;; i ::;; N - 1. Arguing as in Lemma 8 we 
obtain 

N-I 
2v+kQ(S(a, z; bh bi)) = 2NI2v+k - 2 L M((IO ... O)i). 

i=O 

There are (2 k
-

l 
- l) k tuples I for which I =1= 0 and f = o. Hence 

N-I 
2v+k(2k- l 

- l)Q(SN) = 2(2k- l - 1)NI2v+k - 2 L L M((IO ... O)i). 
joFO i=O 
/=0 

Setting Q = 2v+k (2k
-

l 
- l)Q(SN) we obtain 

d~in 1 Q P ::;; 2k- l _ 1 AI( ), (66) 

which reduces to (39) when l = o. The proof of Theorem 2 goes through 
(change "Ci = O( =1=0)" to "the last k - l digits of Ci are zero (nonzero)") 

AI(Q) = 2k- l+1N. (67) 

By (66) and (67) 

d~in ~ 2
k

-
l
+

1 
( l!:J) 

P "" 2k- l _ 1 1 + k (68) 

for general k and v. 

Finally we consider the set S' of all error events of length N + 1 for 
which the k tuples bb b! input at time 0 satisfy bl = b! = 0 and for 
which the k tuples b2 , b~ input at time 1 satisfy b2 = b~ = O. Let 
E E S' with initial state a = (ah ... , aN-I, aN) and final state Z = (ZI, 
... , ZN-I, ZN), where ai, Zi, i = 1 ... , N - 1 are k tuples and aN, ZN 
are l tuples. At time 2 the two paths occupy states ((zNO ... 0) + b2 , 
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bb ab ... , aN-3, aN-2) and «zNO ... 0) + b~, bt, ab ... , aN-3, aN-2). 
At time N the two paths occupy states (Z2, Z3, ... , ZN-I, (zNO ... 0) 
+ b2, 61) and (Z2, Z3, ... , ZN-l(Z.(V0 ... 0) + b~, bt). Set f = b2 + b~ 
and g = b1 + bt and define Mi(fg) i = 0, ... N as in (43). Arguing as 
in Lemma 9 we obtain 

N 

= 2(2k
-

1 
- 1)(2k

-
1 

- 1)(N + 1)I2"+k - 2 L L L Mi(fgO··· 0). 
fif"O gif"O i=O 
1=0 g=O 

Let () = 1/(22(k-l) -1) and let Q = 2(2k- l - 1){)Q(SN) + (2k- I -1)2{)Q(S '). 
Then 2(2k- 1 - 1)0 + (2k- 1 - 1)20 = 1 and so 

d;in :s;; 2v+kAl(Q). 

The proof of Theorem 3 goes through [change "Ci = ° (*0)" to "the 
last k - l digits of Ci are zero (nonzero)"] and we obtain 

d2
. 22

(k-l)+1 ( lvJ) ;m :s;; 22(k-l) _ 1 2 + k ' (69) 

for general k and v. 
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