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AT&T Bell Laboratories Technical Journal 
Vol. 63, No.7, September 1984 
Printed" in U.S.A. 

On the Hidden Markov Model and Dynamic 
Time Warping for Speech Recognition-A 

Unified View 

By B.-H. JUANG* 

(Manuscript received January 17, 1984) 

This paper gives a unified theoretical view of the Dynamic Time Warping 
(DTW) and the Hidden Markov Model (HMM) techniques for speech recog­
nition problems. The application of hidden Markov models in speech recog­
nition is discussed. We show that the conventional dynamic time-warping 
algorithm with Linear Predictive (LP) signal modeling and distortion mea­
surements can be formulated in a strictly statistical framework. It is further 
shown that the DTW /LP method is implicitly associated with a specific class 
of Markov models and is equivalent to the probability maximization proce­
dures for Gaussian autoregressive multivariate probabilistic functions of the 
underlying Markov model. This unified view offers insights into the effective­
ness of the probabilistic models in speech recognition applications. 

I. INTRODUCTION 

Research in speech recognition has produced numerous algorithms 
and commercially available speech recognizers that all work to some 
extent.1 Among these, temporal alignment techniques such as Dynamic 
Time-Warping (DTW) algorithms2-4 and Markov modeling>-7 are two 
prevailing approaches that are practical and theoretically sound. Both 
techniques emphatically address nonstationarity in speech signals. 
The two techniques, however, operate in different manners, as we will 
discuss briefly. 

* AT&T Bell Laboratories. 
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In a recognition system employing dynamic time warping, a warping 
procedure based upon a prechosen, well-defined distortion measure 
aligns the unknown test speech sequence in turn to each reference 
sequence. The distortion measure must be a meaningful metric of 
dissimilarity between sound representations, usually the short-time 
spectra. The objective is to find a reference sequence of a known 
category or word that has the least dissimilarity to the test sequence 
after being optimally time aligned. Time alignment involves (time-) 
warping functions that are dynamic but deterministic representations 
of the possible variation of sound durations that are evident between 
the reference and the test sequences. There is, hence, one warping 
function that best matches the reference and test sequences, resulting 
in the smallest dissimilarity. The smallest dissimilarity measurement 
among all categories determines the recognition (recognition by min­
imum distortion). 

Markov modeling techniques, while they may still perform sound 
pattern comparisons, do not require explicit time alignment. Instead, 
a probabilistic transition and observation structure is defined for each 
reference category or word. Such a structure, called a Markov model, 
includes (1) a state transition probability matrix, (2) an initial prob­
ability vector, and (3) an observation probability matrix for discrete 
probability densities or a set of continuous densities defined by param­
eter sets, or a mixture of the two when different types of densities are 
used. During recognition, one computes for each given reference model 
the probability of observing the test sequence. The model that produces 
the maximum observation probability is the classification result (rec­
ognition by maximum probability). 

These two techniques are similar in theory, despite their vastly 
different operations and results. Confusion from this similarity often 
renders comparative studies of the two techniques difficult and futile. 
The purpose of this paper is, then, to give a unified tutorial view of 
the two techniques and to establish a theoretical link between them 
such that more fruitful and meaningful comparison can be made and 
each technique will improve the other technique. 

The paper is organized as follows. We first present statistical char­
acteristics of Gaussian autoregressive sources in Section II, which 
serves as a foundation for the later developments. This topic is well 
studied in multivariate analysis, and an excellent treatment of it in 
the context of speech processing can be found in Ref. 8. In Section III 
we discuss maximum likelihood estimation of Gaussian autoregressive 
source parameters, and we explicitly demonstrate the relationship 
between some well-known probability density functions and distortion 
measures related to linear prediction (LP). In Section IV we discuss 
some fundamentals of probabilistic functions of Markov chains and 
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their applications in speech recognition. We again show that distortion 
measures can be cast in the framework of probabilistic functions of 
Markov chains. We finally discuss dynamic time warping in Section 
V and show that dynamic time warping employing LP-related meas­
ures is equivalent to the recognition by maximum probability proce­
dure, with some specific constraints. Theoretical similarities and dif­
ferences between the two techniques are then discussed in detail to 
complete the attempted unified view. We start with Gaussian autore­
gressive source because it is one of the best known sources and is 
useful in speech research. More general measure-theoretic steps could 
have been taken to establish a formal theoretical link between the two 
methods. It is, nevertheless, our opinion that the present framework 
of Gaussian autoregressive sources adequately gives a meaningful 
unified view of the two methods. 

II. GAUSSIAN AUTOREGRESSIVE SOURCE 

Consider a stationary, zero-mean, Gaussian signal source. The out­
put of the source, subject to observation, is an N-sampled sequence 
{SI, S2, ••• SN}, where each Si is a real random variable. The vector 
notation st = [SI S2 ••• SN] E RN denotes the observation. The 
probability density function of the random vector S for known auto­
correlation matrix eN is thus 

lim 
Asi-o 

i=I.2 •...• N 

Pr {SI ~ SI ~ SI + ~SI, S2 ~ S2 ~ S2 

+ ~S2, ••• , SN ~ SN ~ SN + ~SN I eN} 

~SI~S2 ••• ~SN 

= (271" )-N/2, C N ,-'/2exp {- ~ S'CN'S}, (1) 

where st = [SI S2 ••• SN] is a realization of st, eN = [rij]f.'}=h and rij = 
E{SiSj} = rl i-ji due to stationarity. 

The source is assumed to be Mth -order autoregressive with coeffi­
cients at = [ao al ... aM], where ao is always unity. Hence, as shown in 
Fig. 1, the source can be equivalently viewed as a white Gaussian noise 
source with unity variance, followed by an all-pole filter l/A(z), where 

WHITE GAUSSIAN 
SOURCE, I----~ 

VARIANCE = 1 

(J 

Fig. I-Gaussian autoregressive source. 
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and an amplifier with multiplication factor o'. If we denote the output 
of such a white Gaussian noise source as ei, i = ... , -1, 0, 1, ... , then 
the output of the filter and the overall signal source is 

and 

respectively. 

M 

Xi = - L ajXi-j + ei for any i 
j=l 

(2a) 

(2b) 

For our interests in source identification, we wish to express the 
density function of (1) in terms of the source parameters 0'2 and a, 
that is, f(s I a, 0'2), or equally importantly, we would like to obtain the 
gain-independent probability density f(x I a). The difficulty here is that 
the relationship of (2) is not defined for the first M samples since we 
have only finite sample observation starting from Sl. However, using 
a classical (Gram-Schmidt) orthogonalization procedure for the first 
M samples, we may rewrite (2) as 

aMSN-M + aM-1SN-M+1 + ... a1SN-1 + SN = O'eN· 

Denoting e t = [€1, €2 ••• , €M, eM+1, ••• , eN], we have a system equation 
for the N observation samples: 

where 

H= 

O'e = Hs 

e= Hx, 

I 
I 
I 
I 
I 
I 
I 

hM1 h M2 ••• hMM I 

o 

----------------~---------

o 

I 
11 
I 
I 
I 
I 

aM-1 I ••• a1 1 
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~ I ] 

}M HI I 0 
----:----

= H2 : Ha }N-M. 
I 

'-.-I '-.-I 

M N-M 

The elements of e are uncorrelated, and hij are properly scaled so that 
E[eiej] = E[fiej] = E[fifj] = Dij for any appropriate i and j, thereby 
giving 

IN = E{ee t
} 

= (U2)-IHE{sst}Ht 

= (U2)-IHCN H t , (4) 

where IN is the N X N identity matrix. Equation (4) leads to 

CN1 = (U2)-1 H~ (5) 

and 

I CN I = I CN11-1 = (u 2
)N I H 1-2. (6) 

But, since I Hal = 1 and I H I = I HI I . I Hal, 

I CNI = (U 2)NI HI 1-2
• 

Note that matrix HI also corresponds to the diagonalization of the 
M X M autocorrelation matrix CM = [rij] for i, j = 1, 2, ... , M; i.e., 

1M = (U2)-1 H1CMHi, 

where 1M is the M X M identity matrix. Therefore, 

I CM I = (U 2)M I Hd-2 

and 

(7) 

Given an autocorrelation matrix CM, I CM I can be easily obtained 
by first diagonalizing CM using Cholesky decomposition or, more 
efficiently, Levinson's recursion algorithm,9 

o {3M-I 

where B is an upper triangular matrix, the diagonal elements of which 
are all unity. Therefore, 
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M-1 

ICMI = n f3i, 
i=O 

and as a result, 

I CN I = (U')N-M (11' {j.). (8) 

Note that f3i is equivalent to the minimum mean-square error resulting 
from an ith-order linear prediction of the signal. The probability 
density function of s becomes 

f (8 I CN ) = (2,. )-N/' ( U')-(N-M)/' eli' {j,r'/' exp{ -8'H'H8/2u'}. (9) 

For the gain-independent expression, 

(

M-1 f3o)-1/2 {I } 
f(x I CN) = (27r)-N/2 Do u~ exp -"2 xtHtHx , (10) 

We further write xtHtHx explicitly as 

x~~x = (o~ a J) (o~ xl) + 2 (~~1 a j a j+1) (~£1 XiXi+1) + , , , 
}=o £=1 }=o £=1 

+ 2(aoaM) cr. X'X'+M) - Q, 

where Q represents negligible terms compared to others for N » M, 
Letting 

and 

M-i 

ra(i) £ L ajaj+i, 
j=1 

N-i 1 N-i (') 

rx(i) £ L XjXj+i ="2 L SjSj+i = rs! ' 
j=1 U j=1 U 

M 

a(x; a) = ra(O)rAO) + 2 L ra(i)rx(i), 
i=1 

we then have an approximation for the density function, 

(

M-l )-1/2 {1 } 
t(s I eN) ~ (27r)-N/2(U2)-(N-M)/2 !! (3i exp - 2 a«(J"-ls; a) 

or 
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This function can be evaluated easily if the source parameters are 
known. 

III. MAXIMUM LIKELIHOOD 

In many realistic situations, such as dealing with speech signals, the 
a priori information about the source is usually not available. What is 
involved in parameterization of speech signals for coding and recog­
nition is mainly estimating and identifying the source parameters from 
finite observations. More specifically, the following two dominant 
problems arise almost ubiquitously in speech analysis research: 
(1) Estimation-Given an observation s, what is the best or the most 
probable set of source parameters that led to the observation? 
(2) Identification-Given two observations S1 and S2, how close are the 
two observations? Are they close enough to be considered identical? 
Or, what is the probability that S2 has been produced by the same 
source as S1? The first problem is certainly very much studied in 
statistical estimation theory as well as in (deterministic) least-squares 
time-series analysis. Research in identification, particularly in the 
field of speech processing, resulted in some distance or distortion 
measures.10 Thus our main goal here is to integrate the formulation of 
the two problems in a probabilistic framework to better understand 
the probabilistic modeling techniques. In the following presentation, 
we shall focus on the maximum likelihood estimate of Gaussian 
autoregressive source parameters, as initiated in the previous section. 

3.1 Estimation-Autocorrelation method 

We discuss here only the autocorrelation method. For other vari­
eties, we suggest that readers consult Refs. 9 and 11. 

The observation sequence s = fsI, S2, ••• , SN} is assumed to be very 
long, i.e., N » M. It is further argued that observation of the source 
output, which is infinitely long, is made through some "smooth win­
dow," so that the edge problem at the beginning of the observed 
sequence is avoided, maintaining that 

M 

ei = L ajXi-j and Si = UXi for all l, 
j=O 

(16) 

with ao = 1 and Xi = 0 for i ~ 0 and for i > N. Hence, the diagonal 
elements in H matrix are assumed to be all unity. Equation (6) then 
becomes 

I eN I = (u2)N, 

and the probability density function, as in eq. (14), is now expressed 
as 
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f(s I eN) "" (21r)-N/2(u2)-N/2exp {- ~ a(u-'s; a)}. (17) 

Since (17) is a function of a and u 2 and it closely approximates 
[(s I eN), we shall, in the following, define [(s I a, ( 2) as (17). Further­
more, the gain-independent density function is thus 

fix I a) = (21r)-N/2exp {- ~ a(x; a)}. (18) 

It defines the probability density function of observing a vector x at 
the output of an all-pole filter I/A(z) driven by a unity variance 
Gaussian i.i.d. sequence. 

It is clear that, given an observation s(O), the maximum likelihood 
estimate of a is the one that maximizes [(s(O) I a, ( 2

) or, equivalently, 
minimizes a(s(O); a) because u here is only a scaling factor. In linear 
prediction terminology, the optimal a(O) is obtained by minimizing the 
prediction-error energy a(s(O); a), defined by (13), and a(s(O); a(O» = 
min a(s(O); a) is called the minimum residual energy.9 Furthermore, 
t; maximize [(s(O) I a(O), ( 2

) with respect to u 2
, the optimal estimate 

ufo), is easily found to be 

ufO) = a(s(O); a(O»/N, (19) 

which leads to 

(20) 

This can be verified intuitively by recognizing that there are N valid 
I d I ~ M (0) (0)· 1 2 N uncorre ate error samp es, U(O)ei = £.Jj=O aj Si-j, £ = , , ... , '-

each having variance ufo), resulting in an energy of a(s(O); a(O» = 

N ufO)' 

3.2 Identification 

In this section we establish the relationship between probability and 
distortion measures for identification purposes. In particular, for the 
present consideration of Gaussian autoregressive sources, we discuss 
the role of Itakura-Saito measure and the likelihood ratio measure12 

in probability density functions. 

3.2.1 Itakura-Saito measure 

In maximum likelihood estimation, we often maXImIze the log 
likelihood, log {f(s(O) I a, ( 2

)}, instead of [(s(O) I a, ( 2
) for convenience, 

particularly when the probability density function is jointly Gaussian, 
as in the present case. The log likelihood takes the form 

N 1 
log{[(s I a, ( 2)J = - "2 log(27ru2

) - "2 a(u-1s; a). (21) 
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Since a(O) and crfO) are the maximum likelihood estimate based upon 
s(O) , 

N 1 
log{f(s(O) I a(O), crfO»)} = - 2" log(27rcr fo») - "2 a(cr<o's(O); a(O») 

N 2 N 
= - 2" log(27rcr (0») - 2" 

= (log l(s(O) I a, cr 2)}max. (22) 

The log likelihood difference between the maximum and other arbi­
trary values is thus 

Ld = (log l(s(O) I a, cr2 )}max - log l(s(O) I a, cr 2
) 

= log l(s(O) I a(O), crfO») - log l(s(O) I a, cr 2 ) 

N N N 1 
= - 2" log(27rcr fo») - 2" + 2"log(27rcr2

) + "2 a(cr-1s(0); a) 

= ~ [~ ««1-18(0); a) + log (12 - log (110) - 1] 

because 

(23) 

The bracketed term in (23) is, in fact, the well-known Itakura-Saito 
distortion measurelO between (a (0), crfO)}, representing s(O), and (a, cr 2

}, 

representing another observation s; i.e., 

1 
dIS(s(O); s) = dIS(s(O); (a, cr 2 }) = Na(cr-1s(0); a) 

+ log cr 2 
- log crfO) - 1 

(25) 

Therefore, the probability of observing s(O) at the output of a source 
with parameters (a, cr 2

} is, in terms of the distortion measure, 

{(8(0) I a, (12) = (211"(12)-N/2exp {- ~ [dIS(8(0); fa, (121) 

+ log .,.(0) - log .,.2 + II} 
= G«12, (110)exp {- ~ d/S(8(O); fa, (121)}, (26) 
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where 

G(,,2, "fo» = (2 .. ,,2)-N/2exp {- ~ [log "fO) - log ,,2 + II}. (27) 

3.2.2 Likelihood ratio measure 

In many situations, the desired identification is only based upon the 
autoregressive parameters a. This is equivalent to comparing two gain­
normalized observation sequences. Let (a(O), O'rO)} and {a, 0'2} be the 
maximum likelihood estimates corresponding to observations s(O) and 
s, respectively. The gain-normalized observations are then x(O) = s(O)/ 

0'(0) and x = s/O'. From (18) and (20), the maximum log likelihood for 
x(O) is 

(log f(x(O) I a) }max = log f(x(O) I a(O) 

N 1 
= - 2 Iog(27r) - 2 a(x(O); a(O) 

N N 
= - "2 log(27r) - 2· 

But, since 

fIx (0) I a) = (2 .. )-N/2exp {- ~ a(x(O); a)}, (28) 

the log likelihood difference between the maximum and another arbi­
trary value is then 

Ld = (log f(x(O) I a) }max - log f(x(O) I a) 

N N N 1 
= - 2 Iog(27r) - "2 + "2 log(27r) + 2 a(x(O); a) 

= ~ [~ a(x(O); a) - 1 J. (29) 

The above-bracketed term is the likelihood ratio measure widely 
employed in vector quantization vocoder designs; that is, 

dLR(S(O); s) ~ dLR(X(O); x) 

= dLR(X(O); a) 

1 
= N a(x(O); a) - 1. (30) 

The likelihood ratio measure and the Itakura-Saito measure are closely 
related, 
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dLR(S(O); S) = dLR(X(O); x) 

= dLR(X(O); a) 

= d[s(x(O); x) 

= d[s(x(O); a). 

As a result, the probability of observing x(O) at the output of an all­
pole filter l/A(z) driven by a unity variance Gaussian LLd. sequence 
is 

where 

f(x(O) I a) = (2,.-)-N/'exp {- ~ [dLR(x(O); a) + Il} 
= P exp {- ~ dLR(x(O); a)} (31) 

(32) 

Equations (26) and (31) are thus the fundamental link between 
probability and distortion measures. 

3.3 Estimation and identification based upon multiple observations 

We have presented parametric estimation of the probability density 
function based upon a single observation in the above. When several 
observations are available and known to be from the same source, the 
estimation turns out to be quite similar to the single-observation case. 

Let s(i), i = 1, 2, ... , L, denote the available observations. These 
observations are considered to be i.i.d. with probability density 

f(s(i) I a, IT') = (2 .. IT')-N/'exp {- ~ a(IT-'s(i); a)}. 

The joint probability density of observations s(1), S(2), ••• , S(L) is thus 

{(s(1), S(2), ••• , S(L) I a, 0"2) 

L 

= II {(S(i) I a, 0"2) 

i=l 

(33) 

As with the single-observation case, the maximum likelihood esti­
mate requires minimization of Lf=l a(O"-ls(i); a). But maximizing 
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l(s(1), S(2), ••• , S(2) I a, (12) is, in our interest here, equivalent to maxi­
mizing [((s(1), S(2), ••• , S(L) I a, (12)j1/L. Since 

[((s(1), S(2), ••• , S(L) I a, (12)]1/L 

= (211"(12)-N/2exp {- ! [.!. .~ a«(1-1s(i); a)]}, (34) 
2 L,=1 

the similarity between multiple- and single-observation estimation can 
easily be seen by comparing (17) and (34). From (13), 

1 L . 
- L a«(1-1s('); a) 
L i=1 

(35) 

where 
N-j 

di)(j) = L s~)s~tj, 
n=l 

and s~) is simply the nth sample in s(i). Equations (34) and (35) clearly 
demonstrate that the maximum likelihood estimate of the source 
parameters, given multiple observations, can be obtained by the same 
minimization procedure as in the single-observation situation, using 
the autocorrelation coefficients averaged over all available observa­
tions. 

The same result holds for the gain-independent case where the joint 
density for observations X(l) = s(1) / (1(1), x(2) = S(2) / (1(2)' ••• , X(L) = 
S(L) / O:(L) is, after taking the Lth root, 

[((x(1), X(2), ••• , X(L) I a)p/L 

= (211" )-N/2exp {- ! [.!..~ a(x(i); a)]}. 
2 L,=1 

(36) 

'Note that gain independence is maintained by normalizing each ob­
servation S(i) with its own estimate (1(i). Equation (35) thus becomes 

1 L 
- L a(x(i); a) 
L i=1 
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= ra(O) - L ~ + 2 L ra(j) - L rs / . [1 L (i)(O)] M [1 L (i)( .)] 

L i=l l1(i) j=l L i=l l1(i) 
(37) 

Equations (35) and (37) lead to the same optimization procedure as 
the centroid computation in code-book design for vector quantiza­
tion.13 In centroid computation, however, the objective is to minimize 
the average distortion, while in the current probabilistic framework, 
the probability is to be maximized. The equivalence between proba­
bility and distortion measures is again witnessed. 

Once the source parameters are estimated, the probability density 
is defined just as in the single-observation case, and expressed in (26) 
or (31) in terms of distortion measures. 

IV. PROBABILISTIC FUNCTIONS OF MARKOV CHAINS 

Consider a first-order K-state Markov chain governed by a transi­
tion probability matrix V = [Vij], i, j = 1, 2, ... , K, and an initial 
probability vector u t = [UI, U2, ••• , UK]. Obviously, 

and 

K 

L Uj = 1, 
j=l 

K 

Uj ~ 0 for all j 

L Vij = 1 for any i, 
j=l 

(38) 

(39) 

because Vij is the probability of making a transition from state i to 
state j given that the current state is i. For any integer state sequence 
e = Oo(h ••• OT, where Oi E {I, 2, ... , K}, the probability of e being 
generated by the Markov chain can be easily calculated by 

(40) 

Now suppose e = 0001 ••• OT cannot be observed directly. Instead, we 
observe a stochastic process S = SlS2 ••• ST, produced by an underlying 
state sequence 0102 ••• OT. Each state, say i, manifests itself through a 
probability density function !i(S). We use F = {fi(')} to denote such a 
set of density functions. The probability density of observing S = S £ 
SlS2 ••• ST given a specific state sequence e generated by the Markov 
chain with transition probability matrix V and initial probability u is 
thus 

!(S I e, V, u, F) = !Ol(Sl) !02(S2) ••• !OT(ST). (41) 

Each Si here is a vector without ambiguity. It follows that the proba­
bility density of observing S given V and u is 
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[(8IV, u, F) = L [(8, 81V, u, F) 
aIle 

= L [(8 18, V, u, F)Pr(8 I V, u, F) 
aIle 

= L [(8 18, V, u, F)Pr(8 I V, u) 
aIle 

K 

= L UOoVOOOJ01 (81) VOlJJ02 (82) . . . VOr- 10r [Or( 8T). (42) 
°0.01•••• 0r=1 

The stochastic process S is characterized by the density [(8 I V, u, F) 
and the set of probability density functions F, which is assumed to be 
known and independent of the Markov chain in the above. The triple 
(V, u, F) £ M is then called a (hidden) Markov model,14 and the 
conditional density for the stochastic process S may be written as 
[(8 1M). 

The application of hidden Markov models in speech recognition can 
now be formulated. It is treated as a classification problem. We wish 
to recognize utterances known to have been selected from some vocab­
ulary W of B words W(1), W(2), ••• , W(B) • (We use "words" here for 
convenience. They may not be words in the traditional sense, but 
merely some lengths of speech utterances.) Every word W(i) is repre­
sented by a model Mi. An observation sequence 8 = 8182 ... 8T of an 
unknown word is given. We then apply the maximum likelihood rule 
and classify 8 as word W(i) iff 

[(8 I M i ) ~ [(8 I Mj ) for any j = 1, 2, ... , B. 

Such an application presents two problems: evaluating [(8 I MJ and 
estimating model M that maximizes the likelihood of a given obser­
vation 8. Sections II and III showed similar problems. 

The computational load in evaluating [(8 I M) appears to be expo­
nential in T, as we see from (42), which is a sum over all possible state 
sequences of length T. With the so-called forward-backward algorithm 
by Baum,15 however, it is only linear in T. The estimation of model 
parameters V, u, and F, on the other hand, is less straightforward, 
and no closed form solution has been found so far. An iterative 
reestimation algorithm by Baum 15 and Baum et al.16 is usually em­
ployed to attack this estimation problem for a certain class of hidden 
Markov models, including those with Gaussian autoregressive densi­
ties of (1), (17), or (18). We shall briefly discuss the forward-backward 
algorithm and the reestimation formula for Markov models with 
Gaussian autoregressive density. Similar developments with applica­
tions in speaker identification can be found in the work of PoritZ.17 

More rigorous developments of these techniques, as well as their 
theoretical verifications, can be found in Refs. 15 and 16. 
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4.1 Forward-backward recursion and trellis structure 

Define the forward probabilities ~o(i) = Ui, i = 1, 2, ... , K, and 
K 

~t(i) = L ~t-l(j)vjdi(St) 
j=l 

for i = 1, 2, ... , K and t = 1, 2, ... , T. Clearly, 

~t(i) = {(S1, S2, ... , St, ()t = i 1M). 

Similarly, define backward probabilities 

1]t(i) = {(St+1, St+2, ... , ST I ()t = i, M) 

K 

= L 1]t+1(j)vijh(St+l) 
j=l 

(43) 

(44) 

and 1]T(i) = 1, for i = 1, 2, ... , K, and t = T - 1, T - 2, ... , o. ~t(i) 
and 1]t(i) satisfy 

~t(i)1]t(i) = {(8, (It = i 1M). (45) 

Therefore, we have 
K 

{(8 I M) = L {(8, ()t = i I M) 
i=l 

K 

= L ~t(i)1]t(i) (46) 
i=l 

for any t. In particular, by letting t = T, 
K 

{(81M) = L ~T(i) (47) 
i=l 

so that {(8 I M) can be evaluated from forward probabilities alone and 
the computation load is thus linear in T. 

This forward-backward evaluation technique takes advantage of a 
trellis structure when reducing the computational burden. The com­
plexity of a tree structure, as Fig. 2 illustrates, grows exponentially in 
T. It treats distinctive paths differently, as if at instance t, the number 
of available state indices were K t

, as we noted by the parenthesized 
index in Fig. 2. The original evaluation formula of (42) displays a tree 
structure since the summation is directly over all ()i, i = 0, 1, 2, ... , T, 
in the range of 1 through K. This tree structure can be transformed 
easily into a trellis structure, as Fig. 3 depicts for K = 4, by recognizing 
the fact that at any instance t and any state ()t there are always only 
K possible next states regardless of the past transition history. The 
branches in the tree structure merge into K nodes (states) at every 
instance. The definition of the forward probabilities can be stated as 
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t-O 3 

Fig. 2-Tree structure showing exponential growth of complexity. 

follows: the density of the event that ()t = i and 81, 82, ••. , 8t are 
observed is obtained by summing, over all j, the densities of the event 
that ()t-l = j and 81, 82, ••• , 8t-l are observed, multiplied by the 
transition probability from state j to i and by the density of St = 8t at 
state i. Thus, as Fig. 3 shows for K = 4, ~t(1) = ~t-l(1)vll/1(8t) + 
~t-l(2)V21/1(8t) + ~t-l(3)V31/1(8t) + ~t-l(4)V41/1(8t). Every ~t(i) can be 
computed recursively from ~t-l(i), i = 1, 2, ... , K. Each progression 
from t - 1 to t requires the same amount of computation and, therefore, 
total computation is linear in T. 

The tree/trellis structure also shows that dynamic programming 
techniques such as the Viterbi algorithm or the (M, L) algorithm, etc., 
can be employed efficiently to find a particular path Sop such that 
1(8, Sop 1M) = max 1(8, S I M). Later we will show that dynamic time 

aIle 
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~t(lI = ~t-,(l)v",,(St) + ~t-1(2)V2",(St) 

+ ~t-, (3)v3", (St) + ~t-' (4)V4", (St) 

2 

3 

4 e -------------..0: 
~t-,(4) 

t-l t+l 

Fig. 3-Trellis structure for evaluating probability in hidden Markov models. 

warping displays similar requirements of finding an optimal path (the 
warping function) to minimize the accumulative distortion. 

4.2 Reestimation-Baum-Welch algorithm 

We discuss here only the estimation of Markov models with Gaus­
sian autoregressive densities; that is, in F = {fd~h every Ii takes the 
form of (17)* and is characterized by parameters (ai, (7). Equivalently, 
we write F = {(ai, un} ~1' The objective of model estimation here is to 
find a model M = (V, U, F) that maximizes the likelihood of a given 
sequence 8, for fixed number of states K and order of autoregression 
M. 

Given a sequence 8 and an arbitrary model M, the Baum-Welch 
reestimation algorithm iteratively finds another model M' = (V', u', 
(at, U[2)) that leads to I(S I M') ~ I(S I M). The algorithm continually 
improves the estimate and converges to a local optimum. Let 

T't(i) £ 1(8, Ot = i 1M) 

(48) 

* The gain-independent case can be easily developed in the same way that the 
previous sections showed. 
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for t = 0, 1, 2, ... , T, and i = 1,2, ... ,K. Further, define 

'Yt(i, j) £ f(8, (Jt-l = i, (Jt = jiM) 

= ~t_l(i)Vijh(Sthlt(j) (49) 

for i, j = 1, 2, ... , K, and t = 1, 2, ... , T. A new estimate of transition 
probability vij for V'is obtained by 

T 

L 'Yt(i, j) 
I t=l 

Vij=-T--- (50) 

L 'Yt(i) 
t=l 

And by applying Theorem 3.1 of Ref. 16 one chooses (a[, U[2), for each 
i = 1,2, ... , K, such that (see Appendix A) 

a (Si; an = min a(si; a) (51) 
a 

and 

12 a (Si; aD 
Ui = T ' (52) 

N L 'Yt(i) 
t=l 

where Si represents a composite observation whose autocorrelation 
coefficients are ri(j), 

T 

ri(j) = L 'Yt(i)rt(j) 
t=l 

T N-j 

= L 'Yt(i) L St,nSt,n+j. (53) 
t=l n=l 

Note that St,n is the nth sample in observation St. The composite 
autocorrelation ri(j) is, as seen from (53), a weighted average autocor­
relation. The weight is the density or relative frequency of the obser­
vation 8 being at state i at instance t. The concept of relative frequency 
may be helpful in relating (53) to (35) where a 'uniform average is 
involved. After ri(j) for i = 1, 2, ... , K, and j = 0, 1, 2, ... , M have 
been calculated, each (a[, U [2) is found by using the same maximum 
likelihood estimation procedure as in Section II. 

In estimating the Markov model parameters based upon multiple 
observations 8(1), 8(2), ••• , 8(L), we try to maximize the joint density 
given the same model f(8(1), 8(2), ••• , 8(L) I M). Since 8(i) are inde­
pendently observed, 
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{(S(1), S(2), ... , S(L) 1M) 

L 

= II {(S(i) 1M). (54) 
i=1 

The Baum-Welch algorithm can be equally applied and the key equa­
tion of (50) for new estimate of transition probability becomes (see 
Appendix B) 

, t~l [,~ 'Y~ij(i, j) ] 
Vij = £ [± 'Y~l)(i)] , 

t=1 1=1 

(55) 

where 

(l)( ') _ {(S(l), ()t = i 1M) 
"It l - {(S(l) I M) (56) 

and 

(1)(' ') _ {(Sm, ()t-l = i, ()t = jiM) 
"It l, J - {(Sm I M) (57) 

The new estimate of (at, a [2) of (51) and (52) then follows the same 
procedure as previously discussed for the maximum likelihood estimate 
based upon multiple observations. In particular, one can show (see 
Appendix B) that the new improved estimate (a[, a[2), according to 
the reestimation algorithm, satisfies 

a(Si; at) = min a(si' a) (58) 
a 

and 

(59) 

where Si now represents a composite observation whose autocorrelation 
coefficients are ri(j), 

T L 
ri(j) = L L 'Y~l)(i)dl)(j) 

t=1 1=1 

T L N-j 
= ~ ~ ",(l)(;) ~ s(l)s(l) . 

LJ LJ It" LJ t,n t,n+} , (60) 
t=1 1=1 n=1 

with s~~h being the nth sample in the observation vector St of sequence 
S(l). 
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V. DYNAMIC TIME WARPING AND HIDDEN MARKOV MODELS 

In this section, we establish the relationship between dynamic time 
warping using linear predictive coding (LPC) distance measures and 
hidden Markov models with Gaussian autoregressive densities. We 
give a unified view on these two techniques such that comparative 
discussions on the two techniques can be made easily. 

Consider two speech sequences, W = WIW2 ••• wTwand Y = YIY2 ••• 

YTy ' called the reference and the test sequence, respectively. Through 
some warping function ¢('), or r(·), 

ty = ¢(tw), 

tw = r(ty) , 

tw = 1, 2, ... , T w 

ty = 1, 2, ... , Ty , 

(61) 

(62) 

a correspondence between Wand Y can be established. Let d[ . ; . ] be 
a distortion measure. The conventional dynamic time warping uses 
dynamic programming techniques to determine ¢ or r such that 

Tw 
D.p = L d[wtw; Y4>(tw)] (63) 

tw=l 

or 

(64) 

is minimized. In recognition, we classify an utterance Y as word W(i) 

in a vocabulary {W(1), W(2), ... , W(B)} if 

[D¥)]min = m~n i d[w~2, Y4>i(tw)] 
{

T(i) } 

4>(1) tw=l 

for j = 1, 2, ... , B (65) 

or 

for j = 1, 2, ... , B. (66) 

The choice of warping directions, i.e., using ¢ or r, is rather arbitrary 
and often is taken into consideration together with some continuity 
conditions.2,3 

Now, consider a Tw-state hidden Markov model Mw = (Vw, uw,.Fw), 
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where V w is a Tw x Tw matrix V w = [Vij], Vij = l/Tw, for any i, j = 1, 
2, ... , T w, U w is a Tw-dimensional vector with Ui = l/Tw for any i = 
1, 2, ... , Tw , and F . .v is the set of Gaussian autoregressive densities 
ltd t:l. Each fi is defined by a parameter pair (aw,i, u~,J, which is the 
maximum likelihood estimate based upon observation Wi. We further 
consider a particular state sequence, called progressive sequence 
8 w = Oofh ... OTw, where Oi = i and where Ooe{l, 2, ... , Tw} is arbitrary. 
Then, 

Tw 
= (l/Tw) Tw+1 n fi(wd aw,i, U~,i) 

i=1 

and from (22), 

log f( W, 8 w I Mw) 

= - ~ [i~ log(2"u~.i) + Tw] - (Tw + l)log Tw 

= max {log f(W, 8 I M w )}, (67) 
Sf/SI(T

ID
) 

where {8}(Tw ) denotes the set of all state sequences with length Tw. 
We define a similar model My = (Vy, Uy, Fy) for Y, in which Vij = 
l/Ty, Ui = l/Ty for i, j = 1, 2, ... , Ty, and Fy = {(ay,i, U;,i)} J}1' where 
each (ay,i, u;,J is estimated based on Yi. We thus also have 

Ty 
= (l/Ty) Ty+l II fi(Yi lay,i, U;,i) 

l=1 

and 

N [TY 2 ] = - - L log(27rUy,i) + Ty - (Ty + l)log Ty 
2 i=1 

(68) 

A correspondence between progressive state sequences 8 w and 8 y is 
made through warping functions ¢ or t, as defined in (61) or (62). 
Within such a framework, 
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(69) 

and 

- (Ty + l)log Tw. (70) 

In the above we have used r(8y) to denote the r-warped progressive 
sequence 8 y • Note that (68) is also a maximum over all models with 
fixed Vy and Uy • The difference between (68) and (70), 

log f(Y, 8 y I My) - log f(Y, r(8y) I Mw) 

N Ty {I 
= "2 i~1 N a«(j~~r(i)Yi; aw.W») + log (j~.W) 

-log U;,i - I} + (Ty + l)(log Tw - log Ty ), (71) 

is thus nonnegative if Tw ;::: Ty (sufficient). In realistic situations, 
log T w ~ log Ty , so that 

log f(Y, 8 y I My) - log f(Y, r(8y) I Mw) 

N Ty {I (-1 ) I 2 I 2 I} ~ "2 i~1 N a (j w.W) Yi; aw.W) + og (j w.W) - og (j y.i -

N Ty 

= - L dIS[Yi; Wr(i)] 
2 i=1 

(72) 

Therefore, the accumulative distortion Dr in dynamic time warping is 
directly related to the likelihood difference between the two models in 
generating Y sequence. To express the density f(YI Mw) in terms of 
Dr we further have 

f(YI Mw) = L f(Y, r(8y) I Mw) 
allr 

The same results can be extended to f(WI My), 
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{(WI My) = L {(W, ¢(8) I My) 
all <I> 

~ {(W, 8 w I Mw) [a~. exp (- ~ D.) J. (74) 

Equation (72) demonstrates that determining a warping func­
tion ~ in dynamic time warping is equivalent to finding only the best 
state sequence that maximizes the density {(Y, ~(8) I Mw). On the 
other hand, the density {(YI Mw) can be calculated by summing 
exp {- (N/2}Dd over all possible warping paths ~and then multiplying 
this sum of exponential terms by a constant {(Y, 8 y I My). Since 
{( Y, 8 y I My) is defined by the unknown sequence Yonly, it does not 
affect the classification problem for recognition formulated above. The 
accumulative distortions Dr are then the key determining factor. 

Although we have defined the transition probabilities Vij to be all 
equal for any i and j, it is not absolutely necessary for the results of 
(72). It has, however, a simpl{! but important interpretation in the 
calculation of {(YI Mw). Equal Vij for i, j = 1, 2, ... , Tw allows the 
input sequence 8 y to be warped in every possible way and in every 
possible permutation. One thus may not expect a good recognition 
performance based upon the density {(YI Mw) = Lr {(Y, ~(8y) I M w), 
as the time order of the observed speech sequence is crucially impor­
tant. (A reversed "we" may sound very close to "you"!) For word 
recognition, some constraints on the transitions are therefore desira­
ble. Markov models for two types of serial constraints, for example, 
are shown in Fig. 4. In Fig. 4a, single and double transitions are 
allowed. Similar results linking dynamic time warping and Markov 
modeling can be obtained in this case if 

(a) 

3 4 5 

(b) 
Fig.4-Markov chains for two types of serial constraints: (a) single and double 

transitions permitted, and (b) only single transitions permitted. 
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1 1 1 
0 0 - - -

3 3 3 

0 
1 1 1 

0 - - -
3 3 3 

1 1 1 
0 0 0 - - -

3 3 3 
V= 

1 1 1 - - -
3 3 3 

1 1 
0 - -

2 2 
0 0 0 1 

For the single transition case of Fig. 4b, 

1 1 
0 0 - -

2 2 

0 
1 1 

0 - -
2 2 

V= 

0 
1 1 
- -
2 2 

0 0 0 1 

These kinds of constraints all have their counterparts in dynamic time 
warping, appearing as the continuity conditions for determining the 
warping function. It is expected that these constant transition proba­
bilities lead to a similar approximation, as appeared in (72). Unlike 
(71), however, the lack of exactness in (72) is now caused by the 
increased transition probabilities at the end of the sequence. The idea 
of unconstrained endpoint algorithm in dynamic time warping to 
correct for the abrupt change in transition "possibilities" at word 
boundaries is, hence, noted. 

VI. SUMMARY 

We have given a unified theoretical view on the two dominant 
speech recognition techniques, namely dynamic time warping and 
Markov modeling. We described the role of some well-known distor­
tion measures in the context of probability densities. After the rela­
tionship between probability density and distortion measures is made 
explicit, the similarities between the two techniques can be seen. We 
have shown that if the underlying transition structure is equiprobable, 
dynamic time warping is equivalent to the probabilistic modeling 
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technique except that it searches for the best transition path to 
minimize the accumulative distortion, while the probabilistic tech­
nique sums the density along every possible path. The results show 
that the two techniques may not be mutually exclusive, particularly 
when the density functions are exponential and LP-related distortion 
measures are used. The discussion may be helpful in bringing about a 
better understanding of each technique and possible future improve­
ments. 
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APPENDIX A 

Reestimation-Single Observation 

We first show that the new, improved estimate (a[, (J [2) satisfies 
(51) and (52). We follow Ref. 16 and define the Q-function as 
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Q(M, M') = L [(8, e I M)log [(8, elM'), (75) 

where 

aile 

log [(8, elM') 
K 

= L (log uJ )0(00 - j) 
j=l 

K K T 

+ L L L (log V kl)O(Ot-l - k)o(Ot - 1) 
k=l i=l t=l 

K T 

+ L L [log f[ (St)]o(Ot - i), 
i=l t=l 

o( . ) is the Kronecker delta, and 

[[(S) = [(s I at, (T [2) 

(76) 

= (21r)-NI2(un-Nexp{ - ~ a(u!-'s; ail} (77) 

according to (17). It has been shown that16 

[(81M') 
T 

= L uOo n vot_1oJOt(St) 
aile t=l 

T 

~ L uOo n Vot_1oJOt(St) 
all e t=l 

= [(81M) 

if Q(M, M') ~ Q(M, M). Therefore, we may obtain a new, improved 
estimate by maximizing Q(M, M') with respect to M'. Equation (76) 
shows that the contributions due to u', V', and F' are separated and 
maximization of Q(M, M') can thus be carried out independently with 
respect to each parameter set. In particular, 

Q(M, M') = Qu(M, u') + Qv(M, V') + QF(M, F') 

K 

= Qu(M, u') + Qv(M, V') + L Q/i(M, [i), 
i=l 

where 
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K 

Qu(M, u') = L 1(8, elM) L (log uJ)o(Oo - j), 
alle j=l 

[
K K T ] 

Qv(M, V') = a~e 1(8, elM) k~l l~l t~ (log ufu)O(Ot-l - k)o(Ot - l) , 

and 
T 

Q/i(M, If) = L 1(8, elM) L [log I[(St)]o(Ot - i). 
alle t=l 

We shall not repeat the treatment ofu' and V' here, but only discuss 
the maximization of Q/i(M, If). We rewrite Q/i(M, If) as 

Q/i(M, f[) = £ [L 1(8, e I M)o(Ot - i)]IOg f[ (St) 
t=l alle 

T 

= L 1(8, Ot = i I M)log f[ (St) 
t=l 

T 

= L 1(8, Ot = i I M) 
t=l 

{ N I 2 N I ,2 1 ( , 1 ')} . - - og 7r - - og U· - - au· - St' a· 
2 2' 2 ' " . (78) 

Maximizing Q/i(M, If) with respect to af is equivalent to minimizing 
T 

L 1(8, Ot = i I M)a(st; af) 
t=l 

T 

= L 1(8, Ot = i 1M) 
t=l 

. {r a,(O)r,(O) + 2 j~' r .,(j)r,(j) } 

= ra,(O) [~ 1(8, Ot = i I M)rt(O)] 
t=l 

+ 2 J. ra,(j) [i.r(s. 0, = i I M)r,(j)]. (79) 

where ra,(j) and rt(j) are the j-Iag autocorrelation coefficient of af 
and St, respectively. Since (79) is simply a(si; af), (51) is thus proved. 
Equation (52) then follows from maximizing (78) with respect to Uf2 

given af. 
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APPENDIX B 

Reestimation-Multiple Observations 

We apply the Baum-We1ch algorithm to maximize 

L 

{(S(1), S(2), ... , S(L) 1M) = n {(S(i) 1M), (80) 
i=l 

given multiple observations S(1), S(2l, ... , S(L). For brevity, we use lS} 
to denote the set of observations S(i), i = 1, 2, ... , L. In addition, for 
each observation sequence S(i), there is a corresponding probable state 
sequence S(i), and 

{(S(i) I M) = L {(S(i), S(i) 1M). 
alle(i) 

We further use lS} to denote the set of probable state sequences 
behind the set of observations lS}. Then (80) becomes 

{(lSI 1M) = L {(lS}, lS} 1M). (81) 
all Ie) 

Accordingly, we define the Q-function as follows: 

Q(M, M') = L {(lSI, lS} I M)log {(lS}, lS} 1M'), 
Ie) 

where 

K L 

log {(lSI, lS} 1M') = L L (log uj)o((Jg) - j) 
j=l i=l 

K K L T 

+ L L L L (log Ukl)O((J~~l - k)o((J~i) - l) 
k=l l=l i=l t=l 

K L T 
+ L L L [log {~(S~i))]o((J~i) - m). (82) 

m=l i=l t=l 

and {~(s) is defined as in (77). We shall address the maximization of 
Q(M, M') with respect to V' = [ukd and F' = (ft}. Extension of 
previous results on the initial probabilities to the current case of 
multiple observations is straightforward. Again, (82) shows separate 
contributions from different parameter sets and, hence, we write 

Q(M, M') = Qu(M, u') + Qv(M, V') + QF(M, F'), 

1240 TECHNICAL JOURNAL, SEPTEMBER 1984 



where 
K L 

Qu(M, u') = L f({S}, Ie} 1M) L L (log uj)5(Og) - j) 
(81 j=l i=l 

K K L T 

Qv(M, V') = L f({S}' Ie} 1M) L L L L (log Ukl) 
(81 k lit 

K { K L T 

= k~l (t
l 

f({S}, Ie} 1M) t t ~ (log Ukl) 

.b(O~~l - k)b(O~i) - l)} 
K 

L Qvk(M, Vk), 
k=l 

and 
K L T 

QF(M, F') = L f({S}' Ie} 1M) L L L [log f~(s1i»]5(o~i) - m) 
(81 m=l i=l t=l 

K 

L QfJM, f~)· 
m=l 

In the above, Vk = [Ukl Uk2 ... UkK]t and 
K 

L Uki = 1 for k = 1, 2, ... , K. (83) 
i=l 

Let n be the Langrangian of Qvk(M, Vk) with respect to the constraint 
(83), 

!1 = Q,k(M, vk) + A [.~1 uki - 1 J 
We need to solve the equation 

a~ = aQ~k + A = O. 
aUkj aUkj 

Then, we have 

aQvk ~, ~, aQvk 
-a ' = - A = - L.J Ukj A = L.J Ukj -a ' . 

Ukj j=l j=l Ukj 
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Since, 

(JQ~k = L {(IS}, Ie} I M) ~ £ l-, O((J~~l - k)o((J~i) - j) 
(JUkj IS) i=l t=l Ukj 

1 L T 

= -; L L L {(fS}, Ie} I M)O((J~~l - k)o((J~i) - j) 
Ukj i=l t=l IS) 

1 L T 
= -; L L {(S(i), (J~~1 = k, (J~i) = jiM) 

Ukj i=l t=l 

·{(IS} I M)/{(S(i) 1M), (86) 

and 

~ , (JQvk 
L.J Ukj-, 
j=l (JUkj 

K L T 

= L L L {(S(i), (J~~1 = k, (J~i) = jiM) 
j=l i=l t=l 

.{(fS} I M)/{(S(i) I M) (87) 

L T 

= L L {(S(i), (J~~1 = k I M){(fS} I M)/{(S(i) 1M), 
i=l t=l 

we arrive at the solution of (55). The term {(IS} I M) in the above has 
no effect as it appears in both (86) and (87). 

Next, we deal with the maximization of Qfj(M, {f). Note from above 
that 

L T 

Qfj(M, {f) = L {(fS}, Ie} 1M) L L [log {J (S~i»)]o((J~i) - j) 
IS) i=l t=l 

= i. J. b, I({S), {e)) M)o(oli) - j)} log {J(81i» 

T L 

= L L {(S(i), (J~i) = jiM) 
t=l i=l 

{ 
N I 2 N I ,2 1 ( , 1 (i) ')} . -"2 og 7r - "2 og (I j - 2 ex (I j - S t ; aj 

.{({S} I M)/{(S(i) 1M), (88) 

an expression similar to (78). Maximizing Qfj(M, {f) with respect to 
aJ is equivalent to minimizing 
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T L 

L L I(S(i), O~i) = j I M)[/({S} I M)II(S(i) I M)]a(s~i); af) 
t=l i=l 

= r •. (O)· [i 1 [(Sa" 0 Iii = j I M)[f(f S II M) If(S'" I M) Jdil(O)] 

+ 21, r..<m).[i i~ [(S(i', OIi' = jl M) 

. [f(fSII M)/[(S(i) I M)]rlil(m)]. (89) 

where ra,(m) and di)(m) are the m-Iag autocorrelation coefficient of 
af and S~i) sequences, respectively. Similar to the development in 
Appendix A, (89) is simply a(sj; af) and (58) must be satisfied in order 
to maximize Qfj(M, If) with respect to af. Equation (59) then follows 
from maximizing (88) with respect to (J? given af. 
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In this paper we present results of a series of experiments in which 
combinations of vector quantization and temporal energy contours are incor­
porated into the standard framework for the word recognizer. We consider 
two distinct word vocabularies, namely, a set of 10 digits, and a 129-word 
airlines vocabulary. We show that the incorporation of energy leads to small 
but consistent improvements in performance for the digits vocabulary; the 
incorporation of vector quantization (in a judicious manner) leads to small 
degradation in performance for both vocabularies, but at the same time reduces 
overall computation of the recognizer by a significant amount. We conclude 
that a high-performance, moderate-computation, isolated word recognizer can 
be achieved using vector quantization and the temporal energy contour. 

I. INTRODUCTION 

The most popular form for an isolated word recognition system is 
the classic statistical pattern recognition implementation shown in 
Fig. 1. In this model the speech signal is first analyzed by the feature 
measurement block, which produces a test pattern consisting of a 
temporal sequence of (spectral) feature vectors characteristic of the 
speech sounds in the word. Most typically, the feature measurement 
system is either a bank of highly overlapping (in frequency) bandpass 
filters, or a Linear Predictive Coding (LPC) analysis. In either case 
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Fig. I-Pattern recognition model of isolated word recognition system. 

the feature vector, for a given time interval, is an estimate of the 
short-time spectrum of the speech signal. The job of the pattern 
comparison block is to register, in time, the test pattern with each of 
a set of stored reference patterns, and to determine a similarity 
(distance) score for each such pair of patterns. It has been shown that 
one must use some type of dynamic programming algorithm to achieve 
the required degree of time alignment for arbitrary word vocabularies. l 

Associated with the time alignment is a spectral distance measure for 
comparing frames of the test and reference patterns. Such distance 
measures are often as simple as summing spectral magnitude differ­
ences, or as complex as the likelihood ratio measure.2 The final stage 
of the pattern recognition model of Fig. 1 is the decision rule that 
makes a recognition decision, or possibly a set of decisions, based on 
the distance or similarity scores provided by the pattern comparison 
block. The most widely used decision rule is the nearest-neighbor rule, 
which chooses the recognized word as the one whose pattern has the 
smallest distance score. Alternative decision rules are variants of the 
K-Nearest-Neighbor (KNN) rule.3 

A wide variety of isolated word recognizers have been designed, 
based on the structure given in Fig. 1, and have been shown to yield 
good performance for several types of word vocabularies and talker 
sets.4

,5 The major obstacle to the widespread use of such recognizers 
for simple applications (home computers, terminals, etc.) is the inher­
ent cost of the implementation. This cost, either in terms of compu­
tation or actual dollars, is primarily due to the cost of implementing 
the pattern comparison block with a dynamic programming algorithm. 
Several alternative recognition structures have been proposed for 
reducing the cost of the ·recognizer. These include replacing the non­
parametric model of Fig. 1 with a parametric model [e.g., a Hidden 
Markov Model (HMM)),6 using recognition structures without time 
alignment procedures,7 and using some coding technique on the feature 
vectors to significantly reduce computation in the dynamic program­
ming algorithm.8 The first two alternative recognition strategies are 
still under investigation, but at the present time they yield degraded 
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performance for several standard vocabularies in the speaker-inde­
pendent mode. The third alternative is the subject of this paper. 
Shikano has presented some results on trade-offs between computa­
tion and performance achievable using coding techniques. We extend 
his results and apply them to two useful and interesting word vo­
cabularies, and consider their applicability in a speaker-independent 
mode. 

The actual recognition structure used in this paper is an LPC-based 
system, which uses the likelihood distance metric in a Dynamic Time 
Warping (DTW) implementation of the pattern similarity block of 
Fig. 1. The coding technique used to reduce computation in the DTW 
algorithm is LPC Vector Quantization (VQ).9,lO The way to reduce 
computation is to replace each feature vector in the reference pattern 
by one of a set of fixed LPC vectors from a code book (designed from 
an appropriate training set). If we similarly replace each feature vector 
of the test pattern by the closest vector in the code book, then, by 
precomputing the matrix of distances of each code-book vector to 
every other code-book vector, the distance computation of the DTW 
algorithm becomes a simple table-lookup operation. Since the distance 
computation dominates the overall computation of the recognizer, 
significant reductions in computation are achieved with this technique. 
It remains to be shown that performance degradation (due to the 
distortion introduced by vector quantization) can be kept small. 

This paper also discusses the application of temporal energy con­
tours to the recognizer structure of Fig. 1. Previous work by Brown 
and Rabinerll shows that by treating the energy contour (normalized 
over the entire word duration) as a new feature, and by incorporating 
this energy feature into the distance metric as an independent, additive 
feature, performance of the conventional DTW recognizer was im­
proved. Work by Rabiner et al.12 shows how vector quantization design 
algorithms can incorporate energy directly into the standard code­
book design procedure, yielding a joint quantization of the LPC vector 
and its energy value. In this paper we integrate both these results into 
a common framework. We also implement an isolated word recognizer, 
incorporating vector quantization to reduce computation and using 
temporal energy contours to achieve performance comparable to that 
of the DTW system without using either VQ or energy. 

The organization of this paper is as follows. In Section II we describe 
the implementation of the isolated word recognizer using vector quan­
tization and temporal energy contours. In Section III we describe and 
give results from a series of evaluation tests on two distinct sets of 
word vocabularies to show the performance of the overall word recog­
nizer in a speaker-independent mode. In Section IV we discuss the 
results and compare them to those obtained in other studies of com-
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putational reduction techniques. Finally, in Section V we summarize 
our findings. 

II. STRUCTURE OF THE OVERALL ISOLATED WORD RECOGNIZER 

Figure 2 is a block diagram of the word recognizer incorporating 
vector quantization of the LPC-feature vectors and using temporal 
energy contours. The speech signal, recorded off a dialed-up telephone 
line and digitized at 6.67-kHz rate, is first blocked into 45-ms frames 
and analyzed to give LPC vectors every 15 ms (100 samples) using the 
autocorrelation method. A Hamming window is applied to the 45-ms 
(300 samples) section of speech, which has been preemphasized using 
a first-order digital network, and a set of (p + 1) autocorrelations are 
computed. In our implementation we use p = 8 poles for the telephone 
bandwidth signal. The signal energy (unnormalized) for the lth frame 
of speech is the zeroth-order autocorrelation, RI(O). We denote the 
pth-order LPC vector for the lth frame as ai, and the log energy for 
the lth frame (after normalization, which will be described later) as 
EI • 

The next stage in the processing of Fig. 2 is vector quantization of 
the LPC vector (with or without the energy parameter). To perform 
vector quantization, we need a predesigned code book of vectors and 
an appropriate distance metric for comparing the LPC vectors of the 
speech signal with the prestored code-book vectors. If we denote an 
arbitrary test vector as the pair a = (a, ET

), and an arbitrary code­
book vector as the pair b = (b, ER

), then an appropriate distance for 
comparing a and b isH 

A... (btVTb) AT A 
d(a, b) = atVTa - 1 + af(l E - ER I), (1) 

where V T is the Toeplitz matrix of autocorrelations of the test frame, 
a is a suitable weighting factor on the energy distance, and f(x) is a 
nonlinearity of the type 

{ 

0, 

f(x) = I x I - E LO + E OF , 

EHI , 

Ixl < ELO 

E LO ~ X ~ EHI + E LO - EOF (2) 

I x I > EHI + E LO - E OF , 

where E LO , E HI , and EOF are appropriately chosen thresholds and 
energy offsets. 

The first term in brackets in eq. (1) is the conventional Itakura 
LPC likelihood ratio (in its linear form),2 and the second term is an 
energy distance that is added to the LPC distance. The weighting 
factor, a, accounts for the fact that energy distances bear significantly 
less information than LPC distances. The nonlinear function, f(x), 
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·Fig. 2-LPC/DTW recognizer using vector quantization. 

accounts for the fact that small energy differences (i.e., less than E LO 

dB) are insignificant and hence should add no distance, and that large 
energy distances should be clipped at some appropriate value. Energy 
distances between these extremes are linearly weighted. In practice, 
because the Itakura likelihood ratio is essentially unbounded in value, 
a clipping function, g, is also applied in eq. (I) so that 

g(x} = {x 
DCL1P 

x < DCL1P 

x> DCLIP , 

(3) 

where x is the expression in brackets in eq. (I). 
A complete specification of the distance metric of eq. (I) requires 

specification of values for the LPC clipping threshold, DCLIP , and the 
energy thresholds, ELO , EHI , and EOF • These values are obtained by 
experimentation in a small pilot test, and specific values will be given 
in Section III. 

Once the distance metric of eq. (I) is given, the implementation of 
the vector quantization stage of Fig. 2 using a code book with M* 
vectors, for the lth feature vector, is a computation of the form 

d* = min d(al, 11m} (4a) 
l";;m..;;M* 

m* = arg{ min d(az, 11m}} 
l";;m..;;M* 

(4b) 

(4c) 

i.e., we find the code-book vector 11m" such that its distance to the 
analysis vectoI: al is minimum over all code-book entries, and we 
replace al by bm ". (Equivalently, all we need to save is the index m*, 
which gives the code-book vector with the minimum distance, since 
the code-book vectors are fixed.) 

Once a test feature vector has been vector quantized, and similarly, 
each reference feature vector has been vector quantized, then the 
calculation of distance between test and reference feature vectors (as 
required in the DTW alignment procedure) becomes simply a table­
lookup procedure from a table of all possible distances between code­
book vectors. Thus, if we define the M* by M* matrix of code-book 

ISOLATED WORD RECOGNIZERS 1249 



vector distances as 

DcB(i, j) = d(h j , hj), 1 ~j ~ M*, (5) 

and precompute DCB (i, j) and store it, then the distance between a 
test vector coded by code-book vector i*, and a reference vector coded 
by code-book vector j*, is simply DCB(i*,j*), and is computed in the 
time for a single table-lookup. Hence, the number of distance compu­
tations [nominally needing about (p + 1) multiplications and addi­
tions] is essentially reduced to zero. In this manner the computation 
of distance from the DTW alignment is substantially reduced. The 
technique of vector quantizing both the test and reference patterns, 
and then using the matrix of distances for a table-lookup computation 
is called a double-SPLIT VQ by Shikano.8 For the double-SPLIT 
method, a full LPC analysis (Le., the Levinson recursion) does not 
need to be carried out since the prediction residual is common to all 
distances in the minimization of eq. (4) and hence, need not be 
computed. 

It should be noted that the process of vector quantization of a1leads 
to a distortion error, El, given by 

(6) 

since the actual feature vector does differ from the code-book vector. 
One way of avoiding this distortion in the test feature vector, due to 
Sakoe,I3 is to save the vector of distances, a(l, m), of the form 

a(l, m) = d(az, hm ) (7) 

for all frames, I, of the test pattern, and all code-book indices, m. In 
this manner whenever a distance is required between the true test 
feature vector, ai, and a reference vector quantized to code-book vector, 
hq , then the distance can be looked up in the distance vector for frame 
I as the qth entry. Thus, we eliminate storage for the M* by M* 
distances of the code-book vectors, but we instead need storage for the 
M* by L distances, for a word of L frames, of the vector quantizer. 
Since L < M*, in most cases, this simplification of the vector quanti­
zation generally both increases performance of the recognizer (since 
no distortion of the test vectors is incurred) and decreases storage of 
the system. This technique is called a single-SPLIT VQ by Shikano.8 

The remaining steps in the recognizer of Fig. 2 are essentially those 
of a conventional DTW-based word recognizer. The DTW alignment 
compares the test pattern (in some type of VQ format) to each 
reference pattern (coded as a series of code-book vectors) and generates 
a distance score. The KNN rule examines the best K scores for each 
vocabulary word and gives an ordered list of word distances based on 
the average of the K scores. The "recognized" word is selected as the 
word whose best-K patterns have the smallest average score. 
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2.1 Generation of LPC-vector code book 

The generation of vectors in the code book of the vector quantizer 
is straightforward and follows the procedures outlined in Refs. 9, 10, 
and 12. We used a training set of 39,000 LPC vectors with energy 
values. The vectors were extracted from isolated digit sequences spo­
ken by 100 talkers (50 male, 50 female). Code books of size M* = 2, 4, 
8, 16, 32, 64, and 128 were generated. All results presented in this 
paper are for code-book size 128. Results, on digit evaluation tests, for 
smaller-size code books are given in Ref. 12. 

2.2 Normalization of the energy contours for words 

The raw energy value for the lth frame of a word, Ez, is computed 
as 

l = 1,2, ... , L, (8) 

where L is the number of frames in the word. The normalization of 
energy is performed by finding the maximum energy value, EMAX , over 
the word as 

EMAX = max (El ) 
l.:s;I.:s;L 

and by subtracting EMAX from El to give 

El = El - EMAX • 

(9) 

(10) 

In this manner the peak energy value of each word is 0 dB, and the 
recognition system is relatively insensitive to differences in gain 
between recordings. Of course the computation of eq. (9) means that 
word energy contour normalization cannot take place until the end of 
the word is located .. This constraint poses no real difficulty since there 
are ways of implementing an approximate gain normalization in "real 
time" based on some realistic assumptions about the rate of change of 
system gain. 

III. EVALUATION TESTS OF THE RECOGNIZER 

To evaluate the effects of the vector quantizer and the use of energy 
contours on the performance of the isolated word recognizer, we 
performed a series of three sets of recognition tests. For the first two 
sets of tests, the word vocabulary was the ten digits (zero through 
nine), and for the third set of tests, a 129-word airlines vocabulary 
was used.14

,15 All tests were conducted in a speaker-independent mode 
in which all test recordings were made off a standard, dialed-up, local 
telephone line. A set of 12 speaker-independent reference patterns, 
obtained from a conventional clustering analysis16 of 100 tokens per 
word, were used for each vocabulary word. 
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We obtained three test sets, denoted TSl, TS2, and TS3, in the 
following way. TSI consisted of 100 talkers (50 male, 50 female) who 
each spoke each digit once. These talkers were the same ones who 
generated the training tokens used to create both the isolated-digits 
reference patterns, and the code-book vectors. However, different 
recordings were used for the training sets than for the test set. The 
second test set, TS2, consisted of ten talkers (five male, five female) 
who each spoke each digit 20 times. These talkers were not members 
of the 100-talker training set and were chosen from a set of 100 talkers 
used in a large-scale evaluation of a combined digit recognition, talker 
identification system.17 The set of ten talkers was chosen on the basis 
of preliminary experimentation, since they had an error rate somewhat 
above the average of the 100 talkers used in the experiment. In this 
manner it was hoped that the TS2 data would amplify differences in 
test performance results. 

The third test set, TS3, consisted of 20 talkers (10 male, 10 female) 
who each spoke the entire airlines vocabulary a single time. These 20 
test talkers were different from those who provided the training tokens 
used to give the word reference templates. 

3.1 Results on digits (1S1) 

A series of recognition tests were performed in which temporal 
energy and vector quantization were tried in all combinations with the 
basic LPC-based DTW recognizer. A total of six test results are given 
in Table Ia for the following cases: 

Run I-Standard LPC-based DTW recognizer without energy and 
without VQ. 

Table I-Average digit error rates for the top {3 word candidates for 
six runs 

Run Energy VQ VQ 
Error Rate (%) for Top f3 Candidates 

Number Used Ref. Test 1 2 3 4 5 6 

(a) TS1 data 

1 No No No 2.7 0.8 0.2 0.2 0.2 0 
2 Yes No No 2.1 0.4 0.2 0.2 0.1 0 
3 No Yes No 3.2 0.9 0.2 0.1 0.1 0 
4 Yes Yes No 2.4 0.5 0.1 0.1 0 0 
5 No Yes Yes 4.0 1.1 0.3 0.2 0 0 
6 Yes Yes Yes 3.5 0.6 0.1 0.1 0.1 0 

(b) TS2 data 

1 No No No 3.6 1.1 0.3 0.1 0 0 
2 Yes No No 2.8 1.1 0.5 0.2 0.1 0 
3 No Yes No 3.8 1.2 0.3 0.2 0.1 0 
4 Yes Yes No 4.2 1.5 0.7 0.3 0.1 0 
5 No Yes Yes 4.1 1.1 0.4 0.2 0.1 0 
6 Yes Yes Yes 4.0 2.0 0.9 0.3 0.1 0.1 
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Run 2-Energy contour used, but no VQ. 
Run 3-Energy contour not used and VQ used only on the reference 

pattern-i.e., this is a single-SPLIT VQ. 
Run 4-Energy contour used combined with VQ only on the refer­

ence pattern. 
Run 5-Energy contour not used and VQ used on both test and 

reference patterns-i.e., this is a double-SPLIT VQ. 
Run 6-Energy contour used combined with VQ on both test and 

reference patterns. 
For each of the energy-based runs, the parameters of the energy 
distance were set to 

ELO = 6(dB), EHI = 20(dB), EOF = O(dB), 

and the LPC distance-clipping threshold, DCL1P , was set to 2.5. (Some 
experimentation was done with values of EOF = 6 dB, as used in Ref. 
12, but results were almost always worse using this parameter setting 
because of the sensitivity of the DTW path to matching energy 
contours with the 6-dB energy offset). 

An examination of the results given in Table la, which gives digit 
error rates in percent for the top {3 word candidates ({3 = 1 to 6) shows 
the following: 

1. For each of the three consecutive pairs of runs (where each pair 
differs only in regard to the inclusion of the temporal energy contour), 
the inclusion of energy reduces the error rate in the top candidate by 
about 0.6 percent (±0.1 percent). 

2. Applying VQ to the reference alone (Runs 3 and 4) increases the 
average digit error rate in the top candidate by about 0.4 percent. 
However, using energy, the error rate in the top candidate (2.4 percent) 
is still below the error rate for Run 1, the standard DTW recognizer 
without energy or VQ. 

3. Applying VQ to both test and reference patterns (Runs 5 and 6) 
increases the average digit error rate in the top candidate by about 1.3 
percent over that for Runs 1 and 2. In these cases the performance is 
degraded from that of the recognizer without either temporal energy 
orVQ. 

3.2 Results on digits (TS2) 

The results for the same six runs using the 2000 digits of TS2 are 
given in Table lb. For this set of data the average digit error rate for 
Run 1 is about 1 percent higher than for TS 1 data. This is due to the 
inclusion of talkers in the database with higher than average error 
rates. When energy is included in the recognizer (without VQ), the 
average top candidate error rate falls by 0.8 percent. 

The results of Runs 3 and 4 show that using VQ on the reference 
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patterns alone leads to a small increase in error rate (0.2 percent) for 
the case without energy and a larger increase in error rate (1.4 percent) 
for the case with energy. In these two cases, the runs using the energy 
contour provided essentially the same performance as the run without 
the energy contour. 

Runs 5 and 6 show a slight increase in error rate for the case without 
energy (Run 5 compared to Run 3) and a slight decrease in error rate 
for the case with energy (Run 6 compared to Run 4). For these two 
cases, the performance is essentially identical. 

A summary set of curves showing the error rate versus candidate 
position, {3, for the best sets of results of Table I is given in Fig. 3, 
where, for each consecutive pair of runs, we have plotted the best 
results. These sets of curves show the slight degradations introduced 
by applying a VQ to the reference alone and to both the reference and 
test patterns. 

3.3 Results on airlines words (TS3) 

For the airlines vocabulary a set of four runs were made. These runs 
correspond to the first four runs on the digits vocabulary. No tests 
were made with VQ of both test and reference patterns for this 
vocabulary. The results of the four runs are given in Table II and 
plotted in Fig. 4. 

The results show that using energy contours for this medium-size, 
complex vocabulary led to essentially no significant improvement in 
performance for either of the pairs of runs. For the case of no VQ of 
the references, the performance with energy was 0.2 percent worse 
than without energy; for the case of using VQ on the references, the 
performance with energy was 0.5 percent better than without energy. 

It can also be seen that using VQ of the references led to a 4- to 4.5-
percent increase in error rate for the top candidate and somewhat 
smaller increases for higher-position candidates. These results indicate 
that a VQ with 128 code-book entries is just too small for a vocabulary 
of this size and complexity. 

IV. DISCUSSION OF RESULTS 

The results presented in Section III showed the following: 
1. The addition of the temporal energy contour as an additive 

feature to the LPC vector generally improved the performance of the 
recognition system by a small amount. This result was more the case 
for the digits vocabulary than for the airlines vocabulary. 

2. For the digits vocabulary, using VQ on just the reference pattern 
(the single-SPLIT case) slightly increased the error rate; for the 
airlines vocabulary a significant increase in error rate occurred, indi-

1254 TECHNICAL JOURNAL, SEPTEMBER 1984 



4 

(a) 

• RUN 2 (NO va) 

3 o RUN 4 (VoREF ) 

6. RUN 6 (Va REF. VoTEST) 

2 

f-
Z 
w 
U 
0: 1 
w 
c.. 

~ 
w 
f-
oe:{ 
0: 0 
0: 
0 
0: 
0: 4 (b) w 

~ 
t!) • RUN 2 (NO va) 
0 

o RUN 3 (VoREF) w 
t!) 6. RUN 5 (va REF. vaT EST ) oe:{ 3 0: 
W 

> 
oe:{ 

2 

O~ ______ ~ ______ L-______ ~ ______ ~ ____ ~ 

o 2 3 

CANDIDATE POSITION. f3 

Fig. 3-Average word error rate versus candidate position for the digits vocabulary 
for (a) TS1 and (b) TS2. 

Table II-Average word error rates (percent) for tests on airline 
vocabulary 

Run Energy VQ 
Error Rate (%) for Top (3 Candidates 

Number Used Ref. 1 2 3 4 5 

1 No No 10.0 4.5 2.9 2.2 1.6 
2 Yes No 10.2 4.2 2.4 1.9 1.6 
3 No Yes 14.5 6.0 3.5 2.6 2.1 
4 Yes Yes 14.0 6.3 4.0 3.0 2.2 
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eating that the size of the VQ was too small for the size and complexity 
of the vocabulary. 

3. For the digits vocabulary, using VQ on both the test and reference 
patterns (the double-SPLIT case) increased the error rate to a larger 
degree. 
These results indicate that using VQ on just the reference pattern, 
combined with using the energy contour as an additional feature, can 
lead to a recognition system with only marginally poorer performance 
than the system without VQ (at least for the digits vocabulary), and 
we assert that if a large enough VQ were used for the airlines vocab­
ulary (e.g., M* on the order of 512), similar results would have been 
attained. 
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The basic results are consistent with the findings of Shikano,8 who 
studied a speaker-trained system with a large vocabulary (641 words) 
of Japanese city names, and with earlier work on the digits vocabu­
lary.12 

If we compare the results reported here to alternative computation­
ally efficient approaches-such as the method proposed by Shore and 
Burton,7 or the Hidden Markov Model (HMM) approach12-we see 
that the performance of the DTW approach using a V Q and temporal 
energy is significantly better than the alternatives. Shore and Burton 
presented results on a 20-word vocabulary (consisting of the digits and 
ten control words) for an eight-male talker population and had a 12-
percent word error rate; for the digits vocabulary the error rate was 
still 4.1 percent. Rabiner et al.12 reported error rates of about 3.5 
percent for TS1 data using the HMM approach on a digits vocabulary, 
and about 15 percent on the airlines vocabulary. Thus, at the current 
time, since the computation of the LPC recognizer with DTW proc­
essing using energy and VQ is comparable to that of alternative 
approaches, and since its performance is better, it is the most attractive 
proposal for significant reductions in computation in an isolated word 
recognizer. 

A key issue when using a VQ in the recognizer is the savings in 
computation over the conventional DTW approach without VQ. To 
quantify this concept, we define the following terms: 

M* = Number of vectors in code book 

V = Number of vocabulary words 

Q = Number of reference templates per vocabulary word 

L = Average number of frames in a word 

p = Order of LPC analysis. 

For the conventional DTW approach, the computation in each DTW 
(for each reference pattern) is approximately: 

CDTW = CDIST + CeoMB (lla) 

- f} 
CDIST = 3' (p + 1)(*, +), (lIb) 

where CDIST is the computation for distances in the DTW, and CeoMB 
is the computation for combinatorics. In a serial processor the com­
putation for combinatorics is on the order of one-fifth the computation 
for distances. Hence, a good approximation is 

6IJ 
CDTw =5'3(P+1)(*,+) (12) 

ISOLATED WORD RECOGNIZERS 1257 



per DTW, or a total of 

C DTW = CDTW • V.Q 

2 
= "5 IJ(p + l)V·Q(*, +) 

to recognize a test word. 

(13) 

Using the VQ in the recognizer leads to a front-end computation 
load of 

CVQ = M*L(p + 1)(*, +) (14) 

to code the L frames of the test, and a reduction of computation in 
the DTWto 

IJ 
CDTW/VQ ~ 15 (p + 1) V· Q( *, +) (15) 

since all distance computation is eliminated. 
The ratio of computation, R, of the DTW with VQ to the DTW 

without VQ is given as 

R = C DTW /VQ + C VQ 

C DTW 

L 
-.V.Q+M* 
15 

2 --L.V.Q 
5 

For the digits vocabulary, with L = 40, M* = 128, p = 8, 
and Q = 12, we get 

(128 + 320) 
RDIGITS = 1920 ~ 0.233, 

(16a) 

(16b) 

v = 10, 

i.e., a 4.3 to 1 reduction in computation. For the airlines vocabulary, 
we get about a 5.5 to 1 reduction in computation (even if we make 
M* = 512). Hence, we conclude that the inclusion ofVQ in the DTW­
based word recognizer can indeed significantly reduce the computation 
without significantly lowering recognizer performance. 

V. SUMMARY 

In this paper we show that by adding a vector quantization stage to 
the standard DTW -based isolated word recognizer, and by incorporat­
ing temporal energy as an additional feature to the LPC vector, a 
high-performance, yet significantly reduced computation word recog­
nizer can be implemented. By using the so-called single-SPLIT meth­
ods, in which the VQ is o~ly directly applied to the reference patterns, 
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we show that the resulting VQ distortion can be made sufficiently 
small such that only an insignificant increase in word error rate results. 
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We report the results of a study of the performance of engineered nonhier­
archical and hierarchical routing networks under overloads. This study was 
motivated by results obtained from mathematical models for small, symmetric, 
uniformly loaded, nonhierarchical networks with transparent switching sys­
tems, showing the existence of network instabilities. We extend the mathe­
matical models to more general nonhierarchical networks, and show with 
analysis and an extant simulation model that such instabilities are also found 
in nonsymmetric, nonhierarchical networks. We then use our models to 
consider whether engineered nonhierarchical networks exhibit such unstable 
behavior. No instabilities are found in the engineered nonhierarchical net­
works considered here. However, the nonhierarchical networks consistently 
demonstrate a drop in carried load between 10- and 15-percent overloads. Our 
analysis of comparably engineered hierarchical networks shows that these 
networks do not exhibit a drop in carried load under overloads (in the absence 
of switching system dynamics). Finally, we show that using trunk reservation 
for first-routed traffic allows the formulation of a control strategy that provides 
a high level of network carried load during overloads. 

I. INTRODUCTION 

Hierarchical routing has been used since the early days of the toll 
network. Before the early 1960s, hierarchical routing was very advan­
tageous for a number of reasons. First, it allowed switching systems 

* AT&T Bell Laboratories. 
Copyright © 1984 AT&T. Photo reproduction for noncommercial use is permitted with­
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that the Journal reference and copyright notice are included on the first page. The title 
and abstract, but no other portions, of this paper may be copied or distributed royalty 
free by computer-based and other information-service systems without further permis­
sion. Permission to reproduce or republish any other portion of this paper must be 
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to determine the path for a call very simply and quickly, using only 
the call's destination. Furthermore, the call did not loop back to a 
switching system previously traversed. Second, hierarchical routing 
combined small traffic parcels on efficient final trunk groups. Third, 
hierarchical routing networks were relatively easy to engineer.1 

Recent advances in switching and signaling technology, as well as 
the tremendous growth in toll traffic, have provided new incentives to 
increase network design efficiency. Since the mid-1970s, efforts have 
been under way at AT&T Bell Laboratories to develop a new method 
of engineering large-scale nonhierarchical networks. These efforts 
culminated in the unified algorithm,2 which takes advantage of traffic 
noncoincidence and routes calls over least-cost paths. This results in 
nonhierarchical networks, which are less expensive than hierarchical 
networks. In the nonhierarchical networks, a call can theoretically use 
any path connecting its origination and destination (although in the 
unified algorithm only 1- and 2-link paths are allowed). A call blocked 
at an intermediate switching system is cranked back to its origin so it 
can take the next path in its route. In addition, the unified algorithm 
allows routing to take advantage of time-sensitive load variations.3 

The nonhierarchical networks give service comparable to that of 
hierarchical networks under engineered traffic conditions. However, 
it was necessary to promote a better understanding of the performance 
of nonhierarchical networks under other traffic conditions. In partic­
ular, there was concern that network instabilities that existed in small 
symmetric nonhierarchical networks might also exist in nonhierarch­
ical networks engineered using the unified algorithm. 

To help provide this understanding, we studied the performance of 
engineered nonhierarchical and hierarchical networks under general 
network overloads, using mathematical and simulation models. We 
also investigated the effect on these networks of one control, namely, 
trunk reservation for first-routed traffic. 

II. BACKGROUND 

The concern about the stability of nonhierarchical networks was 
stimulated by the work of Krupp,4 and Nakagome and Mori.5 They 
carried out approximate analyses of nonhierarchical routing applied 
to small, uniformly loaded networks, which are easily analyzed because 
of their simple symmetric designs. Krupp also considered a nonsym­
metric 3-node model. Their models did not include switching system 
dynamics. Their analyses revealed, in some cases, the existence of 
network instabilities when trunk-group (or network) blocking proba­
bility is considered as a function of offered load. That is, for certain 
loads the network has two realizable states: (1) a low network blocking 
state, in which almost all calls use their shorter first-choice path; and 
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(2) a congested state, in which a large proportion of calls use longer 
alternate paths, and many calls are blocked. 

For example, Fig. 1 shows the relation between the offered load (per 
point-to-point pair) and trunk-group blocking obtained for a 10-node 
symmetric network with 100 trunks per trunk group, using their 
analyses. Each point-to-point pair has a direct first-choice path and 
eight 2-link alternate paths. The curve shows a range of offered loads 
that correspond to multiple blocking probabilities, indicating the po­
tential for unstable behavior in this load range. To understand the 
instability more clearly, we used a simulation model developed by 
Krupp4 to simulate the 10-node network. 

We first observed the number of calls carried by the network as 
offered load increased. Figure 2 shows the results of a simulation of 
the network with an initial load of 84 erlangs (starting with an empty 
network). The load was increased to 85 erlangs after 65 holding times. 
These loads are near the top of the multiple-valued region in Fig. 1. 
As Fig. 2 illustrates, a drastic change in carried load occurs after the 
offered load is increased. With the initial load, there is a fairly constant 
throughput of approximately 3750 calls. The trunk-group blocking is 
low, and few calls are alternate-routed. After the load change, the 
number of alternate-routed calls increases-first only slightly, and 
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then dramatically. The average number of calls carried falls to 3000 
and half the carried calls are alternate-routed, indicating a high trunk­
group blocking. This agrees very closely with the predicted load at 
which the transition from low to high blocking should occur as offered 
load increases. 

Another consequence of the mathematical solution is illustrated in 
Fig. 3, which shows the results of a simulation run for the same 
network with an initial point-to-point offered load of 90 erlangs, 
starting with an empty network. After approximately 14 holding times, 
the load is dropped to 80 erlangs. This simulation was conducted to 
determine the behavior of the network if a load in the multiple-valued 
region is offered while the network is congested. The initial load of 90 
erlangs was used to congest the network, with a resulting carried load 
of only 3000 calls. When the load is dropped to 80 erlangs, congestion 
persists for another 16 holding times before the carried load increases 
to 3600 calls, corresponding to operation in an uncongested state. 

These results raised interest in the performance of nonhierarchical 
routing in more general networks. To address this question, we devel­
oped a mathematical model that extends the models in Refs. 4 and 5 
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to more general nonhierarchical networks. This model, described in 
the Appendix, analyzes network performance both without controls 
and with trunk reservation. We also used a simulation model for 
nonhierarchical networks developed by Krupp. The mathematical 
model is solved iteratively, starting with an initial estimate of the 
trunk-group blocking probabilities, to determine the trunk-group of­
fered loads and blocking probabilities in equilibrium. The presence of 
network instabilities is demonstrated by the existence of multiple 
solutions for the same parameters (loads, trunk-group sizes, routing) 
obtained by using different initial estimates of the trunk-group block­
ing probabilities. 

To establish the existence of network instabilities in more general 
nonhierarchical networks, we applied our models to an 8-node, non­
symmetric, nonuniformly loaded, nonhierarchical network. The num­
ber of trunks in each trunk group ranged fairly uniformly from 50 to 
995 trunks. It should be noted that this was not an engineered network. 
Point-to-point loads were chosen so that each point-to-point pair 
would experience a blocking no greater than 0.005 on the direct trunk 
group in the absence of alternate-routing, and an overload means 
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additional load above these loads. Each point-to-point pair was given 
a direct first-choice path and four 2-link alternate paths. 

We considered the performance of this network under general 
overloads of up to 10 percent, as shown in Fig. 4. The function relating 
percent overload to network blocking is double-valued for overloads 
of up to 4 percent, indicating the existence of instabilities for loads in 
this range. (Solutions corresponding to low network blocking were 
obtained by starting with low trunk-group blocking estimates, while 
solutions corresponding to high network blocking were obtained by 
starting with high trunk-group blocking estimates.) These results were 
substantiated by simulation. For example, Fig. 5 shows a simulation 
at I-percent overload, starting with an empty network. Initially, the 
network experiences low blocking, with carried load at about 13,500. 
Then, after about 17 holding times, the network enters the congested 
state; carried load drops to 11,000, and a large proportion of calls are 
alternate-routed. 

N ow that we had developed a methodology, and demonstrated that 
instabilities occur in more general nonhierarchical networks, we were 
ready to address the following question: Does the type of instability 
seen in these small nonhierarchical networks occur in engineered, 
nonhierarchical networks? To answer this question, we applied our 
models to three representative network models. These models are 
described in Section III. 
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III. NETWORK MODELS 

Three network models were used in our study. The 30-node network 
model was developed by Gechter and Modarressi at AT&T Bell Lab­
oratories to represent a 4ESS* network. It consists of the 10 regional 
centers and 20 of the sectional centers in the then existing hierarchical 
network, and is based on 1977-1978 Trunk Servicing System data. 
Other characteristics of the network include a wide geographic disper­
sion of the switching systems, large point-to-point traffic parcels, and 
fairly uniformly distributed point-to-point loads. 

The 25-node network model is made up of a subset of the switching 
systems that comprise the 215-node hybrid network model recently 
developed at AT&T Bell Laboratories. The 215-node network was 
engineered using loads for October 1989, projected from 1978 Central­
ized Message Data System data. This network includes the 140 4ESSs 
planned for deployment, as well as 75 stored-program-controlled toll 
tandem switching systems. 

* Trademark of AT&T Technologies, Inc. 
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The 140-node network model consists of the 140 4ESSs in the 215-
node network. 

Versions of the two smaller network models engineered for both 
nonhierarchical and hierarchical routing were studied, while the 140-
node network model was only considered with nonhierarchical routing. 
The 25- and 140-node networks were designed using the unified 
algorithm.2 The 30-node nonhierarchical network was engineered us­
ing another nonhierarc~al network design developed at AT&T Bell 
Laboratories. An average of 7-percent reserve capacity was added to 
the trunk groups of the nonhierarchical networks. For the 30- and 25-
node network models, the nonhierarchical network has about 9 percent 
fewer trunks than its corresponding hierarchical network. The non­
hierarchical 25-node network was the initial choice for the 1986 Phase 
One deployment of dynamic nonhierarchical routing (DNHR). The 
140-node nonhierarchical network represented the 1989 DNHR net­
work envisioned in the pre divestiture environment. 

Comparisons of the trunk-group sizes (number of trunks per trunk 
group) and route sizes (number of paths per route) for the 25-, 30-, 
and 140-node nonhierarchical networks are shown in Tables I and II. 
The 25- and 30-node nonhierarchical networks bound the 140-node 
nonhierarchical network both in terms of trunk-group sizes and route 
sizes. 

IV. RESULTS WITHOUT CONTROLS 

4.1 Introduction 

We applied the mathematical and simulation models to the 30-, 
25-, and 140-node networks. Network performance was investigated 
under both uniform and nonuniform general overloads. All three 
network models were studied under uniform general overloads, which 
were obtained by multiplying the engineered loads by a constant factor. 

Table 1-Trunk-group size distributions for 
the nonhierarchical networks 

Proportion of Trunk-Group Sizes < = x 

25-Node 30-Node 140-Node 
x Network Network Network 

100 0.346 0.928 0.746 
200 0.580 0.986 0.868 
300 0.708 1.000 0.913 
400 0.786 0.938 
500 0.847 0.951 
600 0.871 0.960 
700 0.902 0.967 
800 0.932 0.972 
900 0.939 0.977 

1000 0.949 0.980 
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Table II-Route size distributions for the 
nonhierarchical networks 

x 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 

Proportion of Route Sizes < = x 

25-Node 
Network 

0.213 
0.385 
0.584 
0.791 
0.929 
0.976 
0.993 
1.000 

30-Node 
Network 

0.012 
0.021 
0.045 
0.101 
0.196 
0.297 
0.377 
0.441 
0.524 
1.000 

140-Node 
. Network 

0.028 
0.100 
0.242 
0.407 
0.565 
0.718 
0.816 
0.883 
0.926 
0.971 

In addition, the 30-node network was studied under nonuniform 
general overloads, which were thought to emulate a more realistic 
overload situation. To represent the nonuniform overloads, we used a 
set of high-day loads for the 30-node network. The high-day loads 
were generated using the distribution derived for the ratio of the high­
day loads to the average-business-day (engineered) loads and a Gamma 
distribution to achieve the proper ratio of the peak -day loads to the 
average of the ten-high-day loads. The high-day loads, which are on 
average 5 percent higher than the engineered loads, were used to 
represent a 5-percent overload. Other overloads were obtained by 
multiplying these loads by the appropriate factor. Uniform and non­
uniform general overloads of up to 200 percent were considered. As 
we discuss below, the mathematical and simulation models give excel­
lent agreement, indicating that the assumptions in the mathematical 
model do not distort the fundamental network behavior. 

4.2 The 30-node network 

Figure 6 presents the results for the 30-node networks under uniform 
overloads. The symbols in the figures indicate results obtained from 
the mathematical and simulation models. For a given set of loads, the 
mathematical model always converged to the same solution, regardless 
of the initial trunk-group blocking estimates, indicating that no net­
work instabilities exist. This is demonstrated by the single-valued 
function in Fig. 6. However, both the mathematical and simulation 
results show a striking difference in the performance of the nonhier­
archical and hierarchical networks. The two networks show similar 
performance up to about a 10-percent overload, with carried load 
increasing with increasing offered load. At that point the number of 
calls carried in the nonhierarchical network falls sharply, because of 
an increase in the number of multilink calls. The drop continues until 
around 100-percent overload, where the carried load begins to increase 
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Fig. 6-Performance of the 30-node network under uniform overloads. 

gradually. This increase results because the network has become 
congested to the point that the probability of finding available trunks 
for a multilink call is very small, so that now I-link calls begin to be 
favored over multilink calls. Such behavior is not seen in the hierar­
chical network, because, intrinsically, it can better limit the number 
of multilink calls under overloads. This is due to the presence of final 
trunk groups and of primary high-usage trunk groups that do not carry 
alternate-routed traffic, the absence of cranking back, and more trunks 
than are in the nonhierarchical network. The number of calls carried 
in the hierarchical network increases steadily as offered load increases 
over the entire range of overloads considered. 

Figure 7 demonstrates this point. Here we have plotted the ratio of 
the number of multilink calls to the number of I-link calls as deter­
mined from the mathematical model for various overloads. This ratio 
grows sharply for the nonhierarchical network for overloads of up to 
50 percent, then levels off and begins to decline. On the other hand, 
for the hierarchical network, this ratio rises slowly before leveling off 
at around 30-percent overload. These results are consistent with a 
simulation study by Weber using 3-,4-,5-, and 6-node networks, which 
showed that hierarchical networks perform more efficiently under 
overloads than nonhierarchical networks.6 

Figure 8 displays the performance of the 30-node network under the 
nonuniform overloads. Qualitatively, the results are the same as those 
obtained under uniform overloads. In fact, the difference in the number 
of calls carried under uniform and nonuniform overloads is very small 
at the higher overloads. The nonhierarchical network under nonuni­
form overloads also exhibits a drop in carried load at about IO-percent 
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Fig. 8-Performance of the 30-node network under nonuniform overloads. 

overload, though not as. severe. The drop is attenuated because, with 
the nonuniform overloads, carried load cannot increase to the maxi­
mum level seen with the uniform overloads. 

4.3 The 25-node network 

Figure 9 presents the results for the 25-node network under uniform 
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Fig. 9-Performance of the 25-node network under uniform loads. 

overloads. As with the 30-node network, the 25-node nonhierarchical 
network shows a drop in carried load: at about 10-percent overload in 
the mathematical model and at about l5-percent overload in the 
simulations. However, the drop is not as sharp as that seen in the 30-
node nonhierarchical network. We attribute this to the smaller number 
of paths per route in the 25-node nonhierarchical network (see Table 
II), which limits the potential for a large number of multilink calls. 
The hierarchical network exhibits a continuous increase in carried 
load with increasing offered load. 

4.4 The 140-node network 

Figure 10 displays the performance of the l40-node nonhierarchical 
network under uniform overloads. These results were obtained from 
the mathematical model. No simulations of this network were made 
because of its large size. The results agree qualitatively with those 
derived for the 30- and 25-node nonhierarchical networks. Again, 
carried load declines at around 10-percent overload and increases at 
the larger overloads. Figure 10 also shows the number of I-link calls 
in the network as derived from the mathematical model. The direction 
of change in the number of I-link calls is almost always the same as 
the direction of change in the total number of calls. Again we conclude 
that the degree to which network capacity is efficiently used is related 
to the network's ability to favor I-link calls over multilink calls. 

4.5 Comparison of the nonhierarchical networks 

Our analysis of the engineered nonhierarchical networks without 
controls shows that the type of instability discussed in Section II does 
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Fig. 10-Performance of the 140-node network under uniform overloads. 

not occur-the offered load versus carried load functions are all single­
valued. We have seen, however, that the nonhierarchical networks 
without controls demonstrate a drop in carried load under overload 
but with different degrees of severity. The most severe drop occurs in 
the 30-node network, where carried load drops 8.37 percent below the 
level at 10-percent overload before leveling off (based on the mathe­
matical model). The 25- and 140-node networks demonstrate respec­
tive drops of 0.58 and 1.13 percent. Krupp has shown that, for 
symmetric nonhierarchical networks, all other things being equal, 
performance under heavy loads worsens as the number of trunks per 
trunk group or the number of paths per route increases (see also 
Weber6

). Thus, we might expect the difference in the severity of the 
poor performance in our networks to be related to these variables. 
From Table I, which shows the distribution of trunk group sizes for 
the three nonhierarchical networks, it is clear that network overload 
performance does not worsen as trunk group size increases. In fact, 
the 30-node network, which shows the worst overload performance, 
has an average of only 40.4 trunks per trunk group, while the 25- and 
140-node networks have, respectively, 320.7 and 132.6 trunks per trunk 
group. 

However, this should not be interpreted as a contradiction of 
Krupp's results, since there are other significant differences in the 
networks. In particular, the networks vary widely in their route sizes 
(number of paths per route), as shown in Table II. The 30-node 
network provides on average 6.91 alternate paths per route, the 25-
node network provides 2.12, and the 140-node network provides 4.41. 
Thus, we see a strong relationship between route size and poor overload 
performance and, we can conclude that route size is a better predictor 
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of network overload performance than trunk group size. This further 
substantiates the conclusion that the reason for the poor overload 
performance of the nonhierarchical networks is the large amount of 
alternate routing under overloads made possible by the large number 
of alternate paths. 

V. RESULTS WITH TRUNK RESERVATION FOR FIRST-ROUTED TRAFFIC 

As we know from the study of hierarchical networks, appropriate 
network controls are an effective way to mitigate poor network per­
formance under nonengineered conditions. Since the poor network 
performance seen above is related to inefficient use of trunks for 
alternate routing, trunk reservation for first-routed traffic appeared 
to be an effective way to control our test networks. On each trunk 
group we reserved 5 percent of the trunks, with a minimum of one 
trunk, for first-routed traffic. Only the effect on network carried load 
was considered. Other variants of the trunk-reservation control, as 
well as the impact on point-to-point blockings, have been investigated 
but are not discussed here. 

The effects of trunk reservation on the 30-node networks are typical 
of all the networks considered. The results under uniform overloads 
are shown in Fig. 11. By comparing Figs. 6 and 11, we see that trunk 
reservation has a very beneficial effect with nonhierarchical routing 
under large overloads. The drop in carried load with increasing offered 
load without controls disappears with the use of trunk reservation. 
Trunk reservation limits the number of multilink calls, allowing more 
efficient use of the trunks. Similarly, the performance of the hierar-

o NONHIERARCHICAL ROUTING (MATHEMATICAL) 
o NONHIERARCHICAL ROUTING (SIMULATION) 
6. HIERARCHICAL ROUTING (MATHEMATICAL) 
+ HIERARCHICAL ROUTING (SIMULATION) 

PERCENT OVERLOAD 

200 

Fig. ll-Performance of the 30-node network under uniform overloads with trunk 
reservations. 
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Fig. 12-Performance ofthe 30-node network under nonuniform overloads with trunk 
reservation. 

chical network under large overloads is improved, although the im­
provement is not as dramatic as for the nonhierarchical network. At 
overloads of less than 10 percent, though, two negative effects appear: 
(1) carried load actually decreases slightly since some alternate-routed 
calls are prevented from accessing paths that have been engineered to 
carry them, and (2) some point-to-point blockings are increased, 
distorting servicing measurements used to schedule trunking augmen­
tations. These effects can be eliminated by using a triggering mecha­
nism to allow the trunk-reservation control only when overloads are 
large enough to preclude these effects. 7 

Figure 12 shows the trunk reservation results for the 30-node 
networks under the nonuniform overloads. The effect of the control 
under large overloads for both the nonhierarchical and hierarchical 
networks is essentially the same as that seen under uniform overloads. 
One contrast to the uniform overload case is that now trunk reserva­
tion is usually beneficial even at the lighter overloads. Reduction in 
carried load with trunk reservation is extremely small. 

VI. SUMMARY 

Analysis of small, symmetric, uniformly loaded nonhierarchical 
networks has shown the existence of network instabilities for certain 
networks when only trunking behavior is considered. We have dem­
onstrated by example that such instabilities persist even when the 
assumptions of symmetry and uniformly distributed loads are re­
moved. Using a mathematical model that we developed, together with 
a simulation model, we have studied the performance of three realistic 
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network models under overloads. The 25- and 140-node nonhierarch­
ical networks were designed using the unified algorithm. The 30-node 
nonhierarchical network was engineered using another design algo­
rithm. In addition, two of the models were studied with hierarchical 
routing. Results obtained demonstrate that, without controls, the 
performance of nonhierarchical networks is inferior to that of hierar­
chical networks under overloads. No instabilities of the type described 
in Refs. 4 and 5 are seen in any of the engineered nonhierarchical 
networks, but a drop in carried load consistently occurs at about 10-
percent overload because of the tendency of the nonhierarchical net­
works to alternate-route calls when overloaded. The severity of this 
drop appears to be correlated with the number of paths per route; 
nonhierarchical networks with more paths per route exhibit greater 
throughput degradation under overloads. Such behavior is not seen in 
the hierarchical networks, which intrinsically can better limit the 
amount of alternate routing under overloads. An important assump­
tion in our models is the absence of switching system effects. Other 
studies have shown that, when these effects are included, the perform­
ance of networks under large overloads changes significantly from that 
given by our analysis. However, our results indicate that engineered 
nonhierarchical networks without controls exhibit unsatisfactory per­
formance even at overloads of 10 to 15 percent, where switching system 
dynamics are not likely to be an important factor. 

We also have applied a control, namely, trunk reservation, for first­
routed traffic, to the network models. This control improves the 
performance of the nonhierarchical and hierarchical networks. By 
diminishing the amount of alternate routing in the networks under 
large overloads, trunk reservation permits I-link calls to use the trunks 
more efficiently. For the nonhierarchical networks, this results in a 
continuous increase in carried load with increasing offered load over 
the entire range of overloads considered. However, at very light over­
loads, carried load may drop when trunk reservation is activated. This 
suggests the use of a triggering mechanism to impose trunk reservation 
only at larger overloads. 
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APPENDIX 

Mathematical Models 

A.1 Models without controls 

The model for the nonhierarchical networks without controls re­
quires that a network be specified, together with trunk-group sizes, 
point-to-point offered loads, and a fixed route for each point-to-point 
pair. It is assumed that (1) the mixture of traffic offered to a trunk 
group is Poisson, (2) trunk-group blocking probabilities are independ­
ent, and (3) the time needed to make connections (setup time) is small 
enough, relative to the average holding time of calls, to be ignored. 
The effect of the first two assumptions can be gauged by comparison 
with the simulation results, since these assumptions do not occur in 
the simulator. 

We permit the trunk-group sizes and the offered load and the 
number of paths for each point-to-point pair, as well as the number 
of trunk groups in a path, to be arbitrary . We also assume that a call 
blocked on a trunk group of a path can always be cranked back to the 
originating office so that the call can access the next path in its route. 

In the discussion that follows, the term path means a set of distinct 
trunk groups that form a connection between two nodes. A route is an 
ordered collection of paths connecting the same point-to-point pair, 
specifying the paths used for routing calls between the pair in the 
order that seizure of the paths is attempted. 

Before giving the details of the model, we introduce some notation. 
Let Li be the offered load for point-to-point pair j and let L = Li Li 
be the total offered load. Let Pi, ni, and ai denote, respectively, the 
blocking probability, trunk-group size, and offered load for trunk group 
i (in erlangs), and let qi = 1 - Pi. We denote a path by r, a route by R, 
the route for point-to-point pair j by Ri, and the route formed by the 
first k paths of Ri by 

R{ = (r{, ... , r{). 

Finally, we define D(R) to be the probability that route R is blocked, 
i.e., each path in R has at least one blocked trunk group. 

The basic idea of our analysis is to determine the offered load ai for 
trunk group i as a function of the trunk-group blockings. For each 
route containing trunk group i, we determine the contribution that 
the route makes to the total trunk-group offered load. Suppose trunk 
group i is in path i, the kth path in the route for point-to-point pair 
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j. The load carried by r~, c~, is given by 

~ = Lj[D(R~_l) - D(R~)], (1) 

which is the point-to-point load for pair j that overflows the first 
k - 1 paths but not the kth path. The load c{ contributes to the carried 
load for each trunk group i E rt The total carried load for trunk group 
i, Ki is obtained by considering all paths containing trunk group i and 
is given by 

From the relation 

Ki = L c{. 
j,k 

iEr{ 

for Poisson traffic, we immediately obtain 

ai = L C{/qi. 
j,k 

iEr{ 

(2) 

In addition to the relations given by (2), based on our assumption 
of Poisson trunk-group offered loads, we relate the trunk-groups 
offered loads to the trunk-group blockings by the Erlang-B formula: 

(3) 

The equations given by (2) and (3) can be solved iteratively, starting 
with an initial estimate of the trunk-group bloc kings, to determine the 
trunk-group offered loads and blocking probabilities in equilibrium. 
[The calculation of D(R) is discussed below.] Once a solution has been 
obtained, several quantities of interest can be calculated. In particular, 
network blocking, z, is given by 

and network carried load, C, by 

C = L(l - z). 

We now consider the calculation of D(R), R = (rb ... , rk). If the 
paths of R are disjoint, then, by our independence assumption, the 
blocking probabilities for the paths are independent, so that 

D(R) = IT (1 - .Il qi). 
t=l lErt 

(4) 
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For the nonhierarchical networks studied here, the paths have all been 
restricted to contain either one or two trunk groups. This implies that 
all paths in a route are disjoint, and D(R) can be calculated using the 
formula above. 

The model used for the hierarchical networks without controls was 
taken from Ref. 8. We used only the trunk-group portion of the model, 
omitting the parts dealing with switching system dynamics, retrials, 
and DABY (don't answer, busy). In fact, this abbreviated model differs 
from the nonhierarchical model only in the way in which trunk-group 
carried load is calculated. In the nonhierarchical-network model, this 
calculation incorporates crankback, while in the hierarchical model, 
final trunk groups are taken into account . 

..4.2 Models with trunk reservation for first-routed traffic 

Network performance was also modeled with trunk reservation for 
first-routed traffic. Under this control, a threshold is specified for each 
trunk group, and alternate-routed calls attempting to seize a trunk on 
the trunk group are refused if the number of busy trunks on the trunk 
group has reached the threshold. For the nonhierarchical networks, 
this control was implemented by subjecting a call to trunk reservation 
on all legs of an alternate path. In the hierarchical networks, the 
classification of a call as first-routed or alternate-routed was made at 
each switching system that the call traversed. Each call was classified 
as follows: On the first-choice trunk group out of a switching system 
the call is considered first-routed, whereas on any other trunk group 
it was considered alternate-routed. All alternate-routed calls offered 
to a trunk group were subjected to this control. A call overflowing a 
trunk group because of trunk reservation was offered to the next path 
in its route. When the first path of a route uses fewer trunk groups 
than the alternate paths (e.g., the first path is a direct path), then 
under large loads this control has the effect of decreasing the average 
number of trunks per call and thus increasing network carried load. 

For the trunk reservation model, let a be the total trunk-group 
offered load, p the trunk group blocking probability, and q = 1 - p. 
Also, let m be the trunk-reservation threshold on the trunk group, q 
the probability that no more than m - 1 trunks in the trunk group 
are busy, a the trunk-group offered load that is subject to the trunk­
reservation control (i.e., the alternate-routed traffic), K the trunk­
group carried load subjected to trunk reservation, and r = ala. Using 
a birth-death model for the behavior of n servers with offered load a 
when less than m servers are busy and offered load a(l - r) when at 
least m servers are busy, we obtain the probabilities Pj that exactly j 
trunks on the trunk group are busy: 
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j = 0, ... , m - 1, 

J = m, ... , n. 

Here 

[ 

m ak n ak ]-1 
Po = L kl + L kl (1 - r) k-m • 

k=O • k=m+1 • 

It follows that 

(5) 

(6) 

The quantities p and q are easily calculated using recursive formulas. 
We also need formulas for the calculation of a and a, which we 

obtain by relating these quantities to the corresponding carried loads. 
The total carried load K is given by 

n 

K = L jPj 
j=O 

= arq + a(l - r)q, 

so that the offered load that is not subject to trunk reservation is given 
by 

A K(l - r) 
a-a=-----

rq + (1 - r)q· 
(7) 

We relate the offered load a to the carried load K by 

A K 
a=-q . (8) 

Carried load K is still calculated as in the previous section with K 
being the portion of K that was subjected to trunk reservation. 

The nonhierarchical model with trunk reservation for first-routed 
traffic is obtained by replacing eq. (2) with eqs. (7) and (8) and 
replacing eq. (3) with eqs. (5) and (6). The calculation of D(R) in (4) 
is now given by 

D(R) = (1 - .n qi) n (1 -n fJi). 
zErl t=2 zErt 
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The hierarchical model with trunk reservation for first-routed traffic 
is obtained by combining eqs. (5) through (8) with the Franks and 
Rishel formulas for trunk-group carried load. Separate calculations of 
total carried load and alternate-routed carried load are made for each 
trunk group. 
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This paper presents practical formulae and computer programs for the 
following traffic-related problems: determination of offered load; determina­
tion of number of trunks; equivalent random method and Hayward's method; 
the three-moment match (construction of interrupted Poisson stream); day­
to-day load variation, including both time and call congestions; and the 
analysis of a multiserver queue in a traffic environment. 

I. INTRODUCTION 

This paper presents methods of traffic calculations that have been 
worked out and modified by the author for the typical range of 
problems encountered in traffic applications. Their efficacy depends, 
in large part, on improved computations of the Erlang loss function 
and its derivatives. Practical computer programs are given in the 
Appendix for immediate application. These programs were originally 
written by the author in TI EXTENDED BASIC but were transcribed 
to Fortran by Brian Farrell. All of the programs except for the 
GT/M/S queue were also written in POCKET BASIC for execution 
on the TRS-80t PCl. The programs are simple and are -executed 
rapidly. 

This paper does not fully develop the theories of all of the formulae 
used. Instead, it gives enough description and explanation to make the 
development of the computational formulae understandable. Numer­
ical examples show the operation of the methods and programs. These 
results are intended to serve only as checks on the computer program­
ming; for theoretical accuracy, one should consult the references. 

* AT&T Bell Laboratories. 
t Trademark of Tandy Corporation. 

Copyright © 1984 AT&T. Photo reproduction for noncommercial use is permitted with­
out payment of royalty provided that each reproduction is done without alteration and 
that the Journal reference and copyright notice are included on the first page. The title 
and abstract, but no other portions, of this paper may be copied or distributed royalty 
free by computer-based and other information-service systems without further permis­
sion. Permission to reproduce or republish any other portion of this paper must be 
obtained from the Editor. 
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Traffic theory traditionally was concerned only with blocking phe­
nomena. However, modern systems are often analyzed with respect to 
delays, which arise because of the complex implementation of the 
communication system and the increasing range of services being 
provided. For example, delays occurring in systems that yield a re­
sponse to a query (reservation systems, credit card systems, etc.) are 
important enough to require careful analysis. In this paper a multi­
server delay queue GT/M/S, whose arrival stream is typical of those 
occurring in traffic theory, is analyzed using the tools of that theory, 
which are developed here. The waiting time distribution and mean 
waiting time may be conveniently calculated using the program for 
the GT /M/S queue given in the Appendix. 

II. INTERPOLATION 

The Erlang loss function arises in the study of the M/M/n/n 
queueing problem, that is, a Poisson stream of calls offering a erlangs 
to a fully available trunk group of n trunks; the Erlang loss function 
expresses the blocking probability, that is, the probability that an 
arriving call is rejected because no trunk is available. It usually is 
stated in the form l 

or, equivalently, 

ani n aj 

B(n, a) =, L 1" 
n. j=O J. 

(1) 

n n! . 
B(n, a)-l = L "1 a-(n-J). (2) 

j=O J. 

In terms of the descending factorial, n(j), defined by 

n(O) = 1, n(j) = n(n - 1) ... (n - j + l)(j ~ 1), (3) 

one may also write 

n 

B(n, a)-l = L n(j)a-j • (4) 
j=O 

The integral representation of Fortet2 may be obtained from (4) as 
follows. From the Eulerian integral 

a-j = a 100 

e-ay ~: dy, 
o J. 

(5) 

one has 

100 n n(j) . 
B(n, a)-l = a e-ay L -.-, yJdy 

o j=O J. 
(6) 
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and, hence 

(7) 

Since the above integral has meaning for nonintegral n, the general 
definition of B(x, a), in which x > 0 is unrestricted and a > 0 is (see 
Ref. 3) 

This relates B(x, a) to the incomplete gamma function,4 namely, 

B(x, aj-l = a-Xe" f.oo e-YyXdy, 

(8) 

(9) 

(10) 

The function B(x, a)-l satisfies an important linear difference equa­
tion that will now be obtained. Integration by parts applied to (8) 
yields 

Hence, 

x 
B(x, a)-l = - B(x - 1, a)-l + l. 

a 

(11) 

(12) 

This is an excellent recursion for the successive computation of 
B(x, a)-I. For integral values of x, the initial value B(O, a) = 1 is 
convenient. 

For use in the equivalent random method5 and Hayward's approxi­
mation,6 to be discussed later, it is important to have an easily 
calculable approximation for B(x, a) when x is nonintegral. For this 
purpose Newton's interpolation formula will be used.7 Define the 
forward difference operator, ~, by 

~f(x) = f(x + 1) - f(x). (13) 

Then, the powers ~2, ~3, ••• , are defined by successive application of 
~,and thus 

~2f(x) = f(x + 2) - 2f(x + 1) + f(x). (14) 

Newton's interpolation formula is 

f(x + h) = .~ (~) ~jf(x). (15) 
}=o J 
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Let 

f(x) = In B(x, a), 

n = [x], h = x - n, 

(16) 

(17) 

in which the brackets designate integral part. Newton's formula is 
now applied up to the second difference to obtain 

In B(x, a) ~ In B(n, a) + h~ In B(n, a) 

1 + "2 h(h - I)Ll2In B(n, a). (18) 

For convenience in writing, the following abbreviations are used 

B = B(n, a), Bl = B(n + 1, a), B2 = B(n + 2, a). (19) 

One now obtains, from (18), 

[ 
B2 ]!h(1-h) 

B(x, a) ~ Bl-hB~ B~2 2 • (20) 

The accuracy of (20) improves with increasing x. The worst error 
occurs at h = 0.5. Some comparisons are given in Table I. 

III. DERIVATIVES 

For economic considerations and for iteration formulae for the 
solution of equations involving B(x, a), as exemplified later in this 
paper, the derivatives iJB(x, a)/iJa = Ba and iJB(x, a)/iJx = Bx are 
needed.8 The symbol B = B(x, a) will be used. 

From (8) differentiation with respect to a yields 

-B-2Ba = J.~ e-""(1 + y)"dy - a J.~ e-ayy(1 + y)"dy, (21) 

= J.~ e-a'(1 + y)Xdy - a J.~ e-ay(1 + y)X+'dy 

+ aJ.~ e-a'(1 + y)Xdy, 

Table I-Comparison of interpolation with 
exact values 

x 

1.5 
5.5 

10.5 
100.5 

a 

0.1 
2 
8 

90 

B= 
0.02155 
0.02146 
0.10011 
0.02517 
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0.02132 
0.02145 
0.10013 
0.02517 
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= (1 +~) B-1 - B(x + 1, a)-" 

B. = (X : 1 B-1 + 1) B' - (1 + ~) B, 

B. = (~ - 1 + B) B. 

For Bx one has, from (8), 

(23) 

(24) 

(25) 

B% = -B' a J.oo e-ay(l + y)"Jn(l + y)dy. (26) 

Unfortunately, there is no exact evaluation of (26) in convenient form. 
Useful, easily calculable approximations may, however, be obtained. 
First, a crude but useful approximation will be obtained. Let 

Then, from (8), 

Also, one has 

f(y) ;::: 0, J.OO f(y)dy = 1. 

J.OO yf(y)dy = B(x + 1)-1B - 1, 

=x+1+ B _1. 
a 

(27) 

(28) 

(29) 

(30) 

Jensen's inequality9 for a random variable (~) and a function g(x) 
convex on the range of (~) is 

Eg(~);::: g(E~). (31) 

Accordingly, let ~ have the density function f(y). Then, (26) may be 
expressed as 

Bx/B = -E In(l + ~). (32) 

Since -In(l + y) is convex on y ;::: 0, using Jensen's inequality gives 

(
X + 1 ) Bx/B ;::: -In -a- + B , 

in which E~ was obtained from (30). It will be convenient to set 

x+1 
a=--+B 

a 

(33) 

(34) 
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so that one has 

Bx/B ~ -In a. (35) 

To obtain a better approximation to Bx than the lower bound of 
(33), the difference equation (12) will be used. Again, let 

f(x) = In B(x, a). 

Then, the difference equation becomes 

f(x + 1) - f(x) = -In a. 

The Taylor expansion for f(x + 1) - f(x) gives 

1 
f'(x) ~ -In a - - f"(x). 

2 

a' 
From {' (x) ~ -In a, one has f" ~ -- ; hence, 

a 

One has 

, 
{'(x) ~ -In a + ~. 

2a 

{'(x) =i, 
1 

a' = - + Bx. 
a 

(36) 

(37) 

(38) 

(39) 

(40) 

Substituting these values of f', a' into (38) yields the following 
approximation for Bx: 

B /B ~ _ In a - 1/(2aa) 
x 1 - B/(2a) . 

(41) 

With (35) designated as bound and (41) designated as approximation, 
Table II presents comparisons with exact values taken from the table 
of Akimaru and Nishimura. Throughout the table B =0.01. 

IV. DETERMINATION OF OFFERED LOAD 

In the equation 

B(x, a) = P, 

Table II-Comparisons of derivative values 

Approxima-
x a -B,,/B Bound tion 

5 1.3608 1.4025 1.4860 1.4044 
10 4.4612 0.8626 0.9065 0.8630 
20 12.0306 0.5406 0.5628 0.5406 
50 37.9014 0.2956 0.3042 0.2956 
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in which x and P are given, a is to be determined. Newton's method 
of iteration is well suited to the problem. Let llo be an initial approxi­
mation, and let al be the refined result. Then, 

Bo -P 
al = llo - (Ba)o ' (43) 

in which the subscript 0 indicates evaluation at a = llo. Using (25) one 
has 

al = llo - ( ). 
: - 1 + Bo Bo 

Bo - P 
(44) 

The problem of obtaining a good starting point remains. For this 
purpose an inequality for B is obtained. 

From 

and (8) one gets 

a 
B(x, a)-l ::!E; -- , 

a-x 
x < a. 

Using (46) in (12) now yields 

x 
B(x, a) ~ 1 - --1 ' 

a+ 

(45) 

(46) 

(47) 

with no restriction on x. Thus, setting B = P in (47), the initial value 
can be 

x 
llo=l_P-1. (48) 

As an example of the convergence rate of (44) starting with (48), 
consider x = 20, P = 0.01. The following values were obtained using 
the program given in the Appendix. 

ao = 19.202, al = 14.057, a2 = 12.568, 

a3 = 12.088, a4 = 12.031, as = 12.031. 

Another important case occurs when the carried load, L, is specified 
and the offered load is required; the relevant equation is 

L = a(l - B(x, a». (49) 

Newton's formula in the form 
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is used. Since 

La = 1 - B - aBa, 

one has, using (25) and (5), 

ao(l - Bo) - L 
al = aO - ---~-~----

1 - Bo - (x - ao + aoBo)Bo . 

The inequality 

a < L (1+ x(x ~ L») 
gives a convenient starting value for (52); thus, 

flo = L (1 + x(x ~ L»)· 
The convergence rate is the same as in (44). 

v. DETERMINATION OF NUMBER OF TRUNKS 

The equation 

B(x, a) = p 

(51) 

(52) 

(53) 

(54) 

(55) 

will now be solved for x given a and P. The Newton iteration formula 
now reads . 

Bo - P 
Xl = Xo - (Bx)o . 

The bound for B x , namely (33), will be used in (56); thus 

Bo -P 
Xl = Xo + B I . o n ao 

The starting value for X is again obtained from (47); it is 

Xo = (1 - P)( 1 + a). 

(56) 

(57) 

(58) 

One must use (20) to evaluate B, since X need not be an integer. Using 
the approximate value (33) for Bx does not impair the accuracy of the 
result. It merely slows down the convergence rate over what Newton's 
method would provide with the exact derivative. 

Using the program of the appendix and a = 12.031, P = 0.01, the 
following values are obtained: 

Xo = 12.901, 

X4 = 19.932, 

Xl = 16.319, 

X5 = 19.997, 

X2 = 18.352, 

X6 = 20.000. 
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t OVERFLOW 

----}'TRUNKS 

t (m, z) 

Fig. I-Common trunk group. 

VI. EQUIVALENT RANDOM METHOD AND HAYWARD'S METHOD 

Figure 1 schematizes the problem of ascertaining blocking on a 
common trunk group. The common trunk group is offered a composite 
stream, which is the superposition of overflow streams. 

The input stream is characterized by the offered load m and peaked­
ness z. The equivalent random method considers the stream (m, z) to 
be the overflow stream of a fictitious trunk group of x trunks and 
Poisson-offered load a. This is shown in Fig. 2. 

If the stream (m, z) is not in fact the overflow of a single trunk 
group, then x need not be an integer. The Kosten formulae for overflow 
and peakedness are 

m = aB(x, a), (59) 

a 
z=l-m+ . 

x+m+1-a 
(60) 

These can be arranged in the following form: 

[ 
m + z ] m = aB a - m - 1, a , 

m + z - 1 
(61) 

m + z 
x=a -m-l. 

m + z-l 
(62) 

The problem is to determine the equivalent random parameters x and 

t OVERFLOW 

- ........ --}, TRUNKS 

t (m, z) 

----'---}x TRUNKS 

t a (POISSON) 

Fig. 2-Common and fictitious trunk groups. 
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· a; that is, to solve (61) for a and then obtain x from (62). When x and 
a are known then, of course, the required blocking probability, P, is 
given by 

p = B(x +c, a) 
B(x, a) . 

Newton's method will be used to solve for a. Thus, 

aBo - m 
al = ao - d ' 

da (aB)o 

in which B = B (a m + z 1 - m - 1, a). 
m + z-

One has 

(63) 

(64) 

d 
da (aB) = B + (x + m + l)Bx + aBa, (65) 

and using (25) and (33), 

d 
da (aB) :::: [x + m + 1 - a - (x + m + l)ln a]B. (66) 

Newton's eq. (64) now becomes 

aoBo - m 
al = ao - (67) 

[xo + m + a - ao - (xo + m + l)ln ao]Bo' 

The formula of Rapp,lo namely, 

ao = mz + 3z(z - 1), (68) 

will start the iteration. 
The following test case was used on the program in the Appendix. 

For x = 10, a = 8 one finds, from (59) and (60), that m = 0.97329, z = 
2.04016. The results of the run are 

Xo = 10.527, Xl = 10.181, X2 = 10.067, 

ao = 8.352, al = 8.121, a2 = 8.045, 

X3 = 10.025, X4 = 10.010, X5 = 10.004, 

a3 = 8.017, a4 = 8.007, a5 = 8.003. 

The equivalent random method is usually used only when the service 
distribution on the common group is exponential, since the Kosten 
formula was derived for that distribution. However, in this regard, see 
Ref. 11 for a discussion of the constant service time case. To consider 
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blocking on a common group with other service distributions, the 
approximation of W. S. Hayward is used. (See Ref. 6 for example.) In 
Fig. 1 the approximation is 

Ph=B(;, :). (69) 

To use (69), the peakedness, z, must be referred to the service distri­
bution that is considered. This will now be discussed.12 For a service 
distribution, F(x), with service rate J.l, let 

Fo(x) = F(xj J.l), (70) 

that is, the distribution scaled to unit rate, and further 

Fg(x) = 1 - F(x), 

F&(2)(y) = f.~ Fg(x)Fg(x + y)dx. (71) 

The notation z(Fg; J.l) will be used to show the dependence of z on J.l 
as a function and on F as a functional. Since z is usually known 
relative to some distribution, it would be useful to be able to transform 
z to other distributions. The Mellin transform will accomplish this. 

For a function, f(x), defined on (0,00), the function 1(s) defined by 

1<.) = f.~ :rY(x)dx 

is called the Mellin transform of f(x). Let 

f(J.l) = z(Fg; J.l) - 1, 

g(J.l) = z(Gg; J.l) - 1. 

Then, the required transformation formula for z is 

_ G~(2)(S) _ 
g(s) = F~(2)(S) f(s). 

(72) 

(73) 

(74) 

(75) 

For a renewal stream with renewal density m( T), the peakedness may 
be calculated directly by 

A 100 

z(Fg; J.l) = 1 - - + 2J.l Fc,(2)(u)m(u)du. (76) 
J.l 0 

As an example, consider the stream given by 

m(T) = A + Ae-aT
• 

By (76), z relative to exponential service is 

(77) 
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_ A 
z(e x; p,) = 1 + -- . 

a+p, 

It is desired to transform this to the service distribution 

G(x) = 1 - (x + l)e-X
, 

for which p, = 1/2. One has 

F~(2)(S) = ~ r(s), 

5 3 
G~(2)(S) = 8 2-Sr(s) + 4 2-s

-
1r(s + 1). 

Hence, 

Since 

(78) 

(79) 

(80) 

(81) 

(82) 

7(s) = ~ AaS
-\ (83) 

SIn 'IrS 

one now obtains from (75) and (82), 

ii(s) = si: 7rS A [~ (~r + ~ (~rs]. (84) 

Hence, 

c A [10 12P,] 
z(Go; p,) = 1 + 8" a + 2p, + (a + 2p,)2 . (85) 

Since p, = 1/2, one finally has 

A [ 10 6] 
z = 1 + 8" a + 1 + (a + 1)2 . (86) 

Consider the following numerical examples. Let the common group 
have exponential service distribution, and let c = 15, m = 10, z = 3. 
Then, the equivalent random parameters are x = 39.615, a = 46.721. 
Thus, one has 

B(54.615, 46.721) 
P = B(39.615, 46.721) = 0.151, 

Ph = B(5, 3.333) = 0.139. 

(87) 

(88) 

Let the service rate for this example be p, = 1, and let the arrival 
stream be that defined by (77) with A = 10, A = 4, a = 1. This is 
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consistent with m = 10, Z = 3. Now let the service distribution be that 
of (79). Then, by (86) 

Z = 4.25 (89) 

and 

( 
15 10 ) 

Ph = B 4.25' 4.25 = 0.187. (90) 

VII. THE THREE-MOMENT MATCH 

The interrupted Poisson process is on (flows) for an exponential 
period of time whose mean duration is 1'-\ and is off (stopped) for an 
exponential period whose mean duration is w-1

• This may be thought 
of as a Poisson process of rate A entering a switch that is alternately 
closed and opened. The output of the switch is the interrupted Poisson 
process with a rate A'. This is shown in Fig. 3. 

A stream that is the overflow of a single trunk group with Poisson 
offered load will be called on O-stream. The interrupted Poisson 
process provides a useful approximation to an 0-stream.13 The tech­
nique of approximation offers the O-stream to an infinite server group 
and offers the interrupted Poisson stream to another infinite server 
group. In each group the distribution of the number of busy servers at 
any instant of time is obtained. The first three moments of these 
distributions are then equated. They give equations that define the 
interarrival time distribution of the interrupted Poisson stream. Since 
this stream is renewal, it is now completely defined. 

Let the O-stream be the overflow from a trunk group with x trunks 
and offered load a, and let 

B = B(x, a), Bl = B(x + 1, a), B2 = (x + 2, a). (91) 

Then, the required equations for A, A', and the switch parameters, 1', 
w, are 

00 = B, (92) 

(93) 

SWITCH 
A A' 

-----.----------~O~--~--------

POISSON INTERRUPTED POISSON 

Fig. 3-Generation of interrupted Poisson process. 
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(h(OI - 00) - 00(02 - 01) 
A=a , 

201 - 00 - 02 

00 A - aOI 
w=-

A 01 - 00 

w A - aoo 
'Y=-

a 00 

w 
A' = A--. 

'Y+w 

(94) 

(95) 

(96) 

(97) 

The Laplace transform, l(s), of the interarrival time density function, 
f(x), is 

/(s) = As + Aw 
S2 + (A + 'Y + w)s + Aw' 

(98) 

and the peakedness relative to exponential service is 

Z(f-L) = 1 + ~ 1 
'Y+w'Y+w+f-L 

(99) 

The equations for the three-moment match were set up in Ref. 13, 
taking f-L = 1. Thus, (99) yields the exact peakedness of the O-stream 
for f-L = 1. A program for the evaluation of A, A', 'Y, w, is given in the 
Appendix. 

The following numerical example was evaluated. For x = 10, a = 8, 
one finds A = 5.4405, 'Y = 2.7054, w = 0.5894, A' = 0.9733, and Z = 
2.0402. . 

The interrupted Poisson process is also used to construct a stream 
with given parameters (m, z) (z> 1). The equivalent random parame­
ters x, a are first found, then the above equations are used, even when 
x is not an integer, to obtain the parameters for the interrupted Poisson 
stream. As an example, consider the case used earlier for which m = 
10, Z = 3, with unit service rate. Using x = 39.6148, a = 46.7214, one 
finds A = 25.9889, 'Y = 4.3033, w = 2.6912. 

An interrupted Poisson stream may be used in simulation studies. 
It may also be used to obtain the blocking probability of Fig. 1, instead 
of the equivalent random method or Hayward's method. The blocking 
probability, Pip, is given by14 

c j . 

Pip = 1 + L C(j)A-j n 'Y + w -: ~ . 
j=1 i=1 W + ~ 

(100) 

Since this process is constructed to be a good approximation to an 0-
stream, it is to be expected that Pip in (100) should be in close 
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agreement with (63), as given by the equivalent random method. The 
following numerical examples of Table III show this. 

The interrupted Poisson process is used when analyzing the delay 
queue considered in Section IX. 

VIII. DAY-TO-DAY LOAD VARIATION 

Observation of traffic on a consistent hour basis from day to day 
shows variation. To partially account for this variation,5 one often 
assumes that the offered load, a, is random with a gamma density f(x). 
Thus, 

xa - 1 

f(x) = e-xh -­
r('Y)'Ya

' 
(101) 

a'Y = m, a'Y2 = 0-2, (102) 

in which m, 0-
2 are the mean and variance, respectively, of a. Any load­

dependent statistic such as B(x, a), aB(x, a), z, etc. is replaced by its 
respective means. Let g(a) be such a statistic; then it is necessary to 
evaluate Eg(a). One can construct an approximation by using the 
Gauss-Laguerre quadrature theory.15 Then the offered load can be 
considered to consist of two Poisson streams whose offered loads are 
a!, a2 and to occur with probabilities PI, P2, respectively. The quan­
tities PI, a!, P2, a2 in terms of m and 0- are 

1 1 0-

P I = 2 - 2 -.J;::m::;2;::+==0-~2 ' 

m2 + 0-
2 + 0- .Jm2 + 0-

2 

al =------------------
m 

1 1 0-
P2 = - + - ~::;;::==~ 

2 2.J m2 + 0- 2 ' 

m2 + 0-
2 

- 0- .Jm2 + 0-
2 

a2 = ------------------
m 

Thus, one has 

Table III-Comparison of interrupted Poisson 
method with equivalent random method 

c 10 10 15 

m 8 15 10 
z 10 3 3 

~~ 0.5273 0.4910 0.1492 
0.5278 0.4912 0.1507 

TRAFFIC 
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(106) 

(107) 

1297 



For example, to compute day-to-day time congestion, one uses 
EB(x, a). 

Using the symbol 13 for this quantity, one has, from (107), 

(108) 

Of possibly greater importance is the probability, PB , that a call is 
blocked. To obtain this, let 

O(x, a) = aB(x, a), 

that is, O(x, a) is the overflow traffic, and let EO(x, a) = 0, then 

o 
PB =-. 

m 

Thus, one has approximately 

(109) 

(110) 

(111) 

Wilkinson found empirically that one may often relate u2 to m 
through 

0.13m1.84 (112) 

for low, medium, and high variation, respectively.5 Programs for eval­
uating 13 and PB are given in the Appendix. A numerical example is 
x = 20, m = 15, and (112) for medium variation. (u 2 = 12.9807.) One 
finds PB ~ 0.0795 and 13 ~ 0.0635. 

The behavior of 13 is somewhat counter-intuitive, since, while 13 
may at first increase with increasing u, ultimately it decreases to 
zero.16 The behavior of PB is more satisfactory since it increases 
monotonically to one for u ~ 00. One also has PB ~ B. An example for 
which 13 < B(x, m) is given by B(3, 2) = 0.2105, while 13 = 0.1988 when 
u = 1. 

IX. GT/M/S QUEUE 

Until now no delay queues were considered; however, it is becoming 
more and more important to estimate delays occurring in traffic 
systems. The approximations developed in this paper serve this pur­
pose. In particular, the interrupted Poisson stream can be used as 
input to a GT /M/S queue for which an exact solution can be obtained. 
The peculiarity of the problem considered here is that the input stream 
is defined through specification of (m, z) rather than the usual speci­
fications used in queueing theory (distribution of time between ar­
rivals, etc.), hence the designation T for traffic. Considered from this 
point of view, a queue may be a queue in a traffic environment. Figure 
4 shows this. For a discussion of this approach see Heffes.17 
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S = NUMBER OF SERVERS 

z> 1 IIII t----i ·o~ (m, z) 

Fig. 4-Traffic-type queueing system. 

The solution of the GT /M/S system with interrupted Poisson 
stream (obtained from three-moment match) as input may be expected 
to provide a close approximation when the input to the GT/M/S is a 
superposition of O-streams. But even in more general situations the 
approximation is good. 

The servers are assumed to have exponential service-time distribu­
tion with unit mean service rate, and to be identical and independent. 
The paradigm for the solution is as follows: 

(m, z) ~ (x, a) ~ (X, 1', w) ~ w(t). (113) 

Thus, from the traffic, m, and peakedness, z, one obtains the 
equivalent random parameters x (number of trunks) and a (offered 
load), which give the interrupted Poisson parameters X, 1', and w. The 
interrupted Poisson stream is now used as input to' a' GI/M/S queue 
from which the exact waiting time distribution is computed. To 
accomplish the last step, the following formulae are used.18 The 
function 1(s) is given in (98). Define r to be the root of 

r = 1[(1 - r)8], (114) 

where 8 is the number of servers, satisfying 0 < r < 1, and 0 = 1 - r. 
Thus, 

1 o = 282 ["'((X + I' + w)8 - 8 2
}2 + 482((1' + w)8 - Xw} 

- ((X + I' + w)S - 8 2
)] •. (115) 

Define the renewal density, m(s), by 

m(s) = 1 _1
/
(s) - 1. (116) 

Then, the following quantities are calculated: 
j 

Cj = II m(i), (117) 
i=1 

" A-I = ! +± m_. 8[1 -I(j)l ~ j 
o j=1 CAl - f(J)]' 80 - j 

(118) 
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One now has 

A 
P = r;. 

P[w> 0] = P, 

P[ w > t] = Pe-6St
, 

P 
EW= on. 

(119) 

(120) 

(121) 

(122) 

The above computation of delay is very sensitive to errors in the 
determination of 1(8), which, in turn, rests on an accurate evaluation 
of B(x, a). Accordingly, another method of computing B(x, a), which 
is more accurate than (20), will be used. The formula is3 

Let 

[x+a) 
B(x, a)-l ~ L x(j)a-i . 

i=O 

llj = x(i)a-i . 

Then, the relative error, E, in calculating B(x, a) is 

E = -B(x, a) U[x+a). 

(123) 

(124) 

(125) 

A computer program employing (123) is given in the Appendix. This 
program combines all computations needed. It accepts m, Z, Sand 
yields r, P, EW. A test based on U[x+a) is made: If U[x+a) ~ 10-7

, the 
computations are accepted and the results printed; this also reduces 
the time of computation by reducing the number of times a particular 
loop is used. If, however U[x+a) > 10-7

, then the computation is 
considered inaccurate and the message not accurate is printed. 
This situation occurs when the offered load, m, is not large and the 
peakedness is near one. For example, m = 5, Z = 1.1, S = 7 prints not 
accurate. Formula (123) is not as robust as (20) and therefore was 
not used in previous computations of this paper .. If greater accuracy is 
needed in those computations, then (123) may be used in place of (20) 
with the required test for accuracy. Table IV gives some sample 
calculations. 

x. SUMMARY 

The mathematical methods and algorithms presented here enabled 
the construction of convenient computer programs that rapidly eval­
uate many traffic-related problems. These represent some of the main 
approaches and approximations used in·this area of traffic theory. 

Some of the routines used in the individual programs are common. 
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Table IV-Examples of GTIMIS computations 

m z s r P EW 

12 1.1 15 0.8160 0.3444 0.1248 
5 3 8 0.8750 0.5132 0.5132 
2 5 5 0.8882 0.6091 1.0894 
2 3 4 0.8418 0.5814 0.9186 
1 4 3 0.8468 0.6392 1.3911 
1 3 2 0.8505 0.7446 2.4896 
0.7 4 1 0.9354 0.9354 14.4851 

For this reason, a main index-driven program containing all of the 
programs given would shorten coding and enable the user to select one 
program after another as the need arises. 
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APPENDIX 

Fortran Programs for Main Calculations in Text 

Erlang Loss Function 

10 
2 

IMPLICIT REAL *8 (A-H, O-Z) 
REAL*8 MO, M 1 
WR I T E (6, 1 0 ) 
FORMAT (I, 1X,4X, 'ERLANGLOSS FUNCTION', 
I I, 1 X, 'NO. OF TRUNKS =' ) 
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20 

30 

50 

70 
2 
3 
4 

READ (5, 20) X 
FORMAT (F7 .4) 
WRITE (6,30) 
FORMAT ( 1 X, 'OFFERED LOAD =' ) 
READ (5, 20) A 
N=IDINT(X) 
H=X-N 
B = 1. 
DO 50 J = 1,N 
B = J/A * B + 1 
CONTINUE 
B1=(N+1)/A*B+1. 
B2 = (N+2) /A * B 1 + 1 • 
Y = B**( 1.-H)*B1**H 
Y = Y * (B1*B1/B/B2)**(H*( 1.-H)/2.) 
B = 1./Y 
MO = A*B 
ZO= 1. -MO+A/(X+1.+MO-A). 
M1 = IDINT (100000.*MO+.5)/100000. 
Z1 = IDINT (100000.*ZO+.5)/100000. 
C = I D I NT ( 1 00000 • * B + • 5 ) / 1 00000 • 
WRITE (6, 70) X, A, B, M 1 , Z 1 
FORMAT (/, 1X, 'B ( , , Fe. 4, , , , , 
F8 .4, , ) =' , F7. 5 , /, 1 x, 
, OVERFLOW =' , F8. 4 , / , 1 x , 
'PEAKEDNESS =' , F8. 4 ,////) 
STOP 
END 

Offered Load From Blocking 

10 
2 

20 

30 

40 

IMPLICIT REAL*8 (A-H, O-Z ) 
WRITE (6, 10) 
FORMAT (/, 1 X, 2, 'OFFERED LOAD FROM' , 
'BLOCKING' , / /1X, 'TRUNKS = ' ) 
READ (5, 20) N 
FORMAT (I3) 
WRITE (6,30) 
FORMAT ( 1 X, 'BLOCKING PROB. = , ) 
READ (5, 40) P 
FORMAT (F4. 4) 
A=N/(1.-P)-1. 
DO 60 K=1, 5 
B = 1. 
DO 50 J = 1, N 
B = J/A * B + 1. 

50 CONTINUE 
F = 1. -P*B 
F 1 = N/A-1 • + 1 • /B 
A = A - F/F 1 

60 CONTINUE 
C = IDINT (10000.*A+.5)/10000. 
WRITE (6, 70) C 
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70 FORMAT (I, 1X, 'OFFERED LOAD = ' , F6. 4) 
STOP 
END 

Offered Load From Carried Load 

10 
2 

20 

30 

40 

50 

60 

70 
2 

IMPLICIT REAL*8 (.,\-H, O-Z) 
REAL*8 L 
WR I T E (6, 1 0 ) 
FORMAT (I, 1X, 2X, 'OFF. LOAD FROM' , 
, CAR. LOAD' , I I, 1 X, 'TRUNKS = , ) 
READ(5,20)N 
FORMAT (I3) 
WRITE(6,30) 
FORMAT ( 1X, 'CAR LOAD = , ) 
READ ( 5 , 40) L 
FORMAT (F7. 4) 
A = L* ( 1 • + L/NI (N-L) ) 
DO 60 K=1, 5 
B = 1. 
DO 50 J=1,N 
B = J/A*B + 1. 
CONTINUE 
B = 1./B 
F = A* ( 1 • -B) - L 
F1 = 1.-B - (N-A+A*B) * B 
A = A - F/F1 
CONTINUE 
C = IDINT ( 10000. *A+. 5 ) 110000. 
WRITE (6, 70) C 
FORMAT (I, 1X, 'OFFERED LOAD = , , 
F8. 4 ,1111) 
STOP 
END 

Trunks From Blocking 

10 
2 

20 

30 

40 

IMPLICIT REAL*8 (A-H, O-Z) 
WRITE (6, 10) 
FORMAT (I, 1X, 4X, 'TRUNKS F~OM' , 
'BLOCKING' ,II, 1X, 'OFFERED LOAD = ') 
READ (5, 20 ) A 
FORMAT (F7 • 4) 
WRITE(6,30) 
FORMAT (1X, 'BLOCKING PROB. = ') 
READ (5, 40 ) P 
FORMAT (F4. 4) 
X= (1.-P)*(1.+A) 
DO 60 K=1, 10 
N = IDINT (X) 
H=X-N 
B = 1. 
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50 

60 

70 
2 

DO 50 J=1,N 
B = J/A*B+1 
CONTINUE 
B1 = (N+1 )/A*B+1. 
B2= (N+2)/A*B1+1. 
Y = B**( 1.-H)*B1**H 
Y = Y*(B1*B1/B/B2)**(H*( 1.-H)/2) 
G = (X+1. )/A+1./Y 
X=X+ (1.-P*Y)/DLOG(G) 
CONTINUE 
C = I D I NT ( 1 0000 • * x + • 5 ) /1 0000 • 
WRITE (6, 70) C 
FORMAT (/, 1X, 'NO. OF TRUNKS = " 
FB.4) 
STOP 
END 

Equivalent Random Parameters 

10 
2 

20 

30 

40 

IMPLICITREAL*B(A-H,O-Z) 
WR I T E (6, 1 0 ) 
FORMAT(/, 1X,5X, 'EQUIV. RAND.', 
, PARA. ' , / / , 1 X, 'LOAD = , ) 
READ (5, 20) M 
FORMAT (F7. 4) 
WRITE (6,30) 
FORMAT ( 1X, 'PEAKEDNESS = , ) 
READ (5, 40 ) Z 
FORMAT (F7. 4) 
A=M*Z+3.*Z*(Z-1. ) 
X=A*(M+Z)/(M+Z-1.) -M.-1. 
DO 70 K=1, 30 
N=IDINT(X) 
H=X-N 
B=1. 
DO 50 J =1,N 
B=J/A*B+1. 

50 CONTINUE 
B1=(N+1. )/A*B+1. 
B2=(N+2. )/A*B1+1. 
Y=B**(1.-H)*B1**H 
Y=Y*(B1*B1/B/B2)**(H*(1.-H)/2.) 
B=1./Y 
G=(X+1. )/A + B 
R=A*B-M 
D=B*(X+M+1.-A-(X+M+1. )*DLOG(G» 
A=A-R/D 
X=A*(M+Z)/(M+Z-1.)-M-1 

70 CONTINUE 
X1=IDINT(10000.*X+.5)/10000. 
A1=IDINT(10000.*A+.5)/10000. 
WRITE (6,BO)X1 ,A1 

B 0 FORMAT (/, 1 X, 'EQUIV • TRUNKS = , , 
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2 F8.4,1, 1X, 'EQUIV. LOAD = , , F8. 4) 
STOP 
END 

Blocking f.R.M. 

IMPLICIT REAL*8 (A-H, O-Z ) 
REAL*8 M2, M2, M 
WR I T E (6, 1 0 ) 

10 FORMAT (I, 1X, 6X, 'BLOCKING E. R. M. ' , 
2 11,1X, 'TRUNKS = ') 

READ (5, 20) C 
20 FORMAT (F7. 4 ) 

WRITE (6,30) 
30 FORMAT ( 1X, 'OFFERED LOAD = , ) 

READ (5, 20) M 
WR I T E (6, 40 ) 

40 FORMAT (1X, 'PEAKEDNESS = ' ) 
READ (5, 50) Z 

50 FORMAT (F7 • 4) 
A= M*Z+3. *z* (Z-1 ) 
X= A* (M+z)1 (M+Z-1.) - M-1. 
DO 80 K=1, 25 
CALL ERLNG (A,X,B) 
G = (X+1. )/A + B 
A=A- (A*B-M)/B/(x+M+1.-A-

2 (X+M+ 1 • ) * DLOG (G) ) 
X = A* (M+Z) I (M+Z-1. ) - M-1. 

80 CONTINUE 
X=X+C 
CALL ERLNG2 (A,X, B) 
P1 = B 
MO = A*B 
ZO = 1 • -MO+AI (X+ 1 • +MO-A) 
M2 = IDINT (10000.*MO+.5)/10000. 
Z2 = IDINT (10000.*ZO+.5)/10000. 
X=X-C 
CALL ERLNG ( A , X, B ) 
P = P1/B 
P2 = IDINT (10000.*P+.5)/10000. 
WRITE (6, 100) P2, M2, Z 2 

100 FORMAT (I, 1X, 'BLOCKINGE.R.M. =', 
2 F6. 4,1, 1X, 'OVERFLOW TRAFFIC =' , 
3 F8. 4,1, 1X, 'OVERFLOW PEAKEDNESS =' , 
4 F8.4) 

STOP 
END 

Three-Moment Match 

IMPLICIT REAL*8 (A -H, O-Z) 
REAL*8 L, L1, M, M1 
DIMENSION D (3) 
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10 

20 

30 

50 

80 

2 

2 
3 

WRITE (6, 10) 
FORMAT (I, 1 x, 5x, 'THREE MOMENT' , 
'MATCH' ,II, 1X, 'EQUIV. TRUCKS = ',) 
READ (5, 20) X 
FORMAT (F7. 4 ) 
WR I T E (6, 30 ) 
FORMAT (1X, 'EQUIV. LOAD = , ) 
READ (5, 20) A 
B=1. 
N=IDINT (X) 
H=X-N 
DO 50 J=1,N 
B=J/A*B+1. 
CONTINUE 
B1 = (N+1 )/A*B+1. 
B2= (N+2.)/A*B1+1. 
Y = B**( 1.-H)*B1**H 
Y = Y*(B1*B1/B/B2)*(H*( 1.-H)/2.) 
D ( 1) = 1./y 
B3=(X+1. )/A*Y + 1. 
D ( 2 ) =Y I AI ( B 3 - Y ) 
B4=(X+2. )/A*B3 + 1. 
D(3)=2·/A/A*Y/D(2)/(B4-2*B3+Y) 
L= D ( 3 ) * (D (2) -D ( 1 ) ) -D ( 1 ) * (D ( 3 ) -D (2) ) 
L= LI ( 2 • *D (2) -D ( 1 ) -D ( 3 ) ) *A 
W= D( 1 )/L*(L-A* D(2) )/(D(2)-D( 1» 
G= W/A*(L-A*D( 11) )/D( 1) 
L1= IDINT( 10000.*L+.5)/10000. 
W1= IDINT( 10000.*W+.5)/10000. 
G1= IDINT( 10000.*G+.5)/10000. 
M= L*wl (G+W) 
M1= IDINT( 10000.*M+.5)/10000. 
Z= 1.+L*G/(G+W)/( 1.+G+W) 
Z 1 = I D I NT ( 1 0000 • * Z + • 5 ) I 1 0000 • 
WR I T E (6, 8 0) L 1 , W 1 , G 1 , M 1, Z 1 

FORMAT (I, 1X, 'L=' ,F7 .4,1, 1X, 
'W=',F7.4,1,1X,'G= ',F7.4,1,1X, 
'M =' , F7 .4, I, 1X, , Z = ' , F7 • 4) 
STOP 
END 

Blocking Day-la-Day Time 

10 
2 

20 

30 

IMPLICIT REAL*8 (A-H,O-Z) 
REAL*8 M,MB 
WR I T E (6, 1 0 ) 
FORMAT (I, 1X, 4X, 'BLOCKING-DAY TO' , 

'DAY TIME' ,II, 1X, 'TRUNKS = ') 
READ (5, 20) X 
FORMAT (F7.4) 
WR I T E (6, 3 0 ) 
FORMAT (1X, 'MEAN LOAD = ' ) 
READ (5, 40) M 
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40 

50 

60 

90 
2 

FORMAT (F7 .4) 
WRITE (6,50) V 
FORMAT (1X, 'VARIANCE = ') 
READ (5, 60 ) V 
FORMAT (F7.4) 
W1 = (1-DSQRT(v/(M*M+V» )/2. 
A = (M*M+V+DSQRT (v* (M*M+V) ) ) 1M 
A1 =A 
CALL ERLNG (A,X, B) 
MB = W1 *B 
W2= 1. -W1 
A = (M*M+V-DSQRT (v* (M*M+V) ) ) 1M 
A2 =A 
CALL ERLNG (A,X,B) 
MB = MB + W2*B 
C = IDINT (10000.*MB+.5)/10000. 
WR I T E (6, 90) C 
FORMAT (I, 1 X, 'MEAN BLOCKING = , , 

F6.4,1111) 
STOP 
END 

Blocking Day-lo-Day Call 

10 
2 

20 

30 

40 

50 

60 

90 

IMPLICIT REAL*8 (A-H, O-Z) 
REAL*8 M,MB 
WRITE (6, 10) 
FORMAT (I, 1X,4X, 'BLOCKING-DAY TO' , 

'DAY CALL' ,II, 1X, 'TRUNKS = ') 
READ (5, 20 ) X 
FORMAT (F7. 4) 
WR I T E (6, 30 ) 
FORMAT (1X, 'MEAN LOAD =' ) 
READ (5, 40 ) M 
FORMAT (F7 .4) 
WR I T E (6, 50 ) 
FORMAT ( 1X, 'VARIANCE = , ) 
READ (5,60) 
FORMAT (F7. 4) 
W1 = (1.-DSQRT(v/(M*M+V» )/2. 
A = (M*M+V+DSQRT (v* (M*M+V) ) ) 1M 
A1 = A 
CALL ERLNG (A, X, B ) 
MG = W1*A*B 
W2= 1.-W1 
A = (M*M+V-DSQRT (v* (M*M+V) ) ) 1M 
A2 =A 
CALL ERLNG (A,X, B) 
MB = MB+W2*A*B 
C = IDINT (10000.*MB/M+.5)/10000. 
WR I T E (6, 9 0 ) C 
FORMAT (I, 1 X, 'MEAN BLOCKING = , , 

TRAFFIC 1307 



30 

2 F6.4,///) 
STOP 
END 

SUBROUTINE ERLNG (A, X, B ) 
IMPLICIT REAL*8 (A-H, O-Z) 
H=X-N 
B = 1. 
DO 30 J = 1,N 
B = J/A*B+1. 
CONTINUE 
B1 = (N+1. )/A*B+1. 
B2= (N+2.)/A*B1+1. 
Y = B**( 1.-H)*B1**H 
Y = Y*(B1*B1/B/B2)**(H*( 1.-H)/2.) 
B = 1./Y 
RETURN 
END 

Waiting Time in GTIMIS Queue 

10 
2 

20 

30 

40 

50 

60 

IMPLICIT REAL*8 (A-H,O-Z) 
REAL*8 L,M,N1 
INTEGER S 
DIMENSION D (3) 
WRITE (6, 10) 
FORMAT (/, 1 x, 'WAITING TIME IN GT/M/S ' , 

, QUEUE' , / / , 1 x, 'OFFERED LOAD =' ) 
READ ( 5 , 20) M 
FORMAT(F7.4) 
WRITE(6,30) 
FORMAT ( 1 x, 'PEAKEDNESS = ' ) 
READ(5,40)Z 
FORMAT (F7 • 4) 
WRITE(6,50) 
FORMAT ( 1X, 'NO. OF SERVERS = ') 
READ(5,60)S 
FORMAT(I3) 
A = M*Z+3. *Z* (Z-1 • ) 
X = A* (M+Z )/(M+Z-1. ) -M-1. 
DO 1 00 K= 1 , 30 
N=X+A 
U2 = 1. 
Y = 1. 
DO 80 J = 1,N 
U2 = U2* (X-J+1 )/A 
Y = Y+U2 
IF (DABS (U2 ) • LE. 1 E-7) GO TO 90 

80 CONTINUE 
90 B = 1./Y 

G = (X+1. )/A+B 
N1 = A*B-M 
D1 = B*(X+M+1.-A-(X+M+1. )*DLOG(G). 
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100 

150 

170 

200 
210 

AUTHOR 

2 

2 

2 
3 

A = A-N1/D 1 
X = A* (M+Z) / (M+Z-1 • ) -M-1 • 
CONTINUE 
IF (DABS(U2) .GT.1E-7) GO TO 200 
D( 1) = B 
B3 = (X+1. )/A*Y+1. 
D ( 2) = Y / A/ ( B 3 - Y ) 
B4 = (X+2. )/A*B3+1. 
D ( 3) = 2 • / A/A * Y /D ( 2 ) / ( B 4 - 2 • * B 3 + Y ) 
L = D ( 3) * (D (2) -D ( 1 ) ) -D ( 1 ) * (D ( 3 ) -D ( 2 ) ) 
L = L/ ( 2. *D (2) -D ( 1 ) -D ( 3 ) ) *A 
W= D( 11 )/L*(L-A*D(2) )/(D(2)-D( 1» 
G = W / A * ( L - A * D ( 1 ) ) /D ( 1 ) 
V = (L+G+W) *s-s*s 
V1 = (G+W)*S-L*W 
D2 = (DSQRT (V*V+4. *v 1 *S*S) -V) 
/2./S/S 
C = 1. 
E = 1. 
U1 = 1./D2 
DO 150 J = 1, S 
E = E*(S-J+1. )/J 
C = c* ( 1 • /F (J , L, W , G) - 1 • ) 
U = E/C/F (J , L, W, G) * (S*F (J , L, W, G) 
-J)/(S*D2-J) 
U1=U1+U 
CONTINUE 
R = 1. -D2 
P = 1./U1/D2 
W1 = P/D2/S 
WRITE(6,170)R,P,W1 
FORMAT (/ , 1 x, 'ROOT = , , F8 • 4 , / , 

1 X, , P ( W>O) = , , F 6 • 4 , / , 
IX, 'MEAN W = , , F8 .4) 

STOP 
WRITE (6,210) 
FORMAT (/, 1X, 'NOT ACCURATE' ) 
STOP 
END 
REAL FUNCTION F*8 (J, L, W, G) 
IMPLICIT REAL*8 (A-H, O-Z) 
REAL*8 L 
F = (J*J+(G+W)*J)/(J*J+ 

2 (L+G+W)*J+L*W) 
RETURN 
END 
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On the Capacity of Sticky Storage Devices 

By H. S. WITSENHAUSEN* 

(Manuscript received December 26, 1983) 

When required to make a transition to a new state, a memory cell may, 
with a probability dependent on the state, refuse to do so (Le., "stick"). 
Assuming that error correcting codes can be used at each write-read cycle, one 
seeks the maximum error-free (in the Shannon sense), long-term average 
capacity per cell and cycle. This problem is solved here for binary cells with 
either unilateral or symmetric stickiness. The methods used apply to more 
general cases as well. In the Appendix, some essential inequalities of dynamic 
programming are demonstrated. 

I. INTRODUCTION 

Information theoretic studies of storage devices have been mostly 
concerned with overcoming the existence of subsets of permanently 
defective cells.! We are concerned instead with the case of identical 
cells with the deficiency that use of a cell in one write-read cycle 
affects the cell's behavior in the next cycle. An extreme example of 
this is "write-once" memory,2,5,9 such as punched paper tape or optical 
disks, where the long-term average throughput per cell and cycle is, of 
course, zero. A previous papers considers a deterministic cell model in 
which the aftereffect of usage is of limited duration, permitting positive 
average rates. The present paper similarly considers the perhaps more 
realistic case of stochastic cells. 

In this model, the store has N cells, each of which can be viewed as 
an input-output automaton. The store is used for T successive cycles. 

* AT&T Bell Laboratories. 
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sion. Permission to reproduce or republish any other portion of this paper must be 
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At each cycle, fresh data from a source St, independent of all earlier 
sources, are encoded into an N-vector X t of inputs applied to the cells. 
The resulting N-vector Y t of cell outputs goes to a decoder that must 
reproduce the source output with a probability of error approaching 0 
as N increases. Note that if cell states can only change on inputs, not 
spontaneously, then the reading operation may be repeated any num­
ber of times in the same cycle with the same results. At each cycle 
only the probability distribution of the state of the store is known. 
This distribution, together with the cell model, defines a channel 
relating Y t to X t • The difficulty of the problem is that operating at or 
near the capacity of that channel at one cycle may leave an unfavorable 
state distribution for the next cycle. Thus, the largest possible number 
of bits per cell and cycle that are accurately recoverable can only be 
determined by dynamic programming. To make such a program man­
ageable' a theorem is first proven that permits one to obtain the limit 
for large N at each cycle by considerations involving a single cell. This 
theorem applies to any cell for which state and output are one and the 
same. 

Results are obtained for two types of binary cells. For the first type, 
only one of the two states is "sticky": when the cell is in that state 
and the input requires transition to the other state, there is a proba­
bility € that the transition does not take place. For the second type, 
both states are assumed sticky in the same sense. The computations 
reveal that for both models the long-term policy is steady rather than 
periodic. For the symmetric case, this implies that the maximum 
throughput per cell and cycle is just the capacity of the binary 
symmetric channel with crossover probability one-half the sticking 
probability. 

II. INFORMATION-THEORETIC BOUNDS 

Let q, ~ and ~ be finite alphabets, and let X~ E q denote the 
input and Y~ E :?/ the output of cell i at cycle t. Let W~ E ~ be 
independent random variables representing the internal random ef­
fects of cell i at cycle t. 

The initial state of cell i is represented by Yb in ~ We use the 
notation X t = (XL··· , xf/), Y t = (YL ... , Yf), W t = (WL ... , 
wf/). The quantities XI, ... , XT , Y&, ... , Y~, WL ... , W~ (a total 
of T vectors in q N, N variables in ~ and NT variables in ~) are 
jointly independent. 

The distributions of the Yb and W~ are given, together with the 
equation describing the operation of the cells 

Y~ = f~(X~, Y~-h wD. (1) 
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The distribution of the X t is dependent upon the choice of encoding, 
and the source statistics. 

The case of interest is the "homogeneous" one where: 
1. I~ is the same function I for all i and t. 
2. The Yb have the same distribution as a generic Yo for all i. 
3. The W~ have the same distribution as a generic W for all i and t. 

The more general case is allowed in the model because the main 
theorem below is valid without the homogeneity assumptions. 

At each cycle t, the encoder and decoder are designed with knowledge 
of the distribution of past events but not of their realizations. Thus, 
neither encoder nor decoder knows the exact state of the memory (i.e., 
the vector Y t- 1) at the end of the previous cycle. As W t is also known 
only in distribution, the memory appears as a noisy channel with 
input X t and output Y t. Then the entropy of the message that can be 
reconstructed with negligible error at cycle t is bounded, in view of the 
data-processing theorem, * by 

I(Xt ; Y t ), 

where I is the mutual information. For the total throughput, one thus 
has the upper bound 

T 

L I(Xt ; Y t ). (2) 
t=l 

Theorem 1: 

TNT 

L I(X t ; Y t ) :5 L L I(X~; YD. (3) 
t=l i=l t=l 

Proal: By the independence of the initial states, the internal disturb­
ances, and the sources, one has (H denoting entropy) 

N 

H(Yo) = L H(Yb), (4) 
i=l 

N 

H(Wt ) = L H( wD t = 1, ... , T, (5) 
i=l 

and also 

H(X~Y~W~Y~-l) = H(XD + H(Y~-l) + H(WD, (6) 

since Y~ is determined by (1), and Y~-l depends only on the initial 
state, the earlier source encodings, and the earlier disturbances, all 
independent of XtJ hence of xt And for the same reason 

* If X and Z are conditionally independent given Y, then [(Xj Z) ::5 [(Xj Y). 
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H(XtYtWtYt-l) = H(Xt) + H(Yt-1) + H(Wt). (7) 

The following four relations are standard properties of entropy: 

H(XtYtWtYt-l) - H(XtYt) = H(Yt-1WtI XtYt) (8) 

H(X~Y~W~Y~-l) - H(X~YD = H(Y~-l W~ I X~YD (9) 

N 

H(Yt-1WtI XtYt) :::; L H(Y~-l W~ I X~YD (10) 
i=l 
N 

H(Y T) :::; L H(Y~). (11) 

U sing these facts one has 
T 

L I(Xt, Y t ) 
t=l 

T 

i=l 

= L H(Xt) + H(Yt) - H(XtYt) (by definition) 
t=l 
T 

= L H(Yt) + H(XtYtWtYt-l - H(XtYt) - H(Yt-1) 
t=l 

- H(Wt ) [by (7)] 

T 

= H(Y T) - H(Yo) + L [H(Yt-1WtI XtYt) - H(Wt)] 
t=l 

[by summation and (8)] 

N T 

:::; L -[H(Y~) - H(Yb) + L H(Y~-l W~ I X~YD - H(WD] 
i=l t=l 

[by (11), (4), (10), and (5)] 
N T 

= L L (H( Y~) - H( Y~-l) - H( wD + H( Y~-l W~X~ YD - H(X~ YD 
i=l t=l 

[by summation and (9)] 

N T 

= L L H(YD + H(XD - H(X~YD [by (6)] 
i=l t=l 

N T 

= L L I(X~; YD (by definition), 
i=l t=l 

which was to be proved. 
In the homogeneous case, the problem of finding the maximum M 

of "LT::1 I(X~; YD over all distributions of the independent -variables 
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xL ... , X~ subject to (1) is the same for all i. Having found M by 
solving this generic single-cell problem, a bound of NM is established 
for the total throughput. On the other hand, a throughput per cell, 
arbitrarily close to M, can be achieved for large enough N by choosing 
encoders with code words picked at random with each X~ independ­
ently having the maximizing distribution of the generic problem at 
stage t. Thus, the bound is sharp, asymptotically in N. 

The bound is obtained, for any given cell model, by solving a T­
stage, finite horizon, dynamic program. For large T it is the maximum 
long-term average per cycle (and cell) that is of prime interest. Some 
of the dynamic programming issues are discussed in the Appendix. 

III. UNILATERAL STICKINESS 

It is assumed that a binary cell acquires its input as new state when 
its previous state was 0, but when the previous state was 1 and the 
input is ° the cell remains stuck at 1 with probability f. 

This is modeled, with Xt, Yt, Wt E to, I} by letting Wt = 1 with 
probability f and ° with 1 - f, and in ordinary arithmetic, 

Let 

and 

Then (12) implies 

Pt = Pr{Xt = OJ, 

St = Pr{Yt = OJ, 

f = Pr{Wt = I}. 

t = 1, "', T. 

St = Pt(1 - f(I - St-l)), 

(12) 

(I2a) 

(I2b) 

(I2c) 

(13) 

and one obtains, with h the binary entropy function, 

I(Xt; Y t) = h(pt(1 - f(I - St-l)) - pth(f(I - st-d) 

= h(s,) - p,h (i,). (14) 

This leads to the dynamic program (where T denotes the number of 
cycles to go) 

VAs) = max h(p(I - f + fS)) 
p 

- ph(f(I - s)) + Vr-1(p(I - f + fS)) (15) 

with Vo(s) = 0. 
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This is an easy task for a computer, and the results show that p and 
s soon stabilize around steady-state values. Furthermore, as the Ap­
pendix shows, using the value functions found in the finite horizon 
solution, one can derive both upper and lower bounds on the optimal 
long-term average per cycle. In this problem these bounds soon agree 
to many decimals. The computer results are used only to conclude 
that the long-term optimum is steady. (This cannot be taken for 
granted, as often such problems have periodic solutions, crop rotation 
being the most ancient example of this.) 

In a steady state, the constant values of p and s must satisfy, by 
(13), the relation 

s = p(1 - E(1 - s» (16) 

and by (14) the optimal throughput per cell and cycle is the maximum 
of 

h(s) - Ph~) (17) 

subject to (16). 
This amounts to maximizing a transcendental function on the unit 

interval. While no closed-form solution is known, the maximum, and 
the corresponding p and s are easily computed, and they are given as 
a function of E in Table I. (The maximum is given in base 2, i.e., bits 
per cell and cycle.) It is important to note that for fixed T, the dynamic 
program (15) defines a total throughput which can only be approached 
from below as N increases. On the other hand, the long-range average 
is approached from above, because for finite T the transient effect of 
an initially clear memory will permit a slightly higher total. 

As the case of small E is of greatest interest we note the expansions 
[following from (16) and (17)]: at the maximum 

(18) 

and 

(19) 

and the value of the maximum is 

log 2 - ~ h W + 0(.). (20) 
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Table I-Results for unilateral sticking 
Epsilon Maximum Inputp State s 

0.00 1.00000000 0.50000000 0.50000000 
0.01 0.97718297 0.50125629 0.49874371 
0.02 0.95921284 0.50252532 0.49747469 
0.03 0.94300294 0.50380733 0.49619267 
0.04 0.92790483 0.50510257 0.49489743 
0.05 0.91361310 0.50641131 0.49358869 

0.06 0.89994925 0.50773381 0.49226619 
0.07 0.88679616 0.50907034 0.49092966 
0.08 0.87407111 0.51042119 0.48957881 
0.09 0.86171265 0.51178665 0.48821335 
0.10 0.84967335 0.51316702 0.48683298 

0.15 0.79315764 0.52030370 0.47969631 
0.20 0.74099706 0.52786405 0.47213596 
0.25 0.69176025 0.53589839 0.46410162 
0.30 0.64460887 0.54446658 0.45553343 
0.35 0.59898428 0.55364065 0.44635936 

0.40 0.55447912 0.56350833 0.43649168 
0.45 0.51077418 0.57417812 0.42582189 
0.50 0.46760281 0.58578644 0.41421357 
0.55 0.42472834 0.59850838 0.40149163 
0.60 0.38192756 0.61257412 0.38742589 

0.65 0.33897650 0.62829543 0.37170459 
0.70 0.29563534 0.64611064 0.35388938 
0.75 0.25162917 0.66666668 0.33333334 
0.80 0.20661826 0.69098302 0.30901701 
0.85 0.16014419 0.72082550 0.27917453 

0.90 0.11151237 0.75974695 0.24025309 
0.95 0.05945393 0.81725604 0.18274403 
0.96 0.04841568 0.83333337 0.16666671 
0.97 0.03707783 0.85236594 0.14763415 
0.98 0.02536387 0.87610072 0.12389940 
0.99 0.01313736 0.90909100 0.09090918 

IV. SYMMETRIC STICKINESS 

Suppose that, when its input would require a change of state, a cell 
remains, with probability f, in its former state. 

This is modeled, with X t , Yt, Wt f to, 1} by letting Wt = 1 with 
probability f and 

Let 

Then (21) implies 

Pt = Pr{Xt = OJ, 

St = Pr{Yt = O}, 

f = Pr{Wt = 1}. 

(21) 

(22a) 

(22b) 

(22c) 
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St = (1 - E)Pt + ESt-1 (23) 

and 

I(Xt; Yt) = h«l - E) Pt + ESt-I) 

- pth (E(l - St-I» + (1 - pt)h(ESt-I). (24) 

Note that, if both states are equally likely, then at the next cycle 
one faces a binary symmetric channel with crossover probability 42. 
The capacity of this channel 

log 2 - h(E/2) (25) 

is attained by choosing symmetrically distributed input and this will 
lead to a symmetric distribution of the next state, so that this situation 
perpetuates itself. So (25) is an achievable long-term average, and it 
will turn out to be the best possible. 

Assuming only that the optimum is time-invariant, one has, by (23), 
the condition 

S =p, (26) 

and this reduces the problem to showing that the maximum, over 
o :s; S :s; 1, of 

h(s) - sh(E(l - s» - (1 - S)h(ES) (27) 

is at S = 1/2, where its value is log 2 - h(E/2). When S = 0 or 1, (27) 
vanishes. For fixed sin (0, 1) let 

F(E) = log 2 - h(E/2) - h(s) + (1 - S)h(ES) + sh(E(l - s». (28) 

It suffices to show that F(E) ~ 0 for 0 < E < 1. One has F(1) = F'(1) 
=Oand 

F"(E) = (1 - E)(1 - 4s(1 - s» > 0 (29) 
E(2 - E)(l - Es)(l - E(l - s» - . 

So F is convex and tangent to the E axis at E = 1, hence nonnegative, 
as required. 

To confirm the steady-state solution, one runs the finite horizon 
dynamic program, with T stages to go: 

Vr(s) = max h«l - E)p + ES) - ph(E(1 - S» 
p 

- (1 - p)h(ES) + Vr- l «l - E)p + ES) (30) 

with Vo(S) == O. 
Using a grid of probabilities including P = S = 1/2, the upper and 

lower bounds on the long-term average (see Appendix), derived from 
the value functions, converge towards each other. In Table II the 
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Table II-Upper and lower bounds on optimal long-
term average per cycle 

Epsilon Bounds Formula 

0.05 [0.83133907, 0.83133907] 0.8313390685 
0.10 [0.71360304, 0.71360304] 0.7136030429 
0.15 [0.61568846, 0.61568846] 0.6156884559 
0.20 [0.53100441, 0.53100441] 0.5310044064 
0.25 [0.45643556,0.45643556] 0.4564355568 

0.30 [0.39015970, 0.39015970] 0.3901596953 
0.35 [0.33098416, 0.33098416] 0.3309841649 
0.40 [0.27807191, 0.27807191] 0.2780719051 
0.45 [0.23080717,0.23080717] 0.2308071710 
0.50 [0.18872188, 0.18872188] 0.1887218755 

0.55 [0.15145182, 0.15145812] 0.1514518217 
0.60 [0.11870910, 0.11870910] 0.1187091008 
0.65 [0.09026388, 0.09026388] 0.0902638775 
0.70 [0.06593194,0.06593194] 0.0659319446 
0.75 [0.04556600, ,0.04556600] 0.0455659971 

0.80 [0.02904941,0.02904941] 0.0290494055 
0.85 [0.01629174,0.016291741 0.0162917374 
0.90 [0.00722555, 0.00722555 0.0072255460 
0.95 [0.00180412, 0.00180412] 0.0018041210 

bounds shown have been obtained by iterating until the difference is 
below 5.10-9 and they are compared with formula (25), all logarithms 
are in base 2. 

V. CONCLUSIONS 

While complex coding may be impractical, the value of the above 
results is that they provide precise bounds on what is achievable. One 
notes, comparing (20) with (25), that two-sided stickiness is, for the 
same small sticking probability E, twice as damaging as one-sided 
stickiness. The case of two different positive sticking probabilities can 
be handled by the same techniques. 

Note that the problem can be considered in another light by inter­
changing time and space. It then becomes a special case of the general 
interference channel, as shown in an earlier paper.8 
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APPENDIX 

Remarks on Dynamic Programming 

A.1 Introduction 

The literature on dynamic programming (e.g., Refs. 4, 6, 7) is 
primarily devoted to the important case of stochastic systems (con­
trolled Markov chains). Deterministic dynamic programs are covered 
as a special case of degenerate probabilities. As a result, the theorems 
proven in most texts and papers make assumptions that are not 
necessary for the most important deterministic results we need. Among 
such assumptions the following two are particularly bothersome: 

1. The state space must be finite. 
2. All policies must be ergodic. 

The first assumption rules out even the case of a real interval as state 
space (which is our case). The second is essentially never true in a 
deterministic setup. This is our justification for giving the very simple 
proof of the results we need in this paper. 

We are concerned with the optimal long-term average return per 
stage. It has been claimed that this case is only academic because 
either the number of stages is small, and then a finite horizon treat­
ment is appropriate, or it is large, and then the time span involved is 
such that the time value of utility must be included by using the 
discounted model instead. In this paper, as millions of memory cycles 
can take place per second, we have a strong counterexample to this 
vie\\1>oint: the undiscounted, long-term average is the appropriate 
quantity to study. 

A.2 The deterministic case 

The deterministic programs are defined by two sets, S, U, and two 
functions: r: S X U ~ R, I: S X U ~ S. Here S is the state space, 
U the control variable set, r(s, u) the return using s E S, u E U and 
I(s, u) is the next state. The finite horizon program is thus written 

Vr(s) = sup r(s, u) + Vr- 1(/(s, u)), (31) 
uEU 

where T is the number of stages to go and Vo(s) == o. 
It has long been known that one can eliminate U, r, and 1 in favor 

1320 TECHNICAL JOURNAL, SEPTEMBER 1984 



of a relation on states and a function defined on this relation. Specif­
ically, let p (s) C 8 be defined by . 

p(s) = I(s, U), (32) 

then the pairs {(s, s') 1 s' E p(s)} form a subset p of 8 x 8. Also, for 
s' E p(s), let 

k(s, s') == sup{r(s, u) II(s, u) = s'}. (33) 
u 

In words, one need only know (i) which states one can go to next, and 
(ii) what is the optimal value of going there. The finite horizon problem 
then becomes 

Vr(s) = sup k(s, s') + Vr- 1(s'). (34) 
s'Ep(s) 

This reformulation (which is not possible for stochastic problems) has 
two advantages: 

(i) Theoretical analysis is simplified. 
(ii) In computation, when an infinite 8 is approximated by a finite 

subset 81, no requantization is needed, avoiding this cause of error 
accumulation. One solves the problem for the subset, with p and k 
restricted to 8 1 X 8 1• 

A.3 Bellman's equation for the long-term average 

If A denotes the optimal long-term average return per stage, then it 
should satisfy the equation, already given by Bellman 

A + W(s) = sup k(s, s') + W(s'). (35) 
s'Ep(s) 

for all s E 8. 
The unknown constant A and unknown function W (which matters 

only modulo the addition of an arbitrary constant) are reminiscent of 
an eigenvalue equation. However, the maximum operator, while non­
linear, has a more favorable numerical behavior. Of course (35) is 
stated on the assumption that the required limit exists: it assumes 
that a policy for which the lim sup is as large as possible actually gives 
a limit. This depends on the structure of relation p, but we will not 
pursue this question, as our need is rather for inequalities. 

A.4 Performance inequalities 

Let V be any bounded real function on the state space 8. For 
instance, V could be a value function obtained from a finite horizon 
program, an average of several such functions (in periodic cases), or 
just a plain wild guess. Then define V by 
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\1(s) == sup k(s, s') + V(s'). (36) 
s'Ep(s) 

Let 

M == sup \1(s) - V(s), (37) 
sES 

m == inf \1(s) - V(s). (38) 
sES 

Theorem 2: For any bounded V, with M and m defined by (36, 37, 38): 
(i) The supremum, over all admissible policies, of the limit inferior of 
the average return is at least m. (ii) The limit superior of the average 
return, under any admissible policy, cannot exceed M. 
Proof: (i) The supremum on the right of (36) is attained, exactly or 
within €, by choice of s' E p(s) for each s. Thus there exists, for any 
€ > 0, a function ¢E: S ~ S such that, for all s in S, 

\1(s) ::: k(s, ¢E(S)) + V(¢E(S)) ::: \1(s) - €, (39) 

and ¢E(S) E p(s). As V is bounded, let 

c == sup V(s) - inf V(s). 
sES sES 

From (38) one has \1(s) - V(s) ::: m, hence by (39), 

k(s, ¢E(S)) + V(¢E(S)) - V(s) ::: m - €. 

Generate a feasible sequence of states from some initial So by 

For this sequence 

t = 1,2, .... 

k(so, SI) + V(SI) - V(so) ::: m - € 

k(sl, S2) + V(S2) - V(SI) ::: m - € 

k(st-l, St) + V(St) - V(st-d ::: m - €. 

Adding these relations -gives 
t 

(40) 

(41) 

(42) 

(43) 

L k(Si-1, Si) + V(St) - V(so) ::: t(m - €) (44) 
i=l 

and by (40), dividing by t 

so that 

1 t C 
- L k(Si-1, Si) ::: m - € - t ' 
t i=l 

lim inf ~ ± k(Si-1, Si) ::: m - € 
t-.oo t i=l 

and as € is arbitrarily small, claim (i) is proved. 
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(ii) By (36), for any s, 

V(S) - V(s) ~ M 

which, by (36), gives, for all sand s' E p(s), 

k(s, s') + V(s') - V(s) ~ M. 

(47) 

(48) 

Thus if So, S1, S2, ... is any admissible sequences [i.e., St+l E p(St) for 
all t], then 

By addition 
t 

L k(Si-1, Si) + V(St) - V(so) ~ Mt. 
i=l 

Thus by (40), dividing by t 

so that 

1 t C 
- L k(Si-b Si) ~ M + -
t i=l t 

1 t 
lim sup - L k(Si-1, Si) ~ M, 

t---+oo t i=l 

which was to be proved. 

(49) 

(50) 

(51) 

(52) 

These inequalities have been known at least since the publication 
of Refs. 3 and 10, although their proof is submerged under unnecessary 
assumptions. The inequalities are crucial to any computer treatment 
of the long-run average. In addition, the above theorem proves the 
sufficiency of Bellman's equation (35), for if this equation holds with 
a bounded V and some A, then for this Vone obtains m = M = A, and 
thus A is optimal and achievable. 
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A theory is developed for the I-V characteristics of metal oxide semicon­
ductor field-effect transistors (MOSFETs) when the channel fields are suffi­
ciently high to cause appreciable saturation of the carrier drift velocity. The 
full velocity-field curve for bulk silicon is used with the base value adjusted to 
account for surface scattering effects. Use of this form gave the best fit to 
experimental data. Using some simple expansions to reduce the rather complex 
integral produces a useful analytic result, which gives a continuous description 
from the square law results for long-channel devices throughout the whole 
range of velocity-saturated operation in short-channel devices. For the first 
time the electron temperature has been introduced as the parameter, which 
increases the channel charge at pinch-off, decreases the saturation voltage, 
and increases the channel field at the pinch-off point as the current (and 
hence bias voltages) is increased. The effects of series resistance and surface 
roughness scattering are incorporated into the analytic formulation. We com­
pare the results with experimental submicron devices and find excellent 
agreement. 

I. INTRODUCTION 

As the metal oxide semiconductor field-effect transistor (MOSFET) 
evolves towards submicron channel dimensions it is found that, below 
gate lengths of 5 Jlm, its performance is modified by the effects of hot­
electron scattering on carrier transport. When a device reaches a gate 
dimension of 0.5 Jlm, its complete "on" region is dominated by velocity 
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saturation. Almost all descriptions of these phenomena in the litera­
ture are based on two-dimensional numerical solutions of total device 
operation.1

-
4 Such an approach provides insight into device operation 

and the nature of its physics, but it is of little practical use from a 
designer's point of view, since it can realistically consider only a single 
device at a time. Generally, circuit simulation programs must use 
empirical fitting routines to generate device characteristics in the 
velocity-saturated mode because there is no analytical solution of this 
behavior. Some estimates of velocity-saturated conduction have been 
based on the simplified model of a constant mobility up until the 
saturation velocity is achieved;5,6 although some of these results have 
been useful over certain particular voltage ranges with parameter 
fitting, the interpretation of the physics has been lacking. In fact, 
academically, a more rigorous treatment of the problem greatly helps 
us visualize the ultimate limits of device miniaturization. A proper 
description of device performance in velocity saturation must be 
established as a natural extension of the device characteristics before 
velocity saturation becomes significant. However, since an analytical 
solution can be found only for certain special cases, one is usually 
forced to assume a two-section model as just described. Such an 
approach unavoidably leads to discontinuities in the incremental 
parameters and, particularly, in regions of crossover. In addition, it 
precludes prediction of the pinch-off field, which is fixed at ~ = .5£ 
in this model. The other missing feature in previous work has been 
the electron temperature. Since the carrier transport is due to electrons 
moving with their saturated drift velocity and hence at elevated 
temperatures, the electron temperature must be an integral part of the 
representation. 

In this paper we use the velocity-field relationship that most nearly 
fits the experimental data as a starting point to develop a model. The 
charge transport description is derived from basic principles and 
incorporates the electron temperature as a natural part of the solution. 
It is shown in detail how the velocity-saturated characteristics are a 
natural extension of the constant mobility case. We will consider the 
case of both the triode and the saturation regions; for the saturation 
case the details of channel length modulation under velocity-saturated 
conditions are derived in Appendix A. The effects of series contact 
resistance are incorporated into the theory, and the results are com­
pared with data over a wide range of parameters. 

II. THEORY 

2.1 The velocity-field relationship 

When the drift velocity can no longer be considered a linear function 
of the electric field, modifications to the metal oxide semiconductor 
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(MOS) theory must be introduced. Many functional forms have been 
used to characterize the decrease in mobility at higher electric-field 
strengths.7

-
13 For the case of bulk Si, Conwell has shown that the 

assumption of a Maxwellian distribution with electron temperature, 
Te , for the symmetrical part of the electron distribution function yields 
predictions that agree with the experiment.14 The result for the energy­
loss rate, B( Te ), for phonon scattering is 

B(T) = (TO)1
/2 (vs)2 (Te - To) 

e qJlo T m' 
e Jlo 10 

(1) 

where Jlo is the zero field mobility, To is the lattice temperature, Vs is 
the saturation velocity of electrons, and q is the electronic charge. 
Now it has been shown that the general momentum and energy 
relations are 

j = qnJl(Te)!tf + q ! [nD(Te}] (2a) 

. j dTe 
J!tf = nB(Te) + - o(Te)k -d ' 

q x 
(2b) 

respectively, where !tf is the electric-field strength; Jl(Te) is the tem­
perature, or field-dependent mobility; j is the electronic current den­
sity; k is Boltzmann's constant; n is the electron density; and o(Te)kTe 
is the average kinetic energy transported per electron.15 Since we are 
dealing with the MOS surface along which the scattering mechanisms 
are not well known, (1) may not be appropriate; we will continue to 
use it, however, to expedite the analysis. The second term on the right­
hand side of (2b) is equivalent to dS(Te)/dx. Here S(Te) is the flux of 
energy in the positive x direction; we have taken S = -(j/q)o(Te)kTe 
only and ignored the small contribution -K(Te)[(dTe)/(dx)] because 
of the thermal conductivity of the electrons. Note that 0 typically is 
approximately a constant for a particular relaxation time relation and 
for acoustic phonon scattering 0 ~ 2.15 Equations (2a) and (2b) have 
three unknowns-.5:f, n, and Te-so that the third relation of Poisson's 
equation for the MOS channel region is required to obtain a complete 
solution. The most familiar form of this equation is the one-dimen­
sional charge equation (the gradual channel approximation) for the 
MOS channel, which is 

q J.~ n dy = Co(VGS - VT - V), 

where V is related to !tf by 

J.x Si' dx' = V 

(2c) 

MOSFET 1327 



and Co is the oxide capacitance. These equations are solved by simpli­
fication of (2a). The right-hand side of (2a) is the sum of the drift and 
diffusion components of the device current, the drift component being 
characterized by a drift velocity, 

(3) 

It is well known for conduction above the threshold voltage that over 
most of the MOS channel, drift is the dominant component, and 
hence, only the first term on the right-hand side of (2a) needs to be 
retained. We can use this result in (2b); then by neglecting the second 
term on the right-hand side of (2b) and substituting from (1) for B(Te), 

we obtain the result 

q~o (~:r (~: -1) (~r = q1R2~. 
Solving for Te we find 

T, = To {(1R/
2
.1f;)2 :0 + [(1R~.If;)4 (~r + 1 rr (4) 

where j£ is the critical field parameter, 

j£ = vsl Jlo. (5) 

We can then use this result to evaluate the relative importance of the 
neglected term in (2b). Using (2c) in (2a) we can write the current­
field relation for the MOS channel, which is 

I = Jl(~)Co(VGS - Vr - V)J£ 

If we then use a typical mobility 

Jl = Jlo(ToITe)1/2 

(6a) 

(6b) 

such as one might find in a bulk crystal, we can use (4) and (6a) to 
evaluate the relative importance of the terms in (2b), and we find 

~ ~(T,)k ~~' _ 7[1 + C~r] (~)2 
j~ - 2o(Te) (V

GS 
_ Vr _ V) j£. (6c) 

This ratio is small until we are close to pinch -off in the channel or 
unless ~ ~ j£. The restriction on this term comes from neglecting 
the diffusion term in (2a). We will assume that (4) is valid throughout 
the MOS channel. 

Equation (4) has been derived without reference to a specific func­
tion, Jl(~). We therefore can use (4) to determine Te , and we must 
still determine Jl(~). To determine Jl(~), we could just assume the 
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bulk relation (6b), which would then yield the results 

(7a) 

and 

(7b) 

However, there has been much speculation that this form is inadequate 
for the Si surface mobility,7-14 and a variation of this form that has 
been used fairly widely is 

J.lo 

~(~ = [1 + c~rr' 
(7c) 

where B was determined by Caughey and Thomas13 to be B !::::: 1.1. To 
illustrate the variation of J.l(~), plots were generated and are shown 
in Fig. 1 for values of B ranging from 1 to 00. The important parame­
ters-J.lo, ifc, and us-are identified in the figure. 

Because the determination of B at this stage in our understanding 
of MOS surface physics is unavoidably experimental, we must, at the 
outset, choose a value for B that will allow a physical solution to be 
found. This is necessary because the use of an undetermined B leads 
to a mathematically hopeless situation. The vindication of this ap­
proach ultimately will come from an unambiguous determination of 

12 ... _8=5 

10 

<0 

~ 8 x 
8= 1--'" 

i 6 

~ 
~ 

4 P.oe 
v [1+ (~yrls 

2 
ec. 

0.5 x 104 

€x 104 (V/cm) 

Fig.l-Variation of v(..tP) for the formula (7c) with values of B ranging from 1 to 00. 

A value of Jlo = 650 cm2 IV -s was used here simply to clarify the variation of v with 
electric field. 
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the parameters Jlo, j£, Us, and B from the experimental data. Since it 
is suspected that B = 2 for N channel devices (which is of main interest 
here), we will give the greatest attention to the treatment of this form. 
In our final comparison with experiment we will demonstrate that the 
value of B' ~ 2 is a good one. 

In the remainder of the paper we will discuss the effects of a field­
dependent mobility, Jl(.5:f) , on the MOS I-V characteristic and the 
resultant modifications to the conventional device laws (B = (0) for 
B = 2 generally and with some mention of the case B = 1. The theory 
will show, as is well known in short-channel devices, that when the 
drift velocity of carriers approaches the saturated value, the current 
from the conventional case, is reduced substantially. 

The theory will also show the well-known experimental result that 
the drain saturation voltage for the velocity-saturated case is substan­
tially less than the conventional value. It is shown that the decrease 
in voltage is caused by the increase in the charge in the channel at 
pinch-off under hot-electron conditions resulting from the elevated 
electron temperature. 

2.2 Device characteristics 

2.2.1 Triode region 

Figure 2 gives a device cross section, which shows terminal voltages 
and possible series resistances in the source and drain leads. When 
the general mobility relationship (7) is used, only for the special case 
of B = 1 can a closed form solution for the current-voltage character­
istic be obtained. If we use (5) and (7b) for B = 1, the result shown by 
Hoeneisen8 is 

R R 

I 
Fig.2-Device cross section showing terminal voltages and possible parasitic series 

resistors. 
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1= JloCo W [(VGS - VT ) VDS - VbS]. 
L 1 + VDs/!tfcL 

(8) 

For the case of B = 2, the MOS device current, when approximated 
by the drift mechanism only, yields 

JlOW 
1= [1 + (~)'r Co(V

GS 
- Vr - V).sg 

(9a) 

By rearranging terms and changing variables, we obtain 

IL lVGS-vT 

--- = (Z2 - ['2)1/2dz 
Jlo WCo VGs-VrVns ' 

(9b) 

where 

[' =_1_ 
Vs WCo' 

z = V GS - V T - V. 

Performing the integration, we find 

{ V ( )2 
Jlo WCo 2 I 1=-- (VGS - VT ) (VGS - VT ) - --

2L WVsCo 

- (VGS - Vr - VOS) \!(VGS - V,· - VOs)' (w:'cJ 
-(w:'cJ 

[ 

VGS - Vr + \!(VGS - Vr )2 - (wfc:)' l) 
·In VGS _ Vr - VOS + \!(VGS - Vr - VOS )2 - (W:'Co)' . 

(lOa) 

Previously, it has been shown that (for the constant mobility case) it 
is possible to incorporate the effects of the bulk charge variation into 
V T.16 As the gate voltage increases into the range where velocity 
saturation becomes significant, the threshold voltage modulation by 
the drain voltage becomes relatively unimportant. We will therefore 
assume that we can continue to use the drain-voltage dependence of 
V T that was developed for the constant mobility case. Equation (lOa) 
describes the device characteristic exactly up until pinch-off has been 
achieved but, because of its implicit nature, it is of relatively little use. 
However, we produce useful results with some simple approximations. 
Consider the terms under the second square root sign. This quantity 
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must be positive to have a physically meaningful result, so that 

(w:'cJ ,.; (VGS - VT - VDS)2. 

Now the current on the left-hand side is a maximum and the right­
hand side is a minimum at the pinch -off condition, and if the equality 
sign were obeyed at this point we would have 

(lOb) 

In writing (lOb) we have used the definition of Q as the channel charge 
at the pinch-off point, as we develop in Appendix A [see (83)]. From 
this result we see that the inequality rather than the equality is always 
obeyed, since (lOb) requires that all of the charge be moving with the 
saturated velocity at the pinch-off point. This condition can never be 
reached because of the contribution of diffusion to the current flow. 
We therefore note that under all square root signs in (10) we will have 
positive quantities and also that the voltage term is generally much 
larger than the term l' . We may therefore make expansions of all 
square root quantities, and by retaining terms to the first order, we 
obtain 

1 W {2 2 1 ~ "2 110 L C~ (V GS - V T) - (V GS - V T - V DS) 

2(VGS - VT ) - v, V 
GS - T 

[ 

1'2 1 ) (lOc) 

For the moment we will neglect terms in l' in the argument of the 
logarithm without incurring significant error, and we may then solve 
the resulting quadratic equation for 1 to obtain 

1 = WVsCo 

. {[ ( ~L)' + (VGS - VT )2 - (~GS - VT - VDS)2r _ ~L}, (Ha) 

where 

I ( 
VGS - VT ) a = n 

- V GS - V T - VDS • 
(lIb) 

This expression for the current is very useful because it allows us 
to predict the two limiting forms of conduction that are always 
observed in a short-channel device. For small gate (drain voltages) the 
term in square brackets is small, and we may expand under the square 
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root sign to obtain 

f.toCo W [ VbS] I::::: -L- (VGS - VT)VDS - 2 ' 

which is precisely the form of the constant mobility case th we 
expect to obtain when the effects of velocity saturation can be ignored. 
On the other hand, when this term becomes large, only this term needs 
to be retained, and we find 

vsCo W "\ / Vbs 
I::::: Ja V (VGS - VT)VDS - -2-· (13) 

This equation applies to only a limited range, since typically there is 
only a small range of drain voltage in which velocity saturation is 
dominant before pinch-off occurs. This will become evident in our 
comparison of the exact and approximate solutions. 

2.2.2 Saturation region 

Traditionally, in MOSFET physics the terms operation in pinch­
off and operation in saturation were interchangeable because it was 
generally thought that pinch-off was necessary for saturation to occur. 
For some time now it has been recognized that diffusion becomes 
important near the pinch-off point. I7 It is shown in Appendix A [see 
(79) through (83)] that the saturation voltage is reached when a 
particular ratio, R, of drift to diffusion conduction is reached in the 
channel. R is derived in Appendix B [see (200) and (201)] in terms of 
the basic device parameters. The transfer of the conduction mecha­
nism from drift to diffusion is the extent of any pinching effect, since 
beyond this point in the channel the drift component increases once 
again, the oxide field reverses in direction, and the current moves 
away from the surface into the bulk. Saturation of current occurs 
basically because of the occurrence of field reversal at some drain 
voltage. The saturation point and the field-reversal point are separated 
in potential in the channel by a potential, Q/Co , where Q is the channel 
charge (mobile charge) at the saturation point. For the constant 
mobility case the charge, Q, is small, so that the potential difference 
between the two points is small in that case. Hence, there really was 
no need to discriminate between them. As velocity saturation becomes 
pronounced, the charge, Q (and thus voltage, Q/Co ), grows consider­
ably, leading to a substantial change in VSAT (the drain saturation 
voltage) from its conventional value. Thus, the potential difference 
between the saturation point and the field-reversal point continues to 
grow, as does the physical separation between the two points, although 
the potential will increase more since the field is also increasing. From 

MOSFET 1333 



this point on we will refer to the point in the channel where the 
diffusion current is III as the saturation point or the pinch-off point, 
interchangeably. We will distinguish between it and the field-reversal 
point. 

Under conditions of hot-electron flow (as in Appendix A) we will 
continue to use the Einstein relation 

DC~) = kTe J.LC~) (14) 
q 

to relate the mobility and diffusion coefficients through the effective 
electron temperature, Te. This has recently been shown to be a 
reasonable assumption if it is recognized that, for mobilities signifi­
cantly below J.Lo, the low field value, the electron temperature will be 
higher than the lattice temperature.IS Also, according to (2a) we will 
consider the term 

i.e., the diffusion constant is not a strong function of the electric field. 
The result for the saturation voltage obtained in Appendix A [cf. 

(82)] is 

V == V
SAT 

= V
GS 

- V
T 

_ (1 -=- 11) kTe (Co + VsF) , (15) 
R q Co 

where F is the short-channel factorI6 at the threshold condition and 
Vs is the semiconductor depletion capacitance at the pinch-off point. 
Each quantity denoted by a bar will signify its value at the pinch -off 
point. From this result we can see that the charge at the pinch-off 
point now continues to grow as we move into the hot-electron regime, 
linearly with the electron temperature. Since we are using B = 2 and 
have shown for this case that Te is given by (7b), then we have 

Q = (1 ~ R) (Co + V,F) k~o [1 + (:rJ. (16) 

The value of ~, the electric field at the pinch-off position, is 
determined from the drift relation 

(2)= 1(1 - 11) 
..D WJ.LQ. (17a) 

Using (17a) and (7a) in (16) we obtain 

(~)2 [1 + (~Y] = [(1 - 11)1]2, 
~ ~) WifcJ.LoQo 

(17b) 
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which has the solution 

(17c) 

where 

Qo = (1 ~ ll) k~O (Co + C,F) 

is the value of charge at the pinch-off point in the absence of hot­
electron effects.19 This is an interesting result because it encompasses 
all modes of operation from the region of low currents without velocity 
saturation through the regime of high fields dominated by velocity 
saturation. For low currents we can expand the square root and 
(keeping only the first term) find that, without velocity saturation, we 
have 

:J5~ 1(1 - R) 
WJLoQo . 

(17d) 

If the current (and therefore the channel field) is high (velocity 
saturation becomes dominant), then we have 

:J5~ "\ /1(1 - R)!tfc 
V WJLoQo ' 

(17e) 

so that the field changes from a linear to a square root dependence 
upon the device current. We note that from (17d) and (17e) the 
transition from one to the other takes place at :J5 = !tfc, as we would 
expect. We can also determine from (17c) that the device current that 
flows when :J5 = !tfc is 

The interesting feature of this result is the independence of channel 
length. We should, thus, expect devices of all gate lengths to change 
to velocity-saturated behavior at the same value of channel current. If 
we now use (17c) in (16) we obtain 

Q- = (1 - R) (C C F) kTo [! "\ /! 12(1 - R)2] 
R 0 + S q 2 + V 4 + (WvsQO)2 , 

and again we can obtain the limiting cases 

Q= Qo 

and 

(18a) 
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Q = 1(1 - R) 
WVs 

(18b) 

for low and high currents, respectively. A useful approximation to 
(18a) is found to be 

- - 1(1 - R) v [ -]2 Q = Qo 1 + WVsQo ' (18c) 

or 

- - 1(1 - R) 
Q=Qo+ W 

Vs 
(18d) 

expressions, which are mathematically more convenient. The approx­
imation will introduce some error when the two terms under the root 
sign are equal, but it yields the correct value in the extremes. Using 
the saturation voltage (15), we may now determine the saturation 
current; using (8) and (1Ia) we obtain for the cases of B = 1 and B = 
2,. respectively, 

B = 1 (19a) 

and 

.[ VC",;/)' + (VGS 
- VT~ - «(jIC,)' - ~Yl B = 2, (19b) 

where y is the position of the pinch-off point in the channel. Since we 
do not have the equivalent to (6b) for the case of B = 1, we cannot 
determine Te or, therefore, QICo; thus, we can proceed no further with 
that case. 

Consider the case of B = 2. By substituting (18c) into (19b) and 
rearranging, we find 

12 2 (~yvsCo W) 1 _ (vsCo W)2 [( V. _ v: )2 _ (Qo)] = 0 (20a) 
+ (1 + a) (1 + a) GS T Co ' 

which has the solution 

1SAT = WVsCo 

. {[ (~:Y)' + (Vas - VT~. - ({loIC,)']", - ~:y}, (20b) 
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where 

a* == a + 1. (20c) 

By comparison with (lla) it can be seen that the expressions for the 
current in the triode region and saturation region are very similar. 
The currents are identical at the pinch-off position because the change 
from the parameter a to a* exactly compensates for the change from 
Q/Co to Qo/Co • In using (18c) in (19b) we have omitted the factor 
(1 - R). We must do this to obtain consistent results because (19b) 
was derived on the basis of drift alone. 

As in the case of the triode region, (lOb) can predict two limiting 
cases. For small gate voltages, the appropriate expansion of the square 
root yields 

(21a) 

as we would expect in the absence of hot-electron effects. On the other 
hand, in the extreme of large gate voltages we obtain the result 

1= vsCo W (VGS - V T ). 

Ja* 
(21b) 

An interesting feature of this equation is the absence of y and therefore 
the absence of channel-length modulation effects. The interpretation 
is that for high enough gate voltages and/or short enough gate lengths, 
the velocity of carriers at the source approaches the saturation velocity. 
In this situation the current is determined only by mobile charge at 
the source, which is independent of gate length and depends only on 
the gate voltage. Although we can approach this situation, we could 
not achieve it in practice because of the onset of breakdown and 
punchthrough effects. 

Returning to (15) and using our approximate value of Q from (18c), 
we find the saturation voltage to be 

- Qo 
V== VSAT = VGS - V T -­

Co 

Using (20b) in (22), we then find 

(22) 

[(
Q )2 ( 1) (!t£. _)2 1 

VSAT = VGS - V T - C: 1 - a* + 2 ac; + a* 

2 2!t£y . (VGS - VT ) ---
a* 

(23) 
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This result is almost the same as one obtained in the literature using 
a piecewise continuous constant mobility and velocity-saturated 
model; i.e., from the continuity of current at a' field 1£ in the channel 
one has 

W [ V§AT] J.Lo y Co (VGS - VT ) VSAT - -2-

= vsCo W(VGS - VT - VSAT ), (24) 

5r---------------------------------------------~ 

4 

3 

2 

Vs = 8 x 106 em/s 
L = 1.5 11m 

tox = 500A 

110 = 600 em2/V-s 

2 

--EXACT 

----In APPROXIMATE 

---PIECEWISE LINEAR APPROACH 

6 8 14 

Fig. 3-Variation of VSAT with gate voltage showing the complete solution using B = 
2, the approximate solution using B = 2, and the piecewise linear constant mobility 
result. 
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which may be solved to yield 

VSAT = VGS - VT + !tR:y - J(VGS - VT )2 + (!tR:y)2. (25) 

These two results are compared in Fig. 3 and it is seen that over much 
of the range of velocity saturation, (25) is rather inaccurate. The use 
of (25) to predict the current can then lead to errors of about 20 
percent, as we show later in Fig. 9. By using (23) we obtain a good 
approximation to the exact result [the form used for a is described 
later by (33a)]. The differences between these two curves arise simply 
from the errors introduced in making the expansions to solve the 
original current equation (lOa). The only drawback to (23) is that 
some iteration is required at the transition from the triode to the 
saturation region since a* is a weak function of VSAT through the 
logarithmic term. As we can see from (lOb), this voltage enters only 
weakly into the current itself through a*, but is necessary to determine 
where the saturation and triode regions meet and to provide an 
accurate merging of the two. In the calculation of ISAT it should be 
noted that it is not necessary to calculate (23). Since the current is 
given explicitly by (20b), then (22) can be used to find VSAT • It would 
also be possible to treat a as a constant parameter to be determined 
so that no iteration is required; however, it is shown later that the 
variation in a is important in achieving continuity of gm' 

In line with the reasoning that led to (24) it is of some interest to 
consider the field !tR: as a kind of dividing line in the channel between 
the non-velocity-saturated and the velocity-saturated portions. Using 
(9a) 

(26) 

is the condition in the channel when a field of !tf? = !tR: is reached at a 
channel potential of V = Vc. We can then use (lOb) to give Vc in the 
triode region, which is 

J2!tR:L 
Vc = VGS - VT + --­

a 

y2 2 2 2 (J2!tR:L)2 - ~ (V GS - V T) - ~ (V GS - V T - VDS ) + a ' (27) 

where a is given by (lIb) and is a known function of VGS and VDS • We 
can then use this result in our expression (lla) for the current to find 
the position in the channel at which this field is achieved; i.e., using 
(26) in (lla) yields 
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Yc = J2 
2 2 ( V GS - V T - V c)2 

( V GS - V T) - (V GS - V T - Vc) - 2 a 

ifc(VGS - VT - Vc) 
(28) 

where Vc is given by (27). If we follow the same procedure for operation 
in saturation then we obtain from (20b) and (26) 

{(
J2 !t£ _)2 [ (Q )2]}1/2 J2 ifcy = a* CY + 2 (VGS - VT)2 - C: - -a-*- (29) 

which is similar in form to (27) but now depends on y. The solution 
(28) applies to saturation or triode operation. Consider the situation 
Yc = 0, which implies either that the carriers are subjected to a field 
> ifc at all points in the channel or that they are moving with a velocity 
of vslJ2 at the source end of the channel. Using (28) to find VGS -

VT - Vc and (1Ia) for I we find 

I = WVs Co (V; - v. ) 
.Ja* + 1 GS T , 

i.e., we are very close to the velocity-saturated limit of (21b). It is then 
of some interest to determine the applied voltage for which this 
condition is achieved as a function gate length. Using (20b) we find 

(VGS - VT ) = 2ifcL.Ja* + 1. (30) 

This voltage value is plotted as a function of gate length in Fig. 4 
using the values of a* as determined by (33a) and (33b) (and shown 
plotted in Fig. 9). For L = 0.5 JIm this condition is not achieved until 
3V are applied to the device. These results simply point to the fact 
that the use of L/vs to determine transit times usually gives values 
that are too small by a factor of about 2. 

2.3 Discussion of results 

2.3.1 I-V curves and current saturation 

The interpretation of the phenomenon of the saturation of the drain 
current presented here is the following. Classical saturation of the 
current occurs when the charge in the channel has been reduced to 
the minimum value given by (16). This condition always occurs in the 
channel just before inversion in sign of the transverse oxide field 
occurs; i.e., pinch-off occurs at a channel potential given by (15), and 
when this potential has increased by another Q/Co volts, we have zero 
voltage across the oxide, resulting in field inversion. Therefore, pinch-

1340 TECHNICAL JOURNAL, SEPTEMBER 1984 



10~----------------------------------------------~ 

B 

~ 
6 

;f-
I 

":>~ 

4 

2 

o~--------~--------~--------~--------~------~ o 0.5 1.5 2 2.5 
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u.1 h, with gate length. 

off in the channel will always be associated with a field inversion in 
the oxide. Now in the case without velocity saturation the voltage 
Q/Co is typically 0.05V, which is dropped over a fairly short distance 
(of the order of 0.1 JIm) in the channel, so that it is clear that pinch­
off and field inversion occur at almost the same point in the channel. 
When velocity saturation becomes dominant, Q/Co becomes a sizeable 
term compared to VGS - VT because of the dependence of Q upon the 
electron temperature. This is the reason for the apparently lower drain 
saturation voltage in the velocity-saturated regime, as we can see from 
(15) and the plots in Fig. 3. Under these conditions the voltage drop 
in the channel between the pinch-off point and the field inversion 
point, and the distance between these two points may grow consider­
ably from the constant mobility case. 

The parameter a requires more attention for the computation of 
accurate results. From the results (12) and (21a) it is clear that a is 
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an important parameter only in the limit of velocity saturation. 
Consider the value of a at the saturation voltage for which case it has 
its greatest effect. Taking a in its complete form from (lOc) we have 

~ [VGS - VT + (VGS - VT ) V 1 - ~] 
a - In Q/C

o 
+ Qo/C

o 
' . (31) 

where we have used (18c) in the denominator and also the fact that in 
the limit of velocity saturation we have from (20b) or (lla) 

I VGS - VT 

WVsCo ~ Jl+a . (32) 

From this result we see that in the limit of a saturated drift velocity 
if a < 1, then we should be able to express a as a function of only 
(VGS - VT)/(Q/Co )' The result we obtain should be useful over the 
whole range of operation because, although determined from velocity­
saturated conditions, a disappears from the expressions for the current 
when velocity saturation becomes unimportant. We have found by 
iteration that the result 

( 
VGS - VT ) 

a = 1.24 In IT V 1T 
VGS - T - VDS 

(33a) 

in the triode region, which goes to 

(
VGS - VT) 

a = 1.24 In Q/C
o 

(33b) 

at the saturation voltage, gives excellent agreement over a wide range 
of parameters. The factor 1.24 was chosen to match the approximate 
and exact formulas for the current well into velocity-saturated opera­
tion both in the triode and saturation current regions. It was not 
chosen to match the exact and approximate forms of (31) itself so that 
it could be used in a more general way to compensate for all errors 
involved in the expansions in (lOb). The corresponding value of a* is 
found by using (33b) in (20c). 

These calculations are shown for some typical devices in Figs. 5, 6, 
and 7 over a wide range of gate voltages, channel lengths, and gate 
oxide thicknesses. The approximate and exact predictions of the 
saturation voltage are also shown. It is noted that the logarithmic 
dependence of a upon drain voltage in (33) must be included to obtain 
an accurate result. The current therefore is a totally explicit function 
of the device voltages; the only iteration required is in the calculation 
of VSAT , as we mentioned earlier. As the figure indicates, the approx­
imations are very good. 
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Fig. 5-Variation of the voltage parameter a at saturation with gate voltage for 
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Figure 8 shows the conventional square law result. For the 1.5-JLm 
device, for example, the effects of velocity saturation are relatively 
unimportant for V GS = 2 but become progressively more significant as 
the gate voltage is increased, so that for V GS = 6 there is a great 
difference between both the current and the saturation voltage. It is 
clear how the effects of a saturated drift velocity have reduced the 
current available from the device for a given supply voltage. It is for 
this reason that increasing the supply voltage has very little effect on 
gate propagation delay beyond some particular value of voltage. From 
(20b) we see that there is a significant departure from the square law 
when 

VDD ~ VT + 5tfcL or ~ VT + 5tfcL 
J2a 

(34) 
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Fig. 6-Comparison of the rigorous and approximate solutions for a wide range of 
oxide thickness gate length and gate voltage. The voltage VSKr is shown by the arrows 
that indicate the end of the line. 

for typical values of a. We should, therefore, like to design for a supply 
voltage of approximately (34) since we would then have the maximum 
speed and the minimum power dissipation for a given channel length 
of the driver in an inverter for example. However, in practical appli­
cations of short-channel devices the supply voltage will be higher than 
this value to ensure adequate noise margins and a sufficient ratio of 
VDD : VT due to processing tolerances on VT • This will definitely be the 
case if V T is increased intentionally in order to suppress subthreshold 
leakage or if the supply voltage must be held arbitrarily at 5V to 
provide transistor-transistor logic (TTL) compatibility. 
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approximate forms. Also, shown for Va = 6V is the result of treating the In term as 
constant. 

The other point of interest in Fig. 8 is the comparison of the results 
obtained using the piecewise-linear model of the velocity-field char­
acteristic and the more physical model presented here. The discrep­
ancy (indicated by the arrows in the figure) grows at first quickly and 
then less rapidly as the gate voltage is increased; i.e., for lower gate 
voltages such that VGS - VT ,.., VSAT the percent error in the current 
will be greater than that for VGS - VT » VSAT • This is shown by the 

MOSFET 1345 



50~---------------------------------------= 

~ 

I 
~ 
)( 

~ 
en 
~ 

L = 1.5 p.m 

45 tox = 500A 

40 

35 

30 

25 

20 

15 

10 

5 

P.O = 600 cm21V-s 

e:. = 1.7 x 104 V/cm 

--- PIECEWISE 

4 

LINEAR CONSTANT 
MOBILITY MODEL 

6 

Fig. 8-Comparison of velocity-saturated model for B = 2 with constant mobility 
model. Also shown is the piecewise constant mobility model denoted by circles at 
saturation. 

plot in Fig. 9 for the device in Fig. 8. The maximum in this curve is 
expected since the errors should be worst when the field at the drain 
is ~ because then the, differences in the models are at maximum. 

2.3.2 Substrate bias dependence 

In the triode region the substrate bias totally enters through the 
threshold voltage as the body effect. It is also known that the threshold 
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voltage is dependent on drain voltage in a short-channel device and 
this dependence is increased by the application of substrate bias. 
These effects will be considered in the discussion of experimental 
results. 

2.3.3 Effects of contact resistance and a gate-voltage-dependent mobility 

In a real short-channel device, unavoidable series contact resistances 
can introduce great differences between actual and expected device 
currents. Also the mobility parameter, Jlo, exhibits a gate voltage 
dependence due to the increase in surface scattering with gate bias.20 

We will consider both of the effects here since, although unrelated, 
they affect the device current in the same way. We will consider a 
series resistance, R, in the drain and the source leads as shown in Fig. 
2, and a mobility dependence of 
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f.loo 
(35) 

f.lo = 1 + O( v GS - V T) . 

The parameter 0 is an empirical constant that determines the depend­
ence of the mobility upon the normal channel field20 and is thus 
expected ·to have some substrate bias dependence. With these addi­
tions, one can show from (10c) that the triode region result is modified 
to 

[
!tf: L 2R' (v. V Vns)]2 (VGS - VT )2 - (VGS - VT - Vns )2 
-a- + -a- GS - T - -2- + -----a-----

_ [~L + 2:' (VGS _ VT _ V;s)]. (36) 

and the saturation region result is modified to 

ISAT 

WVsCo 

where 

and 

(37b) 

(37c) 

(37d) 

In writing (37a) we have used both (18c) and (18d) to express the 
linear and square root terms in (}jCo that appear when (22) is substi­
tuted in (36). Therefore, we cannot expect a perfect match between 
(36) and (37a) at the saturation point, although it will be close. To 
achieve identical values we would have to use (18c) only and then 
iterate (37a) to determine I SAT • 

The effects of the series resistance and the mobility reduction are 
similar since they both act to increase the first term under the square 
root sign in (36) and (37a). From (36d) it is seen that the mobility 
degradation can· be interpreted simply as a movement of .5:fc to higher 
values on the velocity field curve, as shown in Fig. 10. This has been 
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noted elsewhere for the constant mobility case6 and can be generalized 
to any velocity-field relation. 

It is interesting to consider the limiting forms of these two results. 
From (36) by expanding the square root term in the limit of small gate 
and drain voltages, we obtain 

I ~ ! [ 2( V GS - V T) V DS - Vbs ]. 
2 ( VDS) S£:L + 2R' VGS - V T - 2 

(38) 

If we now consider the case of small drain voltages, which describes 
the region in. which we normally assess the dependence of JLo upon 
VGS - V T, we obtain 

1= JLooCo W (VGS - VT)VDS (39) 

L ( JLooCo W) 1 + () + 2R L ( V GS - V T) 

From this result it is clear that one must be careful when extracting a 
physically meaningful value of () from experimental data since an 
accurate value of Rmust first be known. This can be shown clearly by 
the data in Fig. 11 of the linear region current of three devices that 
are identical except for the gate length. Each curve is characterized by 
a section at lower gate voltages, which is linear, and a section at higher 
gate voltages, which is nonlinear in gate voltage. The gate voltage at 
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Fig. ll-Linear region current data showin~ the effect of Rand O. The experimental 
device parameters are tox = 500A, NA = 1 x 10 6 cm-3

, and Iloo ~ 560 cm2jV-s. 

which the sections join is marked in the figure by an arrow. The most 
important feature of this voltage is that it moves to lower and lower 
values for decreasing L. From (35) we see that this breakpoint should 
be fixed in gate voltage-the reason for the movement to lower values 
is the increasing importance of the term in R in (38) for decreasing L. 
If we use () = 0.035 and a value of R = 90n, then we can fit the curves 
as indicated. To give some idea of the importance of R, for the long­
channel device the choice of R is immaterial within limits since () is 
dominant. For the smallest length (L =: 0.5 ~m) the choice of () is not 
important because the R term is dominant. Thus, as channel lengths 
are reduced it becomes increasingly important to reduce the series R. 
Both the contact resistance and the mobility reduction will cause VSAT 

to increase for a given Va. 
Figure 12 shows the effects of a contact resistance of 50n on the 

device current for a typical short-channel device. To write down a 
closed form for I, we have ignored the dependence of a upon R in 
arriving at (36) and (37a). The difference this makes is indicated in 
Fig. 12. 
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2.3.4 Incremental parameters and the continuity of derivatives 

2.3.4.1 Current-saturated operation. Since the current as derived in 
(20b) is a continuous function of gate voltage in moving from non­
velocity-saturated to velocity-saturated operation, then the same is 
true for transconductance, and we obtain 
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= ~ = w C ({_(!tR:y)2 J:.. da* (VGS - Vr) 
gm d 1T Vs 0 * * d lT + * VGS a a VGS a 

_ ! [(VGS - Vr)2 - (QO/Co)2] ~ da* + (!tR:y)2! dY } 
2 a* a* dVGS a* y dVGS 

+ [( :'!Y + (Vas - VT~. - (Qo/C,)2]", 

+ (!tfcy) ~ da* _ (!tfcy)! dY ) (40) 
a* a* dVGs a* y dVGS . 

Similarly, the drain conductance is 

dI ({ (!tfcy)2 1 da* 
gd = dVDs = WVsCo - 7 a* dVDS 

_ ! [(VGS - Vr)2 - (QO/Co)2] ~ da* _ (VGS - Vr) dVr 
2 a* a* dVDS a* dVDS 

+ (!tR:y)2 ~ dY } + [(!tR:y)2 + (VGS - Vr)2 - (QO/Co)2]1/2 
a* y dVDS a* a* 

+ (!tfcf) 1* da* _ (!tfcf) ~ dY ). (41) 
a a dVDS a y dVDs 

We could also write these equations with a* everywhere replaced by 
a and Qo/Co everywhere replaced by Q/Co. In that case, in the numer­
ator of the square root terms we require the additional terms 

2 d (Q) 2 - d (Q) - - QICo - - and - - Q/Co - -
a dVGS Co a dVDS Co 

in gm and gd, respectively. 
In these equations, y is a function of both the drain and gate voltages. 

The parameter a* is related to a by (20c), and in the pinch-off condition 
[using (22) and (lIb) in 20(c)] a* is 

a* = 1 + In [Q~ GS - ~ r ]. 
-+-­
Co WVsCo 

(42) 

Now the value of a and its variations are unimportant for low values 
of V GS because the conventional device equations (i.e., without velocity 
saturation) apply and the forms for gm and gd are well known. On the 
other hand, for operation.in velocity saturation we have shown that 
[cf. (32)] I' is a linear function of gate voltage and so (42) will be 

1352 TECHNICAL JOURNAL, SEPTEMBER 1984 



relatively independent of gate and drain voltage. We can, therefore, 
neglect the a* terms in (40) and (41) and use the value of a* that we 
obtain at the pinch-off point to obtain a fairly good approximation. 
However, in comparing theory with experiment for accurate results, 
as we shall see, we must keep the dependence of I in (42) and calculate 
the current by one or two iterations. Some interesting features of (40) 
and (41) are worth noting. In the limit of large gate voltages (i.e., 
velocity saturation) so that VGS - VT» !t£y, (40) predicts that 

and (41) predicts that 

gd = Co WVs 

CoWvs 
gm = J();* , (43) 

[ 
(j£y)2 1 1 dy 1 (Va - VT) da* 1 dVT] 

. (V
GS 

- VT) a*3/2 y dVns - 2 a*3/2 dVns - a*1/2 dVns . (44) 

2.3.4.2 Triode region. In the triode region the corresponding expres­
sions for the gate transconductance and the drain conductance are 

gm = WVsCo 

and 

(
!t£L)2 ria + (VGS - VT) - (VGS - VT - Vns ) 

a a a 
[(VGS - VT)2 - (VGS - VT - Vns )2] . 

aa 

v( ~Lr + (VGS - VT )2 - (~GS - VT - Vns)2 

!t£L. 
+--aa 

a2 

gd = WVsCo 

-- -+------
a a a (

j£L)2 aD VGS - VT - Vns 

[(VGS - VT )2 - (VGS - VT - Vns)2]aD Vns dVT 

V(~Lr + (VGS - VT )2 - (~GS - VT - Vns )' 

j£L. 
+--aD 

a2 

(45) 

(46) 
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In this case the terms in a are necessary to obtain a reasonable solution 
and so from (33a) we have 

da. 1.24 -- = aD = 
dVDS VGS - VT - VDS ' 

da. 1.24VDS 

dV
GS 

= aa = (V
GS 

- VT)(V
GS 

- VT - V
DS

) • (47) 

Again, as in the case of the saturation region, the formulas revert to 
their conventional forms for small values of gate and drain voltages. 
The main interest in considering the incremental conductance param­
eters is to show that continuity exists in making the transition from 
triode to saturation regions. We would like to show equivalence be­
tween (45) and (40) and between (46) and (41) at pinch-off conditions. 
By comparing (46) and (41) (written in terms of a and Q/Co) we find 

(VGS - VT - VDS ) Q d (Q) dy 1 ( I ) 
a = - aCo dVDS Co - dVDS ~ WVsCo 

or 

[ 
d -] dy ( I ) Q/Co 1 + dV

DS 
(Q/Co) = - ~ dV

DS 
WVsCo . (48) 

Since the derivative on the left-hand side of (48) « 1, then (48) can 
be written as (173). As we show in Appendix A from (174) through 
(177) the derivative continuity equation (48) supplies the other con­
dition needed together with (177) that allows determination of the 
parameters A2 and h. 

To illustrate these results, the drain conductance has been plotted 
in Fig. 13 with drain voltage as a parameter. The accuracy is quite 
good and continuity of the derivative is preserved in moving from the 
triode to the saturation regions. 

2.3.5 Inclusion of the Vos dependence of VT 

2.3.5.1 Triode region. In the triode region the charge-sharing 
formulation 16 is used in which V T is expressed 

2J2eqNA 
VT = VFB + 2¢F + 3C

o 
V

DS 

. [(VDS + VBS + 2¢F)3/2 - (VBS + 2¢F)3/2]FoN , 

where F ON is the charge-sharing factor in the triode region. Although 
this result may be written approximately by expanding (for small VDS ) 
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VT = VFB + 2<PF + ~o Y2<QNA (VBS + V;s + 2<PF)FON, 

it is important to note that the complete form must always be used 
for circuit simulation purposes where discontinuities may not be 
allowed between the triode and saturation regions. The complete form 
provides a smooth transition for all voltages, whereas the approximate 
form introduces small glitches for some values. 

2.3.5.2 Saturation region. In saturation operation the complete and 
approximate equations for V T become 
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2~ 
VT = VFB + 2cf>F + -3 C IT 

o YSAT 

and 

1 
VT = VFB + 2cf>F + Co .J2eqNA (VsAT + VBS + 2cf>F)FsAT • 

As in the triode region the complete form (49) must be used to avoid 
glitches at the transition regions. This result was developed previ­
ously.16 The difference in this case is that VSAT also depends upon the 
charge at pinch-off and thus the current through (22). Therefore (22), 
(19b), and (49) must be solved together to determine the current. To 
obtain results that are smooth through all transitions, iteration is 
required. 

2.3.6 Effective value of NA 

Almost all practical devices have ion-implanted channels and hence 
nonuniform doping profiles. Since the short-channel formulation de­
scribes the device in terms of averages over the source-drain distance, 
a reasonable approach is to use an average value of N A = N A over the 
same distance. We can calculate this value by conserving charge in 
the manner 

RAXd = LX. NA (x)dx, (50) 

where Xd is the average depletion width between the drain and the 
source and has been shown to be16 

(51) 

We can see from this result that the effective value of N A is in general 
a function of both drain and substrate bias. 

To determine NA we will assume that any ion-implanted profile may 
be described by the parameters Np, (J, and Rp; i.e., even after thermal 
processing it is assumed that Np, (J, and an Rp may be found to give a 
best fit to the measured impurity profile so that 

NA(x) = (Np - NAB)exp [_(x ;uRprJ + NAB, (52) 

where NAB is the background impurity doping. Using (52) and (51) in 
(50) we then have 
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JJV; - ~ = [( ~DS )]1f2 \Ii Npu 
2E: VBS + 2 + 2¢F 

[ 
2 ( V; :\ T/2 (R qi:A VBS + 2q,F + ;SJ - RpJ 

. \rfC~) + erf J2u 
)<53) 

for the triode region and 

[~(VBS+2q,F+~-Rp)r ) 
J2u 

for the saturation region. If we use a polynomial expansion for the erf 
term to allow numerical computation, only a few iterations are required 
to obtain NA • For the most accurate results, then, a value of 
NA(VDS , VBS ) is required at each bias point, although in practice only 
the VBS dependence is very important, so an average value of VDs 
could be used for all computation. 

III. COMPARISON WITH EXPERIMENT 

To establish the validity of the parameter B = 2, the Jl versus V GS 

data were plotted in Fig. 14 with drain voltage VDS = V GS for the long­
and short-channel devices discussed in Fig. 11. Using all of the 
parameters determined from the linear region data, theoretical curves 
were generated and are also plotted. The drain-voltage dependence of 
VT was included using the charge-sharing technique,16 and the varia­
tion of y was taken from the drain-voltage data in order to verify the 
triode region model alone. It is evident that the agreement is very 
good. To compare with the other models, the result of using B = 1, 
and the piecewise continuous model (i.e., constant mobility) are also 
shown. Both are in error, one underestimating and the other overes­
timating the actual current. 

One can identify two sections in this curve. At low voltages the Jl 
curve is linear in VGS , in.dicating long-channel behavior; for higher 
gate voltages the Jl curve is sub linear in I, indicating the onset of the 
effects of velocity saturation. The change from one behavior to the 
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Fig. 14-Saturation region data for long- and short-channel devices plotted on a Jj 
scale for the condition Vns - VGs • 

other is gradual and takes place when the terms under the root sign 
in (20b) are approximately equal; i.e., at a current level of about 

I
_uTe (VGS - VT ) 
- Vs YY' 0 r-;;; • 

va* 

This result should be independent of gate length, as we can see from 
(17c), which predicts the transition from g; < ~ to g; > ~ to occur 
for a unique value of I, which is 
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J* = Vs WQo 
(1 - R) . 

This behavior is observed in Fig. 14, although there is some decrease 
for the very shortest gate length. 

As a final demonstration of the model the drain current data for 
two devices are shown in Figs. 15a and b. The channel length modu­
lation term can be calculated using (169). However, this description is 
only valid for large gate voltages, i.e., when ~ is ~104 V /cm. As we 
approach the threshold condition, the derivation breaks down and 
L - Y becomes anomalously large. However, near the threshold con­
dition and in the subthreshold region, we know from other work that 
the simple form of 

L - Y = Vq~A (YDS - VSAT) 

works well. We will, therefore, combine these two results to obtain a 
continuous solution 

L 
- Ad VDS - VSAT )3/4 

-y . 
- - 1/4 Vif;NA !tf + A1(VDs - V) -

2E 

In Fig. 15a the fabrication parameters are L = 0.32 JLm (l-JLm coded 
length and 0.68-JLm compensation as determined from l/gm measure­
ments), W = 30 JLm, tox = 230A, rj = 0.26 JLm, and NAB = 8 X 1015 

cm-3
• The implanted doping parameters were determined by simula­

tion to be Np = 5 X 1016 cm-3
, Rp = 0.5 JLm, and (J = 0.1 JLm. Other 

parameters determined from low voltage data are R = 15 through 20Q, 
JLo = 650 cm2/V-s and () = 0.02V-1

• The agreement between theory and 
experiment is very good for VGs> 1 V. For smaller gate voltages the 
characteristic is dominated by uncontrolled source-drain punch­
through, which is not described by these models. 

In Fig. 15b the parameters are the same but L = 0.85 JLm, so in this 
case the comparison is extended down to the threshold region (because 
source-drain punchthrough is not a limiting factor). 

IV. SUMMARY 

A model has been developed to describe the velocity-saturated 
characteristics of short-channel MOSFETs. The model has been based 
upon the velocity-field relation that most nearly fits the experimental 
data, and it is found that the bulk relationship based upon optical 
phonon emission is most appropriate if the zero field (parallel to the 
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Fig. 15 (a)-Drain-voltage versus drain-current data for a short-channel MOSFET 
showing comparison with theory. L = 0.32 ~m. 

surface) mobility is simply modified to take into account the effects 
of increased scattering in the potential well at the semiconductor­
insulator interface. By using this approach, the electron temperature 
has been brought into the problem and becomes the necessary ingre­
dient that allows a smooth transition from the long-channel to the 
short-channel behavior .. The model is found to fit well with experi­
mental data. 
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APPENDIX A 

A.1 Introduction 

In existing analytical approaches to pinch -off operation, the field at 
the edge of the pinch-off region is held to the value .5£, the critical 
field parameter in the velocity-field relationship.6,12,21 To avoid such 
an arbitrary condition, a description is presented here of the pinch­
off region under conditions of hot-electron transport, which is based 
upon the boundary condition of a value of the electric field at the 
pinch -off point determined uniquely by the current and hence applied 
voltages. The field patterns and charge density distribution throughout 
the pinch -off zone are predicted. 

The solution allows one to determine the effect of the gate voltage 
on the channel field at pinch-off through the channel current itself. 
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Hence, there is direct feedback between the channel current and the 
extent of channel length modulation. It is demonstrated that for low 
gate voltages the channel length modulation may be severe and the 
current then shows a large variation with drain voltage. However, for 
larger gate voltages, electrostatic feedback to the channel becomes a 
dominant effect, and the current shows little variation with drain 
voltage, i.e., the degree of channel length modulation becomes very 
small. 

A.2 General considerations and assumptions 

It is helpful initially to review the important approximations and 
salient results that are obtained from simplified long-channel theory. 
For the purposes of the discussion, Fig. 16 shows a cross section of the 
device, which indicates the major current flow patterns and electric­
field lines. 

A.2.1 Existing theories 

A basic assumption of MOS theory is that the gradual channel 
approximation (GCA) is valid throughout the unsaturated region. In 

y=O y= L 

I 1 

L 
Fig. 16-MOS device cross section showing schematically the major lines of current 

flow (dashed arrows) and electric-field patterns (solid arrows). 
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a physical sense this approximation assumes that the transverse 
electric-field strength, d¢/dx, is large compared to the longitudinal 
electric-field strength, d¢/dy, in the channel region (¢ is the electro­
static potential, x is the direction perpendicular to the gate, and y is 
the direction parallel to the channel). Hence, the charge Q(y) in the 
channel may be determined by 

Q(y) = Co [VG - VFB - 2¢F - V(y)] - QB(y), (54) 

where Co is the oxide capacitance, VFB is the flatband voltage, V(y) is 
the channel potential, and QB(y) is the substrate depletion charge. 
The substrate charge is determined, using the depletion approxima­
tion, to be 

(55) 

where NA is the substrate doping, q is the electronic charge, € is the 
silicon dielectric permittivity, and 

kT (NA) ¢F= -In - . 
q ni 

(56) 

The bulk Fermi potential is written in terms of ni, the intrinsic silicon 
concentration. Another important assumption of the theory is that 
drift is the dominant conduction mechanism so that the continuity 
equation may be written 

I = WJLQ(y)~(y), (57) 

where I is the source-to-drain current, W is the device width, JL is the 
channel mobility, and ~(y) is the channel field. The channel current 
is obtained from (55), (56), and (57) to yield the familiar equation 

1= I'C~W [( VGS - VFB - 2c/>p - V;s) VDS 

2.J2€qNA { 3/2 3/2}] - 3C
o 

(Vns + VBs + 2¢F) + (VBs - 2¢F) . (58) 

The phenomena of current saturation and pinch-off in the channel 
are predicted to occur when the free charge in the channel goes to 
zero. From a solution of (54) for 

Q(y) = 0 (59) 

one obtains 

VSAT = VG - VFB - 2¢F 

+ €qNA [1 _ "\ 11 + 2C~(VG - VFB + VBS)]. (60a) 
C~ V €qNA 
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The corresponding value of the saturated current is then found by 
substitution of (60a) into (58), and in the simple case, this procedure 
yields 

Ilea w 2 
ISAT = ----u:- (VG - VT ) , (60b) 

where V T is the simplified threshold value. In the general case, the 
more complex drain-voltage-dependent form of VT

16 must be included 
in (60b), but the result is still evaluated in a straightforward manner. 

A.2.2 Device characteristics in the saturation region 

For voltages Vns > VnSAT, the drain depletion region extends 
towards the source. The position of pinch-off in the channel, occurring 
initially at the drain for V(y) = VnsAT, will also move towards the 
source, since the condition (59) of zero charge may always be found 
somewhere in the channel for a function like (54), which is decreasing 
with voltage. Because of this feature, the potential at this position will 
remain constant for increasing drain voltage. 

The use of (59) in the channel in saturation is, of course, an 
approximation that is used solely to determine the drain saturation 
voltage. Actually, the electron density is decreasing rapidly with dis­
tance in this region, and if we allow it to become arbitrarily small, 
then the electric field will have to become anomalously large if the 
drift component is to continue to provide continuity of current. We 
must therefore conclude that the drift component can no longer 
account for the total current flow and hence that the diffusion of 
carriers becomes an important conduction mechanism. This conclu­
sion is supported by the numerical computations of other authors.ll,17 

We show here that diffusion constitutes a specific fraction !JR of the 
current flow at the pinch -off point, and in Appendix B values for !JR 
are derived in the range of one third to one half. 

As a basis for this work, we assume that we may represent the MOS 
device by four different regions of operation, as shown in Fig. 17. The 
quadrants are divided on the vertical axis by the subthreshold and 
above-threshold regions of operation and on the horizontal axis by the 
position of pinch -off in the channel. The quadrants are distinguished 
by the approximations designated in the figure, which denote for each 
quadrant the dominant conduction mechanism and the principle di­
rection of the electric-field lines. In quadrants II and III the GCA 
applies, which may be stated 

(61) 
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Fig. 17-Regions of operation for a MOSFET characterized by the approximations 
that may be used. 

However, in quadrant I neither of these approximations is valid since 
the two terms are of the same order, which we write 

(62) 

The validity of (16) has been well established in MOS theory; the 
validity of (62) will be justified here by the solutions obtained. The 
other approximations indicated in Fig. 17 aI:e that in quadrants II and 
IV we have 

IDRIFT » IDIFF 

and .in quadrant III we have 

IDRIFT « I DIFF • 

(63a) 

(63b) 

In quadrant I we also have IDRIFT > I DlFF , but near the boundary we 
have 
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1DRIFT -- 1DIFF , (63c) 

which means that the components are comparable in size. The as­
sumptions in quadrants II, III, and IV have been established by others; 
the validity of the assumptions in quadrant I and on its boundary will 
be considered here. 

In the discussion of hot-electron transport we will use the mobility­
field relationship22 

(64) 

where !tf is the electric field and ~ is a critical field parameter that 
is related to the low-field mobility f.Lo by the relation 

Also, the Einstein relationship will be assumed to hold; it states 

D(:rg)/f.L(:rg) = kT~!tf) == k;, 

(65) 

(66) 

where D == D(:rg) is the field-dependent diffusion coefficient and T == 
T(!tf) is the temperature of the electron in the hot-electron regime. 

We will now discuss the conditions in regions I and II. 
A.2.2.1 Region II. The current flow is approximately one-dimensional 

(parallel to the surface) because the dominant transverse field confines 
the carriers to a narrow potential well next to the surface. This region 
is described by (54), (55), and (57). Although drift is dominant in this 
region, it is also of interest to calculate the diffusion component. From 
(54) the mobile charge gradient is 

where Cs, the space-charge capacitance, is 

"\ / qNA € 

Cs == Cs(y) = V2(V + 2¢F + V
BS

) 

and V == V(y). The electric field is obtained from (57) as 

1(1 - R) 
!tf(y) = Wf.LQ(y) , 

(67) 

(68) 

(69) 

where R represents the fraction of the total current carried by diffu­
sion. By using (69), (67), and (54), the diffusion component is 
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RI = IDIFF 

D(S:R)I(Co + Cs Hl - R) . (70) 
JL(S:R)[Co(Va - VFB - 2¢F - V) - .JqNA 2E(V + 2¢F + VBS)] 

A.2.2.2 Region I. As the diagram in Fig. 16 shows, the problem in 
this region becomes two-dimensional. In region II, the electric field is 
directed from the channel towards the gate but is steadily decreasing 
as the channel potential increases. Somewhere beyond y, the pinch­
off position, the field in the oxide is equal to zero, and beyond this 
position the electric field is directed from the gate into the silicon; 
hence, many of the field lines terminate on the drain electrode, as 
shown, since the drain potential exceeds the gate potential in this 
region of operation. Because the transverse field in region I no longer 
creates a potential well, the mobile carriers may flow away from the 
surface as they approach the drain, resulting in a two-dimensional 
current flow. 

The main features of this representation are depicted in Fig. 18, 
which shows an expanded view of region I. Consider the flow of carriers 
at some position y in region I. Because of the strong electric field 
indicated in Fig. 18, which is directed from the gate towards the 
substrate in region I, the electrons are forced away from the surface. 
Therefore, the density of electrons will be reduced at the surface. For 
sufficiently large values of x (i.e., deeper in the Si) the electron density 
must decrease again to its substrate value, and so we conclude that 
the electron density must exhibit a maximum as a function of x for a 
given value of y. We will, therefore, represent the electron density in 
a general way by a function of the form 

n(w, r) = N(r)exp{- A(r)[w - w~(r)f 
- B(r)[w - wf (r)]4 - ... }, (71) 

where the higher-order terms in the distribution would be required for 
strong deviations from the normal case. The expansion for the electron 
density has been written for the generalized coordinate axes w, r rather 
than for x, y to allow for the fact that the x, y system may not be the 
most convenient one in which to describe the distribution. The y or r 
dependence has been incorporated into this form through the param­
eters N(r), A(r), B(r), w~(r), and wf(r). In this way, the median value, 
the mean position, and the width of the distribution may change with 
y or r. The functions w*(r) describe the locus of the mean of the 
electron distribution between the pinch -off point and the drain as 
illustrated in Fig. 18. In the approach taken here, we have only three 
physical relationships available to us for the determination of the 
electron distribution, so we will restrict (71) to three unknown func­
tion: i.e., 
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Fig. I8-Expanded view of the pinch-off zone with important physical and electrical 
parameters. 

{ 
[w - w*(r)]2} 

n == n(w, r) = N(r)exp -2a2(r) , (72) 

where A(r) has been rewritten as 1/2a2(r) and in which the functions 
N(r), a(r), w*(r) remain to be determined from three physical rela­
tionships, which will now be described. 

The first relationship is the description of the current flow mecha­
nism and quite generally it is 

I 100 

d 100 

qW = 0 D d; dw + 0 JL:e;.ndw (73) 
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for any y between y and L where w = 0 is the silicon surface. The 
second relationship is the law of current continuity. Physically speak­
ing, the current flow in the x direction must provide the current 
density gradient by means of which the current density in the y 
direction is able to change. This condition is stated formally as 

V'.J = 0 (74) 

or, for the case being considered, 

dJx dJy 
dx - dy , 

where J x and Jy are the current density components in the x and y 
directions, respectively. The third relationship is the two-dimensional 
Poisson equation 

which is written here as 

q 
V'. S:f= -; p, 

a !tfx a !tfy q - + - = - - (NA + n), ax ay € 

subject to the boundary condition 

(75) 

(76) 

!tfy = ~ y = y, (77) 

where y is the pinch-off point and !tf is the value of longitudinal 
electric field in the channel at the pinch -off point. Both x and y 
components need to be retained in (76) since the concentration of 
field lines is comparable in both x and y directions. The value of !tfy 
along r* will be discussed later. 

In the section of the channel between the source and the field­
inversion point, (64) is a one-dimensional relationship between the 
channel field and the mobility. Between the field inversion point and 
the drain, the mobility becomes a scalar field determined by the vector 

S:f = r~ + w.1£. 

Since 

(64) becomes 

(78a) 

Also, the one-dimensional hot-electron temperature 
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(78b) 

may be expressed 

(~)2 (~)2 
[3e = [30 + [30 ~ + [30 ~ , (78c) 

which is a scalar field, where [3e = kTe/q. Therefore, the mobility (78a) 
may be expressed in terms of the temperature Te or, equivalently, the 
voltage [3e using (78a) and (78c) as 

:=~. 
A.3 Determination of physical parameters in pinch-off operation 

A.3.1 Charge, voltage, and field at the pinch-off position 

(78d) 

The boundary between regions II and I will be defined as the pinch­
off position, and all variables at this point will be designated with a 
bar. As the position y is approached from the source, the drift current 
will be a decreasing function of y and the diffusion current will be an 
increasing function of y. At y, the drift and diffusion components of 
the current are 

IDRIFT = (1 - R)I (79) 

and 

IDIFF = Rl. (80) 

The method for the determination of R is outlined in Appendix B [see 
(200)]. It is determined only by doping and oxide thickness and has 
typical values of one third to one half. From (70) and (66) we have 

Co(Vc - VFB - 2cJ>F - V) - -JqNA 2e(V + 2cJ>F + VBS) 

1- R kT 
= -y- q [Co + CsCy)]. (81) 

Equation (81) may also be written approximately as 

- (1 -R) kT (Co + Vs) VSAT == V = VG - VT - -y- q Co . (82) 

The relationship (81) is identical to that obtained in the original MOS 
theory23 except for the extra term on the right-hand side. In other 
words, rather than using (59) to determine the pinch-off voltage, we 
are taking account of the charge in the channel at pinch-off, and from 
(81) and (54) the charge is determined to be 
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(83) 

For T = To (the lattice temperature, as is the case in long-channel 
devices), Q is small (provided that R ~ 0.3) and (82) yields the 
conventional result. The significance of (83)* is that we can now 
determine the longitudinal field in the channel at pinch-off, and from 
(83) and (69) it is 

IR 
~= kT 

WJL - (Co + Vs) 
q 

(84) 

Equation (84) applies for any set of voltage variables in pinch-off 
operation. The dependence of g; on JL from (64) could be substituted 
here, and since the current at the onset of pinch-off operation (i.e., 
the boundary between triode and saturation regions) is known, then 
g; at the onset of pinch -off may also be expressed uniquely in terms 
of the applied voltages. It is therefore an ideal boundary condition for 
the pinch-off zone. 

It is also of some interest to determine the sign and magnitude of 
~ at the pinch-off point. From the continuity of the divergence of S:f1 
we can relate the oxide and substrate fields as 

(85) 

where ~8i may be determined, as shown by Pao,23 by a detailed solution 
of Poisson's equation in the x direction in which both mobile and fixed 
charge components are retained. An equivalent representation of ~x 
is 

VG - </>s - V(y) - VFB 
~x= , 

tox 
(86) 

where </>s is the surface potential at the source. As is well known, </>s 
takes the value of 2</>F at threshold and increases only slightly for 
additional increases in gate voltage. Therefore, using (82) in (86) we 
find that 

(75 = Q + ~2f.qNA (2</>F + VBS ) + VFB/Co 
.l?ox (87a) 

f.ox 

and 

* To include short-channel effects it is necessary to replace e, with e,F. 
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Hence, we conclude that both ~x and i£si start from large positive 
values at the source and decrease to the much smaller values given by 
(87a) and (87b) at the pinch-off position. These values are practically 
constant with increasing gate voltage except for the small increases in 
4>8 above 24>F. The fields are directed towards the gate electrode at y. 
These results are illustrated by the plots of Pao,23 which are reproduced 
in Fig. 19. We have extended the field values past the pinch-off point 

y/y 

Fig. 19-Variation of transverse electric-field strength in the silicon at the surface as 
a function of distance ~ong the surface from the source and through the pinch-off point 
parameters tox = 2000A, ND = 4.6 X 1014 cm-3

, and L = 5 JLm. 
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to show that a reversal in sign of ~ occurs as shown by MaGowan's24 
numerical solution.25 

A.3.2 Formulation of the differential equations beyond the pinch-off 
point 

Using the relationships described earlier, we may now find the 
variation of electron density and electric "fields in region I. The two­
dimensional nature of the problem, which we will now discuss, applies 
only after field inversion has occurred. The section between pinch-off 
and field inversion will be considered later. 

Consider the vector field for the current flow in region I, 

(88) 

where x and yare unit vectors in the x and y directions. The vector 
components are the current densities in the x and y directions and 
may be written generally as 

Jy dn 
- = D - + p,nyg 
q dy Y 

(89) 

for the y direction and 

J x dn 
- = D- + p,n~ 
q dx 

(90) 

for the x direction. At this point we would like to choose a set, of 
coordinate axes to most suitably represent the current flow. We know 
that along the oxide-silicon interface the flow is parallel to the inter­
face and that along the streamline the flow is in the direction of the 
streamline. This fact suggests that we should use polar coordinates r 
and () to represent the problem, where r is the vector extending from 
the field inversion point at the surface to some point in the pinch-off 
zone and () is the angle between the vector r and the interface. The 
field inversion point is considered the origin or source point because 
it is the point in the channel where carriers first depart from the 
surface (from a charge sheet point of view). In the representation of 
the electron distribution by (72), then, we are taking w to be the arc 
length measured from the interface for a fixed r and a variable 8. Since 
w*, (7, and N are functions of r only, the assumption becomes that we 
can represent the electrons by a Gaussian distribution that extends in 
a curvilinear fashion around a circular contour. In Fig. 20 the polar 
coordinates are shown schematically in an expanded view with all of 
the r axes emanating from the field-inversion point, Yi. 

In polar coordinates (89) and (90) become 
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o (ORIGIN OF ALL r AXIS) 

y 

1--- y-y ---1 

// ,-
TYPICALw 

AXIS 

DEPLETION EDGE 

Fig. 20-Curvilinear coordinate axes in the pinch-off zone. 

J r on 
- = D - + p,n!6;. 
q or 

Jw 10n 
q = D ~ 00 + p,n~. 

L 

(91a) 

(91b) 

Then using n as represented by (72) in (91) and utilizing (66), we 
obtain for the current components 

. { (w - w*)} J w = qp,N exp( -1]) ~ - {3e (12 (92) 

and 

J r = qp,N exp( -1]) 

. {!t£ R [NI (w - w*) S _ (w - W*)2 (~)/]} 
r + fJe N + (12 w 2 (12 , (93) 
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where 

1 at/; 
!t£=---

'" r ao ' 

(94) 

and the prime denotes differentiation with respect to rand t/; in the 
two-dimensional scalar potential. From the divergence condition (74) 
we find 

(! an + !!:. ! aIL) ! a4> + (an + !!:. aIL) a4> = -n \724> (95a) 
r ao IL r ao r ao ar IL ar ar ' 

where we can consider 4> as some pseudo-potential field defined by the 
relations 

(95b) 

Using (92) and (93) in (95a), we find the divergence relationship to be 

{
i£ - {3 (w - w*)} {_ (w - w*) + ! ! aIL} 

u2 u2 IL r ao 

{

CO {3 [NI (w - w*) S _ (w - W*)2 (~)/]} 
+ JOr + e N + u 2 '" 2 u 2 

. [NI + (w - w*) S'" _ (W - W*)2 (~)' +! aIL] = \724>. (96) 
N u2 2 u2 IL ar 

At this point we need a representation for the electric fields i£ and 
S:£. Consider i£ first. If drift and diffusion were equal and n were 
described by (72), then one could show that i£ = ,Be[{w - w*)/u2)]. 
We will assume that even though drift and diffusion are not equal, the 
functional form of i£ remains the same under conditions of current 
flow and is altered only in magnitude so that we may write 

(97) 

where Kl is some number that is constant throughout the pinch-off 
zone. We will take the representation a step further by assuming that 
all electric fields may be represented by these functions so that we can 
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write 

(98) 

for the surface and along the streamline, respectively, where K2 and 
K3 are constants in the pinch-off zone, which must be determined. 
From (97) and (98) we obtain 

and 

where 

! a~ = Kd3e + Kl (w - w*) ! af3e 
r ao (52 (52 r ao 

S* = aw* 
W ar 

(99) 

Substituting (97) and (98) into (78c), we obtain for the surface (and 
for the region very close to the surface ) 

(101) 

where 

A = ((521fc)2 
f3o[KHw - W*)2 + K~W*2] • (102) 

In the same way, in the vicinity of the streamline we have 

(103) 

where 

A * = ((521fc)2 
f3o[Ki (w - W*)2 + K§W*2] . 

(104) 

Differentiating (101), we have 

~ a:o
e 

= ~ ~ ~~ .[p, + V (~y 1 ~ ~ ~ ~~ f3e 
2 "2 - f30A 

(105) 

MOSFET 1377 



and 

(106) 

and the approximation is good throughout most of the hot-electron 
regime because A» f3o. In (105) and (106) the derivatives of A are 
written 

1 1 aA 2Ki(w - w*) 
(107a) 

and 

.! aA = - 2[- Ki(w - w*)8w + K~w*8!] _ 2 (12 !!:... (~) (107b) 
A ar Ki(w - W*)2 + K~W*2 dr (12 , 

where we have used 

(1' = _ (13 !!:... (~) 
2 dr (12 

(107c) 

to transform the term in (1'. 
Using (78c) for the mobility we now find 

1 1a1L 1 1 1 af3e 
--=-----
1L rao 2 f3e r ao 

(108) 

1 a1L 1 1 af3e (109) 
~ ar = - "2 f3e a;: , 

so that the derivatives of the mobility may be evaluated using (105) 
and (106). 

Poisson's equation may now be reduced to a simpler form using 
these results. Substituting (107c) and (107b) into (105) and (106), we 
find 

1 1 af3e 2Ki 
---
f3e r ao w*(Ki + Kn ' 

(110) 

and 

~ af3e = ~ af3: = _ 28: _ 2(12 !!:... (~) (111) 
f3e ar f3: ar w* dr (12 . 

The Poisson equation (76) in cylindrical coordinates is 

a !tf,. 1 1 a!tfw q - + - !tf,. + - - = - - (NA + n). (112) 
ar r r ao E 
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Using (110) and (111) in (99) and (100) to find a!tfw/aw and a!t£/ar, 
we can reduce (112) to an equation in (1/0"2) for the surface (w = 0), 
which is 

U sing symmetrical arguments for the streamline locus we have 

* d (1) S: K3W* Kl _ -1 
K3W -d 2 + K3 -2 - --2 + 2 - ,,*2' 

rO"O" rO" 0" I\e 

The parameters Ae , A: are modified Debye lengths 

and 

,,* -I\e -
v ,fj, 

q(NA + N) 

(114) 

(115) 

due to the presence of mobile charge. The traditional Debye length is 
given by 

A useful result that we shall need later is found by subtra'eting (113) 
from (114) to give 

( 
2Ki) K2 ( 0" )2 K3 (0")2 

K3 1 - Ki + K~ - K2 = Kl A: - Kl Ae . (116) 

We now employ the condition 

P !t§'ds = 0 (117) 

over any path in the pinch-off zone since t/; is a conservative field. 
Using (97), (98), and (117) we have 

l w* (w - w*) lr w* 
Kd3e 2 dw = (K3 - K2){3e 2 dr' . 

o 0" 0 0" 
(118) 

To simplify this result, we will assume that we may ignore the 
dependence of {3e upon w on the left-hand side. Then by integrating 
over w, differentiating with respect to r, and using (110) and (111), we 
find 
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* !!:.. (~) = _ 2(K3 - K2) 
w d 2 K 2 • r u lU 

(119) 

Substituting (118) into (112) we find 

dw* _ w* = 2(K3 - K~) _ Kl (1 _ 22Ki 2) _ ~ (!!...)2. (120) 
dr r Kl K2 Kl + K2 K2 Ae 

Substituting (118) into (113) we have 

dw* _ w* = 2(K3 - K2) _ Kl _ ~ ( U*)2. (121) 
dr r Kl K3 K3 Ae 

Subtracting (119) from (120) would yield (116) as before. Returning 
to (110) we use (118) to give 

1* a{j: = ! a{je = 2* [2 (K3 - K2) _ S~] . (122) 
{je ar (je ar w Kl 

The results (109) and (121) are then used in (108) and (109) to obtain 
functions of Kb K 2, and K3, which are 

and 

1 1 aJL -Ki 1 
~ ~ a() = (Ki + Kn· w* 

~ ~ aJL* = 0 
JL* r a() 

(w = 0, silicon interface), (123a) 

(w - w*, streamline), (123b) 

~ aJL* = ~ aJL = _ ..!. [2 (K3 - K2) - S~J . (123c) 
JL* ar JL ar w* Kl 

We may now return to the evaluation of (96). The right-hand side of 
(96) may be evaluated using (95b) to be 

V2 cf> = _~ a!kfw + {je + (w - w*) ~ a{je _ a!tf,. 
r a() u2 u2 r a() ar 

- [~ + (w ~,w*) S. - (w -2 w*)' (:,)'] a:,' -~: (~) 

+ :; S; - P,(w - w*)S. (:,)' - P,(w - w*)S. (:,)' 

(w - W*)2 ( 1)" (w - w*) a2w* !ff,. + {je 2 2 - {je 2 "'"!;"2 - -
U U ur r 

_ {je [NI (W - W*) _ (W - W*)2 (~)/] 
N + 2 Sw 2 2· r U U 

(124) 
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We need to consider (96) along the two separate loci. Along the main 
streamline w*, we have w - w* = 0, and we will neglect the diffusion 
component N'IN compared to the drift component. Using (124) and 
(122) in (96) with 1?,. = ~~, we then find 

~~ [N' + ~ aJ.L*] 
N J.L* ar 

= A + f3e (1 + S2) _ ! 2f3e [2 (K3 - K2) - S ] (125) 
X:2 (/2 w r w* Kl W , 

where we have considered the second derivatives of f3e and w* to be 
unimportant. The second locus is along the interface (w = 0), and in 
that case (96), (97), (98), (110), and (123) are used to give 

( 
w* w*) (w* Ki 1 ) 

-K1 (J'2 + (J'2 X (J'2 - Ki + K~ w* 

which may be rewritten, using (119), as 

Ki (J' K3 - K2 
( ( )2) { .( )} (-Kl + 1) 1 - Ki + K~ w* = K2 + Sw - Kl 

-{-Sw + (K3;, K2) - (:.r [2 (K3;, K2) - S!]} 

+ (::r'12</>- (127) 

We will now assume that the electron distribution is well localized in 
the pinch -off zone, so that (J' « w*. 

Then the term \12 c/> may be dropped and (127) may be reduced to 

K, [1 + (K3 ;, K2 - Sw r -K,] 
K2 = (K3 - K.) (1 _ K, Sw ) (128) 

K3 - K2 

Another relationship between the electron distribution parameters 
is found from the total current (73). Using (78a) and (72) in (73), 
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q~ = N#o (VI + (~)' + (~)' ) 1: e-'dw 

+ Do (V1+ (:)\ (;)' ) ! 1: Ne-'dw, (129) 

where the notation ( ) represents an average over the w axis. The 
assumption is that the respective arguments are weak functions of w 
compared to the exponential term. Then the equation may be written 
in simplified form as 

~* J d J 1 
fJe

r 
Ne-fldw + dr Ne-fldw = "\ I (~:)2 ' (130) 

qWDo V 1 + ~ 

where the average value of !tfw is taken to be zero. These two terms 
are the contributions of drift and diffusion, respectively, to the total 
current for a position r in the pinch-off zone. Equation (119) or (120) 
and (130) must be solved in the pinch-off zone by using boundary 
conditions that are appropriate to describe the electron distribution 
(72). Because this distribution can only make sense after a reversal of 
the x field in the silicon has taken place, then we cannot. use the 
boundary conditions (83) and (84), which were established for the 
pinch-off point where the i£ field is directed towards the gate. Instead, 
we must establish new boundary conditions somewhere beyond the 
field reversal point, which itself is beyond the pinch-off point. It is 
also noted that (125) and (128) are equations in K 2 , Ka, and Kl that 
must be solved together with another relation provided by these revised 
boundary conditions. 

A.3.3 Revised boundary conditions 

The pinch-off point to which the boundary conditions (82) through 
(87) apply occurs in the channel at a location closer to the source than 
to the field inversion point. In a long-channel device these points are 
fairly close; in a short-channel device the separation grows since the 
charge at the pinch-off point grows. The potential between the two 
points is VG - VT - VSAT • The boundary conditions at a point Yl in 
the channel just after field inversion has occurred are estimated in the 
folowing way. 

From (69) we obtain 

d~ I R g;2 1(1 - R) dp,1 (131) 
dy y=y = - (1 - R) fJe - Zp,2Q dy y=y' 
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In calculating (131) we are considering the derivatives of R to be 
negligible. The second term may be evaluated using (109) with r = Y 
and the one-dimensional form (64) of Jl to obtain 

: = -!'~: :; :: IF; (132) 

Substituting (132) into (131), using (79) for f3e, and solving for 
(dS:R)/(dy), we find 

dS:R I R:#2 
dy y=y = - (1 - R) f30 

(133) 

Using (133), (99), and (110) in (76), we obtain 

R :#2 f3e KI (1 - (KdK2)2) q 
(1 - R) f30 + ~ 1 + (KdK2)2 = - ~ (NA + n). (134) 

In (134) we have mixed terms for two different positions. The term in It 2 actually applies only at the pinch-off position, whereas the term 
in ui applies to a point YI just beyond the field-reversal point. We will 
assume that we can use the term in ~ 2 at YI, if we change ~ to 
h ~, where h is a parameter> 1, which determines how much 1fy has 
increased in the interval y to YI. For almost all levels of current above 
threshold we can ignore the charge term on the right-hand side so that 
we obtain the result 

V K' (1 - R) Po ~ "\ ~(hIt)2 
1 R h ~ V 1 + ~~ , (135) 

where 

and 

b = 1 - (KdK2)2 
1 + (KdK2)2· 

(136) 

The result predicts that as ~ increases, UI at first ~ecreases as 
~/ ~ for small values of ~ and then decreases as ~ for larger 
values of :# . Using (98) to express the continuity of the longitudinal 
field, we can use (135) to find the boundary condition 

* K f f30 (1 - R) 
WI = K2 hS:R R (137) 

A further boundary condition is imposed by Gauss' law at the oxide­
silicon interface between y and L as 
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f~I",=o = fo~xIN' (138) 

where ~x I N is the normal field in the oxide. The reader may show 
fairly easily that this condition may be written 

d~ = Co co 
dy f JOy. 

(139) 

Now the left-hand side using (97), (111), and (118) may be expressed 
as Kr/K2 so that we find, after considerable algebra, the relationship 

( Kl) = Co fjo ~(1 -=- R) b 
K2 f h R 

or 

Kl = ab == a' 
K2 ' 

where 

fh~R 
(140) 

If we knew Ql, we could obtain the boundary condition Nl from the 
normalization relation 

N -~ 1- J2;Ul· 
(141) 

We will determine Ql later since it is not required at this point to 
proceed with a solution of these equations. Also, the boundary condi­
tion on ~ is, from (140), 

5&r. = Kl h (7) = Cofjo (1 - R) b 
",1 K2 JO f R . (142a) 

To establish the potential VI for the new boundary condition, we 
need two contributions, ill V and il2 V, determined as follows. From 
the pinch-off point to the field-reversal point we have ill V = Q/Co + 
VT - VFB , and from the field reversal point to Yl we have il2 V. In this 
section, as a general approximation we may say 

~ == fox ( ~y !tRydy - VG + V) 
€tox Jy 

or, alternatively, if we integrate from Yi, the field reversal point, then 

j y 
fox 

~ = - !tRydy. 
€tox Yi 

(142b) 
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For y = Yl, the new boundary condition, we have n:~ !t:fydy = ~2 V, 
which we can then use in (142b), along with (142a), to find 

£1, V = Po e ~ ~ b. 

Using Q/Co from (1Bc), the total voltage drop between y and Yl is 
therefore 

d V == VI - VSAT = ~1 V + ~2 V 

(1 - R) Qo"\ I (1)2 
= V T - VFB + (30 R b + Co V 1 + WVsQo . (143) 

We then have for rl 

2 ~V 

rl = (h + 1) ~' (144) 

where an average value of !tR between y and Yl has been used. Using 
(143) with b :::: 1, we have 

r, = (h +21).>f[ VT - VFB + Po e ~ R) 

A.3.4 Approximate solutions to the equations 

Using the integrating factor -(I/r) and the boundary values wi, r1, 
we may solve (120) to obtain 

(r) W*l 
w* = Cr In - + - r, 

rl rl 
(146a) 

aw* (r) wi s: = - = C In - + C + - , ar rl rl 
w* (r) wi -=Cln - +-, (146b) 
r rl rl 

where 

C = 2 (K3 - K2) _ Kl (1 _ 2Ki ) _ ..!. (.!!...)2 (146c) 
Kl K2 Ki + K~ K2 Ae 

and is considered to be constant. Used in (119), this result can be 
written, by using (140) and ignoring the term in u/Ae , as 

1 dv (C + a) 1 
~ dw* = - S: * ' w 
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where v = (1/u 2
), which then yields 

2 2 W ( *)a 
U = Ul wi ' (147a) 

where 

(147b) 

We now use (115); assuming that Kl «K2 and that K2 ~ Ka we can 
write (115) as 

K2 u2 
Ka - K2 ~ - - qN. 

Kl Ef3e 
(148) 

This condition on Kl amounts to saying that the field that is pushing 
carriers away from the surface is much smaller than the field that is 
driving the current; this is always found to be the case in the on region. 

To find N, we return to (130) and assume that at the position Yl the 
dominant conduction component is drift. That is, at the saturation 
point the diffusion current accounts for about one half to one third of 
the current flow but at a distance, rl, further down the channel, drift 
has again become dominant. If drift has become dominant, then we 
can say from (130) 

I 
Q = WJ.L~:' 

and as velocity saturation becomes predominant, this becomes 

I 
Q=-

Wvs' 

(149a) 

(149b) 

From (149b) we can see that the gradient of the charge along the 
streamline actually goes to zero in the limit of velocity saturation. 
Therefore, the assumption of total drift is reasonable. With this 
assumption (149b) gives us a boundary condition Ql at Yb and there­
fore, NI, which would be 

from the normalization of the charge, which approaches the velocity­
saturated condition shown. From (149b) we can write the equation for 
N for any position as 

(150) 
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Using (150) and (103) in (148) and then the result in (146c), we find 

K R K n (2) 2 3a/2 3a 
C = 2 ~ 9. fJO 3~O.E W1

3
• W2-2. 

KI € !tf;J2; UI 

Since C is independent of position, we have from (151) 

a ~ 4/3. 

Substituting from (135), (137), and (140) we can reduce (151) to 

(151) 

(152) 

'Y 
C ~ C + a = h2 Kr/2 , v1( -)3/2 

'Y = ~ 1 -=- R {3o (Co + Cs ). (153) 
7r R € ~ 

In writing (148) we assumed that K3 - K2 « K3 , K2 , and we have used 
this fact again here. It is noted from (147) that (152) implies the result 

3 
Sw = 4 (C + a). (154) 

We now use (150) in (125). From (150) or (149) we have 

N' = _ [_1_ d!tf: + ~ d}l* +.! dU] (155) 
N !tf: dr }l* dr U dr ' 

and using this result and (107c) in (125), we obtain 

* [ 1 d!tf: u
2 

d (1)] [ 1 1 + S~] 
!tf r - !tf: ~ + 2 dr u 2 = {3e A:2 + u 2 , 

where we have dropped all terms in (U/W*)2 (such as the term in (3/w*) 
and u2/rw* because we are assuming that the Gaussian is localized 
well enough that (u/W*)2 « 1. Using (100) for the streamline and 
(114), we obtain 

Sw 3 * d (1) _ (1 1 + S~) 
K3 u2 + '2 K3W dr u2 - - A:2 + a2 , 

and then substituting from (119) and (146c) 

K _ 1 + S~ 
3 - 3(C + a) _ S* 

2 w 

(156) 

where the term (1/K2)(a/Ae )2 has been considered small. 
We are going to assume that in the range of high fields in which we 

are interested, 

C» 1, KI 
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and Sw !::: 0, which means that (aw* jar) !::: (awjar) [cf. (94)], so that the 
streamline locus is effectively a straight line. Then (128) and (156) 
may be subtracted, and (146c) may be used to give 

and 

* 3 C 1 
Sw = 2 ( + a) () 

(1 + Kd C + a 
2 

K2 = C ! a [1 + (C : a)2] 

K = _2_ [1 (C + a)2] (C + a) K 
3 C + a + 4 + 2 1· 

Using (138) and (153) we then find 

( )
2/5 

K1 = ;~ , = (l)2/5 (.!.)3/5 
K2 2h2 a 

= (l)2/5 (.!.)3/5 ~ (l)4/5 (.!.)1/5 
K3 2h2 a + 22/ 5 2h2 a 

( )
2/5 ( )3/5 

C + a = ;2 2
1/5 ~ 

(157) 

(158) 

(159) 

(160,161) 

(162) 

(163) 

These are the constants that characterize the electric fields. They are 
determined by the parameter a, or, equivalently, !J3, through (140). 
These results are plotted in Fig. 21 over the total range of g; for a 
practical device. All of the assumptions we have made are validated 
by the plots. We now use these results to determine the length of the 
pinch-off zone L - y. From (117) we have 

2(K3 - K2) (Vns - Vd 
K1 K3 f3e 

(164) 

Using (103) for f3e along the streamline and substituting (147) for u, 
we obtain a result for w*, which is 

w* = ~~2 (C + a)3/4 [(VDS ;r,)J3°T'4. (165) 

Now w* = r*(J and L - Yi = r*cos (J, so that we may write the length 
of the pinch-off zone as 

[ ]
3/4 

L _ . = cos (J W1 (C )3/4 (Vns - Vdf30 
y, (J 3/2 + a (,02 ' 

U1 ~ c 
(166) 
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Fig. 21-Variation of the field constants with/inch-off field sF or its normalized 
form, a. The device parameters are tax = 250A an NA = 5 X 1016 cm-3

• 

where () is the angle formed by the interface and the vector from the 
point Y1 to the streamline axis. Using (135), (137), (140), and (163) for 
0"1, WI, and (C + a), respectively (under the condition b ~ 1), we have 

L - Yi = co; 8. 015/,. ~ .. 8a/'. (1 ~ llY/• fJAI'(VDS - V,)a/'. (167) 

We now require an estimate of (). In solving for the constants Kr, 
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K2 , and K3 , we have assumed that Sw ~ 0 and that S: was constant, 
which implies that 8 can be considered constant since w = 'Y8, and so 

0= C (In ;) (168) 

where the In term must be written as some average. We cannot actually 
estimate 8 because the solution does not take into account the effect 
of the finite depth of the drain junction. We will, therefore, use a value 
of 8 = 45 degrees to expedite calculation of (167). This is a reasonable 
assumption based on the examination of two-dimensional numerical 
solutions of this region. (Note that the function cos 8/8 is not a strong 
function anyway, varying between 0.5 and 0.85 for 8 between 30 and 
45 degrees). 

The result (167) applies for voltages VDS > VI but not to the situation 
when VI > VDS > VSAT • To extend the result over the interval ~ V = 
VI - VSAT and thus to extend L - Yl to L - y, we will write (167) 
approximately as 

h1/ 5 

~LH = L - Y = ~3/2 

. A 1[(VDS - VSAT + A2~ V)3/4 - (A2~ V)3/4], (169) 

where 

A, = co; 0 (~r 81/2 (:or e ~ 13/4 

fJ3/4 (170) 

and h is determined by the condition that L - Y = rl for VDS = 
VSAT + ~ V and A2 is an additional constant that we must find. Using 
(145) in (169) and for the saturation condition, noting that the current 
in velocity saturation may be written I = WJ.LQ. ~2/(1 - R)~, we 
have 

~ _____ 1 _ 3/4 3/4 2 (Q )1/4 ~1/2 1 A h1/ 5 

(h + 1) Co 5tf~/2· ~ - ~3/2 [(1 + A2) - A2 ]. (171) 

To determine A2 and h, we require another relation, which is given 
by the condition of the continuity of the derivative of the current at 
the boundary between the triode and the saturation regions. This 
condition is found to be [cf. (48)] 

- dy ( I ) 
Q/Co = - ~ dV

DS 
WVsC

o 
• 

(172) 

Since Q ~ I/Wvs for higher channel fields, (172) becomes 

1390 TECHNICAL JOURNAL, SEPTEMBER 1984 



From (169) we have 

1 = _ S:fcdy 
dVos· 

dy _ hi
/
5 A ~ 1 + dVTfdVos 

dVos - :J53/2 I 4 (Vos - VSAT + A2A V) 1/4 

3h 1/5 Al )3/4 ( )3/4] 
- 2~5/2 [(Vos - VSAT + A2AV - A2AV . 

For Vos = VSAT , (174) reduces to 

dy 3 h i
/
5 Al 1 

dVos = - 4 :J53/2 (A2A V)1/4 , 

(173) 

(174) 

(175) 

where we have considered (dV TfdVos) « 1. Using (175) in (173) gives 
the condition 

3 h1/ 5A 1 

4 A~/4 A V1/4 ~1/2 = 1. (176) 

In writing (174) we have assumed that the dependence of hl/5 on 
:J5 and hence Vos can be ignored. Noting that for y = y we have L -
Y = L - Y1 = r1 and Vos - VSAT = A V; then using (144) in (169) we 
have 

2AV 
(h + 1)~ 

(177) 

Using this result in (176) yields 

( 
3 S:fc\4 

A2 = 2(h + 1) :J5}. (178) 

Since h > 1 and ~ ~ S:fc in the range of interest here, A2 will be a 
small number (i.e., <0.1, typically). We are, therefore, justified in 
treating the square brackets as 1 in (171) and so we find for h 

(h 1)h1/5 _ (252 (QO)1/4 _1_ ~ 
+ -..Q5 Co ~~/2 Al . (179) 

If we considered a typical value of :J5 ~ 105 V fcm (i.e., well into the 
hot-electron regime) and use Al ~ 175 [cf. (170)], then we find h == 
2.8. For higher values of :J5, h would increase, although we would not 
expect values much higher than :J5 = 105 V fcm in practice. Therefore, 
we will treat h generally as a constant with a value 2.5 through 3.0, 
especially since it appears in L - y, the result of major interest, only 
as h1

/ 5 • 
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A.4 Discussion of results 

The result (169) is valid for high values of pinch-off field .:JJ so that 
the hot-electron approximations [cf. (105) and (106)] are valid. For 
low values of .:JJ, L - y becomes anomalously large according to (169) 
and is obviously incorrect. However, it has been shown that for gate 
voltages near and below V T, a good representation of 6£ is 

flLL = L - Y = V 2 q~A (VDS - VSAT ). (180a) 

For gate voltages in the 'on' region (180) becomes notoriously gross. 
If we now combine the results (180) and (169) in the form 

1 1 1 -=-+­
ilL IlLH IlLL ' 

(180b) 

we obtain a representation of y = L - 6£, which is good for all regions 
of operation. 

We demonstrate this agreement by the curve shown in Fig. 22. The 
curves show data and theory for a 0.5-Jlm device. The lower solid 
theory line shows the agreement obtained using (179) to determine y, 
which is then used in the velocity-saturated model of the companion 
paper. The agreement is quite good. The upper solid line shows the 
result that is obtained if the 6£L [cf. (180a)] is used alone to predict y 
and there is considerable error. However, there is not as much error 
as one might expect on the basis of (L/L - 6£L)ISAT, which is normally 
considered to be the case· where ISAT is the current at the onset of 
saturation. This is clear from the comparison of 6£, IlLL' IlLH' and 
ilL' shown in Fig. 23. The variation of IlL in Fig. 23 is much more 
than is manifested in Fig. 22 because the velocity-saturated current 
[cf. (20b)] 

I = W C [y(1fcy)2 + (VGs '- VT) - (QO/Co )2 _ 1fcy] 
Vs 0 * * * a a a 

loses its dependence upon y. In the limit of total velocity saturation 
there is no dependence at all. Therefore, we are completely justified 
in making the approximation such as (168). In fact, the coefficient Al 
could be considerably in error without having much effect. The same 
may be said about the radius of curvature of the junction. The fact 
that we treated a vertical instead of a cylindrical junction and did not 
consider explicitly the junction depth is really of very little conse­
quence. The most important feature of the result is the inverse 
dependence of IlLH upon .:JJ 3/2. It is this dependence that allows 6£ 
to track the device geometries and applied voltages in a continuous 
fashion. 
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Fig. 22-Comparison of drain voltage data (dashed curve) of a velocity saturated 
device with theory using the composite result (128) (lower solid curve) and the simple 
depletion result (127) (upper solid curve). The effect of series resistance (~50n) has 
been removed from the data and the device parameters are L = 0.5 JLm, tax = 250A, 
W = 10 JLm, NA = 5 X 1016 em-a, rj = 0.25 JLm, JLo = 650 cm2/V-s, () = 0.03, and Vs = 10 
cm/s. 

APPENDIX B 

8.1 Introduction 

In a previous work, we had examined the problem of ensuring the 
continuity of current in moving from the subthreshold to the above­
threshold regions by introducing a voltage parameter () V G into the 
expression for the saturated current so that it became 

WJLeo 2 
fAT = 2y (VG - VT + ()VG ) , (181) 
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Fig. 23-Variations of ALH , ALL (solid curve) and AL (dashed curve) for the device 
in Fig. 11. Also indicated is the effective AL' if the current in saturation is I = ISATLj 
L - AL, where ISAT is the pinch-off value. AL' is less than AL because of the effects of 
velocity saturation. 

where fAT refers to the above-threshold current.I6 The parameter oVG 

was introduced to account for the absence of diffusion in the above­
threshold formulation. It was determined on the basis of a unique 
value of current at the threshold condition from consideration of the 
above-threshold and subthreshold currents. However, to be consistent 
in this approach and to have a useful result, we must also require 
continuity of the derivative of the current between the subthreshold 
and above-threshold regions of operation. 

In this appendix we will re-examine the conditions of the continuity 
of current and its derivative at two important transitions in the device, 
namely, (1) the transition between the subthreshold and the above­
threshold saturation regions, and (2) the transition between the triode 
region and the saturation region, both of which are above threshold. 
These conditions are needed to determine R, the fraction of the total 
current carried by diffusion at the pinch-off point above threshold. 
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It is noted that the former approach16 of substituting the parameter 
() V G into the above-threshold result for all gate voltages is not complete. 
When determined self-consistently, the parameter {)VG gives only the 
voltage for which the currents below and above threshold are equal 
but says nothing about their derivatives. 

The transition from the nonsaturated region below threshold to the 
triode region above threshold will be considered only after the results 
have been obtained since it only exists over a drain voltage of about 2 
kT / q and hence is relatively unimportant. Also, the transition from 
linear to triode regions below threshold does not need to be considered 
since its continuity has already been established.25 

B.2 Transition from subthreshold to above-threshold saturation conduction 

Since we are concerned at this transition with currents flowing just 
above the threshold voltage (i.e., almost at the threshold point), then 
we are justified in using the above-threshold current expressions that 
do not include velocity saturation because the channel fields for such 
voltages are less than .tfc. From (83) we have 

Q = (1 -=- R) kT (Co + CsF) , (182a) 
Co R q Co 

where 

(182b) 

is the semiconductor depletion capacitance at the pinch-off point in 
the channel. At the threshold condition we will have Cs = Cs , i.e., the 
same value at the source and the pinch-off point. For a constant T, Q 
is dependent on VGS only through Cs , on VDS only through F(VDS ), 
and on VBS through both of these. (It may also have some dependence 
upon VGS and VDS through the parameter R.) We will assume at this 
point that the dependence of Q upon bias parameters is sufficiently 
weak that we may ignore its derivatives in the calculation of the 
derivatives of the current above threshold. We shall re-examine the 
validity of the assumption later. The result (82) suggests that we 
should use it in the triode region equation 

IlCo W [ VbS] IDs = -L- (VGs - VT(VDS»VDS - -2- (183) 

to obtain a modified form of the saturation current, which is 

IlCo W [ 2 (Q)2] ISAT = ~ (VGS - VT(VDS» - Co . (184) 
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The threshold voltage has been written as a function of drain voltage 
to show that the 3/2 power terms of the conventional triode expression 
may be represented.16 We conclude from (184), therefore, that true 
square law behavior of the device may only be observed for V GS -

VT(Vns ) »Q/Co • 

In considering the saturation current at the transition between the 
two regions, we are going to assume that an offset gate voltage of 1] 

above the threshold voltage must be applied to the device in order for 
the above-threshold theory to predict a finite current flowing at the 
transition point. This situation is illustrated in Fig. 24, which shows 
data for a reasonably short-channel device (L = 2.5 jlm, t = 500A, and 
NA ~ 1016 cm-3

) in the region near the threshold voltage. The voltage 
1] is shown as the voltage increment from V T to the onset of the 
straight section. An equivalent way of stating this condition is that 
the above-threshold current merges with the subthreshold current not 

60~------------------------------------------------~ 

50 

40 

20 

10 

L = 2.5SLm 
t= 500A 

0~0--~~~--------~------~------~------~------~3 

Fig. 24(a)-Variation of drain current with gate voltage showing the determination 
of 71 and its relation to Vr for linear region characteristic. 
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for V GS = V T but for a slightly larger value of V GS = V T + 1], so that 
(184) becomes 

JLWCo [2 (Q)2] ISATI Vr+l1 = ~ 1] - Co . (185) 

In writing the saturation current we have used y in place of Lin (184) 
and (185), where ilL = L - Y is the channel-length modulation in 
saturation operation. The relative size of ilL to L can be significant 
in a short-channel device. 

At the gate voltage V T, the subthreshold theory predicts the flow of 
a finite diffusion current, which would correspond to an effective 

225 

3 

Fig. 24(b)-Variation of drain current with gate voltage showing the determination 
of 1] and its relation to V T for saturation region characteristic. 
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surface potential ~s = 2cpF. Since the transition between the regions 
takes place for VG = VT + 71, in a similar way we should introduce a 
corresponding offset surface potential into the subthreshold formula­
tion. It may be defined as the additional surface potential above the 
threshold value (~s = 2cpF) that is achieved when the additional volt­
age 71 is applied. The subthreshold current may be written2Q

/ 

(186) 

where ~s is the effective surface potential in subthreshold operation. 
Therefore, when a merging of the subthreshold and above-threshold 
currents is considered, the transition will occur not for ~s = 2CPF but 
rather for a slightly larger surface potential of 2CPF + ~. The voltage 
variation of the current is predominantly in the exponential term 
through the effective surface potential ~s, which is obtained from the 
equation 

(187) 

Therefore, we will neglect the voltage dependence of ~s in the pre­
exponential term. The factor F has been defined previously for short­
channel devices.16 At the threshold condition it.takes the specific form 

F= 

L + rj - ~ .JKVns - ~ [KVns + 2rj .JK(Vbi + VBS + Vns ) + rJp/
2 

- ~ [2rj .JK(Vbi + VBS ) + rJ]1/2 

----------==---------, (188) 
L - .JKVns 

where 

K = 2E/qNA , 

rj = the junction depth, 

and 

N A = the doping concentration 

and it is assuming that Vbi :::: 2cJ>F. 
The transition from subthreshold to above-threshold conduction as 

a function of drain voltage is obvious in a short-channel device because 
the variation with drain-source voltage of the effective ~s (Le., the 
average CPs in the channel determined from two-dimensional charge­
sharing techniques) below threshold and the VT above threshold are 
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quite pronounced. Actually, this transition always exists even in a 
long-channel device since we may never have absolutely no channel 
length modulation except in the limit of a device of infinite length. 
Hence, there will always be some curve of I versus Vns , which passes 
from the subthreshold to the above-threshold region at some Vos , so 
that we may consider this condition in a general way. By imposing the 
condition of continuity of current, we obtain from (185) and (186) the 
relation 

1 [2 (Q)2] _ (kT)2 Cs !1l -1]-- -- -ekT 

2 Co q Co ' 
(189) 

where Cs, as mentioned in the definition (182b), is the capacitance of 
the semiconductor depletion region. This capacitance will be approx­
imately the same at any position between the source and the edge of 
the drain-depletion region (i.e., the saturation point in the channel) 
for gate voltages up to the threshold condition, since we are assuming 
a negligible field in the channel for the subthreshold formulation. The 
term ~ represents the additional surface potential that is required 
above threshold to achieve a matching of the solutions. We expect this 
increase in surface potential introduced in (186) to correspond to the 
concomitant increase in gate voltage 1]. The solutions are joined, 
therefore, not at V GS = V T but at a slightly higher voltage, which is 
determined from (187) to be 

V T + 1] = VFB + 2cPF + ~ 

+ c1 
.J2eqNA (VBs + 2cPF + ~) F + kT CCs, (190) 

o q 0 

where the term [(kT)/q]/(Cs/Co) is an attempt to represent the change 
in mobile charge in the channel between the two conditions. We have 
simply used Qn = NAXd , the charge in the channel under diffusion­
limited conditions, where Xd is the effective depth of channel charge.25 

We must now impose the condition of continuity of the derivatives at 
the transition. From (184) we have (neglecting the derivatives of Q) 

(191) 

and from (186) we have 

~ = _ £ dy +!L I d~s . 
dVns Y dVos kT dVos 

(192) 

We therefore have at the transition from (191) and (192) that 
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11 dVT = _ kT Cs ekT dcps 
() 

q~ ... 

dVns q Co dVns · 
(193) 

From (187) we obtain for the derivative of the threshold voltage 

dVT 1 dF 
dV

ns 
= Co .J2EqNA (VBS + 2cpp + ~) dV

ns 
(194) 

or, for the surface potential at the transition 

d~s I 
dVns cf>S=2cf>F+~ 

1 dF 
(Co + CsF) .J2EqNA (VBS + 2cpp + ~) dV

ns
· (195) 

Using (194) and (195) in (193) we obtain 

11 = kT Cs eTlr 
q Co + CsF . 

Using (190) and (187) at VG = VT , we find 

1 
11 = ~ + Co .J2EqNA 

. (.JVBS + 2cpp + ~ - .JVBS + 2cpp)F + kT CCs, 
q 0 

(196) 

(197) 

and by expanding the square root term, since ~« VBS + 2cpp, we have 

11 ~ (Co + CsF) ~ + kT Cs . 
Co q Co 

(198) 

Combining (196) and (198) we obtain 

~ = kT CsCo eTlr _ kT Cs 
q (Co + CS F)2 q (Co + CsF) 

or 

(199) 

where e = q~/kT. We may, therefore, determine ~ once values of oxide 
thickness, doping density, and substrate bias have been specified by 
using this transcendental relationship. An interesting feature of this 
parameter is its lack of dependence upon T. 

By this method we have ensured continuity of the current and of its 
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derivative in passing from the subthreshold to the above-threshold 
region. It is realized that the absolute value of the predicted current 
will be somewhat low around V G = V T because the subthreshold region 
does not incorporate drift and because the above-threshold result does 
not incorporate diffusion. However, this is not expected to be of any 
serious consequence. To calculate the current for voltages between 
VT + 7] and VT , the surface potential is found from (198) and then 
(186) is used. 

The results of calculating ~ and 7] are shown in Figs. 25 and 26 as a 
function of oxide thickness and substrate doping over a wide range of 
these parameters. These parameters are independent of gate bias but 
have a slight dependence on VDS through the parameter F. In Figs. 25 
and 26 a value of F = 0.8 was used, and to illustrate the influence of 
the drain bias, the curves are also shown in dashed lines for F = 0.6. 
Generally, the results show that in the range of useful device operation 
(say NA -- 1-2 X 1016 cm-3 for tox ~ 500A or NA ~ 3-5 X 1016 cm-3 for 
tox = 250A), the parameters 7] and ~ are slowly decreasing functions of 
both doping and oxide thickness and may be readily determined from 
these simple calculations. For rather thick oxides and high doping 
levels, 7] and ~ tend to rise again, which shows that the subthreshold 
region is penetrating farther into the above-threshold region. One can 

0.1 

O.OB 

0,07 

0.06 

~ 
0.05 

0.04 

0.03 

0 
0 

VBS=O 
-- F=O.B 
---F=0.5 

40 

Fig. 25-Variation of ~, the surface potential increment above threshold, as a function 
of substrate doping for several oxide thicknesses. The dashed curves show the effect of 
drain voltage through the short-channel factor F. 
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Fig. 26-Variation of 11, the gate voltage above V T for a merging of regions, as a 
function of substrate doping and oxide thickness. The variation with the factor F is 
shown by dashed lines. 

think of 1] and ~ as offset voltage parameters that describe the protru­
sion of the subthreshold region into the above-threshold region. 

We may now solve for Q/Co using (196) and (189) and obtain 

Q = kT (Co + CsF) f~l - 2/f. 
Co q Co 

(200) 

We may then use this result, together with (182a), to determine 

R= 1 
1 + f~l - 2/f· 

(201) 

From (200) and (199) we conclude that Q/Co is approximately inde­
pendent of bias parameters. The approximation is equivalent to ig­
noring the dependence of Cs upn V. However, this is the same approx­
imation we made to arrive at (191), so it is a consistent one. Within 
the same approximation, we see from (201) that R is also weakly 
dependent upon bias parameters, another fact we have used to arrive 
at (191). We show later in the discussion how good the approximation 
is. 
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Fig. 27-Variation of N, the fraction of diffusion at the pinch -off point as a function 
of NA and tox for two values of F (and therefore VDS ). 
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Fig. 28-Variation of Q, the channel charge at the pinch-off point as a function of 
N A and tox for two values of F. 
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The values of Rand Q are plotted in Figs. 27 and 28 for substrate 
biases of VBS = 0, -3V as a function of substrate doping and oxide 
thickness. As for the other parameters, the effect of V DS through the 
parameter F is not that great. Both Rand Q are moderate functions 
of doping for a given oxide thickness. The value of R ranges from 0.2 
to 0.6, but typically for tox = 500A, NA = 1016

, or tox = 250A, NA = 5 X 
1016

, we find R ~ 0.4, i.e., about one half of the current is drift and 
one half of the current is diffusion at the pinch-off point. As in the 
case of 11 and ~ for higher dopings and thick oxides, Q increases 
considerably and R drops off. Therefore, as the subthreshold transition 
point pushes higher above the threshold voltage, the pinch-off charge 
increases, and the fraction of the total current carried by drift tends 
to increase. 

It should be noted that the parameter R has been derived from 
conditions near threshold in which region velocity saturation of car­
riers can be ignored. The form of Q [cf. (182b)] applies with or without 
velocity saturation; our interpretation of Q is that the effects of velocity 
saturation enter only through T, which becomes a hot-electron tem­
perature under velocity-saturated conditions. From (182b) this is 
equivalent to R being independent of velocity saturation, and this is 
supported by (201) since e is temperature-independent [cf. (199)]. It 
is, therefore, reasonable for R to be used for all gate voltages even 
though it was derived from conditions at the transition. 
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LETTERS 
Comments on "Off-Line Quality Control in Integrated Circuit Fab­

rication Using Experimental Design," by M. S. Phadke, R. N. Kackar, 
D. V. Speeney, and M. J. Grieco· 

I have recently read with extreme interest the article "Off-Line 
Quality Control in Integrated Circuit Fabrication Using Experimental 
Design," by M. S. Phadke et al. (hereafter denoted as Phadke). 

The authors acknowledge the contributions of Professor Genichi 
Taguchi in this report. I believe my understanding of the Taguchi 
method is sufficient to raise the issues below. It is believed that the 
issues are sufficient so as to challenge the usefulness of the Taguchi 
Method if Phadke is used as a primer. If this should happen it is 
believed that a new and useful tool might be lost to the engineer. 

The introduction to Phadke gives a concise presentation of the 
Taguchi Method. The problem arises when Phadke has to establish a 
signal-to-noise ratio (sin) for analysis and selection of the optimal 
process by maximizing sin. One must first understand the meaning of 
the 5 (experiments 5, 15, and 18) or 10 data points in Table III of 
Phadke. It is abundantly clear from the table headings (and the text) 
that these multiple measurements at each experimental condition fit 
into two categories: 

1. They are the result of multiple measurements at different spots 
on a given wafer, and 

2. They are the result of measurements on a second wafer processed 
at the same time as the first. 

Phadke processes these 5 or 10 measurements to establish the mean 
pre-etch line width and the respective standard deviation listed in 
Table IV. It is at this point Phadke breaches the teachings of Taguchi. 
The standard deviation listed in Table IV is not the variance (square 
of the standard deviation) of which Taguchi speaks. The standard 
deviation values in Table IV are in fact due to at least four possible 
factors: 

1. Experimental measurement error (treated only cursorily on page 
1281). 

2. Variations from wafer to wafer (undoubtedly small for adjacent 
wafers cut from a large boule). No information is given about the 
source of the wafers, except that they were scarce. 

3. Variations at the five locations due to the effects of the mask 
variations, or other asymmetries in the wafer processing (e.g., the 
means of all 33 measurements of the pre-etch line width data-Table 

* 8.S.T.J., 62, No.5 (May-June 1983), pp. 1273-309. 
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III -show that the "bottom" line width is distinctly different from the 
other four, i.e., its average value is 2.81 J,Lm versus 2.62 to 2.69 for the 
other four; in fact, one is about 90-percent confident that the "bottom" 
data are different from the "left" data). 

4. Variations in location due to the experimental process (i.e., 
experiment 2 versus experiment 9, etc.). 

It is extremely clear that the signal-to-noise (11 = log xis) data in 
Table IV (page 1286) are not even remotely related to sin that Taguchi 
teaches since the standard deviation is composed primarily of the 
effects of repeat measurements for one experiment. That is, the sin 
in Table IV is simply another response, just as line width (x) is a 
response. On the other hand, Taguchi's noise (variance) is due to 
repeat experiments at the same or nearly the same experimental 
conditions (see the Wheatstone Bridge example in Ref. 3 of Phadke). 

It is in the reduction to practicality where Phadke seemingly slips. 
The average sin (11) in Table V is simply the appropriate average of 
the sin = log xis in Table IV. For example, the average sin for factor 
A level 1 is (1.4803 + 1.3512 + ... 1.2709)/9 = 1.28568 with a standard 
deviation of 0.13749. If one were interested in calculating the sin ratio 
for Table V using the sin of Table IV as a response variable, then the 
values would be those shown below for two of the 24 values that can 
be calculated (more will be said about the log transformation later). 

Table V-Pre-etch line width for average sin 

Factor 

A Mask Dimension 
BD Viscosity Bake Temperature 
B Viscosity 
D Bake Temperature 
C Spin Speed 
E Bake Time 
F Aperture 
G Exposure Time 
H Developing Time 

Overall average sin = 1.4011. 

Levell 

THIS VALUE SHOULD BE 
/. 2857 
O.I?>75": 9.3510 

BEFORE ANY TIfANSFOI?MATION 

Average sin 

Level 2 Level 3 

1.4868 
1.3082 
1.2654 
1.4836 
1.4111 

1.51657 
0.23797 

= 

1J.38b-Y 
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In the case of the correct data in Table V (as per Jugle) the noise is 
due to fluctuations in the other eight process variables. This is the 
noise of which Taguchi speaks. However, the object (first paragraph 
of Section I in Phadke) of this experiment was to determine a process 
for which the line width was under control and its variance was 
minimal (i.e., the line width sin ratio was a maximum). If this is the 
case, the data in Table V would look like Table Va below (note that 
only three values have been calculated and no transformation has 
been applied to the xis values). 

One can now follow the Taguchi Method and ANOV A on the data 
shown in Table VII and Table Va to establish a process condition 
under which the appropriate process control variable can shift the 
mean pre-etch line width with little, or no, change in the variance and 
select the other process variable settings so as to minimize the variance 
(maximize the sin). If one uses the data in Table V (as per Jugle) and 
the data in Table IV, one can determine a process variable, which 
controls the mean sin across the wafer, and a set of process variables, 
which minimizes variance in this sin value. The two conditions may, 
or may not, be the same, so the appropriate trade-off would have to 
be made. 

There are two other comments which must be made. First, the log 
transformation of xis is of concern and it should be used only discrim­
inately. Taguchi (as well as Phadke et al.) are products of the com­
munications industry where x is generally very large (103 through 1015

) 

and s is comparatively small (10° through 103
). In this case the log 

transformation not only makes sense, but it is mandatory. However, 
in the Phadke experiment, and in many other experiments, 0.02x =::; s 
=::; 0.20x. In this case the compression of larger values by the log 
transformation may deemphasize larger effects and might have con­
tributed to the second comment below. Second, on page 1303 Phadke 
talks about "implementation and the benefits of optimum levels." It 

Table Va-Pre-etch line width sIn 
Factor Levell Level 2 Level 3 

A 5.448 6.804 
BD 8.587 • • 
• • • • 
• • • • 
• • • • 

Al X = 2.500 + 2.68: + ... 2.829 = 2.487 

1 9 

8
2 = -- L (Xi - X)2 = 0.4565 

n - 1 i=1 

sin = 2.487/.4565 = 5.448 

LETTERS 1407 



is somewhat disturbing that after optimization by their analysis they 
had to change the control variable (Taguchi's signal factor) called 
exposure setting from a nominal position (90) to beyond the experi­
mental range (140 versus 108, assuming a fixed aperture of 2). This 
would suggest that there exists either a major uncontrolled variable in 
the experiment or a strong unrecognized interaction controlling the 
results, and that the positive outcome (in terms of implementation 
and benefits) is largely fortuitous. 

Finally, in the calculation for Table Va the mean value for the pre­
etch width calculated by this author does not agree with the value 
published in Phadke in Table VII (Le., 2.487 versus 2.39). The data in 
Table IV are self-consistent (x, s, 17); hence one would expect that the 
x values are correct. This may be a transcription error. However, there 
are enough small errors in the calculated data I have checked (i.e., 
only about 5 percent of the calculations) to suggest some further 
review is necessary. 

I would like to thank T. Barker and L. Smith (both of Xerox 
Corporation) for helpful discussions. 

Reply to Letter by D. B. Jugle 

Don B. Jugle 
Project Manager 
Xerox Corporation 

Designing a process or a product that is robust against all noises is 
the key objective of off-line quality control. However, not only do we 
usually not know all noise factors, but even if we knew them it is 
inefficient and unnecessary to include all of them in an off-line quality 
control experiment. It is generally adequate to consider a few impor­
tant noises in the experiment, with an anticipation that a design 
robust against the chosen noises will be robust against all noises. The 
confirmation experiment, then, verifies the robustness of the optimum 
design. 

Signal-to-noise ratio (sin) is a measure of process variation, which 
in turn is a measure of robustness. Depending on the problem, a 
different method is used to compute sin. In the article by M. S. Phadke 
et al. * the sin was calculated from the variation of the line width 
between wafers and within wafers. This sin takes into consideration 

* M. S. Phadke, R. N. Kackar, D. V. Speeney, and M. J. Grieco, "Off-Line Quality 
Control in Integrated Circuit Fabrication Using Experimental Design," B.S.T.J., 62, 
No.5 (May-June 1983), pp. 1273-309. 
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the line width variation resulting from material variation between 
wafers, the nonflatness of a wafer, nonuniformity of projection print­
ing across a wafer and from one exposure to another, etc. But, this 
sin does not include the effect of normal variation in the process 
factors around their nominal values. Another way to compute sin is 
to consider the data from all experiments at a particular level of a 
factor. For example, to calculate the sin for level 1 of factor A we 
would use all observations on pre-etch line width corresponding to 
experiments 1 through 9. This sin would then include the effect of 
variation in the other eight process parameters. However, the variation 
in the process parameters among experiments 1 through 9 is too wide 
compared to their normal variation. So, this sin is also not perfect. 
The sin used in our paper was selected on the basis of engineering 
judgment. 

In his letter to the editor, Mr. Jugle has suggested in Table V (as 
per Jugle) that the sin for various factor levels should be computed 
from the sin for individual experiments. This should never be done 
because we are not interested in the variation of sin. Also, the sin 
suggested in Table Va (as per Jugle) is not appropriate because it 
ignores the linewidth variation within wafers and between wafers. 

The main reason for taking the log of xis is that the factorial effects 
have better additivity in the log domain. For example, without the log 
transformation it is possible for the prediction of xis to be negative. 
This unrealistic prediction is avoided by the log transformation. 

After publication of the article, * the authors realized that there were 
some typographical errors in the data. However, these errors have 
little impact on the final results. The presence of these errors is 
regretted. 

The confirmation experiment reported in the article referenced 
showed without doubt that there was a four-fold reduction in the 
process variance and a three-fold reduction in the cases of unopened 
window. Also note that the off-line quality control method has been 
applied successfully in improving numerous processes in AT&T and 
elsewhere. 

M. S. Phadke 
R. N. Kackar 
D. V. Speeney 
M. J. Grieco 
AT&T Bell Laboratories 

G. Taguchi 
Consultant 
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ERRATUM 

A. G. Fraser and S. P. Morgan, "Queueing and Framing Disciplines 
for a Mixture of Data Traffic Types," AT&T Bell Lab. Tech. J., 63, 
No.6, Part 2 (July-August 1984), pp. 1061-87. 

The illustrations in Figures 6, 7, and 8 in this paper were misplaced. 
In all cases the captions are correct, but the illustrations are in the 
wrong positions. The illustration captioned Figure 6 (page 1074) should 
be Figure 7, Figure 7 (page 1075) should be Figure 8, and Figure 8 
(page 1077) should be Figure 6. 
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