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The Computer Almanac and Computer Book of Lists —
Instalment 39

Neil Macdonald
Assistant Editor

9 CHAIRMEN OF THE BOARD OF THE
INFORMATION INDUSTRY ASSOCIATION
(List 850101)

Starting Chairman

1969 William T. Knox

1971 Jeffrey Norton

1973 Dr. Eugene Garfield
1975 Harold Redding

1974 Dr. Herbert R. Brinberg
1979 Robert F. Asleson

1981 Thomas A. Grogan

1983 Roy K. Campbell

1984 Norman M. Wellen

(Source: Information Industry Association,
316 Penn. Ave. S.E., #400, Washington, DC
20003)

11 REMARKABLE MEN RELATED TO COMPUTER
DEVELOPMENT (List 850102)

John Napier (1550-1617) / slide rule and
logarithms for analog multiplication, and
'""Napier's bones" for digital multiplica-
tion

Blaise Pascal (1632-1662) / numerical add-
ing machine using gears with ten teeth and
a carry tooth

G. W. von Leibniz (1646-1716) / multiplying
and dividing machine for numbers using
repeated addition and subtraction

Joseph Jacquard (1752-1834) / machinery for
weaving intricate designs in tapestries
on looms, using punched cards with holes
for selection of needles bearing differ-
ent threads

Charles Babbage (1792-1871) / a '"Difference
Engine'", and an "Analytical Engine', par-
tially constructed; perfectly conceived
general purpose computer for numbers and
numerical computations

Herman Hollerith (1860-1929) / designed and
produced machinery for classifying, sort-
ing, counting, and adding cards with
punched holes representing instances and
numbers; first used in the tabulation of

the U.S. Census 1890; holder of nearly
50 patents on uses of punched cards for
data processing; founded forerunner com-
pany to IBM

Norbert Wiener (1894-1964) / instructor at
Mass. Inst. of Technology 1919-1961; pub-
lished "Cybernetics', 1948, and "The Hu-
man Use of Human Beings', 1950; active in
mathematics, philosophy of mechanistic
and mathematical systems, feedback, auto-
mata, simulation of human thought pro-
cesses; more than 100 publications

Howard H. Aiken (1900-1973) / head of the
Harvard Computation Laboratory, Cambridge,
Mass., 1939-61; here one of the first
automatic digital computers, designed and
engineered by Aiken and staff, called the
Mark I, started operating in 1944; it was
constructed with U.S. Navy and IBM (T. J.
Watson) support

Wallace J. Eckert (1902-1971) / used punch
card machines 1929-33 for interpolation
of astronomical data, reduction of obser-
vational data, and numerical solution of
planetary equations; published 'Punched
Card Methods in Scientific Calculation',
1940; director of U.S. Nautical Alamanac
Office, 1940-45; head of IBM's Pure Sci-
ence Department, and the T. J. Watson
Scientific Computing Laboratory, 1946-67

John von Neumann (1903-1957) / active in
logic, quantum theory, theory of high-
speed computing machines, theory of games
and strategy, applied mathematics; pro-
fessor at the School of Mathematics, Inst.
for Advanced Study, Princeton Univ.; plan-
ner of the Inst. for Advanced Study com-
puter; author of over 500 papers

Alan M. Turing (1912-1954) / active in
mathematics, computing machines, chess,
cryptanalysis, code deciphering; located
at the British National Physical Labora-
tory and elsewhere; inventor of the
"Turing Machine'", which expresses the
mathematical notion of effective computa-
bility; originator of remarkable software

(Source: Neil Macdonald's notes)
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22 OF THE OVER_100 PRESENTATIONS AT THE

OCTOBER 1984 CONFERENCE OF THE COMPUTER

AND AUTOMATED SYSTEMS ASSOCIATION OF
THE SOCIETY OF MANUFACTURING ENGINEERS
(List 850103)

Applications of Artificial Intelligence in
Capital Intensive Process Industries /
Dr. John P. Elwood

An Application of Expert Systems in Flexi-
ble Manufacturing Systems / Malcolm D.
Hall

Executive Strategies for Computer-Integrated
Manufacturing / Daniel P. Mincavage

Computer Integrated Flexible Manufacturing
/ George Hess

Flexible Manufacturing Simulation / John
Bernard

Robots and Automated Systems for World Class
Quality / Jack H. King

Control Software for an Advanced Sensor-
Based Robotic Assembly Station / Karen A.
Hope

Direct Computer Control / George W. Jones

Flexible Manufacturing Controller: The Ulti-
mate Tool for Factory Integration / Meir
Weinstein

A Conceptual Schema for a Computer Integrat-
ed Manufacturing Database / Francois B.
Vernadat

New Generation Computers and their Implica-
tions for Computer Integrated Manufactur-
ing / Daniel S. Appleton

Utilization of Artificial Intelligence in
Manufacturing / David Liu

Real Time Simulation Eliminates the Risk of
Industrial Automation / Max W. Hitchens

Integral Link Between Geometric Modeling
and Computer Assisted Manufacturing Appli-
cations / A. Kader Elgabry

Integration of a Multi-Robot Process Line
under Minicomputer Control / John F.
Folilian

Hard Automation vs. Robots -- Making the
Choice / John W. Schott

Templates for an Integrated Common Database
/ B. Neil Snodgrass

Management Attitude to Flexible Manufactur-
ing Systems / Venkitaswamy Raju

Blending Advanced Manufacturing Technolo-
gies with New Management Practice / Glen
A. Allmendinger

Integrating Computer Simulation into a
Small Manufacturing Operation / Robert M.
Cowdrick, Jr.

Computer-Aided Production Engineering, and
the Integration of Computer-Aided Process
Planning, Engineering, and Manufacturing
/ Gayle L. Berry

Designing Flexible Manufacturing Systems
Using Simulation / David B. Wortman

(Source: announcement of conference in
Anaheim, CA, Oct. 1 to 4, 1984, of Comput-
er and Associated Automated Systems Associ-

ation of SME, One SME Drive, P.0. Box 930,
Dearborn, MI 48121)

10 APHORISMS (List 850104)

When experience teaches, the test comes
first, the lesson second.

The school of hard knocks teaches with im-
pact.

If you can't say something in four sentences
or less, save your breath to cool your

soup.

Honesty is the best policy, except when you
are telling white lies.

No excuse is better than any excuse.

If you could have half your wishes, you
would double your troubles.

Home is where, when they feed you cauli-
flower, you have to eat it.

The postman brings, and the trashman takes
away.

Almost nobody understands the first time.

It is remarkable how long misleading be-
liefs survive.

(Source: Neil Macdonald's notes)
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The magazine of the design, applications, and implications of
information processing systems — and the pursuit of truth in
input, output, and processing, for the benefit of people.

Computer Applications

24 Computer-Simulated Robots [N]
based on a report in the Financial Times, London, England

24  Network of 400 Personal Computers with LISP Language [N]
by Robert M. Byers, Mass. Inst. of Technology,
Cambridge, MA

26 Computer-Controlled Robot to Sense the Environment [N]
Being Designed at Univ. of Pennsylvania
by Virgil Renzulli, Univ. of Pennsylvania, Philadelphia, PA
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by Neil Macdonald, Assistant Editor
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10 Aphorisms / List 850104

Computers, Games and Puz:zles

28 Games and Puzzles for Nimble Minds — and Computers [C]
by Neil Macdonald, Assistant Editor
MAXIMDIDGE — Guessing a maxim expressed in digits
or equivalent symbols.
NAYMANDIDGE — Discovering a systematic pattern
among random digits.
NUMBLE — Deciphering unknown digits from arith-
metical relations among them.

Announcement
The Computer Directory and Buyers’ Guide

The names, addresses and descriptions of over 3600 computer field
organizations have been inserted and updated into our computer data
base for the next Directory edition. Production of the photooffset
master for printing, however, has been delayed. We hope that we will
have this, the 27th edition, ready for mailing to subscribers early in
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now be entitled “1984-85".
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Directory and Buyers’ Guide may on request to us receive a copy of
that issue, so long as the overrun lasts.

Front Cover Picture

The front cover picture shows
the inside of the Komsomolskaya
subway station in Moscow’s Metro
system. This station is a work of
art. Its lighted chandeliers, the
ceiling’s molded stucco and the
marble walks along both sides of
the station make it one of the most
attractive stations in the entire com-
puterized, 200-kilometer network of
123 stations. For more informa-
tion, see page 16.
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nuclear weapons work, are an essen-
tial ingredient of the nuclear evil.

There will be zero computer
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Thought, discussion, and action to
prevent this holocaust is an ethical
imperative.
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Editorial

Dangerous Fantasies

Edmund C. Berkeley, Editor

Persons who come into contact with large
computer systems often hope and trust that
the computer systems will give correct an-
swers invariably. But this is a fantasy,
and can be dangerous. It is true that large
computer systems very often have a remark-
ably high proportion of correct answers.

But there is a long record of mistakes. The
promise of computers is wonderful, but the
reality is less than wonderful.

Why?
There are a number of reasons.

Complexity. The complexity of a comput-
er program is often measured in the number
of lines of instructions, all of which have
to be correct and all of which have to be
in the right sequence. When the number of
lines of instructions for the operation of
a computer system goes over 10,000 the im-
agination and the capacity of the team of
programmers is strained; when it goes over
100,000, the intricacy is almost overwhelm-
ing; and when it goes over a million, suc-
cess in design is very likely to be out of
reach.

Bias. A government department may have
a contracting supervisor who feels commit-
ted to a philosophy of '"can do'": '"'the dif-
ficult we do at once; the impossible takes
a little longer." Praiseworthy though this
attitude may be, it leads to bias, the ap-
praisal of problems and their solutions on
a less than objective basis. Under such
conditions, there is a fair chance that a
computer system being constructed will not
meet all its requirements.

Testing. The regular first test of an
elaborate computing system is to take a
sample case and ask '"Does it work?'" And if
it works on the first sample case, does it
work on many other sample cases? But there
are computer systems (and other systems as
well) which cannot be tested. For example,
suppose there were 100 ballistic missiles
being launched during 10 minutes by a for-
eign power, and the problem was to seek them

all out by means of a computer system and
disable them. No proposed solution could
possibly be tested.

Probabilities. Another reason why intri-
cate computer systems cannot always be re-
liable is often expressed in Murphy's Law,
"If something can go wrong, it will." An-
other way of expressing this principle 1is
"If there is a 99.99 percent chance that
each of 10,000 steps will go right then the
chance of all 10,000 going right is only 1
in 3." Accuracy is a difficult undertaking
and the principles of probability are in
league against it.

So much for general argument. What about
some examples?

The October 1960 Alarm. On October 5,
1960, the station of the Ballistic Missile
Early Warning System at Thule, Greenland,
picked up signals which were analyzed by the
computers there as a flight of missiles com-
ing up over the horizon from Russia and
heading in the direction of America. Thule
messaged this to the North American Air De-
fense Command (NORAD) in Colorado. In
NORAD, the duty officer '"refused to be pan-
icked" and telephoned Thule, who shortly
determined their error, that they had pick-
ed up a large earth satellite called the
moon.

The June 1980 Alarm. On June 3, 1980,
at 1:26 am, the display systems of the Stra-
tegic Air Command (SAC) in Nebraska indica-
ted that two submarine-launched ballistic
missiles were headed towards the United
States. SAC personnel called the North
American Aerospace Defense Command Center
(NORAD) in Colorado. NORAD said they had
no indication of missile launches. Shortly,
SAC display systems again indicated that
intercontinental ballistic missiles had been
launched towards the United States. Then
the display at the National Military Command
Center (NMCC) in the Pentagon indicated that
submarine-launched ballistic missiles were
headed towards the United States. Then the
top duty officers of NORAD, SAC, and NMCC

(please turn to page 15)
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Computer System Reliability and
the Hazard of Nuclear War

Prof. Alan Borning

Computer Professionals for Social Responsibility
Dept. of Computer Science FR 35

Univ. of Washington

Seattle, WA 98195

“People cannot make decisions of great scope and consequence in a

matter of minutes.

Computers are no better at such decisions

than the programmers who write their software.”

Based on an article in /PPNW Report for Oct. 1984, publish-
ed by International Physicians for the Prevention of Nuclear
War, 225 Longwood Ave., Boston, MA 02115, and reprinted
with permisssion. For references, see /PPNW Report, page 21.

False Alerts

On several occasions, the NORAD early
warning system has mistakenly indicated that
Soviet missiles were headed for the United
States. These incidents raise questions of
the following sorts: Could a computer fail-
ure, in either the American or the Soviet
warning systems, start an accidental nuclear
war? What risks are associated with placing
the nuclear forces of one or both powers on
alert? Would it be responsible for a coun-
try to adopt a policy of launch-on-warning,
in which missiles would be fired based on
warnings that an attack was imminent?

Computers are used extensively in mili-
tary applications: for guiding missiles,
analyzing sensor data and warning of pos-
sible attack, controlling communications
systems, managing data on friendly and en-
emy forces, simulating possible battles, as
well as for such mundane tasks as keeping
track of personnel, inventories, and pay-
rolls:

In looking at the military uses of com-
puters, I see a number of disturbing facts
and trends. As a practitioner in the field,
I want to encourage examination of questions
relating to computing and the threat of nu-
clear war, both within the profession and
among the general public. In this paper I
examine only the nuclear forces of the US
and the USSR. The warning systems and nu-
clear forces of other countries clearly add
to the problems described here.

The June 3, 1980 Events

On Tuesday, June 3, 1980, at 1:26 am,
four stories underground at the command
post, Strategic Air Command, Offutt Air
Force Base, near Omaha, Nebraska, the dis-
play system indicated that two submarine-
launched ballistic missiles (SLBMs) were
headed toward the United States. Eighteen
seconds later, the system showed an increas-
ed number of SLBM launches. SAC personnel
called the North American Aerospace Defense
Command Center, located 1200 feet under the
solid granite of Cheyenne Mountain in Colo-
rado. NORAD stated that they had no indica-
tion of SLBM launches. After a brief peri-
od, the SAC screens cleared. Shortly, the
warning display at SAC indicated that Soviet
intercontinental ballistic missiles had been
launched toward the United States. Then the
display at the National Military Command
Center in the Pentagon indicated that SLBMs
had been launched. The SAC duty controller
directed all alert crews to move to their
B-52 bombers and to start their engines, so
that the planes could take off quickly and
not get blasted on the ground by a nuclear
weapon. Land-based missiles were brought to
a higher state of readiness, and battle-
control aircraft prepared for flight. 1In
Hawaii, the airborne command post of the
Pacific Command took off, ready to pass mes-
sages to US warships if necessary.

While all this was happening, a Threat
Assessment Conference was convened among the
top duty officers at NORAD, SAC, and the
NMCC. For the next three minutes, there was
discussion among the three officers. There
were a number of factors that made them
doubt that an actual attack was under way:
NORAD itself had no indications of an at-
tack, the indications on the displays at
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SAC and NMCC did not follow any logical pat-
tern, and the different command posts were
receiving different information. Three min-
utes and twelve seconds into the alert, it
was cancelled. It was a false alert.

NORAD left the system in the same config-
uration in hopes that the error would repeat
itself. The mistake was reproduced three
days later, on June 6 at 3:38 pm, with SAC
again receiving indications of ICBM attack.
Again, SAC crews were sent to their aircraft
and ordered to start their engines.

The cause of the incidents was eventual-
ly traced to the failure of a 74175 inte-
grated circuit chip in a Data General com-
puter used as a communications multiplexer.
This machine took the results of analysis
of sensor data and was part of the system
that transmitted it from NORAD to SAC, NMCC
and Canadian Headquarters in Ottawa. The
communications links were tested by means
of sending filler messages. At the time of
the false alerts, these filler messages had
the same form as attack messages, but with
a zero filled in for the number of missiles
detected. The system did not use any of the
standard error correction or detection
schemes for these messages. When the chip
failed, the system started filling in the

"missiles detected'" field with random digits.

These false alerts received considerable
press attention at the time. As a result of
the publicity, on June 20 Senators Gary Hart
and Barry Goldwater were asked to investi-
gate the incidents by Senator John Stennis,
Chairman of the Senate Committee on Armed
Services. They prepared both classified
and unclassified versions of a report; the
unclassified report was the principal source
of information for the above account of the
incident.

The Nov. 9, 1979 Events

The incidents of June 3 and 6, 1980 il-
lustrate one sort of error that can cause a
false alert: a hardware failure. Another
incident illustrates another sort of error:
human error.

On November 9, 1979, a test tape contain-
ing simulated attack data, used to test the
missile warning system, was fed into a NORAD
computer, which, through human error, was
connected to the operational missile alert
system. During the course of the six-
minute alert, ten tactical fighter aircraft
were launched from bases in the northern
United States and Canada, and, as in the

June 1980 incidents, a Threat Assessment
conference was convened.

What about similar failures in the Soviet
warning systems? I have been unable to
document whether or not such failures have
occurred. (Hints of the U.S. warning system
failures leaked to the press; the Pentagon
stated that they would otherwise not have
been made public. At a news conference
shortly after the June 1980 incident, Assist-
ant Secretary of Defense Thomas Ross would
not say whether the US knew about similar
false alerts in the USSR. The state of the
art in Soviet computer science lags several
years behind that in the US. However, the
NORAD computers are very old by computing-
industry standards (one Congressional Report
termed them '"dangerously obsolete'); whereas
Soviet military computers are on the leading
edge of their technology.

Unsettling as the false alerts in Novem-
ber 1979 and June 1980 were, in the opinion
of most reviewers of the incident, includ-
ing myself, the United States was nowhere
near to launching its missiles and starting
World War III. Most importantly, human
judgment played an essential role in the
procedures followed in the event of an alert,
and these procedures provided enough time
for the humans involved to notice that a
computer system was operating incorrectly.
Also, NORAD procedures called for confirma-
tion of the attack by an independent system,
e.g., radar systems that would observe the
attacking missiles in flight, and the chance
of simultaneous false alerts for both sys-
tems under normal circumstances is very
small.

The Nov. 5, 1956 Events

A further danger comes from the possibi-
lity of compound stimuli to the system, per-
haps from ambiguous or incomplete intelli-
gence information. One such example occur-
red in 1956, at the time of the Suez Crisis
and Hungarian uprising. On the night of
November 5, the following four coincidental
events occurred. First, US military com-
mand headquarters in Europe received an ur-
gent message that unidentified jet aircraft
were flying over Turkey. Second, there were
additional reports of 100 Soviet MiG-15
fighters over Syria. Third, there was a re-
port that a British bomber had been shot
down over Syria (presumably by the MiGs).
Fourth, there were reports-that a Russian
naval fleet was moving through the Dardanel-
les, perhaps to leave the Black Sea in pre-
paration for hostilities. General Andrew
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Goodpaster was reportedly afraid that the
events ''might trigger off the NATO operations
plan,'" which at the time called for a single
massive nuclear attack on the Soviet Union.

As it turned out, all four reports were
incorrect or misinterpretations of more in-
nocént activities: the jets over Turkey tur-
ned out to be a flock of swans; the MiG's
over Syria were part of an official escort
for the Syrian president; the British bomber
was downed by mechanical difficulties; and
the Russian fleet was on a scheduled exer-
cise. In Bracken's words, 'the detection
and misinterpretation of these events,
against the context of world tensions from
Hungary and Suez, was the first major ex-
ample of how the size and complexity of
worldwide electronic warning systems could,
at certain critical times, create a crisis
momentum of its own."

The worldwide electronic warning and
communications systems of today are immense-
ly more complex and reactive than those of
1956. In conjunction with fears of a first
strike and the necessarily short reaction
times, there is much ground for concern.
Events that are in actuality unrelated may
seem to be part of a larger pattern. Once
the nuclear forces are placed on alert, fur-
ther human or mechanical errors may occur.
After the June 1980 incident, the Hart-
Goldwater report notes that "Even though the
command post controller prevented any undue
reaction to the false and erroneous data,
there seemed to be an air of confusion fol-
lowing the determination that the data were
erroneous.'" It is likely that the "air of
confusion'" would be much worse if it were
suspected that the indications of attack
might be real.

To be at all confident of the reliability
of complex systems, there must be a period
of testing under conditions of actual use.
As far as is publicly known, the command
and control systems of the US and the USSR
have never been ''tested" under conditions of
simultaneous high alert; in fact, the high-
est level of conference in the US missile
warning system, the Missile Attack Confer-
ence, has never been called. Further, in a
crisis situation, the very short times avail-
able for military personnel and national
leaders to react and make decisions will un-
doubtedly lead to poorer judgment than under
more normal circumstances, increasing the
chances of misinterpretation of data and of
error in operation of systems. (Psycholo-
gists have repeatedly noted that the quali-
ty of human judgment deteriorates under

pressure of time, becoming much worse when
only a few minutes are available to evaluate
and react to a situation.)

The combination of the untestability of
the warning and control systems under highly
stressed conditions and the short times
available for making decsisions is grounds
for considerable concern.

Launch-on-Warning Strategy

Launch-on-warning is a strategy for re-
taliation for a nuclear attack. Under this
strategy, retaliatory missiles are launched
in response to sensor indication that en-
emy missiles are on the way, before the war-
heads on the attacking missiles have deton-
ated. This strategy stands in contrast to
"riding out the attack,'" a strategy in which
a nation would absorb a full nuclear strike,
and would retaliate only after positive
verification had been obtained that an at-
tack has taken place.

An obvious disadvantage of launch-on-
warning is the possibility of a retaliatory
strike triggered not by an enemy attack but
by computer or other error. Why, then,
would one consider adopting such a strategy?

The land-based missiles of both the Uni-
ted States and the Soviet Union have been
growing more accurate over the years. For
example, the US Minuteman III MK12 missile
has an accuracy of 280 meters, the older
Soviet SS-11 Mod 1 an accuracy of 1400 me-
ters. The Pershing II missile is even more
accurate. It uses a new guidance technolo-
gy in which live radar images of the land-
scape surrounding the target area are com-
pared with internally stored map information
during its descent, so that course correc-
tions can be made before impact. Its ac-
curacy is reportedly 30-40 meters. '

This increased missile accuracy puts at
risk all fixed targets, such as land-based
missile silos and command centers, even
highly hardened ones. While it is not at
all certain that this vulnerability of fixed
targets implies that a first strike could
be successfully launched, nevertheless stra-
tegic planners in both the US and the USSR
have been concerned for decades with the
problem. One way of dealing with the problem
is launch-on-warning. If one side believes
that an enemy attack is coming, retaliatory
missiles can be launched and on their way,
leaving the attacking warheads to explode on
empty missile silos.
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Although weapons based on submarines at
sea and on aircraft are not currently so
threatened, the present US doctrine calls for
all three '"'legs of the strategic triad" to
be capable of inflicting retaliation. The
risks to deterrence are more acute for the
Soviet Union, which has a higher proportion
of its strategic nuclear weapons on land-
based missiles.

Adoption of a launch-on-warning policy
would be a dangerous action, because of the
danger that a false alert from a missile
warning system would trigger a retaliatory
response. If launch-on-warning were adopt-
ed, it almost certainly would be activated
only in times of crisis, rather than con-
tinuously, to reduce the risk of accidental
war. (Note that a policy of activation on
this basis is an admission of distrust in
the complete reliability of the warning sys-
tems!) Nevertheless, in my opinion, it is
simply not an acceptable policy.

While the strategy is certainly possible
in theory, because of the very short times
involved there are doubts that launch-on-
warning is a practical policy, at least if
an acceptable level of control is to be
maintained on the nuclear forces of the
country that adopts it. From a broader
viewpoint, launch-on-warning can be seen as
one extreme at the end of a spectrum of
policies for retaliation, the dimension of
the spectrum being how long a power waits
to respond when it believes that an attack
is imminent or under way. Taking this
broader view, pressures toward launch-on-
warning are a symptom of underlying prob-
lems: strategic doctrine that holds that
military assets at known, fixed locations
(land-based ICBMs and command posts) are an
essential part of a nation's nuclear forces;
the perception that the vulnerability of
fixed targets is a pressing problem; new
weapons systems that make them more vulner-
able; and the consequent decrease in time
available to make decisions in nuclear
crises.

Would it be responsible for either the
USSR or the US to adopt weapons systems and
policies that rely on computer systems, such
as missile warning systems, functioning
without failure? In this section I will ar-
gue that it is not. I will not attempt to
show that it is certain that failures will
occur in complex military systems, but rath-
er that there is room for doubt that ade-
quate reliability can be achieved. The
standard of reliability required of a mili-
tary system that has the potential of trig-

gering a thermonuclear war if it fails must
be higher than that of any other computer
system, since the magnitude of disaster is
SO great.

Power Blackouts and Three Mile Island

Much research and development effort has
been devoted to the construction of reliable
computer systems, and some impressive re-
sults have been achieved. However, there
have also been some impressive failures of
computer systems designed to be reliable:
the NORAD false alerts described earlier,
the total collapse of a US computer communi-
cations network (the ARPANET) in October
1980 due to a gridlock-like phenomenon, and
problems with backup computer synchroniza-
tion that, at the last minute, delayed the
launch of the first Space Shuttle.

Outside of the realm of computer systems,
two instructive accidents with widespread
consequences are the power blackout in the
Northeastern United States and Ontario, Can-
ada in 1965, and the accident at the Three
Mile Island nuclear power plant in 1979. In
each of these cases the seriousness of fail-
ure was well understood in advance and many
precautions had been taken in the system
design.

The 1965 Northeast power blackout started
when a backup protective relay on a 230-
kilovolt transmission line at the Beck Hydro-
electric Plant in Ontario operated when the
current flowing through the line exceeded
the relay's setting. This disconnected the
transmission lines then moving power north
from that plant, reversing the power flow
from north to south and causing a massive
surge of power into the Northeastern United
States. The disruptions quickly spread to
encompass an area of some 80,000 square
miles, directly affecting an estimated 30
million people in the United States and
Canada. After the event, it was claimed
that system modifications made it impossible
for a similar accident to reoccur; but one
did, in July 1977 in New York City. On that
occasion, a succession of lightning strikes
that "just never happens' (in the words of
the president of Consolidated Edison Com-
pany) knocked out parts of the system; in
trying to handle the outages a series of
overloads occurred that eventually brought
down the New York area power system.

The Three Mile Island accident began with
an equipment failure (of a relief valve),
but its severity was much compounded by sub-
sequent operator error.
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In hindsight, blame can be assigned to
individual component failures or specific
human errors in each of the above incidents.
But that is almost always the case with de-
sign errors. In designing automatic sys-
tems we must anticipate all possible even-
tualities and specify what should happen in
all cases. The real culprit is simply the
complexity of the systems, and our inabili-
ty to think through in advance and plan for
all of the things that can go wrong.

Sources of System Failure

The sources of computer system failure
include hardware failure, hardware design
errors, software design errors, and human
error (e.g. incorrect operation or mainten-
ance).

Hardware failures are perhaps the most
obvious cause of system failures, as in the
NORAD failures of June 1980. Individual
components can be made very reliable by
strict quality control and testing, but in
a large system it is not reasonable to ex-
pect that no component will ever fail.
Other techniques for dealing with local fail-
ures -- replication, weighted voting, codes
for error detection and correction, dynamic
reconfiguration, and so forth -- are all
valuable, and have been used in the con-
struction of very reliable devices. How-
ever, when one builds very complex systems
-- and a missile warning system in its en-
tirety is certainly an example of a complex
system -- one becomes less certain that one
has anticipated all the possible failure
modes, that all the assumptions about in-
dependence are correct.

Another potential cause of failure is a
hardware design error. Again, the main
source of problems is not the operation of
the system under the usual, expected set of
events but its operation when unexpected
events occur. For example, timing problems
due to an unfortunate set of asynchronous
parallel events that occur very seldom are
particularly hard to find.

It is in the nature of computer systems
that much of the ''design'' is embodied in
the computer's software. Because that soft-
ware is relatively easy to modify we can
change the system design quite readily.
This means that we can correct software de-
sign errors easily, but it also means that
we can just as easily introduce design
errors. Because most of the complexity of
a computer system is usually contained in
its software, that is the part that most

often breaks when some unanticipated circum-
stance arises. Anyone who has worked on a
large computer system knows how difficult it
is to manage the development process. Usual-
ly, there is nobody who understands the en-
tire system completely. A variety of stra-
tegies are currently used to help cope with
these problems: high-level languages, modu-
lar design, information hiding, and so forth.
Nevertheless, it is widely acknowledged that
the whole process is not really satisfactory.

Other techniques, such as proofs-of-
correctness or automatic programming, may
help in the long term. (In a proof-of-
correctness, either a human or a computer
proves mathematically that a program meets
a formal specification of what it should do;
in automatic programming, the program is
written automatically from the specifica-
tion.) However, these techniques are still
very much in the research stage. For ex-
ample, simple compilers have been proven
correct, but programs of the complexity of
the real-time satellite data analysis pro-
grams are well beyond the state of the art.
Automatic programming is even less advanced.

How Does One Know the Specification
Describes What One Wants?

However, there is a more fundamental
problem with techniques such as proofs-of-
correctness and automatic programming. A
proof-of-correctness, for example, shows
that one formal description (the specifica-
tion) is equivalent to another formal de-
scription (the program). How does one know
that the specification describes what one
wants? Are there events that may occur that
were simply not anticipated when the speci-
fication was written? For example, in 1960
a false alert in the BMEWS radar system in
Greenland was triggered by the rising of the
moon; another false alert in the '50s was
caused by a flock of geese. Proving that
the system met its spefifications would not
help if nobody thought about the rising moon
or geese when writing the specification.

Yet another source of failure is human
error, as in the November 1979 false alert.
People do make mistakes, despite elaborate
training and precautions. In time of stress
and crisis, such mistakes become more like-
ly. There are some worrying statistics
about alcohol, drug abuse, and aberrant be-
havior among military personnel with access
to nuclear weapons. Alcoholism is a major
health problem in the Soviet Union, and is
at least as likely to exist in the Soviet
military as in that of the US.

(please turn to page 27)
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Bar Codes: Basic Principles

Bruce R. Wray, Dir. of Marketing
Computype, Inc.

2285 W. County Road “C”

St. Paul, MN 55113

“The technology for bar code scanning systems is straightforward and

available now. . ..

and the speed of data capture is 3 times faster

than a skilled keypunch operator.”

Based on an article ‘‘Bar Code Basics” by Bruce R. Wray in
Recognition Technologies TODAY for October, 1984, pub-
lished by and copyright by Recognition Technologies Users
Association, P.O. Box 2016, Manchester Center, VT 05255,
and reprinted with permission.

I want to deal with four topics: Why
bar codes? How do bar codes work? Where
are bar codes used? And economic justifica-
tions.

Why Bar Codes?

Bar coding is all about automated data
collection. It's a method for rapidly, ac-
curately, and efficiently gathering data
from the environment, and putting it into
some permanent form for subsequent process-
ing by computer. It is most certainly not
the only method currently available to auto-
matically capture data. Let's take a look
at two other possible methods.

Keyboard entry and manual methods. These
are perhaps the most familiar methods of
capturing data. Operators sit at key-
boards and enter strings of letters and
numbers that identify specific products
or transactions. One character per sec-
ond to several characters per second is
the speed range commonly associated with
manual entry. A good rule of thumb is
two keystrokes per second. Another good
rule of thumb is one error per 100-300
keystrokes. Let's face it -- it's a
manual process and people make mistakes.

Magnetic recording. This method is most
commonly used on credit cards to identi-
fy the account number of the cardholder.
Several problems with MICR; the message
must always be in exactly the same place;
it's very expensive to produce; it's not
particularly secure; and contact must be
made with the paper in order to enter the
information.

Over the past several years, bar codes
have become the fastest growing method of
automated data collection. They provide
fast, accurate, efficient data collection,
using technology that is reliable and equip-
ment that is easily used with a minimum of
training.

How Do Bar Codes Work?

The basic principle of bar coding is
simple -- light is reflected in different
amounts by different colored surfaces. A
bar code scanner, either a hand-held wand,

a laser, or a fixed- or moving-beam scanner,
merely translates reflective differences in-
to electrical signals.

Let's take a closer look at how it works.
Our example will be based on the use of a
hand-held bar code wand; the principles are
the same no matter what type of scanner is
used.

A small spot of light, which is passed
over a series of dark bars and intervening
white spaces, will reflect back into the
scanner varying amounts of light -- lots of
light will be reflected from the white spa-
ces, but very little will be reflected back
from the dark bars. (This is because dark
colors tend to absorb more light than they
reflect, while the opposite is true for
light colors: they tend to reflect more
light than they absorb. That, in fact, is
what makes light colors light and dark
colors dark -- how much light each reflects.

These differences in reflected light are
translated into electrical signals by the
light detector, a photo diode. How does
this work? Well, unlike a human eye, the
scanner does not recognize the vertical
edges of dark bars. As a scanner is moved
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from a light space onto a dark bar, the de-
tected light decreases gradually. When this
decrease is detected and light reaches a
predetermined level, a logic decision is
made to recognize the dark bar. Further
movement of the scanner onto the dark bar
continues to cause a further decrease in de-
tected light. As the scanner continues to
move, it encounters the opposite edge of
the bar and begins to see the light space.
The detected light begins to increase.
Again, when it reaches a predetermined value,
a logic decision is made to recognize the
end of the dark bar and the start of the
light space.

Conversion of Signal

The signal output from the wand detector
is an analog signal and must be converted to
a digital signal for interpretation and pro-
cessing by .the data terminal. This analog
to digital conversion is performed by the
electronics contained in the wand itself.
(Some bar code wands are digital and do not
need the analog to digital conversion.)

The digital signals, for the purposes of
most bar code scanning, represent binary 1's
and 0's. Combinations of 1's and 0's are
then translated into specific numbers and
letters according to the particular rules of
the bar code '"'language' or symbology being
used.

The width of the narrowest element in a
bar code is called the "X dimension.'" It is
the X dimension which determines the density
of the bar code, or how much information can
be packed into a given amount of space. The
narrower the X dimension, the higher the den-
sity of the bar code, and therefore the more
information can be packed into, say, a lin-
ear inch. It's very similar to handwriting
-- when you are writing, the smaller you
make each letter, the more words you can get
into a given space. High-density bar codes
usually can encode about 10 characters of
information into one inch of space.

Voids and Specks

Let's look at some of the possible prob-
lems that can be encountered when scanning
a bar code symbol. Voids and specks --
these terms refer to the absence of ink
where there should be ink, and the presence
of ink where there shouldn't be ink. These
conditions, or general edge roughness, can
cause serious scanning difficulties. As the
spot of light is being passed through the
bar code symbol, suppose it encounters a
speck of ink in the middle of what was sup-

posed to be a wide space. The wand can
easily be fooled into decoding that speck as
a narrow bar. Similarly, if the spot of
light is traversing a wide bar and encounters
a void of sufficient size, all of a sudden
what was supposed to be read as a wide bar

is mistakenly read as two narrow bars with
an intervening space.

The people who have written the most pop-
ular bar code symbologies have attempted to
solve this problem by incorporating what is
called a '"self-checking" feature into the
bar code. This means that each portion of
the bar code representing a single character
can stand alone -- in other words, there are
sufficient checks to ensure that a single
character can both be recognized and identi-
fied. Let's take a quick example from a
bar code that is self-checking called "2 of
5." In 2 of 5, each character is made up of
5 bars, 2 of which must be wide (hence the
name 2 of 5). Figure 1 shows the charac-
ter 6 with a printing void in one of the
wide bars. A scan line passing through this
void would see a character composed of 4
narrow bars and 1 wide bar. Since all valid
characters require 2 wide bars, this would
result in what we call a non-read. This is
the second worst thing that can happen when
a bar code symbol is scanned. Now let's
look at the worst thing that can happen:
two independent printing defects occurring
along the same scan line within the same
character could produce a character substi-
tution error (see Figure 2). This would re-
sult in what we call a mis-read -- and that
is the worst that can happen, because you've
entered incorrect information into the system.

Character "6’ With a Printing Void

I : . I I Figure 1

Character "6 Transposed into a
4" By Two Printing Defects

l : . I ' Fiqure 2

Image Quality

This is a good time to talk about the
whole issue of bar code image quality. What
do we mean by quality? Several factors play
a part: dimensional accuracy and consistency
-- the actual width of each element in the
bar code must be within specific tolerances
or the bar code will not scan. This accu-
racy must be characteristic throughout the
bar code symbol, and from symbol to symbol.
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The second factor is just overall clarity.

Specks, voids, edge roughness, image spread
or shrink, show-through, and so on, are all
examples of poor printing quality which can
seriously reduce both accuracy and efficien-
cy within the system. The third factor af-
fecting bar code image quality is called the
"print contrast ratio.'" As you will remem-
ber from the early parts of this article,
the basic principle of bar coding is light
reflecting back from different colored sur-
faces in different amounts. This difference
in reflectivity between the dark bars and
the light spaces is expressed mathematically
by the print contrast ratio. A spot of
light is projected on a light surface, and
the amount of light reflected back is mea-
sured. The same spot of light is then pro-
jected onto a dark bar, and the light re-
flected back is measured. The calculation
is done, and the result is expressed as a
percent -- the print contrast ratio. The
people who manufacture bar code scanning
equipment usually say a PCR of about 75% is
minimum -- but that the higher the print
contrast ratio, the closer to 100% first-
read rates can be expected, and the more
accurate the scanner will be in decoding
the bar code symbol.

Where Are Bar Codes Used?

Now that we have a good idea of how bar
codes work, we'll look at some of their com-
mon applications.

Probably the most familiar use of bar
codes is the UPC of Universal Product Code
used in retail grocery stores and super-
markets. The first five digits of the UPC
symbol denote the manufacturer of the prod-
uct; the remaining five digits represent
that particular product, size, etc. When
you shop for groceries at a store with scan-
ning at the check-out counter, a laser scan-
ner reads the bar code symbol on your pack-
age of Cheerios, does a look-up to determine
current price, and also may automatically
deduct one 12-ounce package of Cheerios from
the store's inventory.

Libraries across the U.S. and Canada were
quick to recognize the benefits of bar code
scanning in controlling their collections of
books and periodicals. Each volume in their
collection is given a unique number, and the
appropriate bar code label attached. Auto-
mated circulation systems provide real-time
data to the library; and when you go to
check out your books and they scan the bar
code label on your library card, the system
can automatically check its memory and de-

termine if you have any overdue books. It's
getting harder and harder to be dishonest
these days!

Blood banks all over the world were also
early in recognizing the benefits of bar
code scanning. Each individual unit of
blood is given a unique number, and blood
products spun off from that whole blood are
each given a product code. This facilitates
blood inventory, cross-matching, and helps
ensure that no transfusion errors are made.

In 1981, the Department of Defense com-
pleted a massive study of bar codes and pos-
sible applications in a number of their fa-
cilities. Now, if you are a supplier to the
DoD, you are required to put a bar code la-
bel on each package you send to them; we'll
talk about their anticipated cost savings
from this project in our section on econom-
ic justifications.

A wide variety of manufacturing and dis-
tribution industries have also selected bar
code scanning as an excellent way of improv-
ing accuracy, efficiency, and overall plant
productivity. We are currently supplying
bar code labels designed for use on automo-
bile engines, printed circuit boards, ware-
house totes, cattle, nuclear waste contain-
ers, filing cabinets and office furniture,
sea-going shipping containers, and a host
of others. 1It's now safe to say that there
is probably no system or process that could
not benefit from the addition of a bar code
scanning system.

Economic Justifications

To paraphrase a famous statement of Mark
Twain's, "Everybody talks about productivity
but nobody does anything about it.'" It is
certainly no secret that productivity growth,
measured by output per employee-hour, has
been declining in the U.S. Many reasons
have been suggested for the decline, from
tax structure disincentives to a ''mew breed"
of worker in the labor force. Whatever the
underlying causes, business people today are
almost universally interested in increasing
their own firm's productivity. Enlightened
businesses the world over are making signi-
ficant commitments to a proven method of
productivity improvement -- bar code scan-

ning systems for automatic identification.

Many products, programs, and schemes have
been touted in the past as '""The Answer' to
the productivity problem. Most have failed
the crucial test of time: they have worked
for a while and then stopped working. Or,
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worse yet, their claims were overblown and
the results only a fond wish. Bar code
scanning systems, on the other hand, are
proving themselves daily as effective tools
for increasing productivity. Let me give
you several examples. The supermarket in-
dustry has done the most analysis of pro-
ductivity improvements because of the re-
latively long time they have been involved
in bar code scanning. A recent study re-
vealed the following benefits from scanning:

Greater understanding of item movement
and merchandising needs, which resulted
in one brand being dropped because UPC
data said more of the item movement stem-
med from theft than sales;

Checker productivity gains, measured in
terms of actual check-out item counts per
hour, of 17-30 percent;

One retailer has been able to increase
overall gross margin by 2% through scan-
ning.

Another example in the retail area was cited

in the '"Wall Street Journal'" (April 14, 1981).

Giant Foods, Inc., a major user of bar codes
and scanning check-out lanes, is cutting
prices of 1,500 to 2,000 fast-moving grocery
items because its labor costs are down.
Giant says it is exploiting a distinct com-
petitive advantage: All its grocery stores
have bar code scanner check-outs -- many of
its competitors' stores do not.

Productivity Improvement

As I mentioned earlier, the major con-
firmation of cost savings and productivity
improvement through bar coding in the in-
dustrial area has been the major study done
by the Department of Defense. Entitled
"Logistic Applications of Automated Marking
and Reading Symbols," (or LOGMARS for short),
it outlined the specific areas within DoD
that could utilize bar code scanning, and
the economic benefits that could be expect-
ed. The following areas were used in the
study: Receiving, Shipping, Inventory, Lo-
cation Audit, Maintenance, Disposal, Sorta-
tion, Transportation. The basic approach
of the cost-benefit study was to compare the
current costs and methods to that of a pro-
posed bar code system. Total estimated an-
nual DoD tangible savings for use of bar
code scanning instead of conventional meth-
ods of data entry were $113.9 million, over
a 10-year period. In some functions, pro-
ductivity was expected to increase by 400%.

Bar code scanning systems increase pro-
ductivity in three relatively simple ways:

1. Speed. Automated scanning of items
passing on a conveyor belt needs no
human operator. Using a hand-held
wand to read a bar code symbol on a
small object typically takes two se-
conds per item. Assuming bar cod