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TOWARD THE BETTER MANAGEMENT OF DATA 

With the advent of the computerized data base, the impor­
tance of the effective management of data is finally becoming rec­
ognized. As Charles W. Bachman said in his ACM Turing Award 
paper, heretofore the programmer has always viewed things from 
inside the computer, with data passing into the computer from 
tape files. But with the integrated data base, the programmer may 
have to become "a mobile navigator who is able to probe and trav­
erse a data base at will." There is a tremendous amount of activity 
in data base technology, to the point where the literature is al­
most inundating. In this report, we have drawn upon a few land­
mark conferences and publications in order to give you an 
overview of where the field stands today and what may evolve in 
the next five years or so, in terms of the better management of 
data. 

A session at the 1976 National Computer Con­
ference in New York City addressed the subject of 
"data base decisions" from the user's point 
of view. Executives from three large user organi­
zations were asked to answer five questions: 
(1) What is your status and plans on using data 
base management systems (DBMs)? (2) Would the 
availability of a standard DBMS change your 
plans? (3) Will data base technology change the 
way you audit and monitor your data collection 
and its usage? (4) Have government regulations, 
such as the new privacy regulations, changed 
your data base plans? and (5) Has the pace of tech­
nological improvements changed your data base 
plans? 

We will summarize the statements of these 
executives. 

Ford Motor Company 

Mayford L. Roark of the Ford Motor Company 
gave his views on these questions. Ford, with sales 
of over $24 billion per year and over 416,000 em­
ployees worldwide, has 20 large divisions in the 
U.S. plus affiliates in other countries. The systems 
office in Dearborn, Michigan, provides central 

control over the acquisition of computing hard­
ware and software, including DBMS. 

Ford started using DBMS in 1970, with the in­
stallation of a TOTAL package. By mid-1976, 34 
DBMS were in use in North America. Thirteen of 
these operated on IBM equipment; these in­
cluded three IMS systems, nine System 2000, and 
one TOTAL. Twenty of the systems were Honey­
well ms-1 systems, operating on Honeywell 
equipment, and one was a Burroughs DMs-2 sys­
tem on Burroughs equipment. In addition, seven 
new DBMS application systems were under devel­
opment. The active data bases involved 41h bil­
lion characters of data, which represented less 
than 10% of the computerized files. 

Why the variety of DBMS, Roark was asked. 
Historically, different segments of the company 
have preferred to use .different brands of hard­
ware and the company has continued to use those 
brands. The choice of the DBMS has followed the 
choice of computers. But the selection of a DBMS 
has also been influenced by any prior DBMS that 
were used, by the file size involved, and by what is 
desired from the DBMS. For example, IMS has been 
used on IBM equipment where very large files ex-
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ist, where flexibility of operation is desired, and 
where a query capability is not too significant. On 
the other hand, System 2000 has been used with 
smaller files where a powerful query capability is 
desired. 

ff the DBMS is relatively easy to learn to use, its 
use tends to proliferate more quickly, Roark said. 

On the question of a standard DBMS, Roark said 
that the existence of such a standard system would 
not necessarily change their planning. The hard­
ware selection and the application are the first de­
terminants of the DBMS. He contrasted a standard 
DBMS with CoBOL. In the 1960s, Ford adopted 
CoBoL as a standard programming language not 
so much because it represented a "standard" as 
because it represented a real step forward over as­
sembly languages. Similarly, a "standard" DBMS 
would have to represent a significant step forward 
over what else was available to the company, in 
order to influence the company.'s plans. Neither 
the CoDASYL approach (very similar to ms-1) nor 
the relational approach currently appears to be 
that significant an improvement over what they 
already have, Roark added. 

Concerning auditing and monitoring, Roark 
said that so far none of the data base application 
systems have involved financial data. So while 
Ford has an active EDP audit group, it has never 
been called upon to audit a data base system. 
However, the company has standard design prac­
tices that apply to all application systems, such as 
bringing in the internal auditors during the design 
stage. So it appears that their data base systems 
will be auditable, he said. 

Similarly, the new privacy regulations do not 
apply to the private sector and so the company 
has no direct experience with these regulations in 
a data base situation. The question of meeting 
proposed privacy regulations for the private sec­
tor has been studied in some depth, and the com­
pany believes that it can comply with those 
regulations at an increase of expense. 

As far as new technology is concerned, the most 
attractive thing on the horizon is the distributed 
data base, Roark said. The technical problems of 
the distributed data base are still to be coped 
with. 

Roark had some advice for beginning or early 
users of DBMS, based on Ford's experience. Don't 
assume that a modest success with a pilot system 
guarantees success on a big DBMS project, he said. 
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Don't try to do too much; work by degrees. Do 
only as muc:h as is necessary and allow a period for 
debugging and tuning the system. And be sure to 
give adequate training to all of the people in­
volved, he cautioned. 

Tenneco Inc. 

Gary Bearden of Tenneco Inc., Houston, Texas, 
gave his views on the questions. Tenneco is a di­
versified holding company of manufacturing, oil 
and gas transmission organizations. Sales are over 
$5 billion annually and the company has over 
83,000 employees. The company follows a policy 
of maximum decentralization within its seven 
major divisions; all operating decisions are made 
by division management and profit center man­
agement. Long range (capital) decisions are made 
by corporate headquarters, which also provides 
consulting help to the divisions. 

Several of Tenneco's divisions are using DBMS, 
Bearden said. These include DBOMP, IMS, and ms-1. 
In all cases, the divisions had to cost justify the use 
of the DBMS. 

"No," said Bearden, "it is not likely that a 
standard DBMS would change our plans. For one 
thing, it isn't too likely that one standard system 
will prove to be cost effective in all Tenneco situa­
tions." So he sees little advantage to a standard 
system, from an application standpoint. How­
ever, if a standard system were available and in 
use at· some Tenneco sites, it would help in per­
sonnel recruiting and transfer. Today, it is hard to 
evaluate the DBMS experience of people. 

EDP auditing is just beginning, Bearden feels. 
EDP auditors are just learning to audit conven­
tional application systems and are in most cases 
not ready to take on data base systems. Moreover, 
it may be a number of years before EDP audit is 
ready to tackle this area. So DBMS will have an ef­
fect on the audit function, by making it more 
challenging. 

As for the impact of government regulations, 
Bearden feels that regulations other than privacy 
may have more effect on data base usage. He 
cited the occupational safety and health program 
as one example where an organization might be 
required to move to a central data base in order to 
comply with the regulations. 

The biggest impact of evolving technology will 
come from those developments leading to lower 
costs, Bearden believes. But do not wait for to-
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morrow's technology, he added; use today's tech­
nology to solve today's problems, as long as that 
technology is cost effective. 

Bearden seconded Roark's words of caution for 
new and early users of DBMS. Top management 
comes to data processing with a problem, not 
with a request to use a particular solution such as 
a data base. Select a solution to that business 
problem in which you have confidence, he said. If 
the solution is risky, try it out on something small. 
Don't use new technology until you have con­
fidence in your ability to use it. Further, don't im­
mediately jump from a small data base system to a 
large one; rather, work your way up from the 
small to the large systems. 

Social Security Administration 

William Hanna of the Social Security Adminis­
tration, Baltimore, Maryland, presented his views 
on the questions. SSA is an agency of the U.S. De­
partment of Health, Education and Welfare. Its 
files contain over 230 million records on individ­
uals, 150 million of whom are still living, and on 
some 20 million employers. SSA programs in­
clude payments to retired persons, to survivors of 
insured persons, to disabled persons and to people 
eligible for supplemental security income, as 
well as payments for health insurance benefits 
(Medicare). 

SSA has more than 100 computers in use. They 
have made some use of DBMS; most of these cases 
have achieved modest success but there was also 
one particularly unsuccessful case. 

Three competing teams of system designers 
have been established to develop alternative 
plans on the way SSA will conduct its operations. 
Seven major alternative plans have been pro­
posed and are being investigated; all of these in­
volve the use of data base technology. It is 
expected that the selection of the best approach 
will be made at the end of this year, after which it 
will take about five years to implement that ap­
proach. So the use of data base technology for 
huge files has been investigated in considerable 
depth. 

If a standard DBMS system were available, it 
probably would not change their plans, Hanna 
said. But it might make the overall implementa­
tion task somewhat easier, he felt. 

The use of DBMS probably will make the audit 
function more difficult, in his view. The auditors 
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may have to shift to a dynamic audit approach. 
With a huge data base, it will not be feasible to 
allow time for dumping that data base or for in­
terrupting operations for long periods, to meet 
audit needs. Also, with conventional systems, it is 
relatively easy to assign accountability for data 
integrity. In a data base environment, this will be 
much harder. 

SSA is subject to the Privacy Act of 197 4, and so 
has had a chance to assess the impact of that legis­
lation on computer operations. Such government 
regulations will increase the complexity of a data 
base structure, Hanna feels. Further, this increase 
in complexity will lead to higher costs and hence 
more difficult cost justification. Thus government 
regulations will affect plans for using data base 
technology. 

Recent technological developments have 
brought mass storage systems with huge capaci­
ties to the market. These mass storage systems 
will allow SSA to do things that just were not 
practical before. Further, data base management 
is becoming available for these mass storage sys­
tems. So technological developments are affect­
ing SSA's plans. 

As for advice to new and early users, Hanna 
urges that an organization start using DBM tech­
nology on a small application and allow adequate 
time for its implementation. The biggest troubles 
arise when management allows, say, only half the 

0time period for implementing a system that the 
data processing staff believes that it will take. 
Avoid such situations like the plague, Hanna 
warns. 

So here are the views of three executives, from 
quite different environments, on how data base 
management technology is being used in their or­
ganizations. We will return later in this report to 
the views of some other people on these same sub­
ject areas-new technology, standards, auditing, 
and government regulations. But first let us con­
sider where the computer field stands today in the 
use of data base technology. 

Stages of evolution 

Gibson and Nolan (Reference 1) have pointed 
out a useful pattern of evolution in computer use. 
We will paraphrase and expand on their stages 
of evolution, as applied to the use of new 
technology. 
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Early successes. The first stage is the beginning 
use of new technology. While some stumbling 
generally occurs, successes also occur-or else the 
use of that particular new technology stops right 
there. Consider, for example, the success of some 
early order entry systems using data commu­
nications, such as the Westinghouse system. 

Proliferation. Based on the early successes, a 
rapid growth of interest in the new technology 
develops. New products and/ or services based on 
the technology come to the marketplace. These 
are tried out in a variety of application systems. 
Following our example, consider the growth in 
the use of data communications products and 
services following the success of the order entry 
systems. (The order entry systems should not be 
given full credit for the growth of data commu­
nications but they were probably the single most 
important application of the technology at the 
outset.) This proliferation stage is the learning 
period for the field, both for uses and for new 
products and services. 

Control of proliferation. A point is reached 
where it is apparent that control must be applied 
to the proliferation. Among users, costs of using 
the new technology get too high, in manage­
ment's mind. Much waste is observed from using a 
variety of approaches. The integration of systems 
is attempted but proves difficult. From the sup­
pliers side, efforts toward standardization occur. 
In the area of data communications, management 
calls a halt to setting up a new data commu·· 
nications link for each new application. Out of 
this control comes a network structure for serving 
all applications, such as IBM's SNA and NCR's 
Dcu, which we discussed in the July 1976 report. 

Mature use. At this stage, the use of the particu­
lar new technology might be considered mature. 
The stage has been set for introducing still other 
new technology, wherein the pattern is repeated. 

In what stage of evolution is the use of data 
base technology today? We see it as in the end of 
stage 1 and the beginning of stage 2. There ap­
pears to be in the order of 2,000 true DBMS in­
stalled worldwide, and the rate of installations 
seems to be increasing. There are a number of 
competing systems in the marketplace, using a 
variety of system architectures. Here are some of 
the more popular systems which we have dis­
cussed in previous issues of EDP ANALYZER: 
"conventional" DBMS: IDS, IDMS, IMS, TOTAL, 
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DMs-1100, plus some other CoDASYL-type sys­
tems; (2) inverted file DBMS: System 2000, ADABAS, 
and Model 204; (3) self-contained systems: IN­
QUIRE, RAMIS, ROBOT; and ( 4) file management sys­
tems: MARK IV, ASI-ST. 

The file management systems have some but 
not all of the characteristics of DBMS. If they were 
to be included in the census, they would almost 
double the count; there have been over 1000 in­
stallations of MARK IV, for instance. Both MARK IV 
and ASI-ST have convenient programming and re­
port specification features and both have been in­
terfaced with the more popular DBMS so as to 
provide enhanced capabilities. 

It is not unusual to find two or more systems in 
use at the same installation. For instance, in an 
IBM environment, IMS or TOTAL may be used for 
managing the data base, MARK IV or ASI-ST tied to 
the DBMS for providing a reporting capability, 
and selected data pulled off to special INQUIRE or 
RAMIS files for handling certain ad hoc queries. 

With only 2,000 or so DBMS installed, it is evi­
dent that only a small fraction of today's com­
puters are using a DBMS. But that number has 
doubled in the past three years, from our esti­
mates, and will probably more than double again 
in the next three years. And it is also clear that 
there is a variety of non-compatible DBMS on the 
market. So proliferation already exists, from the 
supplier standpoint, and is beginning to occur 
from the user standpoint. 

Problems with proliferation 

The computer field has had lots of experience 
with proliferation: This is the period when every­
one wants to "do his own thing" or "go his own 
way." It can be illustrated by an example that is 
familiar to most everyone in the computer field­
the proliferation in application system devel­
opment methods. 

With people "doing their own thing" in the 
system building process, it is not surprising that 
the following proliferation occurred. No standard 
development methods were used. No standard 
data definitions were developed. Data files were 
fragmented; when a new application system was 
being built, none of the existing files would meet 
its needs so a new file was set up, partially dupli­
cating other files. Without standard development 
methods, documentation tended to be minimal or 
non-existent. Maintenance and enhancement 

4 



costs turned out to be high, because the systems 
had not been designed according to standards that 
would have made changes easier. Special analyses 
programs were hard and costly to create, often 
because of the proliferation of data files. 

It has been the waste and poor productivity as­
sociated with such practices that has led data 
processing management to demand standard 
practices and standard data definitions. 

In other words, it has been the inefficiencies of 
the proliferation stage that have led to the control 
of the proliferation. The proliferation stage is the 
learning period, the trial-and-error phase. It does 
serve a very useful purpose. But if continued too 
long, the harder it becomes to bring activities 
under control. 

We recently talked to a data processing execu­
tive in a multi-national company. He had inher­
ited a stage 2 situation wherein the company had 
a number of computer installations, all of which 
had been going their own way for a number of 
years. He was in the process of instituting control. 
He estimated that it would take several more 

· years to get the degree of standard methodology 
that he was seeking. 

This same phenomenon is happening in other 
aspects of the computer field. It is happening now 
with respect to mini-computers and word proc­
essing. And it is happening with DBMS. 

Stage 2 cannot and should not he skipped; it 
performs a valuable service. The trick is not to let 
it continue too long. 

So, in this report, we are addressing the ques­
tion: what is the computer field learning in the 
present (proliferation) stage of data base tech­
nology? How soon should users think about mov­
ing into stage 3? 

An overview of data base technology 

There are several reports that do a particularly 
good job of giving an overview of the present 
state of the art in data base technology. We were 
well impressed with the Infotech State of the Art 
Report Data Base Systems (Reference 2). It cov­
ers the rationale for using a DBMS, the strengths 
and weaknesses of the leading approaches to data 
base management (network, hierarchical, in­
verted file, and relational), and user experiences 
with some of the leading DBMS (TOTAL, Sys­
tem 2000, ADABAS, IDMS, IDS, IMS, DMS 1100, and 
MARK IV). 
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The March 1976 issue of the ACM Computing 
Surveys (Reference 3) provides an excellent his­
torical development of data base technology, a 
discussion of the CoDASYL, relational, and hier­
archical approaches, and a comparison of the 
relational and CoDASYL approaches. 

Why use a DBMS? lnfotech surveyed a good 
amount of data base literature to find the reasons 
most frequently claimed for installing data base 
management. Following are the nine character­
istics most frequently cited as the reasons for go­
ing to DBMS. 

Data independence. It might be better to use 
the term "program I data independence." The 
term means a mechanism for isolating the appli­
cation programs from the physical storage of the 
data, so that one might he changed without a 
widespread impact on the other. Full independ­
ence is an unrealized (and perhaps unrealizable) 
goal. But modern DBMS design does provide an 
improved degree of program/ data independence. 
For instance, see Curtice's analysis of TOTAL, IMS, 
ADABAS, and System 2000 in Reference 4. 

Data independence implies a degree of in­
efficiency, as the lnfotech report points out. 
There is the translation (mapping) overhead for 
converting from the data definitions as used by 
the programs to the data definitions of the stored 
data. There is also the inefficiency caused by the 
concealment from the programmer of the con­
sequences of his decisions. "Tuning" the data 
base-by adjusting the physical storage of the data 
and the inter-relation mechanisms-can help im­
prove performance but at the expense of some 
loss in data independence. 

Model real world relationships. This modelling 
capability is the factor that, perhaps more than 
any other, differentiates the DBMS from the earlier 
file management systems. A mechanism is pro­
vided for relating, for instance, a customer record 
with the current open orders which that customer 
has entered. These open orders, in turn, call for 
products so the ordered products are related to 
the inventory records for those products. The in­
ventory records, in turn, are related to procure­
ment records for those products. Without 
searching the whole data base, it is possible to 
move from customer to customer order to prod­
uct to product inventory to procurement order. 

It is interesting to note that this issue of mod­
elling real-world relationships is at the center of 
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the arguments of different approaches to DBMS. 

We will have more to say about this subject 
shortly. 

Data integrity. A data base has both advantages 
and disadvantages with respect to data integrity, 
when compared with conventional application 
files. On the advantage side, data may he stored 
only once; when this is so, it eliminates the possi­
bility of inconsistencies in the same data item that 
can occur when that item is stored in two or more 
files. On the disadvantage side, since the data base 
is used by multiple departments, accountability 
for errors is harder to assign. With the creation of 
the data administrator function, however, it is 
possible that even greater attention will he paid 
to data integrity than has been true of application 
files. 

Security. A data base makes data available to 
all user departments who have a need for access 
to the data. Moreover, it is possible that some sen­
~itive data will be stored in the data base-for ex­
ample, rates of pay, bonuses paid, and so on-that 
should have restricted access. So one of the main 
requirements for a DBMS is an effective security 
mechanism, for controlling access. 

Somewhat like data independence, security is 
proving to be evasive. Some operating system/ 
DBMS combinations have more effective security 
mechanisms than others. These mechanisms pre­
vent most accidental unauthorized accesses and 
the less intelligently planned of the delib~rate 
ones. But they still do not offer much protection 
against the well planned intrusion. 

Elimination or reduction of redundancy. In 
general, data will be stored only once in a data 
base. Where redundancy is used, it will be used 
deliberately in order to provide better perform­
ance or backup. 

Multiple entry points to data. Records in a se­
quential file are accessed generally in only one 
way-by a serial search of the file. Index sequen­
tial files provide two access methods, by way of an 
index or by a serial search. Data bases generally 
provide even more ways for accessing a given 
record, via the relationships that each record has 
with other records. 

Infotech points out that shared data in a data 
base requires multiple access paths, because the 
different applications will access the data differ­
ently. But the multiple access paths mean a more 
complex structure. Recovery may well be needed 
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more frequently than in conventional files and 
may take a longer time, too, as we discussed last 
month. 

Centralized control over data and its use. The 
data base is forcing more awareness of data as a 
corporate resource. Because data in a data base is 
used by all authorized departments, it has become 
clear that the definition of the data cannot be left 
to the individual departments. 

So the function of the data administrator (or 
data base administrator) has emerged to exert 
control over data and data definitions. 

One disadvantage is that individual depart­
ments will not have as much liberty in setting up 
new data fields to meet their individual desires or 
needs. Any new data field stored in the data base 
will probably have to be cleared or authorized by 
the data administrator. 

Concurrent access. Since the data base serves 
multiple application systems, no one application 
should lock up the data base and prevent access 
by the other applications. So a DBMS should sup­
port concurrent access by multiple application 
programs. 

Two problems arise from this feature. One is 
the possibility of concurrent updating and the 
other is deadlock; we discussed these problems in 
last month's report. The first program to access a 
record for the purpose of changing it is given ex­
clusive use of that record until the change has 
been made and the record released. Deadlock can 
occur when two programs are each waiting for 
the other to release a needed record. A DBMS is ex­
pected to automatically handle and recover from 
these situations. 

Ad hoc query capability. In theory, ad hoc 
queries can be answered by means of retrieval 
programs working with conventional application 
files. But when the answer to a query involves 
data in multiple files, the problem becomes 
complicated. 

With a data base, all of the data is available. So 
the use of generalized retrieval and reporting/ 
display routines becomes attractive. A DBMS 

should provide a powerful ad hoc reporting and 
query capability, preferably one that can be used 
by a non-programmer type of person. 

These then are the nine reasons that Infotech 
found were most frequently cited for moving to 
data bases, as well as the functions that the DBMS 

were expected to perform. 
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Types of systems 

Infotech (Reference 2) gives a good discussion 
of the types of DBMS. Also, see Reference 3 and the 
paper by Olle in Reference 5a. DBMS can be clas­
sified by the means they use for expressing data 
relationships. As lnfotech points out, such clas­
sification is only approximate because a specific 

·DBMS may use multiple mechanisms for express­
ing relationships. 

Relationships by access paths. This is the com­
mon way of expressing inter-relationships be­
tween data items today. There are four general 
categories of access path mechanisms: linking of 
files, file inversion, defined hierarchies, and de­
fined networks. In each case, an explicit set of 
pointers and/ or indexes are used to tie together 
the related data items. 

Relational approach. Adherents of the cur­
rently popular relational approach-popular, that 
is, among researchers and academics-argue that 
relationships should not be defined by access 
paths. The user's view of the data is too much in­
fluenced by the specific DBMS and by performance 
considerations, if access paths define relation­
ships, they say. Instead, relationships should be 
defined as simply and as cleanly as possible, and 
let the DBMS worry about the accessing. 

In one sense, the relational approach is simple 
in concept. A relationship is expressed by means 
of two or more records containing the same key 
plus one or more data items. (We won't use the 
terminology that the relational approach people 
use.) 

To illustrate, consider the following three types 
of records: 

(1) EMPLOYEE NUMBER, NAME, DEPARTMENT, 

JOB CODE, RATE OF PAY; 

(2) EMPLOYEE NUMBER, PRIMARY SKILL CODE, 

YEARS OF EXPERIENCE; 

(3) EMPLOYEE NUMBER, SECONDARY SKILL 

CODE, YEARS OF EXPERIENCE. 

Now assume that a secretarial position is open 
within the company, and it is desired to search to 
see if someone already in the company is qualified 
to fill it. The search request might specify that ei­
ther primary skill code or secondary skill code 
must be such-and-such, minimum years of expe­
rience in that skill code must be such, and, say, 
that the person must not already be employed in 
one specific department. 
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The relational approach says that, given a data 
base that includes record~ of the above three 
types, the DBMS would extract all records that 
meet the search criteria. Note that record types 
(2) and (3) are both needed in the search for skill 
code and years of experience, and that record 
type (1) is needed in the search to determine that 
the person is not already employed in the speci­
fied department. 

The query in this case does not tell the DBMS 

how it is to make the search. The query just says 
what is wanted and leaves it up to the DBMS to de­
termine how to retrieve the records. The user sees 
no pointer fields in the records and the user has no 
idea whether indexes are used or not. 

Two points should be made. One, the redun­
dant use of the employee number in all three 
kinds of records is a hidden definition of relation­
ship. Relationship is being expressed by redun­
dant data. Two, the query language itself is 
independent of how relationships are defined-by 
access paths or by redundant data. 

How does the relational approach find the de­
sired records? That is the hitch; there are no good 
answers yet. One solution is a complete search of 
the data base, but that is time consuming for all 
but very small files. Another solution is the com­
pletely inverted file, but the completely inverted 
file is quite inefficient for rapidly changing data 
because the indexes have to be updated with ev­
ery change. Another solution is to put the entire 
data base in an associative memory; when using 
such a memory, calling for a specific value of a 
field results in all records having that value of that 
field being automatically retrieved. The problem 
is, large associative memories are beyond the 
state of the art and even when they become avail­
able they may be at least two to three times as ex­
pensive as conventional storage devices. Still 
another solution is a parallel search, which is ex­
pensive in terms of hardware. The net result, we 
have been told, is that the relational approach is 
not very practical today for file sizes above 1t2 to 1 
million characters-although we have not yet at­
tempted to verify this claim. 

Why, then, is anybody interested in the rela­
tional approach? One claimed advantage is that it 
has a good, theoretical foundation to it. The "rela­
tionship by access method" approaches do not 
have such a foundation. Another claimed advan­
tage is that is relatively simple but powerful user 
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interface. It embodies the ad hoc query capability 
carried to the "ultimate" of today's technology. 
Still another claimed advantage is that computer 
scientists can use mathematical techniques in 
conjunction with it. 

The main debate in data base technology today 
is between the adherents of the CoDASYL ap­
proach and the adherents of the relational ap­
proach. Here are the arguments. Relational: 
Relational is the way to go; it provides a clean, 
simple user interface. We may not know how to 
implement it yet but we are working on it. Please 
do not standardize on the CoDASYL approach that 
has no theoretical basis and uses a programmer­
type interface. CoDASYL: Why wait for some­
thing that is beyond today's technology and for 
which no one can predict when the technology 
will be available? We spend less time on theories, 
although our theories are complete, and so we can 
spend more time on solving real problems. Our 
approach works; it is available. Furthermore, 
there appears to be no reason why a relational­
type interface cannot be developed for a 
CoDASYL-type DBMS. 

As a matter of fact, at least one such interface 
already exists. In June 1976, Honeywell an­
nounced the Multics Data Base Manager that sup­
ports both CoDASYL and relational user 
interfaces. In addition, MDBM allows a variety of 
data base structures, including hierarchies, net­
works, and relational organizations. 

This discussion of the debate leads us into the 
question of a possible standard DBMS. 

Standards in DBMS 

~ working conference on future directions in 
data base systems was held in October 1975, 
jointly sponsored by the Association for Com­
puting Machinery and the U.S. National Bureau 
of Standards. It consisted of an invited group of 
knowledgeable people in the field who met for 21h 
days. The conference was divided into five work­
ing panels, each addressing one of five subject 
areas. Reference 6 is a report of the conference, 
the production of which was the major aim of the 
conference. 

One of the subject areas was standards in DBMS; 
we will briefly review the results of that working 
panel here and will treat three of the other four 
working panels later in the report. 
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The standards working panel recognized four 
different groups of standards as being needed in 
the next five years. These were terminology, cri­
teria, components, and usage standards. For in­
stance, the panel pointed out that data base 
system designers must communicate with organi­
zational management. If these designers continue 
to use terms such as "schema" (instead of the 
more common synonyms such as "plan" or "de­
sign" or "description"), then they will have 
trouble communicating with management. So a 
usable, useful standard terminology would he 
welcome. 

Perhaps the main point made by this working 
panel dealt with a standard DBMS. If a data base 
system standard is to be adopted during the next 
five years, that standard must be based on the 
CoDASYL specifications, said the panel. The main 
reason was that, to the working panel's knowl­
edge, no other system has yet been submitted for 
standardization. Further, it takes about seven to 
ten years from the time that something is sub­
mitted as a standard until it is adopted (assuming 
that it is adopted), based on such prior cases as 
FORTRAN and COBOL. If some other data base sys­
tem were submitted now for standardization, it is 
very unlikely that it could be adopted as a stand­
ard within five or even ten years. Also, most of the 
popular DBMS (TOTAL, IMS, IDS, System 2000, 
ADABAS, etc.) are proprietary packages; their sup­
pliers might be· reluctant to submit them as pos­
sible standards because they would then lose 
control of the systems. 

Let us repeat the working panel's point: if a 
data base system standard is to be adopted during 
the next five years, it must be based on the CoDA­
SYL specifications. If someone wants something 
else as a standard, it should be submitted 
forthwith. 

The working panel went further and urged that 
bodies such ~s the U.S. National Bureau of Stand­
ards support the adoption of the CoDASYL specifi­
cations as a standard within the U.S., and that the 
support of an international body such as the Inter­
governmental Council on ADP also be sought. 

This acceptance or not of the CoDASYL specifi­
cations as a standard is an emotional issue. Much 
the same group of people that have looked down 
their collective noses at COBOL have argued vehe­
mently against the CoDASYL data base standards. 
Our position right along has been that the 
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ConASYL specifications were well thought out, 
they can be supported by today's technology, and 
user interests would be well served by adopting 
them as a "common" -and eventually as a "stand­
ard" -approach. 

It might be well to quote a paragraph from our 
March 1972 issue on "The Debate on Data Base 
Management": "Our opinion is that the argu­
ments against the (ConASYL) proposals have not 
provided the needed burden of proof (of in­
adequate or unsatisfactory design). The oppo­
nents of the (ConASYL) proposals have not clearly 
demonstrated a superior approach to the design 
of the languages. They have presented no solid 
evidence that the (ConASYL) approach cannot 
evolve so as to adapt to future needs. They have 
given no evidence that a better data base manage­
ment system will be available sooner-or even 
five years later, for that matter-if the (ConASYL) 
proposals are scrapped." Now, almost five years 
later, we see no reason to change that statement. 
The CoDASYL specifications still represent the 
only proposal of stature for a common or standard 
approach to data base systems. 

Some of our friends have taken us to task for 
this stand and have pointed out what they con­
sider to be serious flaws in the CoDASYL specifica­
tions. We have checked some of these out with 
technologists we respect and have concluded that 
the points raised are not so much flaws as they are 
differences of opinion. As far as we have been able 
to determine, the ConASYL specifications have 
stood up under close scrutiny. 

The ANSI/SPARC study group 

Bachman (Reference 7) gives a good overview 
of the work of the ANSI/SPARC data base study 
group, of which he was vice chairman. Also, a 
summary of the report of the study group will be 
found in Database Journal (Reference 8) and the 
whole report has been published in Reference 5c. 

The American National Standards Institute 
(ANSI) is divided into divisions; the X3 division is 
concerned with standards for computers and busi­
ness machines. X3, in turn, has a number of active 
committees studying various proposed standards, 
plus a "broad look" committee, the systems plan­
ning and requirements committee (SPARC). In 
1972, SPARC established a study group on data 
base systems. The charter of this study group was 
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to determine whether or not the data base area 
was ready for standardization. 

After much discussion and definition, the group 
decided that the only things standardizable are 
the interfaces. These include the man-machine in­
terfaces, the interfaces between software func­
tions, and the interfaces between hardware 
functions. 

The study group developed a concept of what a 
data base system of the future might look like, 
from which a series of over 30 interfaces was iden­
tified. The concepts of the overall system are too 
complex to discuss in this brief summary, but fol­
lowing are some of the highlights. 

Administrators. The overall function of data 
administration was divided into three com­
ponents by the study group, primarily to support 
data independence. The enterprise administrator 
is a business-oriented individual, perhaps on the 
staff of the executive vice president of the firm. 
The role of this individual (or perhaps more than 
one person) is to say, "Here is how management 
would like you to model this enterprise." This is 
the organization's view of the data, from which a 
conceptual schema (oops, conceptual plan) of the 
enterprise is recorded. This plan deals with real 
world entities-people, products, money, etc. It 
describes them in terms of their attributes and 
relationships. The application system adminis­
trator, using the conceptual plan, develops the 
"external data base plan" -the data definitions 
and relationship definitions as seen by the appli­
cation programmers, report specifiers, query 
specifiers, and update specifiers. This plan is es­
sentially the same as the sub-schema concept in 
the CoDASYL specifications. Finally, the data base 
administrator creates the "internal data base 
plan," defining the way the data is stored in the 
data base to achieve performance and economy 
objectives. 

It is the conceptual plan of the data base that 
enhances the concept of data independence, says 
Bachman. There is one such plan and it remains 
relatively stable, changing only when manage­
ment's views of the business change. There are 
a number of external plans, as used by the user 
programs; each of these must be transformed 
(mapped) to the conceptual plan. Then there is 
one or more internal plans, dealing with the phys­
ical storage of the data in the data base; a map-
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ping to the conceptual plan must be provided for 
each one. 

In such an arrangement, says the study group, if 
new external plans are added or existing ones 
changed, all that need be done is change or add 
external-to-conceptual mappings. Similarly, if 
the data base administrator changes the physical 
storage of the data to improve performance or 
save space, all that is needed is a new internal-to­
conceptual mapping. The conceptual plan pro­
vides a fixed point of reference, isolating changes 
in programs and changes in the physical storage 
of the data from each other. 

If this concept of data base organization is 
accepted, then the 30-odd interfaces identified 
by the study group are candidates for stand­
ardization. The final report of the study group 
does not propose specific actions, part of the rea­
son being that the group got hung up on the rela­
tional-versus-CoDASYL (or the "CoDASYL-versus­
anti-CoDAsYL") debate at that point. The group 
did acknowledge that the CooASYL specifications 
represent an approach that can be implemented 
with today's technology. 

CODASYL End User Facility 

As we indicated above, the CooASYL specifica­
tions were aimed at the application programmer 
and involve a level of detail about the same as the 
COBOL programming language. The original task 
group (DBTG) that developed these specifications 
recognized that an "end user" interface would be 
desirable, for serving non-programmer users, but 
deferred action on the question. 

This area is now being studied by another 
CooASYL committee, the end user facility com­
mittee. A progress report of this committee's 
work is given in Reference 5b. 

What this committee proposes is a forms ori­
ented approach. Thus, samples of forms would be 
used to illustrate what data is in the data base and 
what the data relationships are. Output would oc­
cur in certain user-designated forms. Note that 
these forms need not be just printed on paper; 
they can be displayed on a terminal. The forms 
approach was selected because end users as a class 
are very familiar with forms; they are part of most 
everyone's life. 

The proposal is just at the beginning of the re­
view and debate process, somewhat like the 
CooASYL data base specifications were in 1967-
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68. So it is likely that it will be a number of years 
before an end user facility is officially adopted by 
CooASYL. 

CODASYL Data Definition Language 

The CooASYL Data Definition Language Com­
mittee is developing specifications for a general 
DDL that will be compatible with many pro­
gramming languages. The committee is very ac­
tive, meets regularly, and has several active 
working groups. The committee published a Jour­
nal of Development in 1973. Since then, there 
have been enough changes made to the specifica­
tions that some committee members are now ar­
guing for an updated version of the JOD. Others 
feel that some important changes are imminent, 
so that publication should be delayed for a time. 

In brief, progress is being made toward a com­
mon data definition language. 

Other determinants of data base directions 

The working conference held in October 1975 
(Reference 6) considered factors in addition to 
standards that would shape data base technology 
of the future. These included user experiences, 
audit considerations, existing and proposed gov­
ernment regulations, and the likely developments 
in new technology. We will briefly discuss the last 
three of these. 

Audit considerations 

The working panel on audit considerations dis­
cussed not only the impact of data base tech­
nology on the auditor but also how audit needs 
are likely to influence data base technology. 

The panel observed that the concept of separa­
tion of duties, so basic to an auditor's ideas of in­
ternal control, probably is violated by a central 
data base. This observation might imply that 
auditors would be much happier with a well de­
signed distributed data base than with one central 
data base. 

Closely related to this point, the "going con­
cern" concept was singled out as an important 
problem area. If a company loses its data base and 
cannot recover that data base, it might be out of 
business in a hurry. The auditor is expected to 
look for real risks that threaten the continuity of 
operations. Further, the external auditor might 
feel compelled to note such a risk in the certifica­
tion statement for the financial reports. So the 
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"going concern" concept might well argue for the 
distributed data base, as opposed to the central 
data base. 

The working panel recognized that EDP audi­
tors were having a hard time learning conven­
tional computer technology, and that advanced 
technology such as DBMS only compounded the 
problems of training these people. 

Current audit software, in the main, cannot 
cope with the data base. The auditor needs an in­
dependent interface to the company's files of 
records, to make sure he gets all the desired 
records. With conventional systems, today's audit 
software can provide that interface. A similar in­
terface is needed for data bases. 

Audit functions may have to be built into DBMS 

and/ or into the application systems. 
Also, while auditors do not seek the responsi­

bility, they may be asked to perform compliance 
tests to see that government regulations are being 
followed. Such regulations include the existing 
and proposed privacy laws. 

Two reviewers of our draft commented at some 
length on this discussion of audit considerat.ions. 
In brief, they questioned whether integrity was a 
matter of centralization versus decentralization 
of the data base. They pointed out that the ques­
tion of integration versus non-integration of the 
data is also important; an integrated data base 
might be more difficult for the auditors to audit. 
In any case, they felt that regardless of approach, 
the proper integrity features should be designed 
into the systems. 

Government regulations 

How might existing and proposed government 
regulations influence the use of data base tech­
nology? This question was addressed by another 
panel at the October 1975 working conference 
(Reference 6). 

The panel identified 20 areas in which govern­
ment regulations are anticipated to impact infor­
mation systems. Some of these regulations might 
impact data base systems in a special manner; 
that is what the panel looked for. 

These 20 areas included system certification, 
information protection, limits on the inter­
relating of data, access authorization, continuity 
of operations, and others. 

The panel identified those aspects of privacy 
legislation that promise to have the greatest im-
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pact on data base usage. For instance, when some 
personal information is changed, the need to no­
tify all past recipients of that information about 
the change poses a non-trivial technical challenge 
and a significant cost challenge to data base users. 

The working panel pointed out that a DBMS 

might well make it less costly for an organization 
to adhere to new or changed regulations. If data is 
scattered throughout numerous application files 
and processed by many programs, changes to the 
data and programs are much harder to implement 
than if the data is all in a data base. In fact, with 
increasing data independence, the overall impact 
of changes should be much less in a data base 
environment. 

Likely developments in technology 

The evolving technology working panel (Ref­
erence 6) considered the developments that were 
most likely to occur within the next five to ten 
years, as well as the developments that are most 
needed and on which research should be 
supported. 

To make data base systems more usable, the 
panel saw a need for several developments. One is 
a formal methodology for design and restructur­
ing; right now, these are done by trial-and-error 
which really is not adequate. Tools for tuning the 
data base, to improve performance, are needed 
and in fact are being developed. Improved integ­
rity, fault detection, and recovery facilities are 
needed, and again progress is being made in this 
area (but perhaps not as much as technologists are 
capable of doing). Also, improved data independ­
ence is needed by means of a greater isolation of 
physical data from application programs. As we 
indicated earlier in this report, technologists are 
well aware of this need and it remains to be seen 
how well suppliers implement it. 

In the area of data base architecture, the panel 
visualized two kinds of distributed intelligence 
related to the data base. One is a back-end proc­
essor for handling all data base management func­
tions. In the same way that communications 
front-end processors have taken most or all com­
munications functions out of the host CPU, so 
might a back-end processor take over most of the 
DBM functions. The other form of distributed in­
telligence is the storage hierarchy controller, 
which would control the movement of data be­
tween levels in the storage hierarchy (cache 
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memory, main memory, fast access random mem­
ory, disk storage, mass storage). This controller 
would also have responsibilities in the area of in­
tegrity and recovery. We have been cautioned, 
though, that a storage hierarchy controller con­
cept involves substantial problems. 

The panel noted that numerous suppliers are 
working on the concept of a distributed data base 
system. The group expected that distributed data 
base systems will be commercially available 
within five years. 

In the area of data models (methods of express­
ing relationships), the working panel identified at 
least five models of major interest-network, hier­
archical, relational, binary association, and set 
theoretic. Only the first two of these are available 
in the commercial marketplace. The panel made 
a most interesting point: none of the data models 
appeared to be "best" and it was hard to conclude 
which one will be considered "best" five years 
hence. For instance, it will take about five years to 
gain enough experience with the relational mod­
els to determine whether they are to some degree 
more useful than previous technologies. 

Determining which model is "best" is a com­
plex question of relative efficiency, said the panel. 
The ease of use of a particular model by a user 
may be the key factor, both now and in the future. 

It should be noted that this panel consisted of 
13 invited participants representing most of the 
main schools of thoug}it on data base technology. 
Among them were the creators of some of today's 
most advanced data base technology. So the 
panel's consensus views carry considerable 
weight, in our opinion. We hope we have cap­
tured the gist of these views but interested readers 
are referred to the report (Reference 6). 

What the panel was saying, we believe, is that 
there are no big surprises just over the horizon, as 
far as data base technology is concerned. There 
might be some interesting "packaging" of existing 
technology, but do not expect any breakthroughs. 

The panel also identified a number of areas in 
which research is being conducted. While the po­
tential value of this research might be great, it is 
unlikely to affect the use of data base technology 
within the next five years-because of the re­
search, development, and implementation times 
involved. One area of research is "data seman­
tics" -the meaning assigned to the data by the 
users which is not conveyed by the physical rep-
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resentation. It would be desirable to add seman­
tics to the data, in an attempt to get each user to 
give the same interpretation to the data. Data se­
mantics might not only help to avoid meaningless 
operations (such as adding weight and time) but 
might also allow the system to make inferences 
from the data. 

Another area of active research is in natural 
language query systems. Currently, all query sys­
tems require the user to state the query in a for­
mal manner-even though some sales literature 
claim that the queries can be expressed "almost" 
in the English (or other) language. 

As we say, these are interesting areas of re­
search from which practical results may not be 
expected for a number of years. 

Selecting a DBMS 

What is the main message of these conferences, 
working sessions, and papers? The message that 
we have received is the following. Today's tech­
nology is a fair indicator of what you will he 
seeing in the next five years. There will be contin­
ued progress but no radical changes. If you have 
been holding off on using data base technology 
waiting for that "significantly better system," you 
probably are wasting some opportunities as well 
as making eventual conversion more costly. Use 
today's technology to solve today's problems. But 
start small with data base technology and thi:;n 
work your way gradually toward larger, more 
complex systems. And do not forget audit require­
ments as well as existing and expected govern­
ment regulations. 

Since the great bulk of today's computer sites 
are not yet using a DBMS, the selection of a DBMS 
becomes an important decision area. 

Mayford Roark pointed out that the selection 
of a DBMS generally followed the selection of 
hardware. In the majority of situations, that is 
true. The hardware is either already in place or is 
selected for reasons other than the available 
DBMS. But in a few instances, we have encoun­
tered users who made the DBMS selection first, and 
from this came the hardware decision. 

How can an organization go about selecting a 
DBMS effectively? As we have tried to point out in 
this report, the subject area is complex. Luckily, 
the CoDASYL Systems Committee has prepared a 
report that can help the user organization con­
sider the essential factors when making this deci-
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sion. The report is entitled Selection and 
Acquisition of Data Base Management Systems 
(Reference 9). 

Space will not allow us to go into more than a 
brief overview of this report. If you are consid­
ering getting a DBMS for the first time, or are ex­
pecting to upgrade from your present DBMS, we 
think you should read this report. It could help 
you avoid some of the problems that others have 
encountered when converting to a DBMS. 

It really is not possible to give a summary of the 
report. In essence, it is a large, annotated check­
list. It raises points that you should review and 
consider, to see which ones apply to your 
situation. 

The report has six sections: (1) a rationale for 
ihstalling data base systems, (2) user needs, (3) pri­
mary capabilities of DBMS, (4) relation of DBMS to 
other system software and to hardware, (5) the se­
lection process, and (6) how the evaluation team 
might be organized. 

The main message that comes through from the 
report is, of course, that the selection and in­
stallation of a DBMS is a complex process. There 
are many points to be considered-not all of 
which need apply in a particular instance, how­
ever, But each point should be analyzed to see if it 
does apply. 

To illustrate the depth of the report, here are 
some of the topics that are treated under "user 
needs." User characteristics include the types of 
expected users, the number and geographic dis­
persion of the users, types of access needed, re­
sponse time needed, and degree of data sharing 
expected. Data characteristics include current 
volume and expected growth in the data, vol­
atility, structural complexity and volatility, and 
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geographic distribution. Program characteristics 
include current volume of computer programs, 
plus the growth in volume and the obsolescence 
of programs, volatility, size, and modularity. Fi­
nally, support services needed from the DBMS in­
clude services for system programmers, the data 
base administrator, and operations, plus the need 
for the DBMS to interface with other software 
packages and the need for the DBMS to have re­
covery capabilities. The report discusses each of 
these points. 

In some environments, the selection and in­
stallation of a DBMS may in fact be relatively 
simple. Such situations occur when there is only 
one DBMS available for the particular hardware, 
where one fairly small application is being con­
verted to the data base, and where the data struc­
tures are not complex. Experience with such a 
case may give the erroneous impression that all 
data base systems go in this easily. The CoDASYL 
System Committee's report can help point out 
the complicating factors that can come into play 
in a more typical situation. 

We have pointed out in this report that data 
base technology, and the use of that technology, is 
in the early part of stage 2, the proliferation stage. 
This is the trial-and-error learning period and it 
plays an important role. But if an organization 
stays too long in stage 2, waste and difficulties be­
come magnified. The objective is to gain the basic 
lessons from stage 2 and then get into stage 3. 

It looks to us as though DBMS users ought to be 
thinking of getting into stage 3. There is a variety 
of types of DBMS in use. Improvements will occur 
but no great breakthroughs are expected. So start 
looking for common or standard solutions that 
embody the best of what has been learned to date. 
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