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MANAGING STAFF RETENTION AND TURNOVER 
One of the topics of major interest today is managing software 

development-getting projects completed on schedule and within 
cost estimates. One aspect of this area that has not received a lot 
of attention recently is the effect of computer staff turnover on 
software projects. With a not-unusual staff turnover rate of 20-
35% a year, it is little wonder that projects are often delayed and 
more costly than anticipated. Managing staff turnover requires 
knowing where and why it is occurring. So in this report we shall 
look at the reasons why people leave jobs, why they stay on jobs, 
and what data processing management can do to better manage 
computer staff retention and turnover. 

Rainier National Bank, with headquarters in 
Seattle, Washington, is a bank holding company. 
It includes the bank, a mortgage company, a 
credit company, and a leasing company. Based on 
total assets, Rainier Bank is the fiftieth largest 
bank in the United States. 

In 1975 the bank changed management in the 
information systems department. The new man­
agement initiated an aggressive program for in­
creasing the bank's data processing services and 
capabilities. This included a heavy emphasis on 
attracting and retaining employees. 

The data processing department now has 400 
employees, in systems development, computer 
operations, proof and transit (the clerical job of 
encoding checks), and systems services (to outside 
users). In early 1975, systems development had 25 
employees, today it has 62; the entire data proc­
essing department has experienced a similar 
growth rate over the past two years. 

In 1976, the information systems department 
began incrementally implementing a number of 
related personnel programs. At that time they 
had no working job descriptions, no structure re­
lating the various departmental jobs, and no 

coordinated training program. The program that 
has evolved over the past year and a half includes 
a career development program, a performance 
appraisal system, and a coordinated technical 
training program. 

Career development program. Early in 1976, 
management selected Development Systems In­
ternational Corporation (DSI) of Los Angeles, 
California, to create a career development pro­
gram. From March 1976 until March 1977, three 
to five people from DSI interviewed randomly se­
lected personnel from each job category and re­
viewed the few existing job descriptions. From 
the information gathered they created job de­
scriptions which identified the tasks and skills 
needed for each job. DSI also identified relation­
ships between the jobs, as well as career paths. 
And they formulated an administrative procedure 
for using the career development program. 

In March 1977, after the program was com­
pleted, the managers and supervisors within the 
department were given a one-half day workshop 
that explained how to integrate the program into 
the existing performance appraisal system. They 
were also shown how to create new career paths 
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for individuals. 
It was explained that once a year an employee 

would meet with his manager in order to formu­
late a one-year career development plan. During 
this meeting, probable near-future assignments 
would be discussed, based on both the company's 
needs and the employee's career aspirations. 
Skills needed for these projects or. promotions 
would be identified, and needed training would 
be scheduled. The purpose of the program is to 
help managers better coordinate, on an individual 
employee basis, employee resources, technical 
training, and long-term career planning. It fits in 
well with the short-term performance appraisal 
system. 

Performance appraisal system. The perform­
ance appraisal system was implemented in July 
1976. Each quarter an employee and his super­
visor meet to do two things: (1) to evaluate the 
employee's performance toward the yearly goals 
set in the career development plan, and (2) to re­
vise or add objectives if the needs have changed. 

Technical training program. Shortly after se­
lecting DSI to develop the career development 
program, Rainier Bank signed a contract with 
Deltak, of Chicago, Illinois, for selected audio/ 
visual cassette training courses. These courses are 
used in ten individual study carrells within the de­
partment. The bank also has a tuition reimburse­
ment program for outside education and training. 
During 1976 each employee within systems de­
velopment spent about 8% of his time in training; 
and this training is now coordinated with the ca­
reer development program. 

Systems development department manage­
ment has found that personnel programs that 
treat employees as individuals are preferable to 
programs that put employees into groups. They 
have found that these programs give their em­

. ployees more job satisfaction and reduce turn-
over. Before their new personnel programs were 
implemented, the department had a staff turn­
over rate of over 20% a year. After the new pro­
grams began, this rate dropped to 14%, a drop 
which management felt was promising. They also 
believe that the low turnover rate, despite the 
huge growth in the department, was due to their 
new individualized personnel program. These im­
mediate results of the individualized approach to 
personnel indicate to them that it is a promising 
way to manage computer staff retention and 

EDP ANALYZER, AUGUST 1977 

turnover. 

Pacific Mutual 1.ife Insurance Company 

Pacific Mutual Life Insurance Company last 
year ranked 29th in assets among more than 1,800 
life insurance companies in the U.S. With head­
quarters in Newport Beach, California, Pacific 
Mutual employs over 1,800 people and has assets 
of almost $2 billion. 

We have discussed Pacific Mutual's data proc­
essing activities in a number of previous issues, 
among them the August 1972 and July 1975 is­
sues. As we discussed in these issues, in the early 
1970s Pacific Mutual implemented an extensive 
career development/ technical training program 
within the data processing and systems depart­
ment. A number of technical and management 
career paths were developed, with each path tied 
to specific training modules. They feel that this 
program has contributed to lowering their sys­
tems staff turnover. 

In conjunction with this program, Pacific Mu­
tual has been looking in recent years for an objec­
tive, consistent way to assess the technical 
knowledge of their programmers and system ana­
lysts. Such a standard measure would allow them 
to better place their employees on projects. It 
would indicate where remedial training is 
needed. And it would allow them to improve 
their hiring process, by enabling them to verify 
the programming knowledge of job applicants 
rather than having to rely on the applicant's judg­
ment of his own skills. 

In June 1976 Pacific Mutual heard about the 
On-line Programmer Knowledge Survey devel­
oped and marketed by INsco Systems Corporation 
of Neptune, New Jersey. This is a multiple choice 
test based on a knowledge of the IBM os /vs oper­
ating system. It measures the programming skills 
in eight areas: hardware architecture, os/vs con­
cepts and facilities, linkage editor, testing and de­
bugging, JCL, CoBOL, COBOL optimization and 
modularization, and assembly language. The 
complete test has 189 questions and requires 
about 21h hours to complete. It is taken on-line at 
a CRT terminal connected to !Nsco's computer 
center. When the test has been completed the test 
administrator can immediately receive the test 
results on the CRT terminal. That same day a 
printout of the test results and a diagnostic report, 
noting recommended training actions in specific 
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areas, is mailed out by INsco. 
In September 1976 the Pacific Mutual systems 

department gave the INsco test a l 1h week trial. 
Five staff members, ranging in programming and 
system analysis experience from five months to 
ten years, took the test and evaluated it. These 
people liked the test, saying that, in general, the 
questions were sufficiently difficult and relevant 
for testing the programming skills needed at Pa­
cific Mutual. So in December they agreed to pur­
chase the service for one year, guaranteeing that 
at least 60 tests would be administered within that 
time, both to all 68 staff members and to pro­
gramming job applicants. 

One Hazeltine CRT terminal was acquired and 
provisions for the use of local connection to INsco 
via Telenet were arranged. One secretary was 
given the responsibility for administering the test 
to the staff-two each day, one in the morning and 
one in the afternoon. And a carefully worded 
memo was sent to each staff member describing 
the test and the reasons why it was being given. 
The department stressed that the results would 
not be used for performance reviews, but rather 
for making more objective assessments of techni­
cal skills for project staffing and for identifying in­
dividual training needs. 

Since last December the test has been adminis­
tered to most of the systems staff, including the 
section managers. They have found that it is easy 
to administer, it provides immediate scoring, and 
it allows comparisons to a standard profile based 
upon an individual's experience level. When the 
entire systems department has been tested, INsco 
will create a Pacific Mutual systems profile. This 
will differ from the general profile usually pro­
vided by INsco because Pacific Mutual does not 
emphasize assembly language, hardware archi­
tecture, and os /vs concepts. 

For screening job applicants, a shortened ver­
sion of the test is used. It stresses JCL, CoBoL, and 
testing and debugging. This test is administered 
only after a section manager has interviewed a 
non-entry level applicant and feels that the appli­
cant is a possible hire. The test scores have in­
fluenced them to hire or not hire several people 
who appeared questionable during the interview; 
it confirmed or negated doubts raised during the 
interview. Pacific Mutual figured that their use of 
the test for one year would be cost justified if they 
avoided only one bad hire. They are pleased with 
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its use in this manner because they feel more con­
fident in the skills knowledge of their new hires. 
And they believe it will help them reduce their 
staff turnover that would result from incomplete 
hiring practices. 

Evaluating staff job dissatisfaction 

Managing employee retention and turnover 
really becomes a study in evaluating employee 
job satisfaction. When employees become dis­
satisfied, they may become turnover statistics, or 
may continue to work at the same job, unhappily. 
In either case, management should be concerned, 
as well as interested in aligning each person's job 
satisfaction with company goals. 

In the most extreme case, the dissatisfied em­
ployee will leave the company. In the computer 
industry, when the job market looks good, com­
puter professionals appear to leave a job with 
little hesitancy. Hoberman (Reference 1) says that 
if programmers are improperly placed or kept on 
a job too long, they are as just apt to leave as they 
are to complain to management. This point was 
reinforced by the people we talked with. When 
the job market is tight, there is little turnover; but 
when the job market opens up, programmer turn­
over is typically over 20%. What this says is that a 
large number of programmers are dissatisfied 
with their jobs. This does not seem like a particu­
larly favorable situation from an employer's point 
of view. But, apparently, most EDP managers 
live with it. Possibly they have not had experience 
in solving such personnel problems, or maybe 
they think that trying to retain people costs too 
much money. 

Whatever the reason, we thinkthat possible so­
lutions to the problem of retaining EDP people 
will be of interest to management. One place to 
start is to enumerate the visible signs of employee 
dissatisfaction. Shore (Reference 2) gives the fol­
lowing list of symptoms of employee dis­
satisfaction: 

SYMPTOMS OF EMPLOYEE DISSATISFACTION 
1. Excessive tardiness 
2. Excessive time away from work station 
3. Low productivity 
4. Low quality of work 
5. Indifference toward work rules 
6. General lack of cooperation 
7. Derogatory comments about the company/management 
8. High rate of absenteeism 
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9. Horseplay during working hours 
10. Long lunch periods or coffee breaks 
11. Subtle or outright sabotage 
12. Election to have a union 
13. Increasingly active participation in the union 
14. Frequent or widespread grievances 

Shore states that when several of these symptoms 
are occurring, management should begin to look 
for the causes. 

Flowers and Hughes (Reference 3) also discuss 
employee job satisfaction and dissatisfaction. 
They categorize the types of "inertia" that put 
pressure upon employees to stay with their jobs. 
They contend that people will stay with their jobs 
until some force causes them to leave. Within a 
company, Flowers and Hughes see factors relat­
ing to two types of inertia: job satisfaction and 
company environment. For people familiar with 
studies on job motivation, these factors are analo­
gous to Frederick Herzberg's job intrinsic motiva­
tors and his job extrinsic (hygiene) factors. 

Job satisfaction factors, which they call motiva­
tional factors, relate to the job itself: the person's 
feeling of achievement, the recognition of this 
achievement by others, his level of responsibility, 
his perceived growth potential, and such. Com­
pany environmental factors, called maintenance 
factors, relate to the work rules, the company's fa­
cilities, the company benefits plan, wages, super­
vision, and job security. 

A third group of factors are external to the 
company. They are called environmental factors. 
They include perceived outside job opportunities, 
community relations, family ties, financial obliga­
tions, friendships, etc. 

Based upon these three types of factors, Flow­
ers and Hughes define four groups of employees. 
One group is known as turn-overs. These employ­
ees dislike their jobs and they have few mainte­
nance or environmental pressures keeping them 
with their particular jobs. They will leave at the 
first opportunity. Management may or may not 
want to try to improve the situation for these dis­
satisfied employees to induce them to stay. 

The second group is the turn-offs. These people 
are highly dissatisfied with their jobs, but they will 
stay because of the maintenance and environmen­
tal factors. They may feel that they are too old to 
leave, or they may have built up a large amount of 
company benefits. Or they may feel that they 
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have become technically obsolete. In any event, 
they feel trapped, or locked in. So they will look 
for outside help from a third party, such as a labor 
union or a government agency. They may also 
change their behavior, by saying, for example, "I 
will do exactly as told and no more." Employees 
in this group physically stay on the job, but psy­
chologically they have left already, Flowers and 
Hughes point out. And they are prime candidates 
for union efforts. They may also generate em­
ployee relations problems, productivity prob­
lems, or personal problems, such as alcoholism, 
chronic illness, divorce, etc. 

This group of employees should be of great 
concern to management If steps are taken to im­
prove their job satisfaction, management can 
avoid problems as well as improve employee 
morale. 

The third class of employees is the turn-ans. 
These people stay because they have high job sat­
isfaction; but they feel no maintenance or envi­
ronmental pressures to stay. Company benefits, 
family obligations, etc. do not reinforce their de­
sire to stay. They stay because they like their jobs. 
These are desirable, productive employees; how­
ever, if managerial actions reduce their job satis­
faction, they may join the tum-over group and 
leave at the first opportunity. By identifying this 
group and monitoring their job satisfaction, man­
agement may be able to prevent needless turn­
over here. 

The fourth group is the turn-ans-plus. These 
employees have high job satisfaction, plus they 
feel maintenance and environmental pressures to 
stay. They are desirable, productive employees. If 
their job satisfaction drops permanently, they will 
continue to stay because of the maintenance and 
environmental pressures. But they would become 
tum-offs, and possibly cause employee-relations 
and productivity problems. 

Flowers and Hughes made a study of employ" 
ees in private industry to discover why employees 
stay on the job. In their study, they took the ten 
most frequently cited reasons for staying on the 
job given by specific groups-and came up with 
some interesting findings. The employees with 
college degrees most frequently cited six motiva­
tional (job satisfaction), three maintenance (com­
pany environment), and one external 
environmental reasons for staying on their jobs. 
People without college degrees gave more 
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maintenance and environmental reasons. The 
managerial and professional employee groups 
gave reasons for staying similar to the college 
graduates. This indicates that college graduates, 
managers and professional employees are more 
likely to be turn-ons and turn-ons-plus, say Flow­
ers and Hughes. 

Flowers and Hughes also found that employees 
with less than five years of service stayed for inter­
nal company reasons-their job and the company 
environment. Employees with more than five 
years of service placed less emphasis on internal 
company factors and more relative importance 
on environmental factors. Dodson and Haskew 
(Reference 4) point out that this may have nega­
tive implications for developing an experienced 
workforce, unless management pays particular 
attention to personnel policies for longer-service 
employees. 

Dodson and Haskew report that when the same 
survey used by Flowers and Hughes was given to 
600 public service employees, the reasons for 
staying were markedly different from those given 
by the employees in private industry. The public 
service employees gave mainly maintenance rea­
sons for staying-good supervisor relations, good 
working conditions, job security, benefits, and so 
on. Since these are not job related factors, this 
may indicate that these employees are a labor 
force of low productivity, Dodson and Haskew 
say. Their job satisfaction is not directly related 
to their specific jobs but rather to their 
surroundings. 

As an aside, the work of these two teams­
Hughes and Flowers, and Dodson and Haskew­
are just two of many studies in recent years that 
have extended the motivational theories of Fred­
erick Herzberg. We discussed Herzberg' s theories 
in our August and September 1969 issues. Some 
researchers have indicated that, while Herzberg 
has pointed them in an interesting direction, his 
theories are possibly too simplistic and perhaps 
not applicable to all employee groups. Refine­
ments such as proposed by the above-mentioned 
teams may be needed. 

Flowers and Hughes emphasize that turnover 
is only one part of the job satisfaction problem. 
Evaluating job satisfaction among current em­
ployees who plan to stay is equally (or more) im­
portant. Unless job satisfaction of all employees is 
considered, wrong conclusions and solutions may 
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be derived. They warn that carelessly conceived 
methods of maintaining a low turnover rate can 
be detrimental to the financial health of the com­
pany as well as the emotional health of its 
employees. 

Needless to say, if a department is experiencing 
20-35% turnover, it would be well to begin by ex­
amining who is leaving and why. 

Why worry about staff turnover? 

As in all fields, the study of personnel retention 
and turnover has a unique jargon. We shall define 
our use of some of these specialized terms here. 

Turnover is the degree of movement across the 
membership boundary of an organization, as de­
fined by Price (Reference 5). This includes com­
ings (accessions) and goings (separations). It does 
not include promotions and transfers; from the 
point of view of any particular department, how­
ever, these two could also represent turnover. 
The most widely used measure of turnover is 
called the crude labor turnover rate (or the crude 
separation index). It is the number of separations 
(per month, year or whatever) divided by the av­
erage number of members of the organization for 
that period, times 100. We shall discuss the use of 
this measure later in the report. 

There are two types of separations, voluntary 
and involuntary. Involuntary separations include 
layoff, dismissal, retirement, illness, death, preg­
nancy, and possibly marriage. In this report we 
shall be interested only in the other kind of sepa­
ration-voluntary separation, the people who 
quit. Most turnover is voluntary, except during 
periods of high unemployment. 

In order to track voluntary turnover, a clear 
definition of the separations included in the meas­
ure must be determined and standardized. That is 
why the seemingly elementary definition given 
above becomes important. 

In this report we shall concentrate on certain 
types of computer personnel: programmers, sys­
tem analysts, and system designers. We shall not 
discuss managing the turnover of EDP managers, 
data entry personnel, or computer operations 
people. Of course, the basic principles discussed 
can be applied to any group of employees within 
a company. 

We have heard it said that worrying about staff 
turnover is a thing of the past in the computer in­
dustry. In the mid and late 1960s there was a 
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flurry of interest in the subject. Companies spent 
a lot of money experimenting with different tech­
niques to cut down on their high EDP staff turn­
over. When these techniques failed to work as 
expected, EDP management became disillusioned 
and concluded that when the labor market is 
good, high staff turnover is inevitable. 

Has anything new occurred in the field since 
then to justify a renewed interest in managing 
personnel turnover? From our research we found 
nothing particularly revolutionary. W}:lat we 
found was that articles on employee retention and 
turnover within the past five years have one 
theme: Techniques for dealing with turnover can 
work if they are applied on an individual or homo­
geneous group basis. These techniques are most 
certain not to work if applied on a company-wide 
or department-wide basis. We found this point 
echoed over and over in the literature. We assume 
this is why many past efforts failed; they were ap­
plied to too large or heterogeneous a group. 

We also found some interesting studies on EDP 

staff turnover that shed light on past productive 
and not-so-productive efforts on dealing with 
turnover. 

Staff turnover embodies two issues of interest 
to the employer: the costs of the separation and 
the reasons for the separation. Whether computer 
staff turnover is a problem depends upon the an­
swers to these two questions: Is it costing too 
much money? Are employees leaving for the 
wrong reasons? 

Costs of turnover 

Cawsey and Richardson (Reference 6) state 
that employers do not realize the costs of em­
ployee turnover until they investigate closely. 
Haberman (Reference 1) estimates that it costs 
from $5,000 to $9,000 to replace a programmer 
who has quit. Replacing a project leader can be 
even more expensive, particularly if it requires 
replacements and promotions within the 
department. 

To get an idea of where these costs come from, 
we base our discussion on Zimmerer (Reference 
7). He defines five types of costs. During the sepa­
ration and replacement phase (from the time the 
person leaves until the time a replacement is 
working at full productivity) his projects are ad­
versely affected. Numerically, a project has lost 
only one member. In actuality, the associated 
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costs may be much greater. Normally two things 
may happen. Either the productivity of the proj­
ect drops or the other team members work over­
time to make up for the loss of this person. These 
costs are admittedly hard to estimate. In the most 
severe case, where the employee was a key person 
on a project, the project may stop completely un­
til a replacement is found. The loss of a key person 
on a critical phase of a project may have huge as­
sociated costs. 

In addition, even if the project is still moving 
along, one person's leaving will surely affect the 
unity of the team. The other project members' re­
actions to their teammate's quitting may ad­
versely affect their own productivity. 

The two costs that Zimmerer says occur during 
this phase are employee overtime. costs and the 
costs of productivity not achieved, such as lost 
time, delay of project, customer dissatisfaction, 
etc. 

During the recruitment and selection phase 
there are the costs within the EDP department of 
the time expended by management interviewing 
applicants. Zimmerer does not include the cost of 
the personnel department here because that de­
partment is already included in overhead. He 
would include their costs only if they worked 
overtime on replacing a particular staff member. 
If an employment agency is used, then this is an 
additional cost. 

During the induction phase, once a new person 
has been hired, there is the cost of processing him 
into the payroll, orienting him to the company, 
and training him for his job. If an in-house train­
ing group exists, Zimmerer would not include 
them in this cost analysis because they are already 
included in overhead. The cost of orienting and 
training a person often requires the time of an ex­
perienced EDP department employee. While he is 
helping the new employee learn the job, his own 
productivity on his other work is reduced. This is 
a cost. 

During the orientation phase the employee is 
working for the company, but he is not yet up to 
full productivity. Until his contribution to profit 
equals his monthly salary, his employment is a 
cost to the company. Within data processing, the 
lack of documentation prolongs this phase. And 
during this same period, his project team is not 
working at full productivity either. 

Besides these various personnel costs associated 
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with turnover, there are also capital equipment 
costs. These relate to the idleness of the equip­
ment caused by the employee's absence. This is 
the proportional idleness of machinery, technical 
equipment, and office equipment that is not being 
fully utilized because of staff turnover. 

The costs of a single staff departure may not 
end here. If his replacement does not fit in well 
with 'his new co-workers, there may still be de­
creased productivity costs on the part of these 
other team members. And these employees may 
lose some measure of confidence in management 
because of the poor selection policies. Or the re­
placement may become dissatisfied and leave, 
and another whole round of costs must be added. 

Cawsey and Richardson (Reference 6) recom­
mend beginning a study of turnover by making a 
cost/benefit analysis. This will help determine the 
magnitude of costs that turnover represents 
within a company. Only by attempting to esti­
mate the above costs can one have any idea 
whether it is cost justified to investigate and im­
plement programs to reduce EDP staff turnover. 

Reasons for leaving 

Chandor (Reference 8) discusses ten reasons 
that computing staff give for leaving their job. If 
these reasons are out of management's control, 
then he considers them acceptable. If, however, 
management could influence or cause them, then 
he feels they are unacceptable, from manage­
ment's point of view. 

Chandor states, and a number of other authors 
agree, that dissatisfaction with pay is the reason 
most often given during an exit interview. Chan­
dor says that this is probably not the real reason, if 
the company's pay scale is in line with the market 
area. Cross (Reference 9) states that a person may 
leave for more money if he feels that his salary is 
not commensurate with the workload or if he 
feels that he is getting poor benefits. Chandor 
would say these factors are controllable by man­
agement, thus this turnover could be prevented. 

Sometimes a person really does need more 
money, because he has either over-estimated his 
buying power or because he has become over­
committed financially (due to hospitalization of a 
family member, or such). Chandor considers these 
two real reasons acceptable for a person leaving 
for more money. 

Boredom, dissatisfaction with the working con-

EDP ANALYZER, AUGUST 1977 

ditions, or lack of confidence in management are 
other reasons given for leaving. Chandor states 
that these reasons result from a lack of manage­
ment direction and control. They may indicate 
poor turnaround time, inadequate resource 
scheduling involving frequent changes of staff, 
bad departmental relationships, or poor project 
control. Since they are within management con­
trol, they are unacceptable reasons for leaving. 

The end of a project, a blocked career path, the 
need for stimulation of technical interests, or the 
feeling that one's talents are unappreciated are 
also reasons given for leaving. Chandor sees these 
as being under management control. He recom­
mends instituting a coordinated career path/ 
training program and a regular appraisal system if 
these reasons are often given. He sees these as 
being acceptable reasons for leaving only if the 
employee has an unrealistic assessment of his abil­
ities and promotability or if there are few higher 
positions available within the company, and it ap­
pears that the encumbents will stay in these jobs 
for a while. These circumstances may be out of 
management's control. 

A desire for a change of location or an unwil­
lingness to move to a new company location may 
be initial reasons for leaving. Chandor considers 
these acceptable reasons if they are not masking 
other reasons. 

Headhunting (job offers via outside search 
firms) is an acceptable reason for leaving if it is 
truly unexpected. But Chandor suspects that most 
headhunting offers result from an initial approach 
by the employee, because he is dissatisfied with 
his current job. 

In a Diebold study on EDP turnover (Reference 
10), they found that companies which listed em­
ployee dissatisfaction with salary or lack of op­
portunity for advancement as the primary reason 
for their turnover had an above-average amount 
of turnover. In contrast, companies where em­
ployees listed dissatisfaction with work assign­
ment or pirating as the main reasons had lower­
than-average turnover. 

Chandor, and people we talked with, pointed 
out that all voluntary turnover should be foreseen 
by data processing management. Chandor main­
tains that any unexpected resignation (that not 
discussed for about six months) should be taken as 
a danger signal by department management. It 
may signal that others will soon leave, because 
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lower level management has been too busy with 
detailed technical supervision or is lacking in 
management skills. 

Chandor and others are not arguing for zero 
staff turnover. They are interested more in man­
agement identifying who is leaving and why, in 
order to determine whether personnel policies 
and management procedures should be changed. 

Benefits of turnover 

Actually, Chandor is very much in favor of 
turnover, if it is for acceptable reasons and is at a 
desirable level. He considers 10-15% turnover a 
year a desirable level, with the 10% figure ap­
plying to smaller departments. If the level is less 
than this, it may indicate that the employees are 
afraid to leave. They may have become techni­
cally obsolete, because they have not been ex­
posed to new ideas from new people. 

Willoughby (Reference 11) points out that per­
haps as much as 20% turnover is to be expected, 
because the employees in general who turn over 
the most often are also the employees who make 
up most data processing staffs. They are men who 
are under 30 years of age, who have few years of 
service, and who work in a managerial status 
(and/ or exempt from overtime pay requirements) 
in large companies. 

Goetz and Zimmerer (Reference 12) state that 
new employees represent a gold mine of ideas 
that employers can use to improve established 
policies and procedures, increase productivity, 
and cut costs. But few companies use this re­
source, they say. Instead, employers concentrate 
on "fitting" new hires into the organization, 
rather than finding out what the new employee 
can do for the company. For example, Goetz and 
Zimmerer point out that new employees can ob­
jectively evaluate a firm's policies and procedures 
based upon their past experiences. By soliciting 
and evaluating new employee's suggestions and 
criticisms, management could improve 
operations. 

Cross (Reference 9) points out other possible 
benefits of turnover. Bringing in new personnel 
can allow a company the opportunity to realign 
job functions to take better advantage of the 
staff's capabilities. Also, delegation of authority 
and responsibilities can be changed. And people 
who currently are "bottlenecks" can be moved to 
make better use of their talents. 
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Thus, staff turnover is not all bad; in fact, area­
sonable amount is healthy. Management may 
wish to maintain a certain level by purposely 
moving interested programmers or system ana­
lysts out of data processing into user departments. 
This would be very beneficial for future computer 
applications development for these departments. 
So the concern is whether there is too much turn­
over and whether people are leaving for reasons 
that really should be better controlled by man­
agement. 

Tracking turnover 

In our study we found that there are numerous 
ways of calculating turnover. Pettman (Reference 
5) presents a number of methods. Some measures 
are based on tracking employee length of service; 
other measures emphasize employee age, educa­
tion, salary level, etc. The purpose of these vari­
ous methods is to give management better 
information on exactly which groups of employ­
ees are leaving the company. The following may 
clarify why the need for an appropriate measure 
for tracking turnover is important. 

Van der Merwe and Miller (Reference 5) dis­
cuss measuring and tracking turnover. They ar­
gue against using only the crude labor turnover 
rate, because it leaves out the length-of-service 
factor and the stability of the staff size. If the staff 
size is growing, this would not be reflected in the 
crude labor turnover rate. Also a turnover rate of 
100% could mean that the entire staff has turned 
over once, or that half of the staff has turned over 
twice, or that one-fourth of the staff has turned 
over four times and so on. Of these three circum­
stances, the first is the most serious, because there 
is no major part of the staff which is stable; there 
are no long term employees on this staff. 

Van der. Merwe and Miller recommend com­
bining the crude turnover rate with the median 
length-of-service measure. By tracking how long 
the leavers have been with the company, the em­
ployer can discover whether losses are long or 
short term employees. A high turnover rate 
among long term employees would require a 
different attack on the problem than a high 
turnover rate among recent hires. As we men­
tioned, this is just one possible approach to 
tracking turnover. 
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Techniques for managing retention 
and turnover 

As we noted earlier, in current personnel liter­
ature authors strongly emphasize dealing with 
employee job satisfaction on an individual or on a 
homogeneous group basis. Just discovering which 
individual employees are "turn-overs" or "turn­
offs," to use the Flowers and Hughes terminology, 
may lead to solutions. But what if a large portion 
of specific groups are turn-overs or turn-offs, such 
as new programming trainees, or system analysts 
who have been with the company about five 
years, or programmers who do not have college 
degrees? In these cases, management could look 
for causes within the company. Is it specific su­
pervisors? Is it certain company policies? Is it the 
particular job? A review of recent personnel stud­
ies might also help. We shall mention some find­
ings of a few such studies in the following sections. 

But rather than taking solely a firefighting ap­
proach to staff retention and turnover, Caswey 
and Richardson (Reference 6) recommend that a 
company formulate an integrated plan. This in­
cludes having: 
• A recruitment policy 
• A short term retention strategy 
• A long term retention strategy 

Recruitment policy 

In formulating departmental or company re­
cruitment, hiring and selection policies, Cawsey 
and Richardson (Reference 6) suggest that man­
agement ask: Whom are we hiring? Whom are we 
managing to keep? What is a desirable employee 
profile? Do our current selection activities lead 
toward this profile? And do our retention activi­
ties encourage desirable employees to stay? 

Hiring the type of person who will stay and be 
happy has many dimensions. These include find­
ing people whose goals fit in with the company 
goals. For instance, if a company does not pay 
particularly high salaries to programmers, but it 
does offer continual programming challenges, 
then managers should not hire programmers who 
left their last jobs· for more money. Such people 
are very likely to leave these jobs for the same rea­
son. This may seem obvious; yet, unless such unof­
ficial policies are known and used, poor hires can 
result. In this respect, most authors suggest giving 
an applicant a realistic rather than an inflated pie-
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ture of the company during a recruitment inter­
view. Over-selling the company or the job will 
undoubtedly produce future disappointment and 
hence more turnover. 

The Diebold study on EDP turnover (Refer­
ence 10) reported that problems in recruitment 
and selection policies in data processing have 
been caused by: (1) using inappropriate selection 
criteria, such as restricting programming hires 
only to college graduates without having good 
reasons for doing so; (2) doing inadequate screen­
ing of applicants; (3) misrepresenting and over­
selling jobs; and ( 4) failing to realize that the data 
processing market is a national market. The Die­
bold researchers found that data processing pro­
fessionals were as willing to change residences as 
they were to change jobs. They also found EDP 
salary levels to be fairly consistent across the 
United States, regardless of industry. 

Harold (Reference 11) points out that over-re­
cruiting is probably a greater danger in data proc­
essing than under-recruiting. Choosing the best of 
the entrants is easy, yet it results in higher salary 
levels than necessary and an above-average rate 
of turnover. 

Besides the interview, at which realistic infor­
mation should be both given and received by the 
interviewer, there is the problem of judging the 
applicant's skill level. Since many data processing 
professionals are adept at writing resumes and in­
terviewing for jobs, this evaluation of skills should 
not be left up to an inexperienced interviewer or 
the personnel department. Willoughby (Refer­
ence 11) points out that aptitude tests may be fine 
for judging the skill potential of programming 
trainees, but they do not indicate much if the ap­
plicant has already taken them several times. A 
more realistic assessment can come from giving a 
skills test. 

An Auerbach study (Reference 13) discusses 
two skills tests and also lists the suppliers of many 
others. The people at lNsco, who market the pro­
grammer knowledge survey discussed earlier, rec­
ommend that before using skills tests for hiring 
purposes, current employees should be tested to 
discover their skill levels. Once a department pro­
file of skill levels has been compiled, then the skill 
level of an applicant can be more accurately 
judged. So combining this type of test with the 
services of an experienced interviewer, who 
knows the company's work environment, is one 
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way to achieve more effective hiring practices. 
Willoughby (Reference 11) states that high turn­
over in the early years is a result of errors in the 
selection process, and management should reeval­
uate their recruitment policies. 

Short term retention strategy 

Short term retention strategy refers to properly 
integrating a new employee (and his family) into 
the company and the community. It means 
spreading the orientation period over more than 
the first two days of employment, say Cawsey and 
Richardson (Reference 6). They recommend that 
the employer become involved in helping the 
new employee settle down as smoothly as pos­
sible. This includes settling into his new commu­
nity, if necessary, as well as into his new job. 

Hill (Reference 5) calls this orientation time the 
"induction crisis." It is the time when the em­
ployee-company relationship is most brittle, and 
when leavings are the most likely to occur. Hill 
states that a new employee's attitude is based 
upon the assumption that he will leave the new 
job if things do not work out. But, at some point in 
time, this attitude changes to one based upon the 
assumption that he will stay with the company. In 
a study that Hill performed in a steel company, 
this attitude change was reflected by a peak in the 
number of absences by the ne~ employees. Dur­
ing the second half of the first year of employ­
ment, the new employees in this particular 
company had the most absences. It was during 
this time that these people were going through 
the most stress in their company-employee rela­
tionship. They were deciding whether to stay or 
not. Hill states that an employer who tolerates an 
increased rate of absence during this time, when 
the employee is settling into a new job, is doing a 
lot to help keep that employee. 

Another short term strategy that Hill recom­
mends is having one individual to whom a new 
employee is consistently responsible during the 
early months on the job. The supervisor who hires 
the new employee should be this person. This pol­
icy puts the turnover problem on the supervisor's 
shoulders. We have heard it said that people 
work for a boss, not for a company. The behavior 
of the immediate supervisor can make the 
difference in turnover. But, unless the supervisor 
is given explicit responsibility for turnover among 
his subordinates, Hill says, turnover will be like 
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the weather-everyone grumbles about it but no 
one is responsible for modifying it. 

Willoughby (Reference 11) notes that many 
writers believe that the way a person is in­
troduced into an organization can affect turn­
over. Careful introductions, attention to 
maintenance factors, and early introduction to 
productive work may help increase retention in 
the early periods of employment. 

Long term retention strategy 

Long term retention strategy refers to com­
pany policies in the areas of company benefits, 
training programs/ career development, and the 
work environment. Such policies not only need to 
encourage employee goals that are consistent 
with company goals but they also need to be flex­
ible enough to change as an employee's length of 
service or needs change. 

Company benefits. Since the main reason given 
by data processing employees for leaving their 
job is money, it may be that management feels 
that the only way to reduce turnover is to increase 
employee compensation. This may be true in in­
dividual cases, but it is not true in general. Dod­
son and Haskew (Reference 4) point out that pay 
may or may not be viewed as a motivator, de­
pending upon how it is given. If it is viewed as a 
reward for achievement, then it may act as a mo­
tivational factor, and thus contribute to greater 
job satisfaction. If it is viewed as a condition of the 
job function, then it is a maintenance factor. In 
this case, Dodson and Haskew state, there is con­
troversy whether pay contributes to job satisfac­
tion or whether it simply alleviates 
dissatisfaction. Thus, they say, giving depart­
ment-wide salary increases may reduce turnover, 
but it will probably not substantially increase job 
satisfaction. 

In the Diebold study (Reference 10), they 
found that salary policies alone were not the an­
swer to turnover. Salary increases were effective 
for employees concerned with money. But they 
found many other groups of data processing em­
ployees for whom company loyalty and non-mon­
etary factors were of more relative importance. 

Chapman and Ottemann (Reference 14) report 
that companies which individualize their com­
pensation and benefits system as much as possible 
are in a better position to attract and.hold an ef­
fective work force, because various rewards are 

10 



differentially desired by different employees. 
They reported on a survey which measured the 
preferences of eight compensation options, all of 
which would cost a company approximately the 
same dollar amount. The options were: (1) a 5-day 
work week (7 hours and 35 minutes per day), (2) a 
4-day work week (9 hours and 30 minutes per 
day), (3) ten Fridays off per year, (4) earlier retire­
ment (ten days per year worked), (5) two weeks 
paid vacation, (6) a 5% increase in pay, (7) a pen­
sion increase of $75 per month, and (8) a family 
dental plan. In this survey the options preferred 
by the largest number of employees were the two 
weeks paid vacation, the 5% pay increase, and the 
pension increase. But younger employees were 
significantly more in favor of the dental plan, and 
the four day work week. Older employees were 
not in favor of early retirement. Chapman and 
Otteman state that most company compensation 
programs fail to emphasize individual 
differences, and this affects employee job 
satisfaction. 

Training programs I career development. Cou­
ger (Reference 15) states that training programs 
and career development go hand in hand. If you 
have a training program but not career devel­
opment, employees will take their new found 
knowledge elsewhere. Carter (Reference 11) 
notes that training people more than three 
months ahead of when they will use the skills is 
worthless because of the decrease in retention of 
learning. He suggests aiming for training one to 
three months before the skill is needed. 

Career development is a long term policy for 
giving employees the opportunity to advance. As 
Willoughby (Reference 11) notes, people with a 
high need for advancement will leave a company 
unless this need is filled. And he found that em­
phasis on advancement increased the job satisfac­
tion of programmers and system analysts, 
regardless of whether they had a high need for it 
or not. The Diebold study (Reference 10) found 
that many programmers and analysts will tolerate 
low salaries and uninteresting work for short peri­
ods of time if they see opportunities for improv­
ing their position in the future. But, as Diebold 
also found, they are likely to leave if they see their 
current position as a professional dead end. 

Carter also points out that, to be cost effective, 
these programs must be coordinated to make 
them responsive to both company and depart-
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ment plans and requirements as well as to individ­
ual needs and skills. Obviously, this takes a well 
thought-out program. We have discussed these as­
pects in several past issues; specifically, in August 
1970 and 1972 we discussed system analyst train­
ing and in February 1976 we discussed staff train­
ing on the multi-national scene. 

Work environment. A number of authors point 
out that creating a work environment that rein­
forces an employee's perceived needs is one way 
of improving job satisfaction and, thus, reducing 
staff turnover. Willoughby (Reference 11), in 
studying the relationship between an employee's 
needs and the reinforcers in the work environ­
ment, noted some interesting findings. He was 
able to identify which company policies in­
creased staff job satisfaction for programmers and 
system analysts. He concluded that job satisfac­
tion for the data processing staff would increase if 
the work environment provid~s these employees 
with: (1) opportunities to use their abilities, (2) a 
feeling of accomplishment from their jobs, (3) a 
chance to try out their own ideas and make deci­
sions on their own, and ( 4) a boss who trains his 
people well. Willoughby found that these "rein­
forcers" increased job satisfaction regardless of 
whether the employees felt them to be important 
or not. 

On the other hand, such actions as increasing 
the compensation of a programmer or a system 
analyst, providing the opportunity to do things 
for other people, insuring variety in the work, or 
improving working conditions would not neces­
sarily increase job satisfaction. These reinforcers 
would increase job satisfaction only if the person 
felt them to be very important. They would not 
increase the job satisfaction of an employee who 
thought they were moderately important. As an 
example, Willoughby suggested that if a pro­
grammer was paid $1,000 a month and his salary 
was raised to $1,100, he might quit ifhe thought it 
should have been raised to $1,200. 

Willoughby reported that other studies have 
found that increasing the authority of program­
mers did not increase their job satisfaction; how­
ever, giving them autonomy did increase it. The 
Diebold study (Reference 10) found that the most 
important factor in the work environment for 
EDP personnel was recognition of their efforts by 
others. 
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Willoughby also found that organizations with 
strong moral values or job security emphasis 
should not hire people with low needs in these 
areas, because their satisfaction with these areas 
decreased as the reinforcement increased. 

Willoughby also found that EDP organizations 
that do not emphasize: (a) keeping their staff 
busy, (b) opportunities for advancement, (c) inde­
pendence of employees, ( d) recognition of em­
ployees' efforts, and (e) management that will 
train their people well should either begin to em­
phasize these policies or question bringing in 
people with high needs in these areas. He found 
that programmers with high needs in these areas 
would have low job satisfaction unless these needs 
were reinforced in the work environment. 

So recognizing a departmental work environ­
ment and changing it as necessary, to reinforce 
the needs of the data processing staff, is another 
long term retention strategy. It is one where we 
were unable to find much experience, but one 
that we think will be gaining recognition in the 
future. 

Conclusion 

Is staff turnover more of a problem in data 
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processing than in other professions? In the Die­
bold study (Reference 10), they reported: yes, it is 
more of a problem, for two reasons. For one thing, 
age does not have so pronounced a dampening ef­
fect on turnover as it does in other professions. 
The freedom of choice seems to last longer. Sec­
ondly, there is little stigma attached to job chang­
ing in the data processing profession. People who 
change jobs often are viewed as career-wise, 
rather than suspect. It appears to be up to com­
panies to initiate policies to reduce turnover. The 
data processing profession itself does not appear 
to be exerting pressure for its people to stay put. 

From our research we can see that maintaining 
a relatively stable and productive data processing 
workforce requires specific company policies­
policies that emphasize employee job satisfac­
tion. Such policies should include recruitment, 
short term, and long term strategies. With per­
sonnel being the largest portion of the data proc­
essing budget, we think that the management of 
staff retention and turnover should be of prime in­
terest to data processing managers. 

Prepared by: 
Barbara C. McNurlin 
EDP Analyzer Staff 

written permission of the publisher. Richard G. Canning, Edi­
tor and Publisher. Subscription rates and back issue .prices on 
last page. Please report non-receipt of an issue within one 
month of normal receiving date. Missing issues requested af­
ter this time will be supplied at regular rate. 

12 



REFERENCES 
1. Hobennan, Robert S., "Lowering programmer turnover 

rate," Infosystems (Hitchcock Building, Wheaton, Il­
linois 60187), May 1976, pp. 48-49; price $2.00. 

2. Shore, Harvey H., "Absenteeism, Part 1: How to analyze 
causes and effects," Supervisory Management (American 
Management Association, 135 W. 50th St., New York, NY 
10020), September 1975, pp. 9-15; price $1.75. 

3. Flowers, Vincent S. and Charles L. Hughes, "Why em­
ployees stay," Harvard Business Review (Harvard Busi­
ness School, Soldiers Field, Boston, MA 02163), July/ 
August 1973, pp. 49-60; price $3.00. 

4. Dodson, Charles and Barbara Haskew, "Why public 
workers stay," Public Personnel Management (Inter­
national Personnel Management Association, 1313 E. 
60th St. Rm. 240, Chicago, Illinois 60637), March/ April 
1976, pp. 132-138; price $3.00. 

5. Pettman, Barrie 0. (Ed.) Labour Turnover and Retention, 
Halsted Press (John Wiley & Sons, 605 Third Ave., New 
York, NY 10016), 1975; price $15.00. 

6. Cawsey, T.F. and Peter Richardson, "Turnover can be 
managed," The Business Quarterly (School of Business 
Administration, University of Western Ontario, London, 
Ontario, Canada), Winter 1975, pp. 57-63; price $3.00. 

7. Zimmerer, Thomas W., "The true cost oflabor turnover," 
Management of Personnel Quarterly (Bureau of Industrial 
Relations, Graduate School of Business Administration, 
University of Michigan, Ann Arbor, Michigan 48104), 
Summer 1971, pp. 9-12; price $2.50. 

8. Chandor, Anthony, Choosing and Keeping Computer 
Staff, George Allen & Unwin, Ltd. (Ruskin House, Mu­
seum St., London, England), 1976; price £6.25. 

9. Cross, Phillip C., "Personnel selection, training; and man­
agement," speech given at INFO '74. For a copy of the 
speech write to the author at: Educational Information 
Services, Inc., P. 0. Box 390, Brunswick, NJ 08903. 

10. "Turnover among ADP personnel," Diebold Research 
Program (Diebold Group, Inc. 430 Park Ave., New York, 
NY 10022), Document #PB, August 1968. 

11. Computing Manpower, Infotech state of the art report 
(Infotech Information Ltd., Nicholson House, Maiden­
head, Berkshire, England SL6 lLD), 1973; price $95. In 
U.S., order from Auerbach Publishers, Inc. (address be­
low). Willoughby's work is also reported in Computing 
Surveys of December 1972. 

12. Goetz, Billy E. and Thomas W. Zimmerer, "New employ­
ees: An investment in innovative thinking," S.A.M. Ad­
vanced Management Journal (Society for the 
Advancement of Management, 135 W. 50th St., New 
York, NY 10020), Autumn 1975, pp. 4-16; price $4.00. 

13. "DP personnel evaluation and testing," Auerbach Pub­
lishers, Inc. (6560 N. Park Drive, Pennsauken, N.J. 
08109), November 1976; price $5.00. 

14. Chapman, J. Brad and Robert Ottemann, "Employee 
preference for various compensation and fringe benefit 
options," Personnel Administrator (American Society for 
Personnel Administration, 19 Church St., Berea, Ohio 
44017), November 1975, pp. 31-36; price $1.00. 

15. Couger, J. Daniel, "Pitfalls and potentials for EDP train­
ing," Data Management, (Data Processing Management 
Association, 505 Busse Hwy., Ridge Park, Illinois 60068); 
November 1974, pp. 33-5; price $1.00. 

"Where are your CPU cycles most likely to come from in the next five 
years-from in-house computer centers, from distributecl, mini-com­
puters, or from outside remote computing service?" That is the question 
we asked the data processing executives in a number of organizations. 
What we were after was the likely role of remote computing services in 
the next five years or so. What we found was that, while in-house cen­
ters and mini-computers will be taking over a number of applications 
currently on remote computing services, still the use of these outside 
services will continue. to grow-and faster than the computer field as a 
whole, at that. We will discuss this apparent paradox next month. 
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