
PERFORMANCE ENHANCEMENTS 

Unibus Electrical Characteristics Limit 
Optimum System Performance 

Accumulated capacitive, resistive, and inductive effects 
on the Unibus reduce its reliability and throughput, 

but solutions to these problems exist 

T
he Unibus is a parallel, bidi­

rectional, asynchronous 
bus composed of 56 signal 
lines and provides the 
computer's major data 

highway, performing all transfers 
among the system peripherals, memo­
ry, and CPU. 

Due to its asynchronous design, it 
handles devices of widely varying data 
transfer rates without increasing sys­
tem overhead. Because each device runs 
at its fastest possible rate, replacing an 
older, slower device with a newer, fast­
er one means the system runs faster 
with no other hardware or software 
changes. 

Ful l direct memory access (DMA) is 
inherent in the structure with byte, 
word, or multiple word transfer capa­
bi li ty, and is avai lable to all DMA de­
vices simultaneously. 

Memory is the primary speed con­
trol device, and with MOS memories 
operati ng at 650-700 nsec, the Unibus 
can handle a 2-byte data transfer in ap­
proximately 900 nsec. This translates 
to more than a 2.2-Mbyte/ sec. transfer 
rate that is available to any device on 
the system. 

Its modular design allows maxi­
mum ease of configuration as virtually 
any device can be connected where 
there is physically enough room (Fig­
ure 1). This scheme also implements 
automatic priority selection and non­
polled high speed vectored interrupts. 
Power fa il and auto restart are sup­
ported with either core memory or bat­
tery backed up MOS memory systems. 

The Unibus architecture is also sup­
ported on many CPUs that aren't limit­
ed by the 256-Kbyte memory address­
ing scheme. These CPUs access their 
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Figure 1-The Unibus supports both standardPDP-11 (a) and VAX(b) 
architectures. 

memory on a separate bus that the Uni­
bus can also access; they can have main 
memory capacities up to 64 Mbytes. 

Unibus Protocol 
Unibus protocol consists of han­

dling 56 signal lines grouped as ad­
dress, data, control, arbitration, and 
failure reporting. These lines are as­
serted low ( < = .8V) true, high 
(> =2.5V) false, with the five grant 
lines vice versa. 

The signals of primary importance 
are the control signals, as these are ef­
fective immediately upon assertion or 

de-assertion, and are not de-skewed (as 
are the address and data). Another im­
portant item in an asynchronous bus is 
the fact that leading edges (asserting) 
and trai ling edges (de-asserting) have 
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equal importance in the successful 
completion of a transfer. 

An example of a simple Unibus 
transfer best explains this. Consider 
that the CPU needs data from memory 
and is ready to use the bus. The follow­
ing events occur (Figure 2). 

• The CPU checks to see if any 
higher priority device is requesting use 
of the bus. 

• If not, the CPU, now bus master, 
asserts bus busy (BBSY) to notify all 
other devices the bus is in use. 

• The CPU then asserts the address 
of the location in memory on address 
lines AO-Al 7 and .control lines CO and 
Cl to indicate a read word operation. 

• The CPU waits 150-180 nsec for 
the lines to settle (de-skew), then as­
serts master sync (MSYN) to notify all 
devices on the bus that a command is 
waiting for the slave identified by the 
address. 

• The slave device-memory-de­
codes that it is to respond to this ad­
dress, does an internal select, drives the 
selected data onto the data lines, then 
asserts slave sync (SSYN) to indicate to 
the master that its request has been 
fulfilled. 

• The CPU, upon receipt of SSYN, 
latches the data on the data lines, then 
de-asserts the two lines commanding 
the bus, BBSY and MSYN. 

• Memory, upon the de-assertion of 
MSYN, knows the transaction is com­
plete, performs an internal de-select, 
and de-asserts drive on both the data 
lines and slave sync. 

• The cycle is now complete and the 
bus is again ready for use. 

While this transfer was occurring, 
the next bus cycle was being primed in 
the bus arbiter, and commences as soon 
as BBSY is de-asserted. The new bus 
master then asserts BBSY and the pro­
tocol implemented for its cycle-either 
interrupt request or DMA. 

Transmission Line Effects 
Transmission line effects can be 

grouped into several categories. Each 
imposes a different affect on the 
transmission. 

High frequency cable loss-This is 
typically referred to as "skin effect," 
and occurs when a wire is driven with a 
fast-changing signal such as encoun­
tered in digital signals on the leading or 
trailing edge. It's desirable that the sig­
nal change from one state to the other 
as rapidly as possible. However, as this 
occurs, the wire stops carrying energy 
through its entire cross section and 
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Figure 2- The Unibus waits a de-skew time of 150-180 nsec for the bus to settle 
down before asserting the master sync signal lo notify all devices on the bus that 
a command is waiting for the slave identified by the address. 

25 FT. BUS CABLE 

~TA l 
1200HM 

SIGNAL DRIVEN 
NTOCABLEAT 

POINT A 

SIGNAL RECEIVED 
ON CABLE AT 

POINT B 

(o) 

SIGNAL TIME 
DISPLACED AT 
~TB 

(b) 

Figure 3- Due to high frequency cable loss, the quality of the digital signals on 
the Unibus deteriorates as the signal moves through the cable (a). Propagation 
delay is another problem, and is defined as the difference in time between when a 
signal occurs and when it is received by the affected component (b). 

current flow is confined to the very out­
er perimeter of the conductor. Thus the 
resistance of the cable during the rapid 
transition appears to be much higher 
than the actual DC resistance of the 
conductor. This changes what was a 
sharp edge at the point of drive in to the 
wire, into a type of stepped pulse at the 
other end (Figure 3a). 

Propagation delay-This is the time 
required for a signal to travel from one 
poin t to another through a conductor. 
Contr ary to popular belief, electricity 
does not flow through a conductor at 
the speed of light, but travels more typ­
ically somewhere between 50-90% of it, 
dependent on the materials used in the 
cable. The result is a very distinct dif-
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ference in time between when the sig­
nal is received at the end of the cable 
and when it was transmitted. When us­
ing a cable with more than one conduc­
tor, or transitioning through a connec­
tor block, some of the conductors can 
become different lengths, resulting in a 
skew of times between transmission 
and reception (Figure 3b). 

Impedance matching-This is a 
technique used to control the AC reac­
tance of a line and thereby ensure that 
the energy put into the transmission is 
received at the other end. It's usually 
implemented by using a cable with a 
signal conductor and a ground conduc­
tor running parallel a particular dis­
tance from each other over the cable's 
length. This creates a characteristic 
impedance. Since this impedance is 
only true, considering no other losses, if 
the wire is of infinite length, it's fur­
ther augmented by resistor termina­
tion (in the value of the impedance cho­
sen) at both ends of the cable segment 
(Figure 4). 

Cabled resistance and connector 
losses-These are due to the material 
used to make a conductor. A piece of 
wire has a small amount of resistance 
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Figure 6-
Crosstalk 
occurs when 
lines of jlu;r.: cut 
across conduc­
tors (a). The 
resulting 
waveform 
shapes in th e 
conductm·s are 
distorted (b). 

(b) 

per length, and as lengths become long 
enough to be useful, there's enough re­
sistance to impact the amplitude of the 
signal received at the end due to the 
voltage drop on the cable. There's also 
resistance added at any point of me­
chanical connection, such as edgecard 
connectors or backplanes (Figure 5). 

Cross talk-This occurs in a multi-

pie conductor cable when many lines 
change simultaneously. The changes 
cause magnetic flux to develop around 
the changing conductors and can cou­
ple, with a transformer action, into an­
other line in the cable that wasn't sup­
posed to change (Figure 6). 

Stubs and inductance-Stubs are 
connections to the transmission line to 
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L1 

Figure 7-Wire stubs act as capacitors when connected to a transmission line. The 
cable impedance caused by the segmenting of the bus is represented by the five 
inducton, and the stu b equivalent capacitances are represented by the capacitors. 
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Figure S-The electrical representation (a) of a sample system bus structure (b) 
shows the complex RLC make-up of an actual system bus. 
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Figure 9-A compl.ex stub layout (a) is the reality behind an actual system bus . 
Th ese stubs have a substantial effect on bus signals (b). 

link the information on the line to a de­
vice that needs to communicate over 
the line. They are formed of short 
pieces of wire that connect elect rically 
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from the main transmission path to 
some poin t on a module, and have the 
effect of connecting a capacitor to the 
line. The amount of capacitance is re-

lated to the length and mechanical po­
sition of the connecting wire. The in­
ductance of cable runs between and 
within transition blocks, which can 
have variations, depending on the ca­
ble's proximity to metal chassis and 
racks, needs to be considered in an an­
alysis of signal transitions (Figure 7) . 

Transmission Line Effects 
Figure 8 shows a sample system bus 

structure and its electrical representa­
tion when transmission line effects are 
considered. The Unibus is a very com­
plex RLC (resistor, inductor, capacitor) 
network. Fortunately, however, just 
one item is responsible for the majority 
of problems encountered. 

The bus is no longer a clean piece of 
wire strung between two terminators 
with only one driver and receiver. Fig­
ure 9a is a representation of the stub 
layout for the sample bus structure of 
Figure 8. The stubs are the short pieces 
of wire connecting the I C's on the mod­
ules to the bus conductor. 

"Systems using the 
Unibus range from the 
low end PDP-11/05 to 
the VAX 8000 series." 

The major effect on the transmitted 
signal is produced by the stubs. They 
"de-tune" the transmission line. This 
occurs because they act as an energy 
storage point that dumps or absorbs 
energy during a transition, and as a 
varying resistance during a transition 
that causes impedance mismatches. 

As shown in Figure 9b, when a sig­
nal is asserted (high to low) on the bus, 
it propagates down the conductor with 
a stepped wavefront. As this front en­
counters a stub (capacitive load) that 
was previously charged to the quies­
cent voltage of the bus, energy stored in 
the capacitor is discharged onto the 
bus. This discharge causes the signal 
level to rise above the lower level of the 
wavefront that was initially transmit­
ted, and reflect back toward the trans­
mitting device. 1£ the capacitive load 
stored more energy than the transmit­
ting device could instantaneously dissi ­
pate, its output level also rises. Since 
this reflection is directed back at the 
transmitting device from both direc­
tions on the bus, the waveform at the 
driver is composed of the two reflec­
tions superimposed. Thus added, it re­
su lts in a level rise that may cross the 
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some years ago, the 780 needed to be 
upgraded to two interleaved memory· 
controllers to handle it. On the surface 
this seems contradictory, but in reality, 
while the bus could handle the transfer 
rate, the devices connected to it could 
not. With system overhead and the disk 
transferring simultaneously, this be­
came a problem. 

The synchronous architecture of the 
VAX-111780 SBI can transfer from 1 to 
8 bytes/ cycle time. One full cycle typi-

cally requires seven or eight 200 nsec 
cell times, or about 1.4 µsec, which re­
sults in a .7 Mbyte/sec. to approximate­
ly 5 Mbyte/ sec. average throughput, 
depending on the devices using the bus. 
The architecture uses the same amount 
of time to handle a fast device as it does 
a slow one. In typical applications, ap­
proximately a 3 Mbyte/ sec. throughput 
is more realistic. 

This in no way degrades the 780 ar­
chitecture; it is simply mentioned to 
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distinguish theoretical from realistic 
values. 

The Unibus is an asynchronous bus, 
which means its cycle time varies de­
pendent upon the device using it. The 
primary speed controlling device is 
memory. Most MOS memories used re­
quire approximately 650 nsec access 
time and 250 nsec bus overhead time to 
complete a cycle. This translates to a 
bandwidth of about 1.1 MHz and, 
whether doing a 1- or 2-byte transfer, 
either 1.1 Mbyte/sec. or 2.2 Mbyte/sec. 
throughput rate. This maximum rate is 
available to any DMA device on the bus, 
since DMA is the highest priority for 
bus use. 

In both the Unibus and the SBibus, 
interrupts were not considered in the 
throughput analysis. While they are a 
very necessary part of the overall oper­
ation, they make up only a small por­
tion of total bus activity. An asynchro­
nous bus also wins here, as it will 
usually handle an interrupt twice as 
fast as its synchronous counterpart. 

Some other major differences be­
tween synchronous and asynchronous 
busses should also be considered. 

A synchronous bus gets around 
transmission line effects by adding de­
skew to each of its clock cell times, re­
sulting in the time for the operation 
plus about 100 nsec/ clock cell as a mini­
mum. This severely limits the length of 
the bus. Asynchronous busses must 
handle these effects only once per cycle, 
not seven or eight times. 

On synchronous systems, degrada­
tion in speed of a device very rapidly 
results in system failures; thus fixes 
are required that help keep devices op­
erating near peak performance. Con­
versely, asynchronous device slow­
downs in response simply cause the 
system to slow down to accommodate 
them. These may take the form of 
slowed slave responses, illegal inter­
rupts that waste CPU time, or passive 
bus releases. 

Running at its standard DMA 
transfer rate, a Unibus can move 
enough data to fill a 700-Mbyte system 
disk in about 5 min. That is, if the sys­
tem can accumulate that much data 
that fast, and if the disk can handle 
that transfer rate. Since that's more 
data than is usually handled in a day, it 
should be of little concern. 

The Unibus will move enough data 
to support virtually any standard ap­
plication, and most high speed applica­
tions. This assumes, however, that the 
bus is configured to attain its maxi­
mum throughput. 


