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SIG/SIC FUNCTIONS

Information processing comprises many
fields, and continually evolves new
subsectors. Within ACM these receive
appropriate attention through Special
Interest Groups (SIGs) and Special
Interest Committees (SICs) that function
as centralizing bodies for those of

like technical interests ... arranging .
meetings, issuing bulletins, and acting
as both repositories and cledaring houses.
The SIGs and SICs operate cohesively for
the development and advancement of the
group purposes, and optimal coordination
with other activities. ACM members may,*
of course, join more than one special
interest body. The existence of SIGs
and SICs offers the individual member
all the advantages of a homogeneous
narrowver-purpose group within a large
cross—-field society.

ACTIVITIES

1) Informal technical meetings at
SJSS and FJCC.

2) Formal meeting during National
ACM meeting + DA Workshop.

3) Joint sponsorship of annual
Design Automation Workshop.

4 Quarterly newsletter.
5) Panel and/or technical sessions

at other National meetings.

FIELD OF INTEREST OF SIGDA
MEMBERS

Theoretic, analytic, and heuristic
methods for:

1) performing design tasks,

2) assisting in design tasks,

. 3) optimizing designs through
the use of computer techniques,
algorithms and programs to:

1) facilitate communications
between designers and design
tasks,

2) provide design documentation,

3) evaluate design through

simulation,

4) control manufacturing
processes.



CHAIRMAN'S MESSAGE

CHARLES E. RADKE

A nominating committee headed by Dave Hightower along with
Steve Krosner and Don Humcke has submitted their list of
nominations. Five different organizations are represented.

Chairman
Dr. James G. Linders Dr. Luther Abel
Dept. of Applied Analysis Digital Equipment Corp.

and Computer Sciences
University of Waterloo,

Canada
Vice Chairman
Dr. Edward Hassler Ms. Judith Brinsfield
Texas Instruments Bell Laboratories
Secretary/Treasurer
Mr. Donald J. Humcke Mr. Carl Ellison
Bell Laboratories IBM Corporation

I can only encourage you to vote; the voting is up to you.

A little over four years ago SIGDA existed in name only. I have
served SIGDA for four-plus years (two and one quarter terms).

In the first issue of the Newsletter (Vol. 1, No. 1l; January 1971)
I wrote the following as the "Message from Your Chairman":

"Is SIGDA for real? I feel that a large percentage of the
membership (83 out of around 200) has shown that it is."

"In a letter dated June 10, 1970, Jean Sammet as Chairman of ACM
Committee on SIG's and SIC's sent each of us a letter concerning
the impending dissolution of SIGDA. Robert Hitchcock of IBM
Research tried to reverse the trend by organizing a meeting of
interested SIGDA members (and some non-members) at the 1970 DA
Workshop in San Francisco. The result was that a list of
interested people and potential candidates was generated. The
SIGDA Nominating Committee, under chairmanship of J. B. O'Neill,
met and increased this list of interested volunteers by four
additional people. You received the list of eight candidates,
and a whopping 40% of you voted. I don't know on what basis you
made your choice, but I do know that we had eight interested and
talented people running."



"To put first things first, I consider the most important item
on the agenda to be one of communication with the membership.
Our only means of achieving this at the present time is through
a newsletter. cveeseesvoes"

"Although our first issue is small and meets only a few of the
objectives which we think a Newsletter should serve, it is a
start. .......l...."

In the last issue I listed several of the opportunities and
professional activities available to you in SIGDA. The state-
ments by the nominees which you will receive with the ballot

talk about what they feel they can do for SIGDA. The present
officers and Newsletter Editor have shown you what they can do
for SIGDA. SIGDA is finanically sound, growing by a healthy rate
each year, and its programs and newsletters are, each year, con-
tributing more and more to the "Use of Computers in Design and
Engineering." '

Your vote shows your support for the candidates so that whoever
is elected can continue the growth of SIGDA.

ADDENDUM:

I would like to give a special note of appreciation to our News-
letter Editors (Steve Krosner, first as Editor then as Co-Editor,
and Rob Smith, first as Co-Editor and since October 1974 as
Editor). During 1974 SIGDA published four full issues of the
SIGDA Newsletter and to a set schedule, a first!

Volume 4 No. 1 January 1974 48 Pages
Volume 4 No. 2 June 1974 36 Pages
Volume 4 No. 3 September 1974 36 Pages
Volume 4 No. 4 December 1974 48 Pages

Thanks, Rob; keep it up!



Several

FROM THE EDITOR

people have suggested that it would be desirable to organize this Newsletter in a more formal

fashion, with regular sections devoted to reviews of recent publications, correspondence, architectural
design automation, digital DA and a (very large) number of other topics. That's a great idea, but any
significant change in the Newsletter is going to require input from people who want to distribute such
material to the SIGDA membership.

As I've noted before, the most difficult task involved in editing this newsletter is obtaining
contributed material that is timely and relevant. Several new approaches are going to be used during the
next year including:

1)

2)

4)

I'11 arrange to reprint selected articles that may be of interest to SIGDA members,
especially papers which may be difficult to obtain through normal channels. Please
suggest to me candidate papers you would like to have reprinted.

Readers are invited to volunteer to act as associate editors in charge of special
interest sections of the Newsletter. Associate editors would be responsible for
preparation of camera ready material related to a specific topic. The basic idea

is to promote contributions in areas of active interest. Special sections will appear
on a schedule determined by material availability: in the last year, I've had such
an overwhelming volume of contributions that virtually everything has been published.
Bill van Cleemput at the University of Waterloo, Ontario, has volunteered to
organize sections on "DA in Universities" and "Recent Publications." Nick

Matelan (who works with me at LLL) has volunteered to do a semi-annual "DA for
Microprocessor Systems" section. Other volunteers would be very enthuastically
welcomed!

I will be attempting to solicit working papers for the Newsletter at the DA
Workshop in June. If you would like to contribute a paper, letter or short
note, why not discuss it with me in Boston?

If all else fails, I may start sending out exerpts from the LLL DA system
documentation!

If you have other ideas or suggestions, please let me know.

/AZOL

ob Smith
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REQUIREMENTS FOR
SUBMITTING PAPERS

If you plan to submit a paper, you should send three
copies of the paper (rough drafts are acceptable) to the
program chairman no later than January 2, 1975.

Accompanying the draft should be the full name, address,
and telephone number of the principal author, with whom
all further direct communication will be conducted.

Notification of acceptance will be sent to you during the
first week of February, 1975. After notification of
acceptance, you will receive detailed instructions on the
format to be observed in typing the final copy. To insure
the availability of Proceedings at the Workshop, your
final manuscript will be due April 21, 1975.

Final papers should be no longer than 5000 words, and
the presentation should be limited to 20 minutes.
Projection equipment for 35mm slides and viewgraph
(overhead projector) foils will be available for every talk.
Please indicate what, if any, additional audio-visual aids
you require.

Program Chairman

Rough drafts are to be sent to the Program Chairman:

S. A. Szygenda

The University of Texas

Electrical Engineering Department (ENS 515)
Austin, Texas 78712

512-471-7365

(7 Chairman of 12th DAW \
Z/) R. B. Hitchcock 8
Sponsors

The sponsors of the Design Automation Workshop are
the ACM (Association for Computing Machinery) Special
Interest Group on Design Automation and |EEE
(Institute of Electrical and Electronics Engineers)
Computer Society.

Design Automation

Design Automation implies the use of computers as aids
to the design process.

In the broadest sense, the design process includes
everything from specifying the characteristics of a
product to meet a marketing objective to enumerating
the details of how it is to be manufactured and tested.

Thus design automation embraces applications from one
end of the design process to the other.

Site of 12th DAW
Statler Hilton Hotel

Park Square at Arlington Street
June 23, 24, 25, 1975
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Call for Speakers

Workshop on Methods of Verification in Design Automation or
Is the Design Correct?

October 8:10, 1975

Michigan State University, East Lansing, Michigan

Co-sponsored by IEEE Computer Society Technical Committees on
Design Automation and Fault Tolerant Computing

The rapidly increasing complexity of digital technology has made it
mandatory to verify the correctness of a design before committing to
manufacturing. This need has, in turn, placed new demands on design
automation. Thus, this year’s workshop will focus on new methods
of verification which have been or are being developed. The following
sessions are planned: :

Architecture and Logic Verification - Functional simulation,
gate level simulation, Boolean comparison, architecture (RTL) -
to - logic verification, etc. (Chairman: Steve Chappell, Bell Laboratories)

Microprogramming - Symbolic verification of microcode, interactive
d.ebugging/testing systems, verification via comparison to specifica-
tiony etc. (Chairmen: William Carter, IBM and George Leeman, IBM)

Implementation Verificatior - Delay and Timing analysis, logical - to -
physical checking, shapes checking, etc. (Chairman: Paul Losleben, NSA)

Manufacturing Verification — Testing - DC Tests, AC Tests, verification
of manually generated test patterns, testing of arrays, macros, etc.
(Chairman: Gernot Metze, University of Illinois)

User Session - How are the programs actually used; e.g., for simulation,
how are input patterns determined, how does one know when to stop
simulating, etc.?What are the future requirements on DA for verification?
(Chairman: Eckhard Schulz, Itek) :

Speakers are asked to give a prepared but informal talk of about 30 to
45 minutes length, but a written paper is not required. For information on
speaking or attending, contact:

Dr. Roy L. Russo

IBM T.J. Watson Research Center
Post Office Box 218

Yorktown Heights, New York 10598

Tel: 914- 945- 1643

il I,
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Sponsored by
ACM/SIGDA
SIGMOD/SIGGRAPH

September 15-17 1975

University of Waterloo
Ontario, Canada

PUBLICATION

Papers accepted for presentation at
the workshop will be published in a
volume of workshop proceedings. This
will be presented to participants at the
workshop registration.

If you are interested in participating
in this workshop, you are invited to
submit a paper for presentation. Please
send notice of your intention to sub-
mit a paper and a brief statement of
the paper’s main points by January 20,
1975 to:

Dr. Robin Williams

Program Chairman

IBM Research Division (K54/282)
Monterey & Cottle Roads

San Jose, California 95193, USA

CALL FOR
PAPERS

Workshop on Data Bases
For Interactive Design

Many computer-aided design systems oper-
ate on large volumes of graphical and non-
graphical data. Special consideration must be
given to data base management systems and
working data subsets. A need exists for stand-
ardization data base organizations in business
and scientific applications.

In this spirit SIGDA, SIGGRAPH, - and
SIGMOD (the special interest groups of the
ASSOCIATION FOR COMPUTING MACHIN-
ERY for Design Automation, Graphics, and
Management of Data) in co-operation with the
University of Waterloo are jointly sponsoring a
workshop which will bring together designers
who use large quantities of data and computer
scientists who develop the interactive data
base and graphics systems. The workshop is
intended to explore mutual areas of interest
and to promote an understanding of inter-
related problems.

TOPICS

e Data Base Management Systems and their
potential application in computer assisted
design.

e Interactive computer graphics systems in-
cluding data base support.

e Design automation involving large volumes
of data.

e Data distribution in design applications (in-
telligent satelites, data networks).

OBJECTIVES

e Stimulate the development of data base
technology and its potential applications in
design.

e Examine the role of interactive graphics in
the design data base environment.

e Provide a forum for interaction between
computer scientists and those involved in
the design process.

IMPORTANT DATES

January 20, 1975 — Notice of intention to
submit a paper due.

March 15, 1975 — First draft of manuscript,
5000 words or less, due for review.

May 15, 1975 — Authors notified of accept-
ance of papers.

July 1, 1975 — Final revision of manuscript
due.

September 15-17, 1975 — Workshop meets at
the University of Waterloo, Ontario, Canada.

6




CALL FOR PAPERS

Workshop on Computer Hardware Description Languages and Their Applications

September 3-5, 1975
New York City, New York USA

Increasing interest and attention have been given to the areas of computer-aided logic/
system design and documentation. A good computer hardware description language
(CHDL) can be used for describing, documenting, simulating and implementing digital
systems. The 1973 and 1974 workshops have been held in New Jersey, and West Ger-
many respectively. The Third Workshop on CHDL will be held the week before the 1975
COMPON (September 9-11, Washington, D.C.)

Papers in the following and related areas will be considered:

1. New concepts for description languages

2. Constructs and mechanisms in computer descriptive languages

3. Comparison of languages

4. Applications of languages in documentation, simulation and hardware implementation
5. Hardware compiler (translator) implementation

6. System simulation

7. Computer-aided logic synthesis, logic synthesizer implementation _
8. Experience on using languages, simulators, translators and logic synthesizers
9. Analysis of Digital Systems '

10. Different levels of CHDL

11. Future prognosis

. Information regarding the Workshop can be obtained from:
Professor Stephen Y. H,Su
Workshop Chairman
Department of Electrical Engineering
The City College, City University of New York
New York, N.Y. 10031
Telephone: (212) 621-2392
(212) 621-2248 (secretary)

You are invited to submit 3 copies of the paper in 10 to 20 double-spaced typewritten
pages to: Professor Donald L., Dietmeyer

Department of Electrical and Computer Engineering

University of Wisconsin

Madison, Wisconsin 53706

Telephone: (608) 262-3890, 262-3840 .
The deadling for submitting the papers is March 1, 1975. The papers will be reviewed
by the referees.
There will be a session for presenting the most recent results. Authors who would like
to talk in this session should submit two copies of the summary to Dr. Dietmeyer by
June 1, 1975. Papers for this session will not be published in the Proceedings.



CAD 74,

AND BUILDING DESIGN.

-INTERNATIONAL CONFERENCE ON CbMPUTERS IN ENGINEERING

September 25-27,

1974

Imperial College, London, UK

Organized by Computer Aided Design

The proceedings are available from :

IPC House
32 High Street
Guildford
Surrey GUl 3EW
United Kingdom

IPC Science and Technology Press

WEDNESDAY 25th SEPTEMBER

OPENING ADDRESS
Profassor Sir Hugh Ford

D.0. ORGANIZATION AND DRAFTING

c?'; Chairman: B. Gott, CAD Ceantre
©  The computer’s place in the drawing office
— 8 Gott, CAD Centre, Cambridge
| 3 PD3 - automated drafting and circuit design
© R.F. Allum, U. Stockburger and M.K. Tod (Bell Northern Research,
Q Otrtawal
@ 15 Agraphics database for engmeenng drawmgs
© 8. Bittner and R. Woif (Xerox C /R USA/
14 Computer-aided drafting
C.B. Besant and A. Jebb (Imperial College of Science and Technology, N
London)
MORNING COFFEE |
GRAPHICS
! " N
102 Computer-aided construction of technical illustrations Sha"r"ézﬁhi::ef';:r"a';;’;?:x\g the rale of graphics in c.a.d MANAGEMENT
. Ri h Pol, hnie ¥ -a.a. N .
8 ;_: /Z:hards (La:cde:re; .0 y.techm:":ovedmfy) - R.F. Allum (Bell Northern Research, Ottawal Chairman: M. Sabin, BAC
! mputer-aided drafting in the bridge design office 8 Interactive graphics — an under-exploited design medium 87 Modellin
y . g the design process
'(3 1. Hamilton (CAD Centre, Cambridge) M.D. Apperley (Imperial College, London) . - G.L. Mallen (Royal College of Art, Londonl
123 The role of automatic digitizers in c.a.d 44 [nteractive graphics in civil engineering - portability and adaptability
L Wi S vvains Pty techmic It acol R.H. Ewald, L.J. Feeser and R.L. Schiffman (University of Colorado USA) 83 Methods of improving comsumer acceptance of ¢.a.d. programs
o Hhia irginia Foly /¢ lnstity 10 Computer graphics in aircraft design and manufacture G.M. Mills (University of Bradford)
(=] 53 Multi-user digitizing systems in carmgraphy P. Aughton (BAC, Bristol)
(150 . ) 77 Decentralized d for design
T RE Computer E 0. UK) 1 Computer graphics in the design and manufacture of node points T.M. Korelitz (The Badger Company, Cambridge, Mass. USA)
. , ) in offshore oil rig substructures 4 g
EUCLID-I1: a design and.drawmg Ignguags for engineers S.A. Abbas (Teeszide Poly technic, Middlesbrough}-& R.W. Davison 125 Security of data in c.a.d. systems — a cipher technique
L. Shaw (D-A Computer Services, Sheffield) (Nhessoe Ltd, Darlington) D.L. Williams (Beil Northern Research, Ottawa)
LUNCH INTERVAL
gVMENGTEEWNC HEAT EXCHANGE AND FLUID FLOW
airman: to be anncivesd - ) . i :
) 122 Monitoring graphic techniques in design Chairman: to be announced
o gem'::.iz;‘.tigz:i;f::r:::l frames by coryuter to strength and D.S. Willey and D. Yeomans (University of Liverpool) 19. gomputenanded design of heat exchangers in a service organization
u . ; to indust
:'n’. D. Anderson (University of Warwick) 248 mﬁ;ﬁ;::'?ghﬁazf;’e;p;; ol G H. Cowdn et al (HTFS, Harwel)
. . " .8. , Englan - .
- ;zdgiodrz‘?::ena-ded design and analysis of prestressed concrete 60 Interactive design of optical filters 20 TASCI. A program for the design of shell-and-tube condensers
| D. Bond {Queens University, Belfast) ?of ://gour and W.D. Hay (Un;versity of Glasgow) ol | 27 BL(I:IKefWOIIh and M.J.C. Moore (HTFS, Harwell]
. o . . computer program intros ucing size constan:y psyc ological alculation of shel! side pressure drop for segmentally baffled
8. S&uc?ﬁgESYs' RC-Building 1. Computer design and detail of RC phenomenon in the plane repr of 3 | objects shell and tube heat exchangers by divided flow method
""_ A. Craddock (GENESYS Centre, Loughborough) H.C. Reggini (Buenos Aires) 1.D.R. Grant (National Engineering Laboratory, East Kilbrided
" g h . . 131 Computer animation
69 Highway ard structural c.a.d. using a Cadmac graphics terminal £ 30 Shell-and-tube exchangers with condensanon on tha shell side
P.8. Jeffreys (Mott, Hay and Anderson, Croydon) C. Yietal (imperial Coilege, London) D. Chisholm & C. Cotchin [ Lab v, E.Kilbride
AFTERNOON TEA
78 Application and development of computer-based systems for gPTI Ml,ZAT‘ON 33 The specification of circularly symmetric corrugated diaphragm
the public health engineer hairman: to be announced configurations
8 V.P. Lane (General ana Engineering Computer Services Ltd, Liverpool) g2 NOC optima O.L. Critten (Kent Instruments Ltd, Luton)
.’: 108 Computer simulation of lake netwarks S.E. Hersom (Hatfield Poly technic, Herts) 74 The thermal design of plate fin reboilers
| H. Sorvari {Teknillinen Laskenta, Helsinki) 45 Optimization as a design tool T.D.A. Kennedy (HTFS, Harwell)
R.M. Filmer {. Resear , Watford)
8 91 Optimal design with fixed geometry L . . ) 112 Mathematical modelling of radiant heat transfer
& M. Multamaki (Teknillinen Laskenta, Helsinki) I‘JZ paical (P r 1 tech e ing c systems  U.S. Truelove (HTFS, Harwell)
- far ye ! td, i

99 The use of the computer in civil enginegring design
M.R. Prince (Atkins Research and Development, Epsom)

98 Sub-optimal solutions to combinatorial design problems
A.D. Pearman (University of Leeds)




THURSDAY 26th SEPTEMBER

TEACTHING CAD
Charrman: To be announced
73 Education in c.a.d. for practising engineers

CHEMICAL ENGINEERING

GEOMETRICAL/SHAPE/SURFACE DESIGN

hairman: R.W.H. S. 1 i Chairman: J. Hatvanv, Institute of Applied Systems Analysis, Austri
Q0. Reevskiand A A Kapos: (Kingston-on-Thames Polytechnic) Chat W.H. Saryent, Imperial College \rma A pplied Sy vsis, Austria
H N . 105 Invited review umerical representation of shape
o 100 C.a.d. in uninrsity courses 115 Invited review MA. Scb.n (BAC. Weybridge)
—  R.E. Racley (University of Sheffield) J. Villagsen (Danish Technical University, Copenhagen) n S - -
| 57 Theteachingcfcad 61 Now shapes from bicubic splines
o D.W.H. Hampsk e |Porismouth Polytechnic) 63 The dissemination of research expertise into chemical engineering J.G. Hayes (National Physical Laboratory, Teddington)
3T 2 of t anipula cheme in the teaching of industry L .
S 83 Theuseof matnix maniuletive sc 71 Polynomial splines for both approximation and interpolation
* linear elustic analysis of struntures D.G. Howes and M.E. Leesley (SCICON, Milton Keynes/CAD Centre, £ Kanrorowitr (Unversity of Aahus, Denmark)
D
O BS Lee [University of Nawcastlel Cambruge) i
9 Ahnimum cost allocations of dimensional tolerances — an 127 A rational anoroach 1o distillation simulation is JCU'VP ger;eruucn. a consideration of methods in relation to
eanen problem for courses in mechanical enqineering design 5 0 distillation simulati ardware imnlement sticn
courmizanien proviem for cou p S 9 cesig P. Winter (CAD Centre, Cambridye) D.W.H. Hympshire and R.C. Osbalieston (Portsmouth Poly technic)
5. Achion and J. Ellis (University of Salford) i
MORNING COFFEE - ) e
BUILDING DESIGN 34  Shape optimization of glass containers under external loads
Chairman: A. Bijl, University of Edinburgh Chairman: to be announced M. Crochet (Unite de Mecanique Appliquee, Belgium)
75 PHASE: an interactive appraisal package for whole hospital 133 SPEED-UP — A computer-based system for the design MANUFACTURING AND N.C.
8 destyn of chemica! processes 8 .
1 D. Kerokan (ABACUS Strathelyde University, Glasgow) M.J. Leigh, G.D.D. Jeckson and R.W.H. Sargent [Imperial Coliege of Chairman: M. Sabin, BAC
(: 26 Irteractive butiding desion Science and Technology, Londonr) 53 lnvited survey  the use of c.a.d.fc.a.m. systems in manufacture
| A. Muoin [Brizish Steel Corporation, London) 13 Computer aided design of a reducing elbow for a penstock i Matvany //r»r‘:/‘r-‘n/u/m/ Institute for Applied Systems Analyss,
o %0 Towards computer-aided desigr in a private architectural U. Cugini, S. Berteli and A. Sartori (Instizute of Mechanics and Machine  -Y*erbury, Austriil
S practice o o ) Construction, Miian) 39 Computer aid in wing design
N J.A. Davison {Gollins, Melvin, Ward & Perrs, London, . . wes | ey brid
=97 From Briush rasearch in the beilding seiences towards French 109 Finite clement analysis, modelling and computer graphics R.S. Davies IBAC, Veybrdge)
\"“D'nv\if\(anmn rsearch in e building science B. Spooner and D. Lawrence (Atkins Research and Development, 28 Curtingof twoimensional rectangular plates
2mentatio h s (leperisi Colivge
P.T. Dumie! arct F. Pavageau (Flintshire County Council/SERI) Epsom) N Christafices (lmperiai Colivge, London]
LUNCH INTERVAL
CONTROL SYSTEMS
37 an approach to compujer-aided archijectural design Chairman: to be announced 65 fnvited review. c.a.d. in shiphutiding
. B. Duvid and V. Rivero (ENSIMAG, Grenoble) 93 CADCUM - c 2.d. of control systems from UMIST R. Hurst (Briush Ship Research Assocration, Wallsend)
111 A roticnatized approach towards architectural design N. Munro (UMIST Control Centre, Manchester) 26 An arificial intefligence approach to manu‘acturing automation
[tel R. Th'ng (ABACUS, Strathclyde University, Glasgow) 117 The role of minicomputers in computer-aided system R.T. Chierr and T.C. Woo (University of lilirois)
- identification
| 46 A cost advice aid for the Luilding design team P.E. Wellstead (UMIST, Manchester) é7 c 3.3 man:facture of mechanical components using Simplified
, 3 utting cquence
8 A. Garnett, P. Purcell and P. Sampson (Royal College of Art, London) 38 C.a.d. of compensators for nonlinear control systems o H‘ C‘Ih‘:u?mwy (Ferrants, Edmburch)
o R.H. Davis and E. Kracmer (Heriot-Watt University, Edinburgh) o : 7
82 An iistorical cost benefit analysis of a computer system for 42 Computeraided pine production system
- A 41 Aninteractive progr age f i h s - o
architectural desion entfanen ana chrodram wackage for data analysis system 8. Dodd (Imperizi Colicge, London) and J.8. Jock (British Ship
W.R. Laxon and J.J. Lefevre (Informatique et Batiment, Paris) M.J. Dennam and L. Rigby (Imperial Coliege, London) Rescarch Association, Wallsend)
AFTERNOON TEA
88 CASK - acomputer-aided desian too! for housing
T K. Mathur (ABACUS, Strathcivde Unwersity, Glasgow) 493 interactive graphics in the design of nontinear control systems
o . J.0. Gray and P.M. Taylor (UMIST, Munchester)
¢ 80 Anexperimentin comouter-aided architectural design . - . . 68 The application of c.a.d. techniques to machine tool design
~ 7 Lansdown (Turner, Lunsdown, Hoit & Ptnrs London) 36 hclc?ss'cal control system design by interactive computer-aided production and manufacture
methods A. Jebb et al (Imperial College, London)
FI‘ 56 An integrated architectural c.a.d. syszem} K.C. Daly (Imperial College, London) 7
.D. tynetal (1 al College, London ‘ i
o A.D. Hamiyn etal {tmper 7 . 124 Cad. of industrial control schemes 121 The use of contours as an interface between c.a.d. and c.a.m.
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SOME GOOD ADVICE FROM A COMPUTER PIONEER

Following is the statement by Saul Gorn at the opening session of
ACM 74 upon receiving the ACM Distinguished Service Award. While
it will appear in Communications we would appreciate your printing
it in Chapter and SIG Newsletters.

"When Franz Alt told me I was to receive this award, I was, of
course, very pleased to be put in the same class as my predecessors,
Franz A1t himself, Don Madden, George Forsythe, and Bill Atchison.

"It seemed to me, however, to be somewhat paradoxical. There are
hundreds of us who keep our professional society moving in its

more than two dozen special interest groups, and in its half

dozen boards and their standing committees, let alone the work of
the council and the editorial duties in the publications. Mostly
we do these things because we would be unhappy to see those
activities bog down. Questions of reward or fame have much less to
do with our decision to pitch in than one might think. I believe
that by and large most of us would continue these activities even
if we were certain to remain anonymous.

"If, therefore, you have decided to make me less anonymous, it must
be that you want me to be seen as representative of these efforts.

"This I am proud to do.

"To those of you who have been wondering whether you should pitch
in, I say that there is great satisfaction to be gained in so
doing. Don't hesitate anymore, but come and join us.

"Thank you again for this honor."



MPACT

Microprocessor Application to Control-firmware Translator

by
Mathew N. Matelan

The following draft describes proposed research to be performed by the
author, who is working toward a Ph.D. in Computer Science at the Institute

of Technology, Southern Methodist University.

Because of the recent widespread interest”in microprocessor software
design aids, this work may be of interest to SIGDA members. Reactions

to and comments concerning the proposed research would be appreciated.

The author is currently with the Design Automation Project, Electronics
Engineering Department (L-156), Lawrence Livermore Laboratory, P.0. Box 808,

Livermore, California 94550.

INTRODUCTION

The use of digital computers in process control has long been an important
aspect of computer technology. Further, many computer system functions
not usually associated with the engineering field of process control

may be cast in terms of éontro]]ing: responding in a timewise correct
manner to a set of unpredictable conditions. This more general view

of control and controlling will be referred to as the control problem.

It is the purpose of this proposal to outline a general method of
describing the control problem and a solution. The complexity of

actual control problems suggests the development of a simplifying model
which abstracts the essential properties of control. From such a model,
a system may be defined to solve control problems in a consistent way.
The scope of such a system is very large. The feasibility of the
concept, however, may be shown by developing a system tailored to

a specific class of general purpose processors (called microprocessors)
that have architectures and uses somewhat less complex than other

classes of processors.
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One éf the latest advances in computer hardware technology, and one

with potentially far reaching effects, is the introduction of the
microprocessor - the "computer on a chip". A microprocessor may be
loosely defined as from one to ten large scale integrated circuit

chips capable of performing functions consistent with the needs of
general purpose computing. Flexible instruction sets in microprocessors
are causing them to be chosen instead of more expensive minicomputers in

many application areas.

The current state of the microprocessor industry is that of intensive
hardware development coupled with software development that is either
minimal or left entirely to the user. There is immense potential for
small general-prupose computing hardware in applications from medical
sensors to powerful distributed processing systems. However, many
observers have noted delay and hesitation in their use caused by

arcane programming requirements and limited availability of software
aids. This situation offers an opportunity for developing a system
which could reduce the design engineer's workload in integrating a micro-
processor into a control oriented application system, while validating

the control problem model.
PROPOSAL

A software system is to be developed to allow the definition of micro-
processor behavior in a control application. The MPACT (Microprocessor
Application to Control-firmware Translator) system is to be designed to
produce a complete microprocessor control firmware program according to
definitions of the microprocessor environment and related behavioral

characteristics.

The use of such a system might best be illustrated by an example.
Consider a printed circuit board with components capable of realizing
several useful functions, depending on the sequences of enable pulses
issued to them and the interpretations given the outcomes of their
actions. The use of a microprocessor to control sequencing and external
signal interpretation is becoming a common method of realizing the

diverse capabilities of otherwise standard hardware. This approach

\
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often affords substantial reduction in the overall hardware on control
boards due to the elimination of special purpose sequencing circuits.

A similar reduction in spare part inventories, fault isolation time,

and complexity of repair procedures may also be achieved through judicious
use of microprocessor based assemblies. The source of these savings is
the commonality of bodrds. Physically identical boards may at times

be used for diverse functions, the only difference being the control

programs used to sequence and interpret intra-component activities.

The benefits of such an approach are many, but the results of using
microprocessors in actual practice have been, in many instances,

disappointing. Recent contacts with microprocessor user groups [C11]

reveal that software production is the major cause of product development
cost and time overages, often to the point that microprocessors fail

to be competitive with special purpose hardware. At present, control
programs are generally produced as needed for particular applications
with Tittle consistency, other than the prejudices of individual pro-
grammers. The MPACT system would formalize the various elements of
control programming and give the system designer a method of expressing

a problem in a structured way based on those formaizations. From that

information the proposed system would produce a complete control program.

The steadily increasing power and decreasing cost and size of the micro-
processor indicates that it will be used in 1arge‘numbers in high volume
product lines. It seems likely that the majority of these products

will involve the active control and monitoring of processes, increasing
the importance of producing control-oriented programs. It is for this
reason that a system to facilitate the production of microprocessor
control programs was chosen as the vehicle for studying the general

problem of control.
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BACKGROUND SURVEY

Creation of a system for the automatic production of microprocessor
control code requires a background in both software and hardware.

An appreciation of the types of available microprocessor architectures
is essential in forming a general method of describing them. Likewise,
familiarization with a number of app]ications is necessary in order to
isolate the essential properties of the control problem as it relates

to microprocessors. Then, to realize this knowledge as a useful design

tool, a background in software development procedures is needed.

The design of computer related languages is treated in several chapters
of Gries [H2], Harrison [H3] and Lee [H5]. Aho [F1] is a survey of formal
grammer specifications. The design and implementation of compiling

systems are examined in varying detail in the texts of Appendix H.

Special problems associated with compiler-compiler design (such as
meta-language specification) are discussed in Feldman and Gries [E1]
and Feldman [E2], while the remaining references in Appendix E (such
as Lyon [E5] and Matelan [E7 and E9]) concern various techniques. A
number of articles related to language design, and especially non-
procedural programming languages, is included in Appendix A; why this
is needed will become evident in subsequent sections. Leavenworth and

Sammet [A14] is a survey of this tbpic.

Parsing and storage techniques are reviewed in the articles in Appendix F,

while code optimization is the subject of the papers in Appendix G.

Appendix B is a list of current papers of general information concerning
microprocessors (Callaghan [B3], Metzer [B11], Terrero [B18], and Waaber
[B19] are surveys). Also included are papers concerning applications
areas: Baskin [B1], Bell [B2], Cooper [B4], Fuller [B7] and Matelan
[B10] on possible distributed architectures; Lee [B9] and Runyun [B15]
on measurement devices; Whitney [B21] on calculators; and Cushman [B5],
Parasuraman [B12] and Smith [B17] on the control of various processes.
See also Weiss [C6] and Holt [D5] for discussions of applications with

examples.
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Appendix C lists recent papers covering microprocessor software, while
Appendix D is concerned with hardware. The disparity in these categories
is indicative of the more intense effort seen in the hardware area. Papers
in these two appendices contain details of hardware and software for
specific microprocessor types; see the papers in Appendix B for a more
general treatment. A list of texts on digital hardware principles
appears in Appendix I. Appendix J includes texts and articles on the
nature of time and techniques used to describe it. Time and timing

is central to any discussion ot control.

DESCRIPTION OF THE WORK

Application Areas

The application areas to which microprocessor technology may be applied
are literally unlimited. The technology is very young, but it has
already seen use in:

Calculators

Terminals

Measurement devices and systems

Process control systems

Medical monitoring and feed-back control

Computer peripherals and high-capacity channels.

Such uses will continue and their number will increase. Other applications
Tikely to be developed in the near future include:

Replacement of combinatorial nets

Artificial intelligence applications

On-site preliminary data reduction

vBuiIt-in test equipment

Security

Credit card verification

Precise timining controls

One-of-a-kind devices.
A list of this sort is never complete, being limiced only by the skill
of the applications engineer in configuring a microprocessor (through

its control firmware) to his needs.
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There are at least two other important microprocessor application

areas. The first of these is the development of standard interfacing
techniques and hardware. Much of computer technology is concerned with
controlling or communicating with external devices. Frequently, the
program needed to perform such a function ié'relative1y trivial compared
to the task of interfacing the processor to the peripheral device. The
expense involved in engineering these interfaces is often a substantial
part of system development costs. The microprocessor offers a means of
facilitating interface design in many applications (essentially those

not concerned with high transfer rates).

This technique uses a microprocessor in an interface unit or even in

the interface cabling itself [D12] to perform data transformations

in real time. This method could reduce hardware requirements considerably
and force a measure of standardization in interfacing. For example, the
mismatch of families of logic used in the controller and the

controllee of an application {s a common problem. A set of micro-
processor based interface units can be designed with communications
latches constructed to match the electrical properties of common logic
families, in effect standardizing many applications. The same approach

would apply to time-related controller-controllee mismatches.

However, a problem remains: each interfacing problem requires an
application-deperdent control program for the microprocessor involved.

The proposed MPACT system is potentially capable of supplying these
programs in a cost effective, completely documented form.

A second use of microprocessors is their aggregation to form large

powerful distributed processor computing systems. In certain applications,
readily available microprocessors might be interconnected so that their
combined power would exceed that of the independent processors. If such
cases exist, aggregation would allow computing devices (configured to
special purpose applications, if needed) to be assembled at a cost

Tower than possible with current technologies.

The feasibility of such an approach is directly related to the effort

required to produce efficient control firmware for each of the micro-
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processors involved. This firmware would not only define individual
microprocessor duties, but also specify the number and format of valid
interactions allowed in the aggregation. The production of control
firmware of this type might be facilitated by a fully developed version

of the MPACT system.

A Generalized Model of the Control Problem

Although a large number of application problems in computer technology
require a control-oriented solution, such solutions are usually produced
as though all elements of the problem were completely new. This lack

of consistency (and concomitant arduous development) could be reduced

by generalizing the problem as much as possible. A useful tool in this
regard would be a model abstracting the essential elements of the

control problem.

The primary difficulty in specifying control problems is the complexity
introduced by the time element. According to Webster's-Third New

International Dictionary: timing is "...a selection for maximum effect

of the precise moment for beginning or doing something...the art or
practice of regu]ating...obsefvation of the elapsed time of an act,
action or process". All control problems directly involve keeping

pace with a clock, be it real-time or artificial (i.e., timing). A
technique used in the physical sciences to isolate less complex forms

of a time domain problem is that of variable separation (for example,
Halliday [J5]). We therefore consider the control problem as consisting
of twe co-variant parts which may, however, be analyzed separately:

a timing-independent part and timing-dependent part.

Th2 timing-dependent part of a control situation consists of an enumeration
of all relevant conditions which may eventuate at the controller's inter-
“ace, accomﬁanied by the responses which would be appropriate to the
particular application. Each condition (or group of related conditions)
and its corresponding reaction is called a sentence. "Interface" as

used here is meant to include the communications registers and latches
through which the controller receives information concerning its environ-
ment. Such information may be considered a definition of the current

state of the controllee. . However, in many control situations, the past
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history of the controllee is also important. The problem-relevant

portion of- this information, which could be recorded in counters,

buffers or registers of the controller, may be considered an encoded

state history of the controllee. Therefore the term interface will
encompass information which describes both current and previous controllee

states needed to define an appropriate controller strategy.

The term "strategy" also requires clarification. It is more than an
alternative to "procedure" as a description of the function of a con-
trol program. A controller is not a program in the usual sense of the
word: a method for calculating a result predicated on initial values.

It may be viewed as a referee, determining a time-wise correct response
to competing service requesfs which present themselves at its world
_interface. (Perhaps the most pressing of these interface demands is
that of the system clock.) Under this view, a control program represents
a strategy with which to meet real-time contingencies rather than a

procedure to be pursued to a result.

A strategy is a prototype, a static specification without timing or
sequencing constraints. The interface conditions it expresses are not
bound to be tested in a particular order; no ordering is intended by
their positions in the strategy. The implementation and interpretation
of condition testing is the domain of the timing-dependent part of the
control problem. A strategy is therefore not a flow model since there
is no flow implied. The collection of strategy sentences outlining a
control problem is an aggregation of possible contingencies that are to
be rgcognized. Strategy is symbolized in the following discussion by

the letter S.

The timing-dependent part of a control situation has three aspects.

Two of these aspects are essentially different methods for expressing

the same timing consideration: when is a strategy sentence condition

to be considered valid. The first aspect is a consideration of condition
test intervals. Condition test intervals are of the fofm: 1) what is

the smallest interval of time that must have elapsed between valid tests
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for a condition, or 2) what is the maximum interval that is allowed before
a valid condition may have been overlooked. Condition test intervals

are symbolized by the letter C.

The second aspect is the specification and interpretation of interrupt
signals (represented by I). Interrupts are viewed as asynchronous
demands for response. They are not as obviously timing-dependent as are
condition test intervals, but their inclusion in a strategy would invalidate
the strategy's requirement for complete timing-independence. It should
be stressed that the interrupts discussed here correspond to hardware
features that, on receipt of a control signal, divert the attention of
the computer from the current program (controller), to a specific
address related to that control signal. Interrupts are timing dependent
as viewed from the control application, because the processor resources
needed to service them obviously impact other temporal aspects of the

problem solution.

The third aspect of the time-dependent part is that of priority. Just
as condition test intervals and interrupt processing overhead must be
considered to determine the timing relationships of the application
outlined in a strategy, so must the relative importance (in a time-
response sense) of the various conditions and responses be considered.
This relative order is called priority and will be referenced by the

letter P.

The four features of control thus define necesséry and sufficient
elements needed in constructing a set-theoretic model of the control

problem. They succinctly describe the dual nature of control timing.

The model consists of three sets of information (or "specifications")
and a transformation which maps an ordered pair from a product set
(formed from two of these sets) into the third set. It is a significant
feature of this model that the elements of each set are of the same
form and are completely described by the four features of control

(Strategy, Condition, Interrupt and Priority).
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The Control Program Model (CP) may be expressed as a quadruple:

cP = (A,P,C,¢) [Eq. 1]

where

A is that set of all possible applications of the control type.
The set A is known as the Problem Set; the subset a of A is a
particular application.

P is the set of all possible processor capabilities adaptable to
an arbitrary control application. The set P is known as the
Processor Set; the subset p of P is a processor capability
specification. Several p subsets may be needed to define the
capabilities of particular piece of hardware.

€ is the set of all possible control programs expressed in symbolic
form. The set C is known as the Program Set; the subset ¢ of €
is a particular control program.

¥ is the. transformation from the product set of A (the Application

Set and P (the Processor Set) into € (the Program Set):

V:AXP =-C [Eq. 2]

or, for a particular application one may write:

c = ¥(a,p) [Eq. 3]

¥ characterizes the timing analysis that must be applied to the sets

Aand P in order to arrive at a control program in C.

The three subsets a, p, and ¢ may be internally divided into pairs, each
subset having a timing-independent part and a timing-dependent part.

This double may be conveniently expressed in terms of Strategy, Condition,
Interrupt, and Priority. The transformation, ¥, must map both parts to
determine a control program, c. It may be thought of as acting on these
parts independently for convenience. However, the transformation of a
control problem specification is a melding of many timing-dependent and
timing-independent items. The establishment and maintenance'of a birpartite

perspective is a simplification of an extremely complex inter-relationship.
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Substitution of the four previously specified set elements in the original

control problem definition [Eq. 1], for a particular application, yields

(C

c

cppa ) ( {Sai(ca’la’Pa)} ’ {Sp’(cp’lp’Pp)} ’

pa

paTpa-Ppa

pa

Ipa

pa

)

{Spar CparTpgrPpal} - w). [a-

is a particular application specification
(specific subset a of A, Eq. 1)

is the timing-independent element of subset a
are the timing-dependent elements of subset a

is the condition test internal specifications of
subset a

is the interrupt type specification of subset a

is the priority level specification of subset a

is a particular processor capability specification
(specific subset of P, Eq. 1)

is the timing-independent element of subset p

are the timing-dependent elements of subset p

is the condition test interval specification of
subset p

is the interrupt type specification of subset p

is the priority level specification of subset p

is a particular control program specification
for a specific processor and application (subset
of €, Eq. 1)

is the timing-independing element of subset ¢
are the timing-dependent elements of subset ¢

is the condition test interval specification of
subset ¢

is the interrupt type specification of subset c

is the priority level specification of subset ¢
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The expansion of the control problem quadruple [Eq. 1] into the tem-
porally bipartite form [Eq. 4] illustrates the basic similarity of the
three information sets which are involved in control program production.
Note that the elements of each of the three sets are of similar form;
each contains a timing-dependent and a timing-independent part. This
result is significant. The complexity of the problem has been reduced
not only by the initial time-wise bifurcation, but also by the recog-
‘nition that this technique is applicable to each of the information sets
which are needed to describe it. Such consistency may be exploited in

realizing the model as a system.

Implementing the Model

The perspective afforded by the Control Problem Model (CP) greatly
simplifies the task of conceptually defining a software system to

produce symbolic control programs. The model defines concisely the

major system elements which must be specified and their inter-relationships.
The model is expressable as a quadruple, therefore it seems reasonable

to expect that a system to realize the model should-consist of four

major sections.

The first constituent of the quadruple is A, the set of all possible
control applications. In terms of a software system, A is that set of
application programs expressable in some programming language. Returning
to Equation 4 it is possible to determine the components that would be
required in such a language. It would, of course, need to preserve

the partitioning of timing-independent and timing-dependent components

which is central to the model.

In order that a system be profitably used, the language in which the
application is described must be as straightforward as possible. Toward
that end, a language with English-like syntax and a non-sequential
structure is proposed. A number of benefits accrue from such an approach:
1) The "code" written to describe the application forms a basis
for the documentation of the firmware produced;
2) The syntax is more easily learned;
3) Expressing an app]icatfon in an English-1like format forces the
engineer to consider in detail the function and goals of a design

in terms approaching those required in readable documentation.
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Perhaps the most important aspect of English-like language coding is

that of self-documentation. The lack of a structured program of design
documentation has led many projects into overruns. Even on one-of-a-

kind developments, the extra time consumed by a wordy functional descrip-
tion will usually reap rewards during system integration due to self-
explantory text and the existence of a well thought out control strategy.

A strategy section of the language is, therefore, defined as the vehicle
used to specify the timing-independent component of the control application

set.

The specification of the timing-dependent component of the application
seems to lend itself naturally to either a tabular format or decision

tables. Sections are included in the application programming language
to allow listing of the three timing-dependent subelements (Condition,
Interrupt, and Priority) in a convenient manner, one which will permit

these specifications to be referenced symbolically.

The second constituent of the Model is P, the set of all possible
processor capabilities. Here again, a software system requires that a
language be defined for specifying the disparate data involved in a
behavioral processor description. The language components indicated by
the model as necessary for the description task are identical in concept
to those adumbrated for the application set, A. Timing-independent
elements and timing-dependent elements must be defined. This corres-
pondence allows the same general language structure to be used in
defining both the application and the processor. .It must be recalled,
however, that while elements of the descriptions are equivalent in
intent, they differ in content and interpretation. The natural language
concept of dialect will be used to indicate forms of a language which

have much in common, but are not the same.

The language used to describe both sets A and P will be referred to as
the MPACT language. The application-oriented (user) dialect has been
outlined. The processor-oriented (library) dialect is similar in
structure, containing much common terminology. It must be remembered
that the dialects describe different set elements, however, and that

their fine structure and interpretation will often be different.

25



The third constituent of the model is €, the set of all possible symbolic
control programs. From the model's view, the purpose of transformation
is to locate from among the various control programs in €, that one

which satisfies the needs of the application and the constraints of the
processor. A software system must take a different interpretation of

the transformation if it is to solve the .problem presented in a finite
amount of time. The system must generate a control program that is

equivalent to the one into which (a,p) would have been mapped by ¥.

Code generation assumes an a paloal structure to which the control
program will adhere. As it was with the design of the MPACT language,

the expanded form of the model [Eq. 4] indicates a convenient structure.

Note that the elements of c, subset of €, are again divided into a
timing-independent part and a timing-dependent part as was done in the
language. ' This division is maintained in the structure of the control

program; the parts are referred to as the Driver Group and the Monitor.

The last constituent of the model quadruble is ¥, the transformation.

In order to determine its systemic counterpart, recall equation 2:
¥v: AxP = ¢

and analyze it piecewise. The set A is all possible control applications,
while P is all possible processor capabilities, each expressed as a time-
dichotomy. The product set, AXP, compriseé all possible pairings of
the elements of A and P. That is, >AxP is all applications paired

with all processor capabilities. A specific ordered pair (a,p) of
application and processor capabiiities must be selected from the product
set. The selection is based on the application specification and the
particular processor desired for the implementation. These two items

are supplied by the user..The selected pair is then mapped into c (a

‘particular control program) which is a subset of €, all possible control

programs.

The specification of (a,p) as an ordered pair is not accidental. Such
an ordered pair may be defined by
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(a,p) E{{a} . {a,p}} (Eq. 5]

This indicates that the selection of the particular ordered pair mapped
by ¥ into ¢ is predicated on a, a specific application. This is sensible
in that processor capabilities should be selected for their ability to
solve the application problem specification, and not contrariwise. The
particular capabilities examined by the system are limited to a user
defined specific processor. This divergence from the model is for the

sake of system efficiency.

Recall now Equation 3, the transformation of a specific ordered pair

into a specific control program:
c = y(a,p)

It is just such a particular set of specifications that a software system
would have to procass. It is necessary therefore to express ¥ in terms
of the system modules required to perform the transformation (or, in

system nomenclature, translation).

Consider the constituents of Equation 3 in the non-rigorous terms of
the MPACT system:
a is a specific application expressed in the user dialect
of the MPACT language.
p is a specific processor description oriented toward con-
trol applications, expressed in the library dialect of
MPACT language.
(a,p) is an ordered pair consisting of an application and the

processor capabilities necessary to perform it.

¥(a,p) is the timing analysis of the pair (a,p)
c is the control program generated by the MPACT system
to solve the application problem a in the symbolism of a

programming language of processor p.
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In the system as proposed (see Figure I), thevacquisition of the processor
set P is done by a library processor. The acquisition of the application
set A is performed and lexically scanned by an input routine. The

product set is formed by a selection process that is two-fold. A

parser classifies each sentence of thé application set A, followed by

a library scan that selects the appropriate processor capabilities of

the processor set P. This forms the specific ordered pair, (a,p),
describing the problem. The transformation ¥ then maps (or "integrates")
the diverse packets of information which constitute the pair into a valid
control problem, c. This transformation, in broad terms, characterizes

the timing analysis of the system.

The Language - Specifying Sets A and P

The basic organization of an application definition might follow the
usual form of a technical report. Major topics would be assigned to
sections composed of paragraphs containing sentences. Sections which
might be required include:
Identification Section - The Identification Section defines the
user, the application, the microprocessor to be configured,
the revision number and date, and any other information needed

to insure configuration control and integrity.

Interface Section - The Interface Section defines the preferred
nomenclature of the application in terms of the chosen micro-
processor's sténdard interface terminology.

Timing Sections - The Timing Sections determine the timing con-
constraints and levels of importance attached to various inter-
face ports, flags and functions (i.e., Ca’Ia’Pa)'

Strategy Section - The Strategy Section defines in terms of the
interface interactions and responses, the behavioral character-
istics of the microprocessor in the context of the application
(i.e., S,).

Such a language would allow a high degree of attribute assignment via

defaults, which would be fully documented in the system output.

The system suggested here not only requires that each application be
well defined, but that the microprocessor also be defined in such a

way that control code may be generated to accomplish the application's
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demands. In order to maintain consistency, the same language would be used
in both types of definition. However, due to the disparity of the
definition tasks (that of functional, interface-oriented applications
versus code-level, hardware-dependent capabilities), two dialects of the

language are required: the user dialect and the library dialect.

The major features of the user dialect were outlined in the various
section descriptions above. The library dialect follows the general
organization of sections, paragraphs, and sentences discussed earlier,

but with added features needed in describing a generalized microprocessor.

The term "library dialect" is used to indicate the logical division
between defining an application and defining the agent of the application,
the microprocessor. It is intended that a "library" of microprocessor
descriptions, coded in the library dialect, be maintaineg by those
engineers most knowledgeable in the techniques associated with each
microprocessor. Then when an applications engineer determines and codes
his application strategy in the user dialect, the firﬁware program
produced will be similar to that produced by the more competent engineer,
multiplying his experience and capabilities. The correlation of appli-
cation to firmware provided by the overall consistency of the system
allows the application engineer to follow the output control program

code defined by him at a higher level.

The library dialect might also contain identification, interface terminology,
and timing sections as seen in the user dialect. There would probably exist,
however, many strategy sections; their usage constitutes the main difference
in the dialects. The strategy sections would contain a statement syntax
tempiate and a corresponding code section skeleton for each language

element defined for the user of a particular microprocessor. Templates

may define sentences, phrases or words. Skeletons may define in-Tine

(table driven) pure code or routines. Skeletons may be expressed in

any symbolic language, but the assembly level will probably be that

most often used, due to the multiplicity of microprocessor architectures

to be encompassed in this generalized system.
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The Control Program - Specifying Set €

A result obtained from modeling the control problem is the realization

that the timing duality found useful in defining the application and

processor may be maintained in the specification of the control program

(the primary output of the MPACT system). A1l programs generated by the
system should (for the sake of consistency) be based on a single structure.
This structure is conceptually divided into two parts: the timing-independent
part (or "driver group", Spa) and the timing dependent part (or "monitor";

C..,I

pa’ pa’Ppa)'

The monitor consists of three sections: the sequencer, the condition

test block, and the referee. The sequencer controls the time of test of
each possible condition listed in the second section, the condition test
block. Each time a conditon is (by some internal interprgtation) true,

an "event" is said to have occurred. The occurrence of an event requires
an action. Actions are resident in the timing-independent part of thei
control program called the driver group. Each action is defined by a
specific member of the driver group called a driver. The third section

of the monitor is the referee, designed to respond dynamically to interrupt

condifions, and perform conflict resolution based on priority information.

A driver performs duties needed to respond to a control event. Each

driver is subdivided into safe blocks. A safe block is defined to be a
unit of code with a maximum execution time of sufficient brevity to allow
deletion of condition testing during its executicn. This is not equivalent
to non-interruptable code blocks sometimes seen in . operating systems.

Safe b]opks are not code sections which must always be executed to
completion; they are code sections which (due to the timing of the
application) may he allowed to execute without fear of causing timing
errors due to ignored events. Interruped drivers have their remaining

safe blocks scheduled by the referree, while single safe block drivers

require no further monitor action until their next invocation.
The structural correspondence between the languages (used in defining

applications and processor capabilities) and the generated control program

simplifies and unifies system documentation, while easing software-hardware 3

integration.
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The System - Specifying ¥:AxP Algorithmically

The Microprocessor Application to Control-firmware Translator (MPACT)
System is divided into six major modules: the librarian, the scanner,
the parser, the selector, the integrator, and the formatter (seé

Figure I).

The librarian acquires the microprocessor definition, stores it as
configuration data, and catalogs it for efficient access. Previously
processed specifications may be directly inserted into the library data

area from the microprocessor library data base.

The scanner and parser work together, reading and processing each user
supplied sentence until all have been examined. The scanner acquires

a strategy sentence and performs a lexical scan. The parser parses

the result in association with template data in the library area.
Following application acquisition, the selector determines the skeleton

data to be used and records it.

After all selector data have been gathered, the integrator analyzes the
application strategy and the timing constraints in terms of the selected
processor capabilities. The result of this analysis is either a control
program solution, ready for the formatter, or a message to the user that
the timing constraints specified are unrealizeable (due to inadequate
processor rates or ambiguous strategies). Some optimization and house-
keeping chores may be performed by the integratpr (a reason for the

symbolic notation in skeleton definitipns).

The formatter arranges the skeletons in a useable order and outputs

both the control firmware and documentation.

SUMMARY

The proposed system would be used to demonstrate the feasibility of
generating a complete, automatically documented firmware package capable
of configuring a microprocessor for control applications. Such a demon-

stration would provide validation of the Control Problem Model.
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The benefits of a firmware generator of wide applicability are numerous:

A structured system for firmware production would reduce the

overall costs of applications development.

The lead time required and the overall time in deve}opment of an
application system would be reduced by the use of a centralized
firmware generator as contrasted with the typical non-uniform,
individualistic approach.

Since both the application strategy and the microprocessor descrip-
tion are available to the system, automatically generated documen-
tation would be poss{b1e.

The availability of documentation produced concurrently with the
control-firmware provides the basis for a sophisticated configuration
control system, insuring that released firmware is accompanied by
consistent, regulated user information.

The centralized production of documentation automatically provides
uniformity in the format of application report documentation.

A centfa1izea system likewise provides uniformity in ‘the structure,
style, and techniques used in the production of the actual fjrm-
ware programs.

Since all microprocessor definitions are stored as library entries,
the correction of errors, the upgrading of techniques, and the
addition of new language features may be accomplished at a single
point, the particular microprocessor definition volume. A retrans-
lation of earlier strategies would allow a simple method of con-
verting them to include the latest improvements.

As the library is the one source of microprocessor functional

definitions, a convention for the naming of various interface

' eiements might be possible, allowing uniformity of hardware-

level nomenclature among the various applications engineers.

The use of a central system for application firmware production
allow an easy method of keeping historical records fer backup

and developmental analysis. Each use of the system following

the original strategy definition would constitute a revision,
which would be numbered, dated, and stored in some archival medium

such as microfilm.
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e The use of an English-Tike strategy couched in terms of the
application,and removed from the intricacies of microprocessor
firmware would allow a reduction in the skill levels required
for application engineers.

e Limiting the sphere of knowledge needed by application engineers
to that of the application and its interface would produce a
reduction in the learning curve associated with such a task.

e The firmware produced from library entries would be more con-
sistent if all firmware were written by a library maintenance
staff; this group would therefore be chosen according to their
familiarity with the microprocessors to be used.

© The isolation of microprocessor definitions in the library would
allow a strategy to be realized in several microprocessor types
without additional effort. Further, the upgrade from one micro-
processor to another would be possible by a rerun of the original
strategy against a new library volume.

® The automatic production of‘firmware allows the entire process
of design to reside within an engineering group, lessening the
delay and communications problems caused by dealing with personnel
not familiar with applications.

© The automatic production of documentation, the reduction of the
"learning curve", and the uniformity of the firmware produced would
lessen the impact of the rapid turnover in engineering personnel

pandemic today.

Most or all of these benefits would be found in a basic system intended
to demonstrate the feasibility of the MPACT approach as applied to
microprocessors; they directly augment the production of control programs.

There are, however, other less tangible benefits.

The model developed as a part of this work is germane to any application
expressible as a control problem. This fact amplifies the significance
of the two primary features of the model: that control problems may

be viewed as having dual nature (timing-dependent and timing-independent),
and that the three fundamental information sets of the control problem
(application, processor and resultant program) are of similar form and

may be expressed in terms of the duality.
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These results allow a conceptual continuity in studying the control
problem. They also point to a natural and simple way of defining the
elements of the problem, which has been exploited in the MPACT language.
The concept of strategy removes from the behavioral specification of the
problem the need to explicitly determine timing relationships. Most
programming languages require such an explicit determination because of
the significance that is associated with statement sequencing. Sequencing
is of no concern in a strategy, removing timing considerations to a more

simply determined list format.

The MPACT approach to time-domain system specification is the heart
of this proposal. The possibility of future extensions, expanding

the concept, such as automatic selection of the processor which most
advantageously realizes an application, make this feasibility study

the basis of an open-ended research program.

CONCLUSION

The benefits associated with a system to automatically produce micro-
processor firmware from a.behaviora1 description of a control application

are worthy of an intensive program of research and development. Demonstration
of the feasibility of such a system would provide tangible rewards in

both the academic and industrial domains.
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ABSTRACT

This paper describes an interactive package for designing multi-
variable control systems. It is assumed that a model of the system,
either in the form of a matrix of transfer functions or in state-space
form is known. The design procedure is by successive analysis. In
each iteration the designer checks the stability and transient response
of the system. The package is implemented on a PDP-9 computer with
precision display, disk, line printer and teletype. '

Keywords and Phrases:

Software package, interactive control system design, multivariable
systems.

INTRODUCTION

The classical frequency methods of designing a control system are
familiar to control systems designers and include in the design
procedure such requirements as overshoot, rise time, amplitude and
phase stability margins. These methods deal with single loop systems

and therein lies the difficulty in applying them to multivariable systems.

Designing multivariable systems as a set of single loops, does not take
into consideration interaction between the loops and may cause degrad-
ation in system performance and system instability.

Optimal control theory supplies a required theoretical base for designing
multivariable control systems. Unfortunately, it requires accurate
system models and measurability of all states of the system. The last
requirement may be waived by using a state estimator at the cost of
increased system complexity. Optimal control theory requires that the
system requirements be specified in terms of weighting co-efficients

of a performance index. In most cases, it is very difficult to translate
overshoot, rise time or stability margins into values of the weighting
co-efficients.

The system model is usually derived on the basis of physical consider-
ations and it is usually non-linear. Such a model, linearized in the

vicinity of some steady-state operation point gives a linear model of
the system, which can be used to design optimal linear regulator (1),

* Now with Canadian General Electric, Peterborough, Ontario, Canada.
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appropriate to that operating point. Identification methods give
another alternative to determine system models. At the present time,
the identification methods of state-space system representation are
not developed well enough (4), so that they can be used in practice.
On the other hand, identification methods of transfer functions of
multivariable systems are more familiar to engineers and are better tested.

In the vector frequency response method of designing multivariable
control systems (2) the system may be specified either in state-space
form or transfer function form. It allows such requirements as amplitude
and phase stability margins to enter directly into the design process.

It involves some repeated and complex calculations and it seems that

the computer aided design is the most convenient approach for its
implementation.

There are a few available software packages for designing multivariable
control systems and some of them are mentioned in (3). The present
article presents another one, which is based on the vector frequency
response method of designing multivariable control systems.

A VECTOR FREQUENCY RESPONSE METHOD

An assumption is made that the control system is represented in the
form shown in Figure 1. The elements of the matrices K,Q and H are
rational functions of the Laplace complex frequency S. It can show
(3) that the characteristic polynomial of the closed loop system in
Figure 1 is given by the equation:

CCL = COL det F (1)
where
COL - characteristic polynomial of the open-
loop system.
F = I+A(S)K(S)H(S)

Similar to the way Nyquist stability criterion is proved, it can be
shown that a multivariable system is absolutely stable if

Nf = PO (2)
where
P - number of right half zeroes of open
© loop characteristic polynomial.
Nf - number of times det F(S) encircle the

origin in the complex plane, when S-
change along the contour D, shown in Figure 2.
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The stability criterion in this form is not suitable for design
purposes. An equivalent form can be obtained by expressing the
determinant of the matrix F in terms of eigen-values.

m -
det F(S) =1 £.(8) (3)
j=1

where f. (S) called characteristic values are the eigen values of the
matrix calculated for a given value of S. Substituting (3) into
(2) we have:

m

P = -2 gt

o Jj=1 J(S,) (4)
Let us assume that the matrix Q for some value S=Sl’ can be written
in the form:
= -1

aesp = [res)) pesp) [resp]
where

Eh\(Slﬂ . - diagonal matrix of eigen-values

[? (S] - matrix of eigen-vectors

Now, if the matrix K, for S=S is given by

1
K(Sy) = @(813 Eﬁk] E‘(Slﬂ -

-1
= *
then acspxesp = [res)) e [16s)))
(5)
where E\kﬁq - a diagonal matrix with diagonal
elements equal to the product of

the eigen-values of matrix Q and matrix K.
The package described in this paper is based on equations (4) and (5).

DESIGN PROCEDURE

The system configuration used in this paper for the frequency
response method of designing multivariable control systems is

shown in Figure 3. It is assumed that the system description is
given and the controller K has to be found, so that the closed-loop
system is stable and meets imposed requirements. The computer
design procedure is as follows:

1. Read in a description of the system.
The system description may be specified in one of the two forms:
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a) X = Ax+Bu
y =Cu ) Dﬂ n,n, Bﬂ n,m, [c] m,n
b) y = Gu , Eﬂ m,m

Where G is a transfer function matrix with elements in the form
of rational function of complex variable S.

2. Choose the controller K.
The controller K is given by the form
_ i
K = KleK3 K9 ; K = [k] m,m
The parameters of these arrays K should be specified. Usually
in the design procedure the arrays K. are specified in consecutive
iteration steps. Some of them have }eal entries and others have
entries determined as rational function of complex wvariable S.

The designer has the option to choose controller K., which is
calculated on the basis of equation (5). For the %pec1f1ed

frequencies, and for the specified regulator structure
(PID, lead- log ne%work etec....) a regulator is calculated wh1ch
modifies system characteristic values for the frequencies f '« 1N

a desired way. This option may be helpful in setting requl}ed for
phase and amplitude stability margins.

3. Inspect characteristic loci plots for the system.
If the requirements with respect to the stability of the system
are not met, go to point 2 of the design procedure. Modify the
current K matrlx or use another K, matrlx in order to improve
stability of the system.

If the system is stable, check its stability for different types
of failures: Transducer failure, actuator failure, regulator
failure. This is accomplished by including into the system,
shown in Figure 3, matrices which simulate failure.

4, Inspect the transient response of the closed-loop system.
If the transient response does not meet requirements go to
point 2 and modify the controller K.
5. Print the\final parameters of the controller.
PACKAGE IMPLEMENTATION
The package is run on a PDP-9 computer (32K core) with precision
display, teletype, line printer and magnetic tape unit. WATRAN

was used as a programming language. Overlay techniques were used
extensively to accomodate the package in core. All the input data
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is entered in free format. The user, via a light pen, indicates

which data to enter. Characteristic loci and transient response plots
are displayed in the corresponding steps of the design procedure. On
request the designer may get output on the line printer. Error and
information messages are printed on the teletype. All the entered
data, at any moment of the design procedure, may be displayed for
verification or modification.

CONCLUSIONS

The package does not in any sense design a multivariable system
automatically. It rather supports the designer in an interactive design
procedure. There are some aspects which still require further work and
attention, for example, guide lines on how to choose controllers K. .

The vector frequency response method of designing multivariable cofitrol
systems is relatively new. There are not too many published examples
relating to realistically complex processes where this method has been
used effectively. It seems that in its present state there is room for
development of the method and much experience to be gained. Never-the-less
the method has two strong points. First, it allows to check stability

of the system with interaction between loops taken into consideration.
Second, it allows amplitude and phase stability margins to be set.

There are indexes of performance already familiar to control systems
design engineers and they are not quantities in such direct evidence using
optimal control system design methods.
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