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Foreword 

The ninth Joint Computer Conference which was the fourth Western Meeting under 
joint sponsorship, was held for the first time in San Francisco this year. The change in 
the site for this Western Meeting from Los Angeles to San Francisco bespeaks the in­
creased activity and interest in computers on the West Coast. 

Mor.e emphasis was placed this year than at the past few conferences on the strictly 
engineering phases of computers. Thirty-eight technical papers were presented, with 
parallel sessions being used on four occasions. As has become the custom, exhibits of 
computer systems and components formed a part of the conference program together with 
a number of inspection trips to local computer installations. The registration of over 
1,000, as well as members of the public, was able to inspect exhibits in 39 booths prepared 
by 25 companies prominent in the computer field. 

Oliver Whitby 
Conference Manager 
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Computers-From Youth to Manhood 
NORMAN H. TAYLOR 

YOU are very kind to honor me with the invitation to 
speak here today, and it is a pleasure to be here. I 
always appreciate a good excuse for leaving myover­

coat and galoshes behind in Boston and coming out to 
sunny California. Furthermore, we are beginning to re­
alize that although Boston is still of course the hub of the 
universe, nevertheless there are some pretty good ideas 
generated out here on the West Coast; and I hope I shall 
not return to New England without a few dozen of them 
in my carpet-bag. 

At the first Joint Computer Conference in 1951 at 
Philadelphia, the computer industry was turning a corner. 
you might say that after a well-protected infancy, it was 
putting on short pants and getting outdoors and the 
neighbors were beginning to be aware of it. The ma­
chines, like some children I know, could be made to put 
on their "company manners" when their rich uncles came 
around, but this was all too often the result of intensive 
grooming and stern disciplinary measures behind the 
scenes. Our audience, while sympathetic and hopeful, 
still could not help feeling skeptical, and some may even 
have feared that we were raising a little monster who 
would turn out to be more of a liability than an asset. 

Five rapid years of growth have served to vindicate our 
claims of 1951. r could easily spend an hour giving you 
chapter and verse on this, but suffice it to say that more 
than 75 large machines are in full-scale useful operation, 
and hundreds of smaller machines are doing important 
jobs for office and industry. The attendance figures at 
these professional conferences should be some sort of 
index; there were 880 of you at that first conference in 
1951, now we are holding two conferences a year, and the 
1955 Eastern Joint Computer Conference alone had 
approximately 2,000 people in attendance. This Western 
J oint Computer Conference and its counterpart, the 
Eastern Joint Computer Conference, will undoubtedly 
set a new record. 

Thus, I think we can say that the computer business 
is getting out of its childhood, and putting on long pants. 
Adolescence is upon us, and although some of us, I am 
sure, look back with a certain nostalgia on the happy 
childhood days, nevertheless, like good parents we can­
not shirk the problems of the present, and must try as 
best we can to prepare for the future. By and large, we 
are proud, you and I, of what we've done so far. But 
no engineer worth his salt is going to devote his time to 
admiring his past work. What the good engineer lives 

Full text of the keynote address presented at the Western Joint Computer 
Conference, San Francisco, Calif., February 7, 1956. 
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for, the air he breathes and the meat he eats, is the chal­
lenge of new problems. It is not too much to say that 
without new problems he suffocates and starves, and pro­
fessionally he might as well be dead. If there were an 
engineer's Bible, I think this ought to be one of the two 
great commandments, so, using this text, my little sermon 
today is going to deal with the problems ahead of us. 
Please note that I'm presenting problems and asking 
questions, not trying to give you the answers. Even 
if I thought I knew a few of them, I'd be spoiling your fun, 
and that would be a dismal thing to do! I'll save my 
clairvoyance act for private chats, where I won't be em­
barrassed by seeing :t in print and having to eat it five 
years later. You fellows are the ones who will have to 
answer these questions, just as today you have given us 
answers to some of the questions asked five years ago. 

Let me return now and then to that notion of looking at 
computers as children that we've raised-it isn't really 
a bad analogy, if I don't squeeze it too hard; you know 
how children outgrow things, first their shoes, then their 
pants, then their coats, and so on. Or how a boy's 
mind in a way outgrows his body, and he imagines him­
self beating up all the tough guys in the neighborhood and 
fascinating all the pretty girls. Well, our computers have 
had and are still having just this sort of growing pain, the 
parts like arithmetic element, memory, and terminal 
equipment don't keep pace with each other, and we 
haven't yet got a mature, harmonious, balanced system. 
Until recently, our worst shortcoming has been the size, 
reliability, and speed of central memories; and we have 
put a lot of effort into improving them. The magnetic­
core memory which has come out of this is now fairly wen 
accepted as the central h'gh-speed element of present­
day machines, and is probably the largest single change 
of these past few years. Even so, we haven't quite 
caught up with arithmetic element speeds; the logical 
structure of most machines has been aimed at using mem­
ory time and capacity to the hilt. Elaborate buffer 
memories serve the purpose of emptying and filling the: 
high-speed memory, and tricky instructions use other 
hardware to do jobs that might be done in the centra] 
memory if its time weren't so valuable. 

At that, we haven't yet exploited magnetic-core mem­
ory to the full; the 64 by 64 memory plane is now pretty 
common, but one naturally asks the question, how much 
bigger can you build it? Preliminary work leads us to 
believe that the 64 by 64 plane can be extended to 128 by 
128 and probably to 256 by 256 without any serious loss 
in speed or reliability. If this expectation becomes a 
reality, we shall have a 256 by 256 by 36 memory, that 
is to say, 2.5 million bits of storage with 6 to 7 micro­
seconds random access. Surely this will be a handy tool 
for the future. How shall we use it? It certainly ought 
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to' affect Qur present cQncept of prQviding large buffers 
feeding a small high-speed memQry; it has abQut the ca­
pacity Qf eight cQnventiQnal magnetic drums. DQes this 
mean that drums are QbsQlescent? 

But can the memQry designer relax? Is he gQing to' be 
free Qf demands fQr mQre speed and capacity frQm the di­
rectiQn Qf the arithmetic element? Vacuum tubes have 
been fQr several years the principal limitatiQn Qn arith­
metic element speed: we have pushed adders up to' 1 Qr 
2 megacycles, and with multipliers it is cQmmQnly felt 
that a law Qf diminishing returns sets in sQmewhere in 
the regiQn Qf 1/2 to' 1 micrQsecQnd per bit. I think the 
memQry peQple, with the 6-micrQsecQnd memQries, have 
prQvided, PQtentially at least, a gQQd match fQr such cir­
cuits in speed and reliability. 

But what abQut the future? Surface barrier transistQrs 
already give prQmise Qf Qperating at 5 megacycles in 
arithmetic and switching QperatiQns. What will CQme 
with the new gaseQUS diffused Qr drift transistQrs? I'm 
afraid the answer is inevitable: MemQry will lag behind 
and the race will be Qn again. Why all this speed? 
DO' we really need it? We are already being pressed to' 
design larger and faster machines to' tackle prQblems that 
are bulky and cQmplex and have to' be sQlved quickly. 
One way Qr anQther, I'm sure we'll try it. But if we had 
speed an Qrder Qf magnitude over what we've gQt nQW, 
cQuldn't we dO' mQre time-sharing and substitute speed 
fQr equipment? Surely if sQmething like this can be 
dQne, machines will be simpler, smaller, less expensive, 
and mQre reliable. This is a prQblem for the IQgical de­
signer. 

I have dwelt here Qn a few aspects Qf the internal CQn­
sti utiQn Qf cQmputers. In Qur analQgy to' the child, these 
WQuld be his health, grQwth, and internal develQpment. 
These are gQing well, with gQod mQmentum. I dQn't 
think we have any cause to' fear that these children Qf 
Qurs are sickly Qr stunted. But as we all knQw, this is, 
if anything, the small end Qf the prQblem Qf rearing 
children: as they grQW up, they leave mQre and mQre 
their Qld sheltered envirQnment; they must be educated, 
they must (usually) dO' useful wQrk, they must gradually 
accept mQre resPQnsibility. I'm sure this isn't all, but 
these three requirements give me a cQnvenient handle 
fQr the remaining things I have to' say. Let's talk abQut 
this subject Qf useful wQrk. 

Y QU can divide wQrk rQughly intO' twO' kinds: the kind 
that deals with symbQls which yQU might call "white­
cQllar wQrk," and the kind that deals with matter and 
energy, which I suppose yQU would call manual labQr 
Qr sQmething like that. The kind Qf wQrk that deals 
with peQple I dQn't feel has gQt intO' the picture yet. 
When we ask a cQmputer to' do the first kind Qf wQrk, we 
call it data-processing; when: t dQes the secQnd kind, 
the current terminQIQgy WQuid seem to' be "autQmatiQn." 
I am aware that the last wQrd is Qften used mQre IQQsely, 
and that the dividing line between the twO' kinds Qf wQrk 
is fuzzy in SPQts, nevertheless the divisiQn is a help in 
thinking abQut the prQblems, because the prQblems in the 
twO' cases are essentially different, and since there is nO' 
better wQrd fQr the secQnd kind, call it autQmatiQn. 
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Data-prQcessing deals with symbols, and symbQls fQr 
the most part are discontinuous, discrete things: they 
cO' me in chunks, and are grist fOil" the digital cQmputer 
mill. We are getting high-speed printers to' grind them 
Qut. If we can get high-speed readers Qf print to grind 
them in withQut going through the clumsy media of 
punched cards Qr paper tape Qr the volatile and intangible 
medium of magnetic tape, we shall have gQne a IQng way 
toward making the "white-cQllar" bQys happy. SO' 
much for data-prQcessing. Let's consider autQmation. 

This field sQmetimes is referred to' as real-time cQntrQI, 
and it is quite a different stQry frQm data-prQcessing. 
I t seems to me to' be the mQst challenging area of the 
future, heavy with prQblems, but alsO' glittering with 
prQmised rewards The newspapers say it's here already, 
qUQting frQm Mr. Kenney in the Christian Science 
Monitor:! 

"In this contemporary fantastic era of research and automation, 
people today are better fed, clothed, housed, heated, cooled, pro­
pelled, entertained, and defended than at any time in all history. 

The Alice in Wonderland, razzle-dazzle of new methods and 
processes are zooming living conditions and industrial activities into 
a never-never land undreamed of a decade ago and even today are 
leaving the most dramatic prognosticators almost baffled in attempts 
to describe what is coming up in the future. 

Automation is in its infancy. Yet the pattern is taking form. 
Transportation demands magic controls. Airplanes both com­
mercial and military are speeding through the skies so fast that 
human reaction is not keen enough for proper operation. Elec­
tronic, radar, and automatic controls are guiding the giant ships 
through storm and fog, over land and sea .... . ....... . 

COMPUTER SETS PACE, 

"One of the most dramatic and important developments in the 
automation field is the computer. It is often called the electronic 
'brain.' The computer can do just that at enormous speeds. It 
can add, subtract and multiply, etc. 

This puts me in mind Qf an experience we had with 
radar during the war, which SQme Qf YQumayhaveheard Qf: 
The Admiral Qn Qne Qf Qur battleships, flagship Qf a task 
fQrce in 1942, didn't put much stQck in the repQrts Qf his 
radar man. But Qne night the radar man called up to' 
flag pilQt, saying, "Carrier SaratQga 2,000 yards Qff the 
starbQard bQw." The SaratQga in SQme aspects gave a 
characteristic dQuble-humped blip Qn an A-scQpe that an 
experienced QperatQr CQuid easily identify. But the 
Admiral kneyv different. "YQu're crazy as Hell," he said, 
"The Sara's been Qff the PQrt bQW all night." But the 
radar man stuck to' his guns, so the Admiral finally had 
a blinker message flashed, asking the ship to' identify 
herself, and, sure enQugh, damned if it wasn't the SaratQga 
Qff the starbQard bQw. Well, that really cQnverted the 
Admiral to electronics. So much so, that when the radar 
man a half hQur later said, "DestrQyer 4,000 yards dead 
ahead," the Admiral asked, "What's its number?" 

I'm sure yQU call' see the moral for us cQmputer en­
gineers in this little tale. If we're not well aware of our 
limitations and can't explain them intelligibly to others, 
we're likely from time to time to be asked to bite off more 
than we can chew. And believe me, in this automation 
field we have plenty Qf limitations at the present time. 

Taylor-Computers-From Youth to Manhood 



For one thing, the computer is no longer operating in a 
vacuum. It's got to operate in somebody else's system, 
and if you just try to plop the comput::r into the middle 
of the system the odds are about 99 to 1 you can't make 
it work. You've got to study the whole problem and 
probably re-engineer a large fraction of the system before 
you reach any sort of harmonious solution. And this 
process has to be detailed and careful, not general or hasty. 
For the engineer on this sort of job, a fast, reliable central 
computer is not enough: he must take off the blinders 
and look at a whole new group of problems; in short, 
we need systems engineers. 

For another thing, the sort of information that the 
system feeds to the computer is not usually a nice chopped­
up bunch of easily-digitized symbols. It is on the other 
hand usually a nasty continuous rope of information 
from something like a thermocouple, a strain gauge, or a 
radar set; these analogue inputs are apt to be as embarrass­
ing as a long continuous piece of spaghetti if we can't 
devise ways of handling them. What I'm asking you is 
this, have we put enough effort in~o analogue-to-digital 
conversion devices? 

Not only does our young computer have to learn how to 
simplify information so that he can comprehend it, he 
also has to learn to be discriminating, to tell the truth 
from lies, to tell the important from the trivial. This is 
the noise problem. It's almost negligible when you're 
dealing with symbols, but when sensitive analogue meas­
uring instruments and transmission lines from remote 
places come into the picture, it can become pretty bother­
some. Communications engineers over the years have 
devised means, such as statistical processes, for coping 
with noise. We are likely to need closer liaison with 
them, and doubtless will have to help to extend their 
work. 

Finally, of course, this computer out in the world of 
work not only requires eyes and ears and a centr:al ner­
vous system, as it were; it also must have muscles and 
tools. The azimuth and elevation of a gun, the force of 
a hammer blow, the degree of opening of a valve, the 
current in a welding arc-here we are again with physical 
variables, continuous functions, analogue devices. So 
here we require digital-to-analogue converters and servo­
mechanisms. Are we attacking these problems as hard 
as we ought to be? 

Return for a moment to the problems of the adolescent 
child, in particular, education. For a digital computer, 
t4is means one thing: programming. This area of pro­
gramming is a complex problem. I would like to be able 
to make a few sage comments and dispose of it quickly, 
but I cannot. I have talked with several program people 
in an attempt to define just what basic problems they 
have which might be relieved by machine organization 
or electronic aid. I have been unable to recognize any 
single great weakness but here are some of the problems 
that could be relieved. 

In an automatic control system the efficiency'desired 
in a program is high. Many parts of programs run over 
and over again. The program must be written to ac­
complish its results in a period of time compatible 
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with the demands of the system which is under control. 
The program must be versatile; it must take into ac­

count the human monitor when he acts, yet proceed ac­
cording to the established routines when he does not. 
I t must be flexible. As We learn about new variables perti­
nent to a given problem we advertise that our general­
purpose computer can take these into account by a simple 
change in program. The program must be written to 
allow such program changes without a complete rewrite 
for the problem. 

The cost of such programs is high, and time to get them 
is long. It may surprise you to learn that, in general, 
the cost of programming a computer for an automation 
job is roughly the same as the cost of the machine. The 
cost is justifiable and defendable, but I feel sure that 
I should ask the question: What are we going to do about 
simplifying the process? Some advances have been made 
by using the computer itself to do the bookkeeping tasks 
and program assembly, register assignment, and the like. 
What else can it be used for? 

In the strictly mathematical area the language needed 
to express procedure to the machine is fairly well under­
stood and can be generalized and automatized. This is 
not true in all areas. Can we learn enough about the 
problems in automatic control to express the variables 
so that the machine can understand without being given 
every detail? 

Our childhood analogy here becomes tantalizing. As 
the child grows he learns. After having solved one prob­
lem he uses the previous knowledge to attack a new prob­
lem. Can we design a machine to learn? Enough work 
has gone into this to show that the road is hard. The 
present crop of computers are fast and frisky, but they 
have the intelligence of an earthworm. I shall not pur­
sue this further, lest I be quoted to my sorrow. 

When I compared our situation with these fledgling 
machines of ours to that of parents with children about to 
be thrust out to take their place in the adult social fabric, 
I mentioned one last aspect of the situation; the need 
for gradual increase of responsibility. Noone expects a 
callow youth to be running much of a show on his own; 
for a long time he inevitably relies on the supervision and 
judgment of more experienced hands. In the com­
puter's case, the experienced hands can only be human 
beings, and the early automation systems are going to 
require extensive human monitoring. To be sure, in the 
fullness of time we may hope to build such sound judg­
ment into some of these systems that they can tick along 
unattended all by themselves, but that day, the day 
of the truly automatic "no hands" system, is not yet. 
The need to know what is going on is more than just 
curiosity; it is part of the evolution towards complete 
automation and provides the means of correcting and 
improving our understanding of present concepts. Human 
judgment is needed in the more complex 1956 central sys­
tems for several reasons. First, in order to be com­
pletely automatic one has to understand a process with 
all possible contingencies well enough to tell a computer 
how to respond in any combination of events. Second, 
many people have to be confident that this situation does. 
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in fact, exist. There are other problems too, but these 
two alone demand an adequate monitoring system and my 
question to this conference is: How do we provide 
adequate monitoring systems to help our computer 
through adolescence? 

How can the important Charactron and Typotron dis­
play tubes which are now available best be used on this 
problem? More important: What information must be 
presented to the human monitor, and in what form? 
Have you looked in a modern airplane cockpit lately? 
This is a good example of the monitoring problem with 
literally hundreds of meters, scopes, lights and knobs. 
We have so much information to give to the monitor that 
we ask: How can he absorb it all? Once he has received 
intelligent and accurate information and made a decision 
he must make this known to the system. What tech­
niques can be used for this? The famed pushbutton cer­
tainly is effective, but has limitations of speed and ac­
curacy. Certain electronic aids, such as the photo­
electric pickup; have shown promise. Here is an area 
where new ideas and ingenuity are welcome. 

Could we possibly consider using human voice to talk 
back to a computer to tell it what to do? How difficult 
would this be? The telephone people are considering 
voice-operated dialing. Why not talk to the computer 
in some similar way? 

Another suggestion, less ambitious, proposes that a 
manual typewriter be used and the computer be pro­
grammed to decode the English language for its instruc­
tions. 

Conclusion 

I have posed some difficult problems to accomplish the 
education, and to increase the usefulness, and responsi­
bility of our adolescent computers. 

In 1951, the coming childhood of these infant com­
puters seemed fraught with problems, but we have con-
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quered most of them with determination and enthusiasm. -
Now in 1956 we have added to that determination and 
enthusiasm the confidence that the child is healthy and 
growing and fairly well accepted in society. 

If you step back and look at it with a proSpective of a 
few hundred years it seems to me that this being in on the 
childhood and adolescence of the digital computer art 
is a rare privilege _which most of us here are sharing. 
Haven't you ever wished that you'd been living back in 
the days when some of the great sweeping syntheses were 
made that changed man's viewpoint and ways of think­
ing? I mean, for example, Faraday's discovery of mag­
netic induction, Maxwell's mathematical handling of 
radiation, Descartes' analytical geometry or Newton and 
Leibniz's early calculus, or, in our own time, relativity, 
quantum theory and all that has proceeded from them. 
There was always a time, but it had to be just one time and 
for rather few interested people, when these concepts 
were hot off the griddle and were the meat of red-blooded 
arguments, then, for all time to come, they got taken for 
granted and salted away in textbooks. N ow I'm not 
flattering myself into believing that digital techniques are 
as far-reaching as Maxwell's equations (or as neat either), 
but I do believe they will have many unforeseen conse­
quences that none of us dreamed of when we started 
playing with them, and for digital techniques the time is 
now, the people are you, and who knows, Joe Doakes' prin­
ciple of binary substitution may be something your grand­
children will sweat over in first-year graduate courses! 

And thus it is, gentlemen, that I am sure these pre­
cocious adolescents of ours are here to stay and to make 
their presence increasingly felt, it is up to you and me to 
make first-class citizens out of them. 
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Gestalt Programming: A New Concept 

in Automatic Programming 

DOUGLAS T. ROSS 

Synopsis: In any human endeavor there 
are three major phases: conception, ex­
pression, and execution. Gestalt pro­
gramming is an attempt to make these 
three phases as nearly identical to each 
other as possible with respect to computer 
programming. In this paper the word 
Gestalt is used to mean a concept of a task 
to be performed by a computer. In a 
Gestalt system of programming, the Gestalt, 
or idea, is expressed simply and unambigu­
ously in a special language, rather than 
through the laborious assembling of machine 
codes, pseudocodes, subroutines, etc. 
Using a Gestalt system, the expression 
itself in effect ties together integrated units 
of computer behavior, which function 
singly or in interrelation, to achieve the 
desired effect. The purpose of a Gestalt 
system is to facilitate the transmission of 
general ideas as in a conversation, between 
a human and a computer, so that the 
maximum use of their respective capabilities 
can be made. 

After presenting the abstract theory of 
Gestalt programming this paper discusses 
several Gestalt systems in use today at 
the Massachusetts Institute of Technology 
(MIT) and describes briefly the types of 
computer hardware which are best suited 
to this application. 

As computer techniques have de­
veloped over the last few years, there 

lIas been a growing trend toward more 
sophisticated methods for connecting the 
fiuman, who states the problem, to the 
computer, which is to solve the problem. 
Great strides in automatic coding schemes 
and algebraic coding schemes have been 
made, and the feasibility and value of 
these techniques are now well established. 

Out of this trend has come, as a natural 
consequence of the maturing technology, 
a desire to use computers for solving 
problems which cannot be completely 
specified in terms which the computer 
can handle. This type of problem is 
united with automatic problem stating, 
referred to in the foregoing, in the general 
problem of using humans and computers 
together to solve problems. In the one 
case, the goal is to state the problem so 
that the computer can execute the solu­
tion, and in the other case, the goal is not 
only to state the problem to the com-
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puter, but also to assist the computer in 
obtaining the solution. In both cases, the 
human and the computer do only those 
parts for which they are best suited. 

If the human and computer are to 
work together to solve a problem, there 
must be some means provided for the 
transmission of ideas or results between 
the two, since the contributions of each. 
will depend upon the actions of the other. 
There is no known way in which ideas 
can be transmitted directly, so that an 
intermediate stage of expressing the idea 
in some language is always required. A 
language consists of two parts; a vocab­
ulary and a set of syntactical rules. An 
idea is then transmitted by transmitting 
the expression of the idea; i.e., a sequence 
of words from the vocabulary. The final 
stage in the transmission is recognition by 
the receiver. 

A major problem, then, in using 
humans and computers together is to 
choose an appropriate language for the 
interchange of ideas. This language must 
bridge the gap between the fundamentally 
incompatible characteristics of the two 
parties. The human is quick-witted but 
slow, while the computer is slow~witted 
but extremely fast. 

Most people connected with the com­
puter business seem to be superbly 
equipped for voluble discussion on any 
topic. It would therefore appear at first 
that the language should be chosen for 
the convenience of the slow-witted 
computer. Such is definitely not the case, 
however, because once the computer has 
been given a language, it becomes a very 
formidable associate, firing questions and 
answers at a rate which very quickly be­
comes alarming to the human. For this 
rea~on the first rule in establishing a lan­
guageis that it must be as natural and con­
venient as possible for the human to use, 
not only in the interest of reliability, but 
for psychotherapeutic reasons as well. 
Programmers with persecution complexes 
are already far too numerous. 

Since the language is to be used for the 
transmission of ideas, the most natural 
way to obtain convenience for the human 
is to have the language operate entirely 
at the idea or concept level. In other 
words, the language should be designed 

so that general statements can be made 
easily by the human, with the computer 
itself filling in the necessary details. This, 
concept should work in the other direction 
too, i.e., the statements made by the­
computer to the human should be perti­
nent digests at the idea level, and not 
detailed reports. 

In order to use the human and com­
puter together efficiently, a statement in. 
the language must lead to direct and!. 
immediate recognition and reaction. This 
may be accomplished by designing the 
language so that when a statement 
expressing an idea is made, the receivi~ 
party, human or computer, is able to 
recognize immediately the elemental 
concepts which are to be united to give: 
the desired idea. 

A word already exists which carries aIr 
of the connotations of simultaneity anet 
sudden bringing-together of basic units. 
into a single entity or pattern, and that 
word is "Gestalt" as it is used in the­
Gestalt theory of psychology. Since' 
there is no single word in the existing: 
computer terminology which works both 
ways between human and computer. and! 
includes the connotations of being at a 
high level of communication and implic­
itly including active execution, the 
word Gestalt will be borrowed from 
psychology, and win be used in this. 
paper with very nearly the same mean­
ing in connection with computer program­
ming. 

The decision to introduce this new word' 
is not capricious in any way, but is made 
to facilitate the presentation, and to 
assist in the establishment of a new 
emphasis and point of view with respect 
to the' general problem of the inter­
connections between humans and com­
puters. The actual material discussed 
in this paper is, for the most part, not 
new, but the way in which it is discussed is 
new. This new approach has been found 
to be very fruitful and clarifying, and is 
the primary motivation for this paper. 

Although the idea of using humans and 
computers together to solve problems is 
reJativelynew, enough examples have been. 
developed by various groups through­
out the United States to demonstrate 
that these techniques show considerable 
promise. After mentioning a number of 
applications, (some of which have not 
yet been tried), to motivate the dis­
cussion, this paper considers in some 
detail the various stages involved in 
designing computer systems of this type 
by solving a hypothetical example. The 
abstract structure of such systems is 
then outlined, using the example for 
illustration. Finally several systems in 
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daily use at MIT are described. and some 
conc1uding remarks about the probable 
impact of these techniques upon computer 
technology are made. 

Conversation Versus Communication 

A suitable definition of the word 
Gestalt as it appJies to. computer pro­
gramming is that it is a concept of a task. 
This definition is meant to imply that 
the Gestalt is not the task itself nor even 
how the task is to be performed, but 
merely the idea or concept of that task. 
For example a Gestalt might be "Inte­
grate f(x)," and this idea certainly is not 
equivalent to the task of integration nor 
does it ten how the integration is to be 
performed. The more specific Gestalt 
<lIntegrate f(x) using Simpson's ru1e" 
still does not prescribe detailed steps of 
applying Simpson's rule to the particular 
function in question. 

Fig. 1. Communication from human to 
computer 

Fig. 2. Communication from computer to 
human 

Fig. 1 shows schematically how a 
Gestalt is transmitted from the human to 
the computer. The human simply 
expresses his idea by pushing buttons 
which correspond to words or phrases in 
a special language, the Gestalt language. 
The Gestalt system then translates the 
expression into terms which the com­
puter can understand, and the computer 
can then proceed with the execution of 
the task. 
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Fig. 2 shows the analogous situation 
from· the computer to the human. By 
means of the Gestalt system the com­
puter's idea is expressed in a special 
language which the human can easily 
understand. The human is then prepared 
to perform the task required by the com­
puter. 

These two illustrations show the proc­
ess of communication from the human 
to the computer and communication 
from the computer to the human. If the 
human and computer are to work to­
gether to solve the problem, the inter­
mediate languages and translating sys­
tems must be designed not merely for 
the purpose of communication, but for 
the convenience of fluent. conversation. 
In other words, as Fig. 3 shows, the 
solution to the problem will, in general, 
be found only by a more or less extended 
conversation between the two working 
as a team, work being divided up so that 
optimum efficiency and reliability are 
achieved. 

The remarkable flexibility of modern 
computers makes it possible for them to 
assume many guises. When more than 
one role is assumed by a computer in the 
solution of a problem, it sometimes 
becomes difficult to talk about the general 
aspects of that solution because the same 
mechanism has such different character­
istics. This is quite definitely the case 
when Gestalt programming is discussed, 
because the computer serves in two 
capacities; one with respect to stating 
the problem and one with respect to 
solving the problem. In this paper the 
word "computer" usually means the 
aspect of the computer which is con­
cerned directly with the problem to be 
solved. The term "Gestalt system" 
usually means the set of computer pro­
grams which aid in the stating of the 
problem by performing the necessary 
translation between the Gestalt language 
and the computer, as shown in the afore­
mentioned illustrations .. Often, however, 
the meaning of Gestalt system is expanded 
to include the Gestalt language and the 
physical representation of that language 
as well, as in the statement, "This prob­
lem can be solved by the design of an 
appropriate Gestalt system." The con­
text makes clear which is intended. 

Applications 

Before developing the theory of Gestalt 
programming, several examples of prob­
lems will be presented which require or 
could greatly benefit from the use of 
human participation. I t should 'be borne 
in mind, however, that although it is 

Fig. 3. Solution by conversation 

problems such as these which have led 
to the concept of Gestalt programming, 
many problems which at present are not 
considered to require human participa­
tion could more effectively be attacked 
through the use of these techniques. 

In almost any control application of 
computers, whether air-traffic control or 
automatic factory control, it is necessary 
to have at least human monitoring with 
the ability to make sudden changes in 
the computing scheme. This type of 
application usually places high priority 
on reliability and speed. 

Large-scale data-reduction problems, 
basically automatic, often require a 
human choice between several alternate 
procedures, a choice dependent in a com­
plex and sometimes whimsical way upon 
a number of intermediate resu1ts. Often 
partial resu1ts can be salvaged from an 
otherwise worthless set of data, providing 
appropriate techniques are chosen. By 
using an appropriate Gestalt system and 
human participation, these results can be 
obtained at almost normal processing 
speed. 

Even in strictly computational work a 
human could greatly expedite the obtain­
ing of solutions if the proper techniques 
are used. For example, in the solution of 
complicated partial differential equations 
or in linear programming problems and 
game theory, it seems probable that 
methods could be devised whereby the 
human could "steer" the computer 
directly to the solution, rather than 
obtaining an enormous mesh of solutions, 
most of which are not of real interest. 
This type of operation could very well be 
instrumental in the application of com­
puters to aid in management decisions. 
A properly designed language would 
allow executives to converse with the-
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computer directly and without costly 
delays. 

Perhaps the most intriguing application 
of human participation in this sense is the 
use of a Gestalt system in experimental 
programming, since such a system can be 
used to generate other Gestalt systems. 
By experimental programming is meant 
the programming of a large, complicated 
program for which the basic steps in the 
solution are not known. As the pro­
gramming develops, the programmer must 
be able to do his design work at the con­
cept level, leaving to the Gestalt system 
all of the details of translating his grow­
ing concepts into actual computer be­
havior. 

Additional applications for human­
computer team work can easily be found, 
but this brief listing should serve to show 
that the possible uses cover a wide range of 
problems. This paper does not treat pro­
gramming details, for these will vary 
widely for each application, but does try 
to establish the general problems which 
are common to all of these applications. 
In addition to recognizing these problems, 
a general methodology or plan of attack 
for solving them is formulated. 

Example of Gestalt System Design 

The general principles of the design of a 
Gestalt language are best illustrated by 
carrying a single example through all of 
the various stages. Consider the case of 
an automatic factory whose main features 
are shown in Fig. 4. Three main proc­
esses are involved, followed by an assem­
bly process. These processes are flanked 
by a raw materials input section and a 
shipping output section. Besides the 
primary product, it may be desired to ship 
directly the outputs from processes two 
and three. The main duty of operating 
this factory is ~o be the responsibility of a 
computer, but a human operator is to be 
in charge of setting the requirements for 
the various stages and overseeing the 
entire operation. 

Present-day computers are not 
equipped for oral input so that some 
means other than a spoken language must 
be used to enable the operator to converse 
with the computer. Written languages 
using an intermediate medium such as 
punched tape or cards have long been used 
for communieating with computers, but a 
closer approach to the ease, speed, and 
flexibility of a spoken language can be 
achieved by letting each word or phrase 
which is to be used be represented by a 
single unique switch or push button. A 
statement is then "spoken" by pushing 
appropriate buttons. 
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Fig. 4. Diagram of automatic factory 

In the automatic factory it will at times 
be necessary for the operator to refer 
to each part of the diagram of Fig. 4. 
The easiest way to do this is to construct 
a panel with a toggle switch associated 
with each part as shown in Fig. 5. Now 
assume that the statements about the 
factory which the operator must make 
are of the form: "Increase, decrease, 
hold, or set the rate, amount, or storage 
of the input, output, or mixture of the 
products at the points indicated by 
switches which are on." The facilities 
for making such statements are shown in 
Fig. 5, where the circles connected by lines 
indicate push buttons with mechanical 
linkages so that only one button in the 
column can be pushed at anyone time. 
Provisions should also be made for specify­
ing numerical quantities so that a partic­
ular rate or amount can be specified. 
This facility might be in the form of key­
boards or perhaps dials which can be set. 

To continue the example, a statement of 
the foregoing form may be a demand, 
meaning that the computer is to jeopard­
ize the efficient operation of other sections 
of the factory, if necessary, in order to 
comply with the statement. On the 
other hand, the operator may wish the 
computer to adjust the factory gradually 
to comply with the statement, but at all 
times maintain previous requirements; 
i.e., the statement is a goal toward which 
the computer should strive. Finally, the 
operator may have an estimate from a 
market survey, that a certain product may 
be in greater demand soon, so he wishes 
the computer to adjust the factory toward 
this tentative condition if it can do so with 
no loss of efficiency at any point. These 
three qualifications may be placed on the 
general statement by pressing one of the 
buttons labelled demand, goal, or estimate. 
In other words, the meaning of the state­
ment expressed in the other buttons is 
modified by these buttons as in a language: 
e.g., "Run to the store, slowly." 

Another whole level of meaning is made 
possible by considering the computer to 
be able to simulate the factory as well as 
control it. The general statement, modi­
fied as shown, may be further modified by 
requesting the computer either to evaluate 
the effect of the statement, by simulation, 

or to execute the statement by controlling 
the factory. This is assumed to be the 
final modification of the statement so 
that, the words evaluate and execute are 
associated with special buttons called 
activate buttons. 

The panel should be wired so that the 
computer does not look at any of the 
buttons until one of the activate buttons 
has been pushed. At this time all of the 
items necessary to express the idea have 
been pushed so that when the computer 
looks at the buttons it is immediately con­
fronted with a complete Gestalt. For 
example the Gestalt might be, "Evaluate 
the effect of a demand for an increase in 
the amount of output from process 2." 

The completed panel, shown in Fig. 5, is 
the physical representation of the Gestalt 
language for this example. That it does 
in fact constitute a language may be seen 
by noting that it does have both a vo­
cabulary and grammatical rules. The 
vocabulary consists of the various buttons 
and keyboards, and the rules are con­
tained in the mechanical linkages of the 
columns of buttons and the fact that 
buttons modify the meanings of other 
buttons. 

The corresponding language from the 
computer to the ~uman will not be given 
in detail. It probably would consist of 
graphical displays, numerical displays, 
flashings of indicator lights, and audible 
alarms. The indicator lights probably 
would be located in the control panel be­
side the toggle switches to give them easily 
understood meanings. For example, the 
computer might reply to the foregoing 
Gestalt by saying that if the amount of 
output from process 2 is increased by de­
mand, the rate of mixture at process 3 
must be increased, which will require an 
increase in one of the raw materials. 
This Gestalt might be shown by lights at 
process 3 and the raw material arrow, and 
a graph showing the dependence of these 
quantities on the amount of increase at 
process 2. The computer would not only 
be able to answer questions posed by the 
operator but could ask policy-type de­
cisions on operating the factory when two 

i
lNCREASE 

DECREASE RATE INPUT 

HOLD AMOUNT OUTPUT 

RESET ~ STORAGE ~ MIXTURE ~ 
DEMAND @ EVALUATE 

GOAL @ EXErUTE 

ESTIMATE 

Fig. 5. Gestalt language for automatic factory 
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equally efficient modes of operation were 
discovered by the computer. Naturally 
the computer would keep track of all in· 
ventories and would request new supplies 
of raw materials whenever necessary, with 
sufficient lead time to maintain operation. 

Note that the Gestalt language in both 
directions has been designed for the con­
venience of the human operator. In this 
way the human can always keep his think· 
ing at the problem level and never has to 
be concerned with how a given task is to 
be accomplished. Because the language 
is more a human than a computer lan­
guage, there is a routine but complicated 
translation to be done before the computer 
can actually use the language. This 
translation is the job of the Gestalt system 
proper, which is mechanized as a com­
puter program on the same computer 
which controls the factory. Besides the 
major job of translating between the 
Gestalt language and the basic computer 
characteristics, the Gestalt system also 
must check statements made by the opera­
tor for consistency and completeness. In 
other words, the Gestalt system supple­
ments the mechanical linkages and layout 
of the push buttons in ensuring that the 
rules of the language are obeyed. In this 
way any ambiguous st:;ttements made by 
the operator are caught before they are 
acted upon and, in the other direction, the 
computer cannot speak gibberish. 

Principles of Gestalt System Design 

With the experience of the example 
given in the foregoing, the basic principles 
of designing Gestalt systems can briefly 
be summarized. The general field to 
which the system is to be applied may be 
considered as a topic for conversation be­
tween the human and the computer. 
Usually this topic will be a broad general­
ization of the problem which initiates the 
interest in a Gestalt system. In the 
example, the topic would be control of an 
automatic factory. At the present state 
of the art, it is essential that the scope of 
discussion about a topic be limited to 
only those aspects which are of immediate 
interest; in the example, the scope is 
restricted to the particular factory. 

The topic for conversation is broken 
down into the finest logical divisions nec­
essary to cover the entire scope unambig­
uously and with a minimum of rules for 
<;ombination. In the example these divi­
sions are the words, numbers, and loca­
tions which were assigned buttons and the 
various basic units of the computer to 
human language. All of these various 
types of basic units will be called items, 
and the complete set of items forms the 
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vocabulary of the Gestalt language. 
Thus a Gestalt is expressed in this 
language by combining items according 
to syntactical rules. In particular, an 
item may modify other items. A well­
designed language will have a proper 
balance between items with very specific 
meanings, to give entry to broad areas of 
discussion, and items with very general 
meanings and thus high modifying poten­
tialities, so that a very large and compre­
hensive body of Gestalts can be expressed 
with very little equipment. 

When a Gestalt language is being de­
signed, the items are always chosen for the 
convenience of the human, the goal being 
to have a language which is as natural to 
use as is possible. This statement may 
lead to the question why the language 
should not be English since that is cer­
tainly the most natural for the human. 
This question is clearly answered by the 
automatic factory example, since 
obviously it is more natural to select a 
switch associated with a box Qr line in a 
diagram than to try to describe that box 
by an English phrase. A similar remark 
applies to the computer-to-human lan­
guage because a graph or diagram often 
conveys a complicated idea more readily 
than a description. 

One basic principle on the choice of 
items cannot be overemphasized, and that 
is that their meanings must be unique. 
In other words, a button labelled "in­
crease" must never result in a decrease as 
a result of modification by another item. 
Note that this requirement of uniqueness 
of meaning of individual items does not 
conflict with previous statements that the 
meaning of an item is modified by an­
other item, since the modification is an 
elaboration of meaning, not a change of 
meaning. For a complicated problem it is 
often very difficult to find the minimum 
set of items which completely cover the 
scope with absolutely invariant meanings, 
but it is foolhardy to stop short of this 
goal since the only way to have a work­
able system is to have the human remem­
ber the pathological cases, which de­
feats the fundamental principle of having 
the human always think only at the 
problem level. 

Implementing a Gestalt System 

The considerations of the previous sec­
tion have shown that the special Gestalt 
language is designed entirely on the basis 
of the problem and the convenience of the 
human. Once this language has been 
designed the human is allowed to discuss 
the problem only in that language so that, 
in effect, a part of the programming of 

the problem has been accomplished by 
programming the human. Note that this 
is not purely a characteristic of Gestalt 
languages, since every time any coding 
scheme or particular computer is applied 
to a. problem, a large number of possible 
solutions are automatically eliminated by 
the characteristics of the computer or 
coding scheme. The aspect which is 
characteristic of Gestalt languages is that 
ideally, at least, the programming of the 
human is entirely beneficial. 

The next step, and it is by no means a 
trivial one, is to program the computer so 
that it can converse in the Gestalt lan­
guage as well, i.e., to construct the Gestalt 
system proper. Because the language 
was designed for the convenience of the 
human, it is usually a difficult pro­
gramming task, but since everything is 
well defined, it can always be done. 

Almost every recognized programming 
technique can be used to advantage in the 
realization of Gestalt systems. On the 
other hand, as might be expected, the 
peculiar problems which arise often lead 
to new techniques, or to strong desires 
for modification of computer logic itself. 
The cross-fertilization between advanced 
programming techniques and computer 
design will be more and more fruitful 
as these applications expand. 

The final important part of the imple­
mentation of a Gestalt is the choice of a 
suitable medium to represent the lan­
guage. The automatic factory example 
has already shown the advantages of dia­
grams and push buttons, but each problem 
will have its own most appropriate media. 
The governing criteria on the choice of 
representations are the rate at which the 
conversation is to take place and the com­
plexity of the Gestalts when expressed as 
statements in the Gestalt language. 

For low rates of conversation and very 
complex expressions, the standard input­
output media, such as punched tapes or 
cards and high-speed printers, are prob­
ably most appropriate. The spectrum of 
possibilities also includes intervention 
switch devices fOF high rates of conversa­
tion. These devices, of which toggle 
switches and activate buttons are ex­
amples, are all characterized by the fact 
that a unique binary digit accessible to the 
computer is set toa Oora 1 by the setting of 
the device. Finally, at the ultrahigh con­
versation rate, there are such mechanisms 
as steering wheels and joysticks whose 
positions can be sensed by the computer. 
For the computer-to-human vocabulary 
there is a large number of audible and 
visual indicators, and, of course, the high­
speed, very flexible oscilloscope-type out­
put tubes. 
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In many applications it is desirable to 
give the human a variety of media for 
expressing the same Gestalt so that he 
may choose the most convenient at the 
time. In all cases, whatever medium is 
used, the principle of uniqueness should 
always be observed and the rules of 
syntax should be positively included by 
either mechanical or programmed inter­
locks. 

The major steps in the design of Gestalt 
systems are summarized in the following. 
In any particular application the con­
siderations of the various sections would 
undoubtedly be intermingled, but this 
listing can be used as a check-list sum­
mary of the basic points. 

Steps in Design of Gestalt System 

From the problem: 
Pick a topic for conversation. 
Restrict the scope of discussion. 

Design the Gestalt language: 
Choose items which cover the scope. 
Define rules of syntax for combining 

items. 

Design the Gestalt system: 
Determine rate of conversation. 
Choose unique representations for items. 
Establish interlocks by programs or 

linkages. 

Present-Day Examples of Gestalt 
Systems 

There is, of course, a growing number 
of computer systems which have many of 
the attributes which have been discussed. 
111- general, however, most of these systems 
operate at medium to low rates of con­
versation. Three systems which operate 
at high rates and are in daily use on the 
MIT Whirlwind I computer will be 
briefly described to illustrate more con­
cretely than the applications cited pre­
viously, that these techniques are not 
futuristic in any way, but are sound, 
practical investments for today. 

THE COMPREHENSIVE SYSTEM 

The MIT comprehensive system (CS), 
with the topic of "operating a computing 
facility," has elaborate utility programs, 
as wen as automatic programming aids, 
under intervention-switch control. In 
this system Gestalts from the human to 
the computer may be expressed either in 
typewritten form, using appropriate 
mnemonic codes, or by pushing sequences 
of buttons. These Gestalts automatically 
call in anyone of many programming 
systems including the CS system for the 
Whirlwind computer, several simulated 
computers used in academic courses in 
programming, a system for programming 
the Univac Scientific 1103 computer, and 
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a system for programming numerically 
controlled machine tools. In addition, a 
large number of post-mortem and error~ 
diagnosis programs are instantly avail­
able, as well as a growing number of data­
handling and computer-operating routines. 
Through the use of one of these routines, 
the director tape program, it is possible to 
replace the human operator by written 
Gestalts to operate any number of pro­
grams in any sequence with the pushing 
of only one button. 

THE AUTOMATIC TROUBLE LOCATOR 

The automatic trouble locator program, 
with the topic of "maintaining a com­
puting facility," is a good example of 
humans and computers working together. 
This program is primarily under inter­
vention-switch control and automatically 
operates the marginal checking equipment 
of the Whirlwind I computer. The hu­
man sets up the general sequence of tests 
which are to be made by expressing his 
desires to the computer. The computer 
then proceeds with the tests, and, since 
the computer does not have facilities for 
visual input, it may ask the human to look 
at the wave forms at critical points, which 
are displayed on a monitoring scope. The 
operator need only tell what general type 
of wave form is being displayed and then 
the computer proceeds with the analysis. 
If the computer encounters a marginal 
piece of equipment, it types out English 
phrases telling which individual tubes or 
components require replacement, and 
then tells how long it took to do the job by 
a phrase such as "That only took 2 
minutes and 33 seconds, are you sure you 
did it right?", which must be acknowl­
edged by the Gestalt "Yes" before the 
checking can continue. 

The Gestalt system approach will prob­
ably find its widest application, at least 
initially, in the, development of similar 
elaborate systems for greatly improved 
routine operation and maintainance of 
other computing facilities. Experience 
has shown that the results are well worth 
the effort of devising such systems. 

DATA REDUCTION AND EXPERIMENTAL 

PROGRAMMING 

The third Gestalt system in use at 
MIT is one whose topic is "automatic 
reduction of armament test data and ex­
perimental programming for armament 
controL" This system is the one which 
has led to the analysis of this paper and 
is being developed for the Air Force 
Weapons Guidance Laboratory by the 
Servomechanisms Laboratory, MIT, us­
ing the Whirlwind I computer as a re­
search tool. 

This system is so designed that it in­
cludes all of the facilities of the MIT 
comprehensive system. Besides the com­
prehensive system vocabulary, this system 
has a large and growing vocabulary of 
items represented by uniquely assigned 
push buttons and switches. The rules of 
syntax which must be remembered by the 
human are almost entirely conjunctive in 
nature, the other syntactical rules being 
inherent in mechanical and programmed 
interlocks. Any syntactical error, i.e., a 
meaningless or contradictory combination 
of switches set by the human, is imme­
diately followed by a unique and explana­
tory alarm. Conversely, any meaningful 
statement is properly understood by the 
computer. The computer-to-human vo­
cabulary primarily uses output oscillo­
scope displays to express Gestalts, but in­
dicator lights and audible alarms are used 
where appropriate. The rules of syntax 
are almost entirely programmed into the 
computer, i.e., the computer cannot speak 
gibberish or give misleading information. 

Every item in each vocabulary requires 
a section of programming in the Gestalt 
system, some absurdly simple and some 
extremely elaborate. The combined sec­
tions are much too large to fit into the 
magnetic core memory of the computer, 
so that an essential part of the system is a 
control program which establishes the 
proper connections between the various 
program sections. This facility is so 
designed that individual sections can be 
changed easily at any time using the 
comprehensive system, and still mesh 
properly with all other sections. 

This Gestalt system also has a logging 
program which provides a written record 
of the complete conversation between hu­
man and computer. This log can also be 
played back by the Gestalt system, the 
computer simulating the human actions 
for rerun purposes. It}. this way, an inter­
rupted conversation can automatically 
be resumed. 

In operation this system is designed so 
that the human can interject comments or 
questions into the computer's operation 
almost instantaneously and at any time. 
Some alarm conditions are automatically 
corrected, with suitable indication, and 
various types of trouble-shooting can 
automatically be carried out by the com­
puter on request. 

This Gestalt system is in a continual 
state of flux and improvement. As soon 
as a new feature is completed, it is usually 
obsolete in terms of future plans. There 
are an amazing number of challenges 
which appear with each new phase, but 
the results are rewarding. One of the 
biggest deterrents to progress is the 
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large amount of work involved in chang­
ing the Gestalt system program to corre­
spond to the change of vocabulary re­
quired to include some new feature. It 
is hoped that a solution to this difficulty 
will be found by writing a program to 
generate translation programs which will 
translate from statements in arbitrary 
Gestalt languages into selections of com­
puter behavior. 

The goal of the experimental pro­
gramming phase of this work is to allow 
the programmer' to alter drastically his 
planned attack on a very large and com­
plex problem, and tryout the new solu­
tion within a matter of days, while the new 
approach is fresh in his mind. All too 
often a volatile thought pattern dis­
appears in the months of arduous toil re­
quired to program a complex problem 
using ordinary techniques. I t is unlikely 
that present and future problems being 
considered at the Servomechanisms Lab­
oratory could be solved with limited man­
power .without the use of these techniques. 

Concluding Remarks 

It seems appropriate to close this paper 
by again acknowledging the very real 
debt which is owed to all of the various 

schools of computer programming for sub­
stantial contributions upon which this 
paper is based. The emergence and de­
velopment of these various techniques in 
the past several years have established 
firmly the intellectual climate necessary 
for continued expansion in these di­
rections. There are several groups in 
the United States which for some time 
have been developing systems for using 
computers which have many, if not all, of 
the attributes of Gestalt programming 
systems as defined here. The purpose of 
this paper has been to try to establish the 
outlines of the abstract structure of this 
type of system. It is hoped that this 
analysis will prove useful to all who are 
interested in connecting humans and 
computers by clarifying the problems 
and relationships involved. 

In its full generality Gestalt pro­
gramming is not just a computer tech­
nique, but is a problem-solving tech­
nique, i.e., a point is reached where it is 
difficult to tell which is more important, 
the human, the problem, or the com­
puter. The extension of these tech­
niques and concepts is sure to have a pro­
found influence on the design and opera­
tion of future computers, so much so that 
it seems probable that the term "com-
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LIKE many comparable groups, mem­
bers of the computing facility at the 

Boeing Airplane Company feel that it 
takes too long to prepare a problem for 
a digital computing machine. The daily 
repetition of effort expended in outlining 
a problem for coding, the tedious task of 
coding the instructions, and the time con­
sumed in checking-out or "debugging" 
the instructions all emphasize this fact. 
In this jet age, it is vital to shorten the 
time from the definition of a problem to 
its solution. 

A new plan of attack for problem setup 
is necessary to shorten the elapsed time by 
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shifting more of the monotonous burden 
of coding to the machine. It is a gen­
erally accepted belief that whenever rules 
for computing can be definitely estab­
lished, they can be defined as a set of 
machine instructions. Therefore, the 
starting point for an automatic comput­
ing system i~ clarifying these rules to fit 
the requirements of a general problem. 

A natural way to communicate a math­
ematical problem to a computer is by the 
written equation. This can be accom­
plished by a system allowing a digital 
computing machine to accept a problem 
directly in equation form together with 
a list of input data. The elapsed time for 
a problem is therefore shortened because 
this system eliminates the tedious task 
of coding the machine instructions. The 

puter" for describing these mechanisms 
will become less and less appropriate. 
The day is fast approaching, if it is not 
already here, when the arithmetic ca­
pabilities of a machine will be its least 
valuable attributes. If the logical trend 
toward more and more elaborate systems 
of this type continues, the primary attri­
bute of a computing machine will be its 
flexibility in the most general sense. 
Even if significant advances in the speed 
of computer elements can be achieved, 
these gains will be swiftly swallowed up if 
the logical design of these machines is not 
advanced to fit the peculiar requirements 
of these techniques, to obtain the same 
results with much fewer operations. 

At the present state of the art, these 
future developments can only be sensed 
in a most intuitive way, although, for 
example, the growing concept of a micro­
programmed computer appears to be a 
well-founded first step. Continued and 
rapid advance in these directions both in 
programming techniques and in computer 
design, can only be achieved by building 
on experience gained in studies using 
present-day facilities. It is hoped that 
the presentation of these ideas will en­
courage the participation of other grrups 
in this fascinating line of endeavor. 

setup time for each problem is then more 
dependent on the complete understanding 
of the mathematics and the logic rather 
than on the physical characteristics of 
one special computer. 

The BACAIC System 

The Boeing Airplane Company Alge­
braic Interpretive Computing System, 
commonly called BACAIC, is a means of 
communicating directly with a machine. 
It is a self-contained system for solving a 
mathematical problem on a digital com­
puter. This problem must be of a type 
which can be completely described by a 
set of algebraic and logical expressions. 
A working record of the entire system, 
including a file of library subprograms, is 
kept on magnetic tape. The library is 
made up of pieces originally constructed 
in a consistent fashion. Tpis is im­
portant in order to establish a general 
pattern of rules for a system to follow. 

The integrated system performs two 
distinct functions for each problem: 
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Table I. Definition of Symbols 

Symbol Use EXplanation 

through Z, (except K) 

{

' A -Z .......... A + B . .............. Refer to all parameters by the letters A 

Data reference........ KI-K99 ...... Kl+B .. '" ......... Refer to all constants by a K-numb7r 
1-50 ......... 1 + B . ............... Refer to the value (computed or estimated) 

Mathematical 
operations ......... . 

Transcendental 
functions ... : ...... . 

Logical control ....... . 

of an expression by its expression number 

+ ........... X + Y ............. .. Addition 
- ........... X - Y . .............. Subtraction 
.............. X· Y . ............... Multiplication 
/ ......... . X/Y .. ............. Division 
PWR ......... X PWR N . ......... (X)N, the quantity X raised to the power N 
SRT ........ SRT X .............. VX, the square root of the quantity X 
SQR ......... SQR[X + Y] ...•.... .. The quantity following this symbol is 

squared 

SIN .......... SIN A . ............. Sine of angle A. A is in radians 
COS ......... COS A .. ............ Cosine of angle A. A is in radians 
ASN .......... ASN A .. ............ Arcsine A, the angle is in radians 
ACN ........ . ACNA .. ............ Arccosine A, the angle is in radians 
EXP ......... EXP X ............ (e)z, exponential to the X 
LOG ......... LOG X .............. The natural logarithm of X 

[ or $ ........ [A + B . .............. Front bracket for a term 
] or , ........ A + B] .............. Back bracket for a term 
* ............ A - & Y . ............ A substitution symbol. Compute the 

quantity on the left side of the symbol,* 
and substitute it for the parameter, 
constant or expression number on the 
right side of the symbol 

TRN ........ TRN 8 .............. Transfer to execute expression number 8 

WRN 

GRT 

USE 

{

When the value for A is ~ the value for B, 
WBN A GR T B USE 8. compute expression number 8 next. 

Otherwise, compute the following con­
secutive expression 

WBN ALES B USE 8. {When the value for A is ~ the value for B, 
compute expression number 8 next. 
Otherwise, compute the following con­
secutive expression 

(Modify the value for H by adding the 

I 
increment B to H to form a new H. The 
operation symbols +, -, " and / can 
be used with the increment. Test this 
new value for H against the limit R. If 

Modification of data .... MOD ...... MOD H + B LIM R .. 

the limit is exceeded, additional input 
data for the next case are read by the 
card reader at the appropriate time. If 
the limit is not exceeded, the reading of 
input data is by-passed and the next 
case is computed using this new H value 
of input. This procedure is a means 
for computing families of cases of data 
when one value of input is repeatedly 
altered by a preset amount. If more 
than one "Modify and Limit" expression 
is tested, the last LIM tested is the 
effective one 

LIM 

Table look-up and ..... ARG ..... ARG X TBL K2*Y ... 
interpolation TBL* 

To find Y=f(x). The number in K2 is the 
number of the table to investigate. The 
tables are consecutively numbered as 
they are read by the card reader and 
stored in memory. The selected table is 
scanned and the corresponding linearly 
interpolated value Jor the argument X 
is computed. This value is substituted 
for Y 

Select the values for the indicated data 
sym boIs and store the values on a tape 
for later printing. Multiple TAB ex­
pressions are allowed with a maximum 
of six symbols per card. When the 
computing is finished for all cases of 
data, the stored values are printed. 

TAB ....... TAB A Kl 3 29 T... Data for all cases for one TAB card are 
printed prior to any printing for the next 
following card. The data are printed 
as decimal numbers and in the same order 
as indicated on the card. TAB cards 

Selection of results.. . . always immediately follow the final 
equation or control expression 

The PCR expression is similar to the TAB 
expression, except that the stored data 

PCR ....... PCR B 42 A K19.... values are punched on cards as decimal 
numbers rather than printed as columns, 
of data. PCR cards always immediately 
follow the final TAB card (when TAB is 
,used) or the final equation or control 
,expression 
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1. It reads the algebraic expressions and 
translates them to machine language. 

2. It computes results from given data, 
using the coded machine language instruc­
tions. 

The choice of one of these functions is 
selected manually by the machine op­
erator through controls on the console 
panel. This choice causes certain por­
tions of the system to be operative and 
other portions to be by-passed. 

The algebraic equations and logical 
controls which describe a problem are 
punched directly on cards to be read by 
the machine. These expressions are then 
translated by the computer to machine 
language instructions. The resulting 
machine instructions are automatically 
punched in binary form on cards. 
The time required for translating and 
machine-coding a problem usually aver­
ages 2 to 5 minutes; e.g., 10 expressions 
require about 2 minutes and 50 expres­
sions require about 5 minutes. 

The machine-coded instruction cards, 
accompanied by a set of given values for 
input data, are fed to the computer 
whenever computing is to take place. 
The results of the computing for one set 
of input data is printed (or stored for 
later printing) before another set of given 
values for input data is read. Computing 
of results for one probJem continues for all 
sets of input data which are ready in the 
machine. The computing time per prob­
lem is dependent on the number of sets of 
given data and on the compJexity of the 
computing pattern. The computing time 
usually ranges from a few seconds to 1 
minute for each data case. 

The algebraic equations and controls 
for a problem are written in terms of famil­
iar symbols for reference to data values, 
mathematical operations, transcendental 
functions, logical control, table look-up 
and interpolation, systematic modifica­
tion of data, and selection of results for 
printing or punching. The mathemati­
cal symbols such as +, -, ., I, SIN, 
COS, LOG, and EXP are familiar to most 
people and an endeavor is made to assign 
mnemonic symbols to other operations. 

DEFINITION OF SYMBOLS 

The mnemonic symbols for writing 
the expressions are grouped as shown in 
Table 1. 

INPUT DATA FORM 

The input data for a problem are pre­
pared in the same manner as for desk 
computing; i.e., a list of the values in 
terms of a reference symbol, a coefficient 
with a decimal point, and a possible 
power of 10 for this coefficient. When 
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the power 10 is zero, the zero is omitted, 
e.g. 

A =3.75 

W=0.00375X103 

M=375XlO-2 

Preparing the data in this manner pro­
vides the opportunity for entering items 
of data in either a floating or stated sys­
tem of notation, and eliminates the 
necessity for changing each item of data 
to a preset notation system. Once the 
power of 10 is established for each value 
of data in the system, it is automatically 
adjusted for all operations performed on 
that value. 

PROBLEM SETUP 

Example 1. To illustrate the ease of 
preparing a problem for the BACAIC 
system, evaluate 

y =e-x2 sin CX ( 1) 

for values of X from -0.99 to 1.00 in in­
tervals of 0.01, and tabulate the corre­
sponding values for X and Y. 

This problem is written as three ex­
pressions for BACAIC: 

1. MOD X+K1 LIM K2 
Modify a value for X 

2. EXP [K3-X·X] 'SIN [C·X]* Y 
Compute Y 

3. TAB X Y Tabulate X and Y 

Each expression is punched on a card and 
the three cards are read by the machine. 
These expressions are machine-coded by 
the BACAIC system and a resulting set of 
instructions is punched on cards by the 
system. These instruction cards are fed 
to the machine with the following values 
of input data: 

C=5.0 
X= -1.0 

K1 =0.1 
K2=0.99 

K3=0.0 

The expressions for this problem are 
executed consecutively in the foregoing 
order unless otherwise indicated. The 
machine accepts the data and repeatedly 
computes values for X and Y until the 
limiting value for X is exceeded. When 
the computing. is finished, the 199 sets of 
values for the X and Y results are tabu­
lated. 

Example 2. Compute both roots for 
multiple values of C with constant values 
for A andB. 

(2) 

To solve for both roots, rewrite the equa­
tions as follows: 

12 

To illustrate a comparison and selection, 
assume the following conditions: 

When the discriminant (B2_4A C) is 
positive, use its true value. 

When the discriminant (B2_4AC) is 
negative, use a value of zero. 

This problem is written as five expres­
sions for BACAIC: 

1. B·B-K4·A·C 
Evaluate discriminant 

2. WHN 1 GRT K5 USE 4 
Compare values and select 

Substitute zero 

4. [K1·B+SRT 1]/[K2·A]*X 
Compute X 

5. [K1·B-SRT 1]/[K2·A]* Y 
Compute Y 

The five expressions are machine-coded 
by the system. The punched instruction 
cards are fed to the machine with the 
given input data. 
The input data are: 

B=6.0 
A =1.0 

(Case 1) C=5.0 
(Case 2) C=4.5 
(Case 3) C=9.0 
(Case 4) C= 18.0 

K4=4.0 
K5=0 

Kl= -1.0 
K2=2.0 

The machine accepts the data for case 1, 
computes a result for each expression, 
and prints these five results for case 1. 
The machine then reads the second value 
for C, computes each result and prints 
the five results for case 2. This proce­
dure continues for the four given values 
of C. 

The two illustrated examples demon­
strate the genera\ plan for writing the 
expressions where each expression is 
punched on an individual card. The 
examples also demonstrate the difference 
between selective printing of results and 
the printing of all results for each case. 
There is a noticeable difference in the 
printing time for the two methods. This 
factor should be considered at setup 
time, as the needs of the problem or the 
needs of the programmer determine the 
type of printing. 

Criteria for Coding 

It may be asked how a machine can 
consistently interpret and translate the 
algebraic equations so quickly and so 
accurately. This idea is plausible when 
it is accepted that a set of rrues for the 
machine in its own language is sufficient 
for translating. These rules must be 

definite and exact for all situations. 
The BACAIC system now appears 
straightforward and relatively simple. 
The present system differs considerably 
from the original plan, as the former in­
eludes more details and special features. 

In order to establish an over-all plan for 
interpreting the equations directly from 
the cards, many decisions for writing the 
equations and controls had to be for­
mulated. Some of these decisions were 
mandatory as they depend on the partic­
ular computer in use. The BACAIC 
system was written especially for the 
International Business Machines Cor­
poration (IBM) Model 701. However, 
much of the planning and organizing of 
the system can easily be transferred to 
another digital computer. The reader of 
the IBM 701 reads a maximum of 72 upper­
case letters, numerals, and symbols. 
This dictates that one level of punching 
or printing is recognized by the machine, 
thereby eliminating the possibility of 
punching or printing subscripts or super­
scripts in the familiar way. This limita­
tion is easily overcome by an appropriate 
symbol to signify the operation or mean­
ing to the machine. 

Some of the early decisions depended 
entirely on the anticipated types of prob­
lems to be studied and the characteristics 
of their data. The question of floating 
point arithmetic versus stated point 
arithmetic arose with stronger arguments 
in favor of the floating point system. In 
the floating point system, the elimination 
of the problem of scaling values of input 
data is very satisfying. The use of this 
arithmetical system for BACAIC is 
proving to be an attractive feature for 
inexperienced personnel. The rules for 
machine computing in the floating point 
system were firmly established at an 
earlier time when the library subprograms 
were written. These library subpro­
grams for floating point arithmetic were 
incorporated in the system and the rules 
governing them were accepted unchanged. 
Fortunately, a standard pattern for the 
input-output to these library subpro­
grams had been adhered to and was 
readily adaptable to a system. 

One of the next questions to be solved 
concerned the values for constants and 
data. If the actual values of data are in­
eluded in the expressions. the digits of 
the numbers occupy too many of the 72 
available card columns, so a scheme for 
referring to all data by symbols was de­
veloped. The values for the corre­
sponding symbols are entered at comput­
ing time. This scheme has the added 
feature of making it very convenient to 
alter values without rewriting the expres-

Grems, Porter-A Truly Automatic Computing System 



sions. Originally, the 25 alphabetic letters 
A through Z (except K) and the 99 K's 
(KI-K99) seemed sufficient for data 
reference, but this is proving to be inade­
quate for some problems. The numbers 
1-50 are data reference symbols for the 
values of the corresponding expression 
results. These values are estimated 
vaJues for the expressions or computed 
values for the expressions. A reference 
of this type provides a simple means for 
using a computed result for one expres­
sion as an input vaJue for another ex­
pression. In the -second expression of 
example 2 

WHN 1 GRT K5 USE 4 

the 1 refers to the result of the first 
expression; i.e., the value of the dis­
criminant (B2 -4A C). This reference is 
especially convenient in a problem when 
an estimated value of a result is needed to 
start the computing, but after the first 
computation, the symbol refers to the 
most recently computed result. 

Many mathematical problems require 
a choice of operations at various levels of 
the solution. The designers of comput­
ing machines recognize the need to select 
and transfer, as they invariably include 
machine codes for "transfer on plus," 
"transfer on minus," or "transfer on 
zero." In an automatic system, this need 
for a conditional transfer is even more 
urgent. It is the only means for describ­
ing a problem as a complete picture when 
part of the picture is dependent on a 
previous computation in the same prob­
lem. When this select and transfer fea­
ture is included in a system, problems 
dealing with iteration, integration, and 
progressive summation are easily manip­
ulated. Without this feature, a system 
is very limited in its application. 

The foregoing information helps to 
outline a general plan for an automatic 
computing system. After these notions 
are settled and accepted, the rules for 
writing the expressions are considered 
with respect to the capabilities of the 
machine. The limitation of any com­
puting machine is that it executes exactly 
all instructions which it receives and it 
remembers only the information it is told 
to remember. 

The mnemonic symbols for certain 
operations are readily recognized and 
accepted as three adjacent letters, such as 
SIN, TAB, LOC. This starts a pattern 
for mnemonic symbols for all operations, 
and recognition for the exact symbols is 
easier when the first two letters of a sym­
bol are not the same as the first two letters 
of another symbol. 

The use of parentheses for the grouping 

of terms within terms is very essential 
when writing equations. It is natural 
to use parentheses or brackets in equa­
tions for the purpose of grouping terms 
to be used as one operation; e.g., SIN 
(A + B + C). I t is necessary to close all 
bracketed groups; i.e., the brackets must 
travel in pairs. Therefore, a separate 
symbol is needed for the front bracket 
and a separate symbol is needed for the 
back bracket. This ability must be avail­
able in an automatic system, and from 
experience must be increased in an auto­
matic system to include equivocal situa­
tions. In the second expression of Ex­
ample 1, the sine term is coded as "SIN 
[ C . X]." This removes the doubtful 
meaning for 

the sine of C to be multiplied by X 

or 

the sine of the product, C multiplied by X 

Without the ability to group operations, 
a system is extremely limited in its useful­
ness. I t is a toy and not a tool for com­
puting. 

The arithmetic operation for division is 
another stumbling block to a smooth 
system. The division concept presents a 
few difficulties, as up to this time all 
operations are assumed to be in the nu­
merator. Obviously, an exception to the 
rule is necessary. The revised rule for 
writing expressions states that all opera­
tions are in the numerator except those 
following a division symbol. Then, only 
the symbol or bracketed t~rm immediately 
following the division symbol is in the 
denominator. This practice is successful 
andis relatively simple to contend with for 
all situations. This rule is demonstrated 
in the fourth and fifth expressions for 
example 2, where the numerator is 
divided by a product. 

Interpreting an Expression 

The ability of a machine program to 
analyze a given algebraic expression and 
determine the unambiguous sequence of 
computations intended by the originator 
of the expression is subject both to the 
natural rules of algebra and to the re­
strictions imposed by the machine pro­
grammer. Certain restrictions result in 
the consistency so vital to machine pro­
grams yet impose no hardship upon the 
person writing an expression; e.g., the 
substitution of 3-letter mnemonic codes 
such as SIN, COS, and SQR for sine, 
cosine, and square. This makes machine 
decoding much simpler without detracting 
from the natural appearance of the ex­
pression. Any restrictions on the use of 
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arithmetic symbols or the grouping of 
terms are more difficult to justify. The 
number of permissible symbols and the 
length of anyone algebraic expression is 
usually influenced by the data input and 
internal storage capabilities of the ma­
chine used. It is in the best interests of 
the machine program's users to concede 
everything to the naturalness of writing 
an expression. Only the limit of the 
programmer's ingenuity dictates the re­
strictions which need apply. 

The principal problem in interpreting 
an expression is that of defining the rules 
which the machine must follow to produce 
an unambiguous operating sequence. 

A few of the contingencies encountered 
are illustrated in the following examples: 

Example 3. 

. b C a sm +- -x+y 
d 

(3) 

Example 4, 

f 
C-d} ay+ q+(nZ-r)(a+b) + d- SIN v 

x+q 
(4) 

The first contingency is the "understood 
multiplication" illustrated in the terms 
"a sin b" or "ay." This type of operation 
was eliminated from BACAIC expressions 
by making it illegal (the simplest way out 
of any coding dilemma). The rule that 
all arithmetic operations must· be indi­
cated by the appropriate symbol simplifies 
the initial translation step. It is possible 
to have the machine itself supply the 
understood operation symbols at the cost 
of extra programming. 

The next contingency is that of having 
a choice as to which operation to perform 
first. This choice can neither be elimi­
nated by a rule nor left to the discretion of 
the machine. A human computer has a' 
choice of either of two operations when 
starting to compute the result of example 
3. He may divide c by d or compute the 
sine of b. Five such choices are possible in 
example 4. These choices cannot be left 
to a machine. Instead, a way must be 
determined of defining an order of opera­
tions having no chance of duplication or 
ambiguity during machine interpretation, 

The' normal rule of algebra that all 
multiplication and division must be per­
formed before terms are combined is only 
a partial answer to the problem. In 
example 3, the function operation "sine 
b" must be performed before it can be 
multiplied by "a" and this multiplication 
must be performed before the entire term 
(a sin b) can be added to the quotient 
of c divided by d. Possible ambiguities in 
operation sequences may be avoided by 
combining the normal rules of algebra 
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Operation 
Requiring 
Operand 

Table II. Right Operand Condition Table 

Adjacent Right 
Item 

Item Following Right 
Item 

Right Operand Corresponding to 
the Stated Conditions 

An item symboL ..• or /, + or -, ], special. .. The item indicated by A, E, K15 
such as A, E, expression termination 

A function such as K15 symbols 
SIN, COS, LOG A group of terms ...• or /, + or -, ], special ... The result of the last operation 

indicated by [ ] expression termination performed within the brackets 
symbols 

An item symboL ..• or /, + or -, ], speciaL .. The item indicated by A, E, K15 
such as A, E, expression termination 
K15 symbo~ 

Multiply or divide A group of terms ...• or /, + or -. ], special. .. The result of the last operation 
(. or /) indicated by [ 1 expression termination performed within the brackets 

symbols 
A function such as ... Irrelevant ................. The result of the function opera-

SIN, COS, LOG tion 

• or /. . . . . . . .. .... ... The result of the last multiplica­
tion, diVision or function opera-

An item symbol tion performed before the next 
such as A, B, add or subtract operation is 
K15 encountered 

+ or -, ], special expres- .. The item indicated by A, E, K15 
sion termination sym-
bols 

Add or subtract • or / .................... The result of the last multiphca-
(+ or -) tion, division or function opera­

tion performed before the next 
A group of terms add or subtract operation is 

indicated by [ 1 encountered 
+ or -, ], special expres- ... The result of the last operation 

sion termination sym- performed within the brackets 
bois 

A function such as .. Irrelevant. ................ The result of the function opera-
SIN, COS, LOG tion 

Note 1. All other sequences of symbols are violations of expression writing rules. 

Note 2. All operation symbols in the following right items must be in the same group as that of the opera­
tion requiring a right operand. 

with the rule that operations are per­
formed in the order they are encountered 
in the expression from left to right. The 
resulting combination is specifically stated 
by the following rules. 

This example shows the originalexpression 
of example 3 in BACAIC form with the 
sequence of operations indicated above the 
operation symbols. 

Example 6 

expression from left to right assigning the 
same group number to each item until a 
left (front) bracket symbol is encountered. 
(Note: If no left bracket is present in an 
expression, all items will have the same 
group number.) 

2. When a left (front) bracket symbol 
is encountered, jncrease the current group 
number by one and assign this increased 
number to that bracket symbol and to all 
successive items until another bracket 
symbol is encountered. 

3. When a right (back) bracket sym­
bol is encountered, assign the current 
group number to that bracket symbol and 
then decrease the current group number 
by one, assigning this decreased count 
to all successive items until either another 
bracket symbol or the end of the ex­
pression is reached. (Note: All groups 
must be completely enclosed; e.g., there 
must be an equal number of left and right 
brackets.) 

The machine system is programmed to 
work "from the inside out" by first assign­
ing group numbers to all expression items 
in accordance with the preceding rules, 
second determining the maximum group 
number and applying the "rules for deter­
mining operation sequence" to that group, 
third decreasing that number by one and 
reapplying the operation sequencing rules 
to this next group, etc., until all groups 
have received their operation sequence 
numbers. 

RULES FOR DETERMINING OPERATION 

SEQUENCE 

@ @ ® CD @ 0) CD @ ® ® ® @ @@ ~6) 

1. Scan the expression from left to 
right assigning ascending operation se­
quence numbers to every function opera­
tion; e.g., sin b in example 3. 

2. Rescan the expression from left to 
right continuing the assignment of ascend­
ing operation sequence numbers to every 
multiplication or division symbol; e.g., 
a' sin band c/ d in example 3. 

3. Again rescan the expression from 
left to right continuing the assignment of 
ascending operation sequence numbers to 
every addition or subtraction symbol; 
e.g., a sin b+c/d and that result ~x, etc., 
in example 3. . 

The three foregoing rules are easily 
programmed and permit the machine to 
choose automatically an unambiguous 
sequence of operations for an algebraic 
expression. 

Example 5. 

®CD CD @ ® @+-"'1operation 
Sequence 

A . SIN B+C/D-X +Y Numbers 
(5) 

14 

A· Y+[Q+[NPWRZ-R]' fA+Bl+[C-Dj/[D/X +Q]]·SI;\J V 
'-..,--' '-v-' ~ 

2 222 

Examples 3 and 5 ignore the problem 
which arises when operations are grouped 
by parenthesis or "bracket" symbols (see 
example 4). This grouping of operations 
is very necessary to the writer of an alge­
braic expression. It is essentially a 
mathematical shorthand notation which 
permits him to specify the general order in 
which he desires computations performed. 
Since the human computer handles these 
groups of terms by working "from the in­
side out," a machine must do the same. 
This is accomplished by the assignment of 
a "group number" to every significant 
symbol in the expression in accordance 
with the following rules. 

RULES FOR GROUP NUMBER ASSIGNMENT 

1. Scan all significant items of the 

o 

1 

Example 6 shows the original expression of 
example 4 in BACAIC form with the 
group numbers indicated below each group 
and the corresponding sequence numbers 
indicated above each operation symbol. 

Observe that the group number dis­
tinguishes a level of grouping rather than 
a particular group; e.g., there are several 
group 2's in example 6. An examina­
tion of example 6 also reveals that al­
though the operations are performed in a 
seemingly heterogeneous manner, the 
operand needed by each operation is cal­
culated in time to permit an uninter­
rupted sequence of operations. 

After the operation sequence is defined, 
the final problem is defining how the ma­
chine is to find the proper operand or 
operands for each operation. The most 
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common type of operation requires two 
operands, that is, a quantity both to the 
left and to the right of the operation 
symbol. Other operations such as the 
sine function require only one operand 
which is normally written to the right of 
the operation symbol. Therefore, as the 
machine examines each operation symbol, 
it must have a means of distinguishing 
those operations requiring a single 
operand from those requiring both a left 
and a right operand. 

Examples 5 and 6 indicate that either 
operand may be the result of a previous 
calculation rather than an item symbol­
ized in the original expression. They also 
indicate results of previous operations are 
not necessarily used in the next operation. 
These facts require that the result of every 
operation be stored separately within the 
machine for use at any later time while 
computing that expression. In other 
words, the computing sequence is such 
that the result of an operation cannot 
automatically become one of the operands 
for the following operation. The use of 
brackets in an expression requires that 
either operand may be the result of a 
group of operations as well as a single 
quantity or previous result. A summary 
of the conditions governing the selection 
of a right operand for the various opera­
tions and the corresponding expression 
context is given in Table II. A similar 
summary for the selection of a left operand 
is given in Table III. 

The previously assigned group numbers 
and operation sequence numbers are used 
in the selection of operands to meet the 
conditions summarized in Tables II and 
III. Application of the following rules by 
the machine enables it to select the proper 
right operand for each indicated opera­
tion. 

RULES FOR DETERMINING RIGHT 

OPERAND 

1. Beginning at the operation requir­
ing a right operand, scan all expression 
'items to its right having group numbers 
equal to or greater than that of the opera­
tion itself. Record the maximum opera­
tion sequence number encountered before: 

(a) An operation sequence number, with 
the same group number, is encountered 
which is greater than that of the original 
operation sequence number, or 

(b) A right (back) bracket symbol with 
a group number equal to that of the original 
operation's group number is encountered, or 

(c) An item having a group number less 
than that of the operation itself is en­
countered, or 

(d) The end of the expression is reached. 

Table III. Left Operand Condition Table 

Left Operand Corresponding to the 
Stated Conditions 

Item Preceding 
Left Item Adjacent Left Item 

Operation 
Requiring 
Operand 

The result of the function operation ... A function such as} 
SIN, COS, LOG 

The item indicated by A, B, K15 ......• or /, + or -, [, 
start of expression 

The result of the function operation ... A function such as} 
, SIN, COS, LOG 

The result of the last operation per-. . .• or /, + or -, [, 

An item symbol such 
as A, B, K15 

A group of Items 
mdicated by [ J 

A function such as 
PWR, GRT, LES 

formed within the brackets start of expression 
The result of the last multiplication. . A function such as 

division or function operation per- SIN, COS, LOG, 
formed after the first preceding or. or / 
add, subtract, [symbol or the start 
of the expression is encountered 

An item symbol such 
as A, B, K15 

The item indicated by A, B, K15 ...... + or -, [, start of Multiply or divide 
(. or /) expression 

The result of the last multiplication ... A function such as 
division or function' operation per- SIN, COS, LOG, 
formed after the first preceding or. or / 
add, subtract, [symbol or the start 
of the expression is encountered 

A group of items 
indicated by [ J 

The result of the last operation per- ... + or -, [, start of 
formed within the brackets expression 

The result of the last preceding ... A function such as} 
addition or subtraction operation SIN, COS, LOG,or 
after the [ symbol or the start of . or / or + or-
the expression is encountered 

The item indicated by A, B, K15 ..... . [, start of expression 

An item symbol such 
as A, B, K15 

Add or subtract 
(+ or-) The result of the last preceding A function such as 

addition or subtraction operation SIN, COS, LOG,or 
after the [ symbol or the start of . or / or + or - A group of items 

indicated by [ 1 the expression is encountered 
The result of the last operation per- .. [, start of expression 

formed within brackets 

Note 1. 'All other sequences of symbols are violations of expression Writing rules 

Note 2 All operation symbols in the preceding left items must be in the same group as that of the opera­
tion requiring a left operand. 

2. When no operation sequence num­
ber is recorded prior to meeting conditions 
lea), l(b), l(c), or led), the item imme­
diately to Jhe right of the original opera­
tion is its proper right operand. 

3. When an operation sequence num­
ber is recorded prior to meeting condition 
lea), l(b), l(c), or led), the result corre­
sponding to the maximum operation 
sequence number recorded is the proper 
right operand. 

Similarly, the machine selects left 
operands for each indicated operation 
which requires one by applying the follow­
ing rules. 

RULES FOR DETERMINING LEFT OPERAND 

1. Beginning at the operation requir­
ing a left operand, scan all expression 
items to its left having group numbers 
equal to or greater than that of the opera­
tion itself. Record the maximum opera­
tion sequence number encountered before: 

(a) An operation sequence number, with 
the same group number, is encountered 
which is greater than that of the original 
operation sequence number, or 

(b) A left (front) bracket symbol with a 
group number equal to that of the original 
operation's group number is encountered, or 

(c) An item having a group number less 
than that of the operation itself is en­
countered, or 

(d) The start of the expression is reached. 

2. When no operation sequence num­
ber is recorded prior to meeting condition 
lea), l(b), ICc), or led), the item immedi­
ately to the left of the original operation 
is its proper left operand. 

3. When an operation sequence num­
ber is recorded prior to meeting condition 
lea), l(b), l(c), or led), the result corre­
sponding to the maximum operation se­
quence number recorded is the proper left 
operand. 

The machine system determines the 
operation sequence and the corresponding 
operands, and records its findings in a 
sequence table. A 3-address operation se­
quence table is a familiar way of recording 
such information. Table IV illustrates 
the BACAIC Operation Sequence Table 
for the expression given in example 3. 

EXPRESSION INTERPRETATION RULES 

The steps involved in the machine 
interpretation of an algebraic expression 
are summarized in the following rules. 

1. Scan the expression's characters classi­
fying them into operation, operand, expres­
sion result, grouping, computation control, 
and expression termination symbols. 

2. While performing the classification, 
eliminate all extraneous spaces and mne­
monic characters and fill in appropriate 
items for all "understood" symbols. 

3. Assign group counts to all expression 
items. 
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Table IV. Operation Sequence Table 

Seq. 
No. 

Right 
Operand 

Left 
Operation Operand Result 

1 ....... None ....... Sine. . . . .. . .. B ... .[!] 

2 ....... A ....... Multiply ..... [!J. .. w 
3 ...... C........ Divide ...... D ...... W 

4 ... , .. W ....... · Add...... .. W.... .W 
5 ....... W. . . .. Subtract ...... X ....... W 

6 ...... UJ ......... Add ......... Y: .... Q 

Note 1. The contents of this table is given sym­
bolically rather than in machine codes and storage 
location addresses. 

Note 2. The result for the entire expression corre­
sponds to that for the maximum sequence number 
in the entire expression; e.g.,0 

4. Assign operation sequence numbers in 
accordance with these groupings and the 
sequence determination rule'>. 
5. Determine the operands corresponding 
to each operation. 

6. Record the operating data in a form 
from which actual machine instruction 
sequences may be assembled. 

Translating a Sequence Table to 
Machine Instructions 

Once a sequence table is prepared, a few 
more specific decisions are necessary be­
fore it can be translated to machine 
instructions. Probably the most im­
portant is that concerning the storage of 
the values of input data. A need for a 
convenient method of reference to either 
an address of a data value in the sequence 
table or an actual location in storage is 
evident. This need is handled by re­
serving an area in storage for values of 
data. This concept is similar to the 
need for boxes at a post office. In this 
reserved area, one box or location is set 
aside for each data reference symbol, 
i.e., (A-Z), (K1-K99) and (1-50). 

Each box originally contains zero, and 
remains at zero until a value is placed in it. 
A value can be entered in each box either 
as an item of input data or as a computa­
tional result. The current value in any 
box is the only value available at any 
time. 

Another decision is whether the entire 
contents of the master tape or only the 
coded machine instruction deck is avail­
able at computing time. When the en­
tire tape is available, the machine is able 
to print comm~nts and other information 
appropriate to any situation. 

A minor detail (one which is probably 
assumed to be a fact) is the packing of 
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high-speed storage in a unique fashion for 
each different problem. This utilizes the 
storage more advantageously and requires 
less reading of records from the master 
tape. 

The procedure involved in translating 
each sequence table to machine instruc­
tions is as follows. The sequence tables 
are scanned for the mathematical opera­
tion codes. Each different code is re­
corded once and a complete list made of 
all the operation codes referred to in the 
expressions for one problem. This list of 
codes is incorporated in an index of infor­
mation for library subprograms. A loca­
tion is assigned to each required sub­
program and this assigned location is 
stored in the index. When the location 
assignments are finished, this index is 
punched on cards. These cards are used 
during computing time by a relocation 
program to pack the specified library sub­
programs in working storage. The in­
formation in this index is also used to in­
sert the addresses for the machine instruc­
tions which are dependent on the actual 
location of each of the library sub­
programs. 

This index is now discarded and full 
attention is directed toward each sequence 
table and the preparation of the corre­
sponding machine instructions for that ex­
pression. The actual locations of the in­
put data and of the result data for each 
operation code are taken from the se­
quence table. These are stored as 
addresses for certain machine instruc­
tions of the library subprogram for that 
operation code. These machine instruc­
tions containing the references to data 
and to subprograms are packed adjacent 
to similar machine instructions for the 
previous operation code in the same table. 
This procedure of storing data locations as 
addresses of instructions and then packing 
the instructions continues for each opera­
tion code of a sequence table. The com­
plete set of machine instructions for the 
one expression is punched on cards in 
binary form to be used at computing time. 
The entire process is repeated for each 
subsequent table. When the punching 
for the last expression takes place, the 
automatic coding for the problem is 
finished. 

Computing Procedure 

The master tape is used during com­
puting time as it retains the bulk of the 
system instructions. The coded binary 
cards containing the instructions for a 
problem are used repeatedly with varied 
values of input data. The instruction 
cards are fed to the machine together with 

heading cards for identifying the results. 
At the start of computing time, the work­
ing storage is filled with those portions of 
the system needed to prepare the machine 
for computing. The library subprograms 
are packed adjacent to one another in 
working storage. An area originally set 
to zero is reserved for values of input data. 
The input data is read as decimal numbers 
and stored in the area reserved for the 
corresponding symbols. Only one value 
is saved for anyone symbol at a time. 
A new value merely replaces the old value 
for the same symbol. After these pre­
liminary preparations are finished, a con­
tinuous cycle of machine action takes 
place. The computing always starts with 
the first expression and ends with the last 
expression. Normally, the expressions 
are executed consecutively but a TRN 

or USE symbol alters this normal routine. 
Loops for iteration or integration can be 
included between the first and last ex­
pression by means of the logical control 
symbols. All computing is performed in 
floating point arithmetic. The results 
are available for each case after executing 
the last expression for that case. When­
ever an intermediate result of computing 
is needed, it must be written as a separate 
expression. This cycle of reading input 
data, computing results, and printing or 
storing result data is broken when the 
problem is finished or when some inter­
ruption of machine action occurs. 

Computing Controls 

The following computing controls are 
necessary to increase the over-all useful­
ness and flexibility of a computing system. 

1. The choice of an expression to execute 
due to the result of a comparison. 

2. The systematic modification of input 
data when it varies by regular intervals. 

3. The selective printing of input data and 
computed results. ' 

4. The selective punching of input data 
and computed results. 

5. The printing of comments with perti­
nent information which describes errors or 
points out violations in usage of the library 
subprograms, the input data, the expres­
sions, or other machine instructions. 

6. The interruption of computing due to 
an emergency and the later restoration of 
data for continued computing from the 
point of interruption. 

7. A combination of the last two features; 
i.e., the printing of comments, the inter­
ruption of the computing, and the later 
restoration of the data for continued 
computing. 

An explanation and description of these 
controls clarifies the benefits which they 
add to an otherwise incomplete system. 
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COMPARISON AND SELECTION 

It is assumed that the expressions are 
written in the correct sequence for com­
puting, and that this same physical se­
quence is maintained throughout the 
problem. In other words, a reference to 
expression number 1 is always the first 
expression of the written set; and a refer­
ence to expression number 2 is always the 
second expression of the written set. 

Often, a comparison of two values or a 
selection of a specific expression is de­
sirable at some definite point in the com­
puting which upsets this normal sequence. 
Suppose that the following condition is 
necessary, "when the value for A is greater 
than the value for B, use equation number 
6 to compute the value for C; otherwise, 
use the next equation to compute the 
value for C." This selection is written as 
follows: 

WHN A GRT B USE 6 

A comparison of this type is one of the 
logical controls which can be handled by 
the system in the same manner as a math­
ematical equation. Therefore, insert this 
logical control in its proper sequence with 
the set of expressions. Each of the values 
to be compared can be computed prior to 
the comparison in the same expression. 
For example, 

WHN [A+R-T] GRT [SIN [X+Y]·W] 
USE 10 

MODIFICATION OF DATA 

Some mathematical problems are of tp.e 
type similar to example 1, Y =e-x2 sin 
CX, where Y is evaluated for all values 
of X from -0.99 to +1.00 in intervals of 
0.01. Similar situations frequently arise 
and it seems appropriate for the machine 
to prepare its next new value of input 
whenever possible. The symbolic ex­
pression for this data preparation is 

MOD X +K1 LIM K2 

The value for the increment K1 is added 
to the value for X and the sum replaces 
X. This new value for X is compared 
with the limiting value for K2. If X is 
less than K2, the input data reading rou­
tine is by-passed at the beginning of the 
next case. If X is greater than K2, 
cards for input data are read by the ma­
chine at the beginning of the next case. 
The arithmetic operation attached to the 
increment can be +, -, ., or /. The 
data values can be positive or negative 
since the signs are tested to insure modi­
fication in the indicated direction. 

SELECTIVE PRINTING 

The BACAIC system did not initially 
include selective printing. This short-

SAMPLE 03 EXPRESSIONS SAMPLE PROBLEM FOR RACAIC 

1 MOD X +K1 LIM K2 
2 EXP SK3 - x.x , • SIN $C • x. * y 
3 TAB X Y 

X VALUE Y VALUE 

THE ORIGINAL INPUT DATA FOR CASE NUMBER 

+ C 5.0 X -1.1 K1 0.2 1.0 

THE SELECTED RESULTS ARE LISTED AS FOLLOWS. 

X VALUE Y VALUE 
• 90000000- 8- 43486215 A-

70000000- 8- 21489906 8-
50000000- 8- 46609057- 8-
30000000- 8- 91164176- 8-

100000000- 9- 47465517- 8-
100000000 9- 47465517 8-

30000000 8- 91164176 8-
50000000 8- 46609057 Fl-
70000000 8- 21489906- 8-
90000000 8- 43486215- Fl-

110000000 8- 21039020- 8-

THE COMPUTING IS COMPLETED FOR ALL CASES OF DATA ENTERED IN THE MACHINE. 

Fig. 1. A solution of a problem by the BACAIC system 

coming was immediately realized when 
unnecessary printing of all results for a 
problem took place. This complete print­
ing of intermediate results was confusing 
and difficult to explain to inexperienced 
personnel. I t was also a needless waste 
of valuable machine time. The symbol 
chosen for selective printing is TAB. A 
reference to any data symbol is allowed 
with a maximum of six references per 
TAB. Each TAB symbol is written as 
a separate expression. The TAB cards 
follow the equation and control cards. 
When the computing is finished for one 
case of input data, the indicated values 
are selected and stored on a magnetic 
tape. For the following expression 

TAB A K5 7 R 1942 

the values for A, K5, result 7, R, result 19 
and result 42 are selected and stored. 
The system then by-passes all printing 
routines at that time and continues to 
compute the next case of data. At the 
end of computing for a problem, the 
selected and stored data are listed. 
Multiple TAB expressions are permitted, 
but the printing for the first TAB is com­
pleted before any printing fpr the second 
TAB takes place. 

SELECTIVE PUNCHING 

Selective punching satisfies the need for 
a form of output which can be used as 
direct input to another machine program. 
In the BACAIC system, the data values 

are selected and stored the same as for 
selective printing. However, unlike TAB, 
this is an additional function of the system 
and does not replace another function. 
When the computing is finished for a 
problem, the selected and stored data 
values are punched on cards as decimal 
numbers. A maximum of six data refer­
ence symbols is allowed per PCH code. 
The PCH expression cards follow all other 
expression cards. 

DIAGNOSTIC ASSISTANCE 

There are two legitimate types of ma­
chine stops when BACAIC is controlling 
the machine: 

1. A STOP when the operation of the 
machine can be continued. 

2. A STOP when the operation of the 
machine cannot be continued. 

Each of these stops can be caused by 
keypunching errors, computing difficulties 
or machine malfunction. In order to 
distinguish which error caused the ma­
chine to stop, a "machine trail" is printed. 
This "machine trail" includes a pertinent 
comment to state the reason for stopping 
and to indicate corrective measures. It 
also includes the exact location in the 
memory unit of this unexecuted instruc­
tion, the number of the expression it was 
examining or computing, and the next 
instruction to execute after the corrective 
measures are accomplished. This last­
mentioned transfer instruction is impor-
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tant if the computing can be continued 
from that point. All of these are aids to 
locating an error or discrepancy a,nd to 
provide a written record for future refer­
ence or study of the expressions and the 
program. An example of a "machine 
trail" is: 

When the incorrect value encountered 
is one which was developed in the com­
puting, an attempt to determine the cause 
of the error is recommended. The inter­
ruption control is activated by turning­
on a console SENSE switch. This causes 
all values in the reserved area to be printed 

54 TWO ADJACENT OPERATION CODES IN AN EXPRESSION 

DECIMAL NUMBERS OCTAL LOCATIONS 

CONTROL PROG. 
13 

INTERRUPTION OF COMPUTING 

EXP. NUMBER 
4 

STOPPED AT 
3752 

TRANSFER TO 
1654 

• as decimal numbers and to be punched as 
binary data. All data previously stored 
for the TAB or PCH are handled the 
same as for the end of computing. It is as­
sumed that the cause of the error can be 
detected after examining these printer 
decimal data. The binary values for 
these data are fed to the machine at a 
later time so that computing continues 
from the beginning of the next case. An 
example of an error which causes the 
machine to stop is shown in the follow­
ing: 

11 F007 THE ARGUMENT IS TOO LARGE. 

DECIMAL NUMBERS 

CONTROL PROG. 
31 

EXP.NUMBER 
5 

tion or multiple equations for the data. 
Tables can be altered from one computing 
time to the next when table data are part 
of the input data rather than part of the 
expressions. 

In cases where empirical data are 
used for parts of the computing, it is often 
advisable to resort to a table look-up 
and interpolation routine. At the present 
time, only linear interpolation is available 
in the BACAIC system. 

The values for the table look-up routine 
enter the machine in a manner similar to 
entering values of regular input data, 
except that the pairs of table data are 
stored consecutively. The first item of 
each pair of values must be in consecutive 
ascending or descending order. The 
maximum size for each table is arbitrarily 
limited to 400 half words or 100 pairs 
of values in the BACAIC system. The 
tables are stored as consecutive records on 
a magnetic drum whose limit of 4096 half 
words is also the limit of half words for all 
tables. The system prepares an index 
for locating each table whenever it is 
needed. 

ADD MORE VALUES TO THE TABLE. 

OCTAL LOCATIONS 

STOPPED AT 
3222 

TRANSFER TO 
5136 

Occasionally, the computation for 
mUltiple cases of data must be interrupted 
before the computing is finished for all the 
cases. The computing can be carried on 
at a later time if the values for the param­
eters, the constants, and the results in 
the memory can be restored to the identi­
cal values at the time of the interruption. 
When an interruption is necessary, a 
SENSE switch is turned ON while the 
machine is computing. The results for the 
current case of data are computed and 
printed' or stored. In those instances 
where selected values are stored for later 
printing or punching, this printing or 
punching of the accumulated data also 
takes place. The afore-mentioned perti­
nent data are punched in binary cards. 
These same d.ata are printed to be used as 
a reference for the purpose of cross-check­
ing the data and results. When the time 
arrives to continue the computation, these 
binary cards are fed to the machine prior 
to the decimal input data for the un­
finished cases. A console SENSE switch is 
turned ON which controls the reading of 
binary data cards and storing them in the 
memory unit prior to computing the first 
expression. The contents of the memory 
unit are hereby restored to the identical 
values at the time of the interruption. 
The computing is then carried on as if no 
break had occurred. 

13 CASE RESULTS WRONG. PUSH START FOR NEXT CASE, OR SENSE 1 FOR INTERRUPT 

INTERRUPTION AFTER DIAGNOSTIC 

ASSISTANCE 

Sometimes a violation of a computing 
rule for a library subprogram is caused 
by an incorrect value of data. When this 
value is an incorrect input value, it prob­
ably is sufficient to note the error in the 
data, to print the current results at that 
computing point, and to start computing 
for the next case of data. Zero values are 
stored for that case of result values in 
problems which include a TAB or PCH 
expression. This prevents the possibility 
of printing or punching erroneous results 
unwittingly. 
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DECIMAL NUMBERS 

CONTROL PROG. EXP. NUMBER 
31 5 

Computing Features 

The addition of various extra features 
contributes to the operating smoothness 
of any computing system. The ability 
directly to include empirical or other 
functions resulting from te::,t result corre­
lation minimizes mathematical curve 
fitting and hence elapsed setup time. 
Complete machine identification of re­
sults saves clerical time and reduces 
errors resulting from misinterpretation of 
unidentified data. The originator of a 
problem needs assurance that the machine 
interprets his problem correctly. This is 
accomplished by the system comparing 
machine results with the results antici­
pated by him. Other features can be 
added as the need arises to expand a sys­
tem. 

TABLE LOOK-UP AND INTERPOLATION 

A table look-up routine is needed to 
satisfy all those conditions of data which 
cannot be easily expressed by equations. 
In many instances, this set of table data 
is prepared more quickly than one equa-

OCTAL LOCATIONS 

STOPPED AT TRANSFER TO 
6362 5136 

Suppose that the first table on the drum 
is an X, Y, table such as: 

X Y 
2.0 20. 
3.0 30. 
5.0 50. 

Find the corresponding value for Y when 
X =3.72 and K3 = 1.0. The expression 
for BACAIC is as follows: 

The value stored in K3 is the number of 
the table used to find Y. This expression 
is interpreted to read "look up the argu­
ment X in the first table and substitute 
this value for Y." Incidentally, the 
argument can be computed prior to the 
lookup routine in the same expression. 
For example, 

ARG[X+Y-SRT[SQR SIN A+SQR 
COS A]]TBL KhY 

IDENTIFICATION OF RESULT VALUES 

Up to this time, little attention has been 
paid to identifying the quantities to be 
computed for each problem. During the 
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JOB 7959 38 EXPRESS IONS DATA REDUCT I ON - FR 205 FOR W I NO TUNNEL 

1 SK13 - K17,/K18 
2 K13/SK13 - K17, 
3 SK13 + K17,/SK18 • SK13 - K17., 
4 SK17 + 1 • SQR E, PWR 2 
5 FIll, 
6 K3. SM - N, 
7 WHN 6 GRT K16 USE 9 
8 K 16 - 6 * 6 
9 SJ+K2.SM-N.,.SKl+6, 

10 9 + SN - 5, • K 9 + SM - 5. • K 8 + S P - 5, • K 7 
11 SRTSSSH/I. PWRSK17/2, - K17./l. 
12 K 17 + 1 • SQR 11 
13 12 PWR '3 
14 SRTSG + K14, 
15 SRTSIC:13. Kll/KI2. 
16 K4. K5 • 15 • H • 11/S14 • 13, 
17 K17 + 1 • SQR E 
18 17112 
19 18 PWR 3 
20 K4. K5/K6 • H/F • 11/E • 19 
21 SK18/sK13 + K17,. PWR 3 
22 KI0 - K7 
23 21. 15 • 22 • L/16/14 
24 K221S23.K21, 
25 SQR24.SQRSSQR24, + K19.SQRSSQR24, + K20.SQR24 - K21.23.24 + K22 * Q 

26 WHN 25 GRT K 16 USE 28 
27 K16 - Q * Q 
28 WHN Q LES K26 USE 31 
29 24 - 25/SK23.SQRSSQR24 •• 24 + K24.24.SQR24 + K25.24 - K21.23. * 24 
30 TRN 25 .. 
31 K 17 + 1 • SQR 24 
32 31 PWR 2 
33 L/32 
34 K17 + K13 • SQR 24 
35 K13. SQR E • 20 • K6 
36 K13/K18. 5 • SQR E 

01266 37 10 + 33.34.22"'" 5.'522 + 35. 
38 37/S36.K6. 

1 2 3 4 PO 6 
TEST 8 9 FG MN 12 
13 14 15 Hi 17 18 
19 AO/AL 21 A? - ACA 23 24 
25 26 27 28 29 30 
31 32 P2E 34 35 ao 
o INLET CO INLET 

THE ORIGINAL INPUT DATA FOR CASE NUMBER 1 

K1 .04 K2 23.39 K3 0.0 K4 0.983 
K5 6.1575 K6 4.891 K7 0.3849 K8 1.3902 
K9 2.9732 K10 6.1575 Kll 32.174 K12 53.345 
K13 1.4 K14 459.0 K15 0.2 K16 0.0 
K17 1.0 K18 2.0 K19 15.0 K20 75.0 
K21 216.0 K22 125.0 K23 6.0 K 24 60.0 
K25 150.0 K26 1.0 -4 A 114.0 B 20.0 
C 1.0 D 7025.0 E 1.99 F 14.76 
G 110. H 8.05 I 6.00 J -288.0 

+ L 9.99 M 6.80 N 3.30 P 7.41 

CASE NUMBER 1. THE COMPUTED RESULTS 

1 2 3 4 PO 
01266 20000000 8- 35000000 7- 30000000 7- 77037089 7- 19159602 7-

TEST 9 FG MN 12 
01266 82454000- 7- 47740751 7- 66182211 8- 108760170 8-

01266 13 14 ...15 16 17 18 
01266 12864995 7- 23853721 6- 91890304 8- 96560392 8- 17920200 7- 16476804 7-

19 AO/AL 21 A2 - ACB 23 24 
01266 44732052 7- 100409966 8- 57870380 8- 57726000 7- 133139777 8- 50446148 8-

25 26 27 28 29 30 
01266 ?8 31 50446148 8- 25 

31 32 P2E 34 35 ao 
01266 105089628 8- 11897598 7- 83966528 7- 13562739 7- 27227557 6- 53111758 7-

D INLET CO INLET 
01266 72863860 7- 28049417 8-

THE COMPUTING IS COMPLETED FOR ALL CASES OF DATA ENTERED IN THE MACHINE. 

Fig. 2 Actual data reduction problem and results 

computing of a problem, the only printed 
information other than the given expres­
sions and the input data is the computed 
results. When each result is printed, it is 
identified by a corresponding result 
column heading. 

The quantities to be computed are not 
the same for all problems, therefore, the 
result column headings are not the same 
for all problems. These headings must 
be introduced individually for each prob­
lem. They are separate from the ex-
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pressions which they identify so that they 
do not interfere with the mathematical 
symbols and abbreviations and are not 
interpreted. These heading cards are fed 
to the machine in back of the expression 
cards. The headings are stored in the 
memory unit during the computing and 
each is available for printing whenever the 
corresponding value or column of values 
is printed. 

CHECKING OF SAMPLE DATA 

In many instances, it is desirable to 
check the accuracy of the machine-coded 
instructions before computing multiple 
cases of data. A satisfactory check of 
the accuracy is a comparison of a set of 
anticipated (hand-calculated) results with 
a set of machine computed results. This 
comparison of results checks the accuracy 
of the coded instructions for: 

1. The interpretation of the mathematical 
symbols. 

2. The machine-coding of the operations. 

3. Comprehensiveness of the library sub­
programs. 

A set of sample data includes a value for 
each data reference symbol in the ex­
pressions for the problem. It also in­
cludes a value for the anticipated result 
to each expression. These anticipated 
results are fed to the machine in the same 
manner as input data. f 

The machine computed results for the 
algebraic equations are self-explanatory. 
The machine computed results for the 
logical controls of the BACAIC system 
are indicated as follows: 

Expression 
The Machine Computed 

Result 

WHN A GR T B .... 6 or the number of the next 
USE 6 consecutive expression 

WHN ALES B ...... 8 or the number of the next 
USE 8 consecutive expression 

TRN 12 ............. 12 
ARG M TBL K1 * Y Y the interpolated value 

from the table to be 
substituted for Y 

MOD H+XLIM Y . . [H+Xl the incremented 
yalue for H 

The computing is started in the normal 
manner. The computed result for ex­
pression number 1 is compared with its 
anticipated result. If these two values 
are the same (slide-rule accuracy), ex­
pression number 2 is computed and its 
two results are compared, then number 3, 
etc. When the computing is finished for 
all the expressions the value for the ma­
chine computed result for each expression 
is printed. 
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If the two results (anticipated and com­
puted) for a comparison are not the same 
for an expression, both result values are 
immediately printed for that expression. 
Accompanying these values are appro­
priate comments and sufficient data to 
analyze the difference. These data in­
clude the values for the parameters, the 
values for the constants, and the values 
for the computed results stored in the 
memory unit at that time. Usually this 
information is sufficient to isolate or to 
indicate where the discrepancy occurred. 

In order to locate more than one error 
during each check-out period, the com­
puting is continued without interruption. 
The value for the anticipated result for the 
questionable expression is substituted for 
the computed result for that expression, 
and the computing is continued for the 
next expression. This test and substitu­
tion is made so that an error in one expres­
sion at the beginning of a check cannot be 
reflected throughout the computation. If 
this substitution were not made, it is 
possible the results of the succeeding ex­
pressions might not compare with the 
anti,cipated hand-calculated results. 

If the difference (as explained) is the 
result. of an incorrectly keypunched ex­
pression card, a new program must be 
coded by the machine. After the ex­
pression cards are corrected as indicated, 
the coding phase is repeated. If there 
are only small differences between the 
anticipated results and the computed 
results, the computer accepts the coding 
for the expressions. 

When the reason for the difference be­
tween the expected and computed results 
is not obvious after examining the data 
print-out for the sample computation, the 
coding of the expression or expressions 
must be repeated. The reason for the 
error may be discovered if the 3-address 
Sequence Table is printed. This Se­
quence Table indicates the order of ma­
chine execution for each operation in the 
expression. The table is printed as fol­
lows: 

sequence table is not sufficient. In these 
cases the coding is repeated and the table 
of character codes for the expression is 
printed. This, however, is of very little 
use without an explanation of the char­
acter codes and is used only in extreme 
cases. 

When the results compare favorably for 
each expression, the instruction cards for 
the program are accepted as correct. 

Economic Aspects 

The BACAIC system is a completely 
automatic system for which the only re­
quired information for a new problem is: 

Number of Expressions 

often results from vague or poorly written 
individual operating procedures. 

A vital point of interest to most com­
puter users concerns the amount of 
elapsed time from the outline of a problem 
to the time when the first production re­
sults are ready. Service to outside de­
partments based on overnight or 24-hour 
planning is probably the best that any 
installation can reasonably strive for. 
When using the BACAIC system for solu­
tion of a problem, this goal is within 
reason. An estimate of the time re­
quired to solve a special problem can be 
based on the approximate time required 
to perform the various steps as follows: 

-
10 Expr. 30 Expr. 50 Expr. 

1. Write the expressions and prepare the data .. , . 1 hr. .......... 2 hrs . . . . . • . . . .. 4 hrs. 
2. Key punch the expressions and data. . . . . . . . . .. . .... 1/2 hr.. . . . . . . . 1 hr ............. 11/2 hrs. 
3. Machine code the expressions. . . . . . . . . . . . . 2 min.. . . . . .. 3 min.. . . . . . . . . . 5 min. 
4. Machine compute one set of results. . . .. . .. ..... ... 10 sec ............ 40 sec.. ... . . . . . 1 min. 

1. The algebraic expressions with the 
result column headings. 

2. The decimal input data for each case. 

The operation of the machine is entirely 
dependent on the instructions contained in 
the system. A few of these are controlled 
by the ON or OFF position of some ex­
ternal switches on the console panel. 
However, the machine operator (not the 
originator of the problem) is responsible 
for the position of these switches. 

This system encourages the pro­
grammer to direct more attention toward 
the mathematical preparation of the ex­
pressions. This is a field in which he 
probably is better trained and more 
experienced than in the field of machine 
coding. More time can be spent con­
centrating on the phases of the problem 
which require human judgment and 
decision and less time on the tedious task 
of coding. Also, a minor detail which is 
quickly apparent after the first attempt 
with BACAIC, is the noticeable lack of 
careless errors. When a comment for a 

The time allotments for the various 
steps are generous and can be decreased by 
improving the pieces of the system and 
also by increasing the experience of the 
programmers for writing the expressions. 
Often, a different approach to the same 
problem results in fewer expressions and 
shorter machine time. 

It required approximately 18 man­
months to outline the plan, develop the 
ideas, establish the rules, write the in­
structions, and "debug" these instruc­
tions for the BACAIC system. These 
18 man-months were spread through an 
elapsed time of 1 year. At the end of the 
first 10 months, most of the system was in 
working order. The usual elusive errors 
and unreasonable reasoning had to be 
located and deleted. The majority of the 
subprograms were already available, and 
only had to be altered to include error 
comments rather than error stops. 

Sequence 
Number 

Address for the 
Left-hand 
Quantity 

Operation 
Code 

Address for the 
Right-hand 

Quantity 
Address for 
the Result 

The writing of the instructions for this 
system is proving to be a never-ending 
process and will only cease when more 
advanced ideas are not forthcoming. It 
could easily be in a continuous state of 
change if all the ideas for improvement 
are accepted and included. 

1 
2 
3 

The exact sequence of the machine opera­
tions can be examined and the reason for 
the error determined. A possible mis­
placed front or back bracket symbol can 
alter the correct sequence. 

There will be occasions when even this 
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careless error is machine printed on the 
result sheet, a greater effort is made by the 
programmer to eliminate such errors be­
fore using the machine The standardiz­
ing of the procedure for the machine 
operator helps to avoid confusion which 

The Adaptability of a Natural System 

A I-to 2-hour informal discussion de­
scribing the general outline and opera­
tion of BACAIC is our method of intro­
ducing it to various engineering groups. 
In each case, this discussion is followed by 
the distribution of a written digest of the 
BACAIC system. This digest quickly 
reviews the preparatory steps for writing 
both the expressions and data and out-
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lines the operating steps for the machine 
procedure. Many of the rules for writing 
the expressions are merely a review of the 
fundamentals taught to a beginning 
student of algebra. These ru1es must be 
strictly adhered to so that both the pro­
grammer and the machine interpret each 
situation in the same manner. The talk 
accompanied by the digest proves to be 
sufficient information for a beginner. 
Naturally, there are individual questions 
at a later time. These questions usually 
concern the inclusion of additional fea­
tures to improve the system. All of these 
new ideas are welcome and whenever 
possible they are included immediately. 

I t is worth mentioning that most im­
provements and additions are readily in­
cluded. The BACAIC system was orig­
inally planned with that desired flexibility 
in mind. It is fairly easy to include an 
additional mnemonic symbol but, if the 
symbol is to refer to a library subprogram 
for its operation, the library subprogram 
must also be available. 

The specific information for each prob­
lem; i.e., the expressions and the input 
data, can be relayed by means of the tele­
phone from another department to the 
computing facility. This service is possi­
ble because of the standard procedure of 
the BACAIC system after the expressions 

Lincoln Laboratory Utility Program 

System 

H. D. BENNINGTON 

THIS paper discusses a utility program 
system to assist the coding, check-out, 

maintenance, and documentation of large-

H. D. BENNINGTON and C. H. GAUDETTE are with 
the Lincoln Laboratory of the Massachusetts 
Institute of Technology, Lexington, Mass. 

C. H. GAUDETTE 

scale control programs. A typical pro­
gram contains 50,000 instructions, 1,000,-
000 bits of data storage, and is prepared 
by a staff of 20 to 40 programmers, many 
relatively inexperienced. The utility 
system requires 25,000 registers. 

An Automatic Supervisor for the 

IBM 702 

BRUSE MONCREIFF 

VERY little experience has been accu­
mulated in the operation of a large 

commercial data-processing center. 
However, reflection on the subject has 

BRUSE MONCREIFF is with The Rand Corporation, 
Santa Monica, Calif. 

led to the conclusion that, in the large­
scale operation of such a system, there 
will be a different emphasis from the one 
usually present in the operation of a large­
scale computing installation. The gen­
eral administrative problem in both cases 
is, of course, to keep both staff and equip-

Moncreiff-An Automatic Supervisor for the IBM 702 

are formulated. The availability of tele­
phone service tends to decrease the 
elapsed time for solving a problem, and 
also tends to increase the correctness, of 
the written expressions. Individual pride 
and reputation play· an important part in 
reducing careless errors. Usually, the 
"debugging" of the expressions is possible 
in a few minutes prior to any machine 
operation. This fact is of tremendous 
advantage economically since without an 
automatic system considerable machine 
time is spent on check-out for each prob­
lem. 

Conclusions 

A natural computatiol1language elimi­
nates the machine coding details cur­
rently responsible for the expenditure of 
large amounts of man and machine time. 
This language can include complete ma­
chine operating directions as well as the 
mathematical problem statements. The 
time now spent in digital computer prob­
lem preparation can be reduced by as 
much as 90 per cent through the use of 
machine self -coding systems. A funda­
mental computation language makes 
evolutionary machine changes possible 
without extensive personnel retraining. 
The man-hours required to construct an 
autocoding system are no more than those 
formerly spent on a subprogram library. 
The basic interpretive principles for an 
algebraic computing system are applicable 
to most present-day stored program 
digital computers. These principles can 
be incorporated in the hardware of futurt) 
machines. 

ment operating efficiently. In the latter 
case, however, the emphasis is on new 
problem preparation, while in the case 
of the business application the emphasis 
must be on the efficient day-after-day 
operation of the sam~ routines. The 
automatic supervisory routine described 
here is an attempt to solve those operat­
ing and programming problems peculiar 
to this "routine-dominated" situation. 

The excuse for solving these problems 
with a machine program, rather than 
by instructions to the operator, is 
twofold: 

1. The human operator cannot compete 
in sp~d with the machine in making routine 
decislOns and in controlling the processing 
operations. 
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2. The human operator is more likely to 
make mistakes in carrying out routine 
instructions. 

The purpose of a supervisory routine is, 
therefore, to keep the machine running 
efficiently in spite of the slowness and 
fallibility of the human operator. 

The various aspects of the proposed 
supervisory routine will be approached by 
looking at these problems of both opera­
tor and programmer which the routine 
helps solve. A summary description of 
the way the routine works will follow. 

Operating Problems 

On a machine such as the 702, the major 
operating problem is the efficient han­
dling of tape ree!s. Every few minutes, 
during a long run, either an input tape 
will have to be selected and mounted, or 
an output tape will have to be labeled and 
stored away. The malfunctioning of 
tape units will probably result in the 
assignment of units to the various input­
output functions being changed from day 
to day. Trying to keep the machine run­
ning under these conditions, without a 
good system of operation including ade­
quate checks, could be a difficult job, 
with a high probability of error. The 
component parts of this tape-handling 
problem will be examined one at a time. 

1. Going from one job to another, 
aside from the internal problem of replac­
ing the old program with a new one, in­
volves a new input-output arrangement of 
the tape units. If this arrangement were 
the same every time a particular job is 
run, a table of assignments for each job 
could be preprinted and used day after 
day. B,ecause of the malfunctioning 
problem mentioned, this is not feasible. 
Also, whenever there are sufficient tape 
units operable, the procedure of alternat­
ing tape units should be used. While one 
tape of a certain type is running, the next 
tape of that same type can be mounted on 
another tape unit. The problem of get­
ting the machine to deal first with one 
tape unit and then the other is a pro­
gramming problem to be dealt with in the 
following. However, the day-to-day 
changes in the input-output setup for each 
job, to take advantage of all the operable 
tape units, is a problem for the operating 
staff. The solution proposed here is to 
get the supervisory routine to calculate 
the optimum input-output arrangement 
before each job, having been given a list 
of the presently operable tape units. The 
routine should assign alternate tape 
units as far as possible, starting with 
those tape types which have the grettest 
number of tapes per run. Also, assign-
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ments of alternate pairs should be made 
to physically adjacent tape units, as far 
as this is possible. The machine will 
print out a table of assignments which the 
operator will use as a guide in mounting 
tapes. 

2. . Once the tapes have been mounted, 
the supervisory routine will check to see 
that this has been done properly. Each 
input tape will be checked for proper 
type, proper cycle number (e.g., that it 
was the output of yesterday's run), and 
proper sequence number within type and 
cycle. The first record of each tape in 
the system will be a label containing the 
information -required for this check. 
The supervisory routine will consult a 
table of cycle increments, one for each in­
put type by job, and will keep track of 
the sequence of tapes mounted during 
each job. The routine will also check 
each tape mounted for the purpose of re­
ceiving output to guarantee that the in­
formation on this tape is no longer needed. 
It will do this by comparing the cycle 
number of the tape with the current-run 
cycle number minus an increment (file 
protection period) which may be different 
for each tape type. 

To summarize the foregoing paragraph: 
Each tape type will have associated with 
it both an input increment and an out­
put increment; the former will guarantee 
the accuracy of input-tape mounting, and 
the latter will protect information against 
accidental erasure until it is no longer 
needed. 

3. An identification label will be re­
corded by the supervi-sory routine on all 
output tapes as well as printed out on the 
typewriter for mounting on the reel can. 
This will provide positive visual identi­
fication for each can of tape in the system. 

There is another operating problem, not 
connected with tape handling, which a 
supervisory routine can help solve. This 
is the problem of setting alteration 
switches before the running of a job. 
Two points are worth noting in this con­
nection. First, the number of physical 
alteration switches provided on the 702 
'will occasionally be inadequate. So pro­
vision must be made for logical or pro­
grammed alteration switches. Secondly, 
there are what might be called the active 
and the passive types of switches. In 
the active type, the operator has a present 
need to manipulate a switch in order to 
alter the machine activity. The passive 
type of switch is one which he has been 
instructed to set in a certain way at a 
certain point in the processing cycle. 
While the operator is not likely to make 
mistakes with active switch settings, the 
probability of error increases in the case of 

the passive switches. It is recommended 
that the physical switches be reserved 
for the active use, while a system of logi­
cal, or programmed switches, to be set by 
a punched card, be used for the passive, 
job-setup type. The supervisory routine 
will establish whether or not an alteration 
switch card is needed for each particular 
program, and if so, will wait until a card 
of the proper type is provided. This 
card will be stored in a standard drum 
section. This system relieves the opera­
tor of the responsibility of remembering 
to make the switch settings before each 
job. A file of prepunched cards can be 
maintained which will cover the majority 
of setups. Most, if not all, occasions of 
the use of program parameters can be 
handled by this control card. 

As a further aid to the operator, es­
pecially for the purpose of retracing the 
steps of a process that went wrong, the 
supervisory routine will automatically 
keep a log. Entries will include job 
numbers, tape setups, switch settings, in­
formation entered manually or by card, 
and error stops. One solution to the 
problem of the multiple use of the type­
writer is the creation of a carbon copy. 
The tape labels can be cut out of the orig­
inal, with the carbon left intact as a log. 

Programming Problems 

The problems which a supervisory rou­
tine can help solve, in the programming 
area, are those of co-ordination among 
programmers and those of co-operation 
between programmer and operator. In 
the first place, the employment of a su­
pervisory routine can prevent the duplica­
tion of effort which arises where each pro­
gram must contain the same general con­
trol and housekeeping routines. Each 
programmer must, in each of his routines, 
provide for tape-unit assignment, tape­
unit alternation, tape-mounting instruc­
tions and checking, and a labeling sys­
tem. He must also provide for loading 
his routines and for alteration switches of 
the program 'variety. All of these mat­
ters can be taken care of once and for all 
by means of incorporation in a super­
visory routine. 

In addition to eliminating most of the 
duplication of effort among programmers, 
the supervisory routine can be an un­
objectionable means of enforcing the 
necessary standard practices. This is es­
pecially important in the matter of tape 
identification and tape-mounting checks. 
Unnecessary confusion would arise if 
every programmer were left to design his 
own system of output-tape identification. 
Then there would have to be designed a 
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different input check for each type of int 
put for every job. 

The elimination of confusion is also the 
. primary problem in the relations between 

the programmer and the operator. In 
systems where the operator has to run 
many different programs each day, he has 
many points of contact, and must under­
stand and deal with many ways of doing 
things. In a sense, the supervisory rou­
tine provides a single point of contact 
between the operator and the programs. 
Once the characteristics of this super­
visory routine are learned by the opera-

tor, his job is made easier. Changes in 
the specific job routines, once "de­
bugged," are of little concern to him. 
Only changes in the supervisory routine 
directly affect the Jperator, and it is ex­
pected that most of these changes will 
grow directly out of operational needs. 
The previously discussed method of pro­
gram alteration, the uniform method of 
tape identification, and the universal 
checking of tape mounting, will all but 
guarantee that the plans of the pro­
gramming staff will be correctly carried 
out by the operating staff. 
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Operation of the ~upervisory Routine 

The supervisory routine will now be ap­
proached from the viewpoint of the ma­
chine operator (Fig. 1). The processing 
will be started each day by entering, via 
punched card, the day's date, cycle num­
ber, list of available tape units, a (stand­
ard) list of jobs with a starting point, and 
sel~ct and read orders for bringing in the 
first section of the supervisory routine 
from tape. This information, all but the 
select and read orders and the list of 
jobs, will be typed out as the day's first 
log entry. The list of jobs will control 
the processing sequence, and may be al­
tered manually at any time. The pro­
grams for the various jobs will be auto­
matically called up from tape by refer­
ence to this table. When the initial setup 
has been completed, the supervisory rou­
tine will be loaded from tape, and will 
search for the first job. The first section 
of each specific program contains the 
necessary program parameters, princi­
pally tape-unit requirements, to be used 
by the supervisory routine in accomplish­
ing the setup. The supervisor will check 
first to see if there is need for a new setting 
of the programmed alteration switches. 
If so, the card will be read and the settings 
made. The complete tape-unit setup for 
this particular run will be computed and 
printed out.' The machine will stop, 
waiting for the operator to signify, by 
pushing the start button, that the tapes 
have been mounted . 

As soon as the tapes are mounted, each 
input tape and then each output tape will 
be checked as described. Any incorrect 
tape mounting will result in a printout 
describing the trouble, followed by an 
error stop. When the error is corrected, 
a recheck by the supervisor will be made 
of the whole setup, starting back with the 
first input tape. As the output tapes 
are checked, the identification record is 
written on the tape. This record is also 
printed out as a label when the tape is 
filled. 

Upon satisfactory completion of the 
tape-mounting check, the supervisor will 
load the job program. After the specific 
program is loaded and arranged properly 
in memory and drum, a transfer of con­
trol to its starting point will take place. 
A transfer of control back to the super­
visory routine, a small fragment of which 
is left stored in memory, will take place 
under any of the following conditions 
(Fig. 2): 

1. An output tape has been filled. The 
output label will be printed, including any 
"closing" information left by the specific 
program in a standard location. If the 
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Identify: 

1. Input tape used up 
2. Output tape fUled 
3. End of job 

2. 

Alternate tapes 
if required 

Alternate tapes 
if required 

Reload supervisory 
routine 

Check tape 
mounting 

Check tape 
mounting 

Preassign to job N+l 
tape units no longer 

needed for job N 

Fig. 2. Supervisory routine: between-tape operations 

tape is one of those being alternated, con­
trols will be set for the alternate tape unit. 
The routine will proceed immediately to 
the routine check of the tape mounted on 
the alternate unit. If this particular tape 
is not being alternated, the machine will 
pause until the new tape is mounted, before 
proceeding with the check, and the writing 
of the identification record. Control will 
then be transferred back to the specific 
routine. 

2. An input tape has been used up. The 
same procedure for handling alternating 
tape units is followed, where necessary, 
before the new input tape is checked. The 
cycle number and serial number are checked 
and the serial number is stepped. Control 
is then returned to the specific program. 

3. End of job. The supervisory routine 
is called up, and the setup for the next 
job is started. This consists of picking out 
the next job number and going through a 
setup procedure (Fig. 3) similar to that 
described. 

Following the last legitimate job num­
ber of a cycle, there will be a pseudo job 
number which will call up a cycle closing 

routine. This routine will step the cycle 
number and then test an alteration switch 
to see if the operator desires a shutdown 
or a new processing cycle. 

Preassignment of Tape Units 

Certain items appearing in the block 
diagrams have not been explained. 
These have to do with the preassignment 
of tape units. This subject will be dealt 
with separately here, since some back­
ground discussion is required. 

The delays caused by tape mounting 
have been reduced as much as possible 
by having the supervisory routine alter­
nate tape units whenever they are avail­
able. But this "hides" only the tape 
mounting time which is internal to a job. 
If the operator must wait until a job is 
completed before starting to mount tapes 
for the next job, this whole setup time will 
constitute a delay. To ameliorate this 
situation, the supervisory routine has 

been designed to make preassignments 
whenever possible. 

For output functions there seems to be 
no simple way of determining when tape 
units are no longer needed. On the other 
hand, the number of tapes in each input 
file is known in advance. This infor­
mation, if available to the supervisory 
routine, can be used to trigger a preassign­
ment of the no longer needed tape unit to 
the next job. In order to accomplish 
this preassignment, the routine needs to 
have available the job setup info,rmation 
for the next job, as well as the current 
one. The block diagram of the initial 
operations (Fig. 1) should be amended to 
include the setting up of job N + 1 pa­
rameters. The block diagram of the be­
tween-job operations (Fig. 3) should also 
be amended at the beginning of this rou­
tine to show that job N + 1 becomes the 
current job, job N, at this point. Then 
the first block again reads correctly, 
since it is the next job, job N + 1, pa­
rameters that are actually being set up at 
this time. These complications of the 
diagrams are not self-explanatory, hence 
they were not included. 

The normal end-of-file system is not 
adequate, since in the case of alternating 
tape units, the first preassigmnent takes 
place when the next to the last tape has 
been used up. The method adopted for 
satisfying this need was to provide a 
card for each output file, punched auto­
matically by the supervisory routine at 
the completion of a job. The card, in 
addition to identifying information, car­
ries the number of tapes produced during 
this run. During a later cycle when the 
output file becomes input, the card is used 
to set up the controls needed for the pre­
assignment function. Similar cards can 
be created manually for input files 
created outside the system. 

When a job is completed, the remainder 
of the input-output setup for the next job 
is computed with the preassignments 
being conserved. The routine makes the 
best choice of physical location for alter­
nate tape units, just as it did for the first 
job setup. But where preassignment is 
irivolved, the choice of the first of a pair 
of units has already been made. These 
second choices are made before any other 
assignments are made. 

Programming the Supervisory 
Routine 

Two general points of programming 
philosophy were adopted early in the de­
tailed job of realizing the supervisory 
routine in a code for the 702. The first 
was that each requirement for informa-
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tion storage would be satisfied by the 
lowest possible level in the 702 hierarchy 
of storage devices. The second was that 
time would be used wherever possible as a 
trade-off for storage. The result of this 
approach was: (a) a complication of the 
logic and (b) a requirement for only 700 
characters of permanent high-speed stor­
age. 

The supervisory routine is designed for 
storage on tape. The part which oper­
ates between jobs can fill the memory if 
need be (it does not, of course). This 
part is wiped out by the loading of the 
specific job program. The part of the 
routine which operates between tapes is 
stored on 15 200-character drum sections. 
For execution, these sections are loaded 
one at a time as needed into a common 
area in high-speed storage. Five addi­
tional drum sections are required for 
storing the tables of information used in 
the problem. When referred to, these 
are brought up into a second common 
area. 

The part of the supervisory routine exe­
cuted between jobs is reloaded from tape 
when needed. To save tape searching 
time, this program can be recorded again 
and again, between specific job programs. 
If this is done, and if the specific jobs are 
done in the order in which they appear 
on the program tape, there will be no 

>tape searching required. However, full 
searching facilities have been built into 
the routine, for purposes of greater 
flexibility. 

A single sheet (22-inch by 30-inch) 
flow chart was constructed initially, and 
then subjected to many changes. In a 
problem of this type, where logical com­
plications are mostly those of relation­
ships, a single sheet chart can be a great 
help. If carefully constructed, changes 
can become only a minor annoyance. 

The routine was coded in IBM 702 
symbolic, taking approximately 1,200 
lines. This includes all entries required 
for the complete assembly of the problem 
for the 702. 

Fig. 3. Supervisory 
routine: between­

job operations 

Set up job N+l parameters from tape 

Set up programmed alteration switches 
from card 

Compute and print out tape unit assignments 
for job N+l, taking account of preassignments 

Set up input file sizes from cards 

Check input and output tape mounting 

Load job N+l routine and transfer control 

Conclusion 

The activities of a computer operator 
can be classified as (1) those things which 
he does when the machine is working 
well, and (2) those things which he does 
when the machine is working poorly. 
The supervisory routine described is in­
tended to be an aid to and substitute for 
the activities of only the former class. 
If considered as a research problem, this 
approach may be realistic, but it does not 
constitute a complete practical solution 

which could be adopted as it stands. In 
fact, the aspect dealt with is most cer­
tainly the easiest part of the total prob­
lem of keeping the equipment occupied 
with useful work. 

The purpose of the research was to gain 
a feeling for the complexity of a problem 
which as far as is known, has not hereto­
fore been extensively investigated. The 
conclusion is that the construction of 
such a routine is not as complex as it 
originally seemed to be. The operating 
practicality is as yet not established. 
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Magnetic Recording Head Design 

A. S. HOAGLAND 
ASSOCIATE MEMBER AlEE 

A N analysis of the process of magnetic 
recording of digital data is presented 

from which qualitative magnetic head 
design concepts are developed and their 
usefulness demonstrated, both in the 
evaluation of magnetic head structures 
and in design for high-density storage. 

This work was begun in connection 
with the development of the International 
Business Machines Corporation (IBM) 
305 magnetic disk storage file, where rather 
stringent requirements necessitated a pro­
gram for improving the performance of 
the existing magnetic recording unit. The 
external constraints imposed on this 
work essentially limited the design pa­
rameters to those concerned with the mag­
netic head, excluding the gap dimension. 
The investigation of this subject led to 
the development of an analytical formu­
lation of the process of magnetic recording 
which is directly applicable to data re­
cording. The insight derived from the 
theory and its relative simplicity in ap­
plication will be demonstrated through 
its successful employment in guiding 
head design development in connection 
with the IBM 305 magnetic disk project. 

The paper wiJ1 first briefly present a 
general discussion of magnetic data re­
cording, stressing the form of the read­
back wave form and its relation to bit 
density. Then the basic theoretical 
development will be presented and the 
significance of these expressions to mag­
netic head design will be stressed. The 
remainder of the paper will present 
experimental results and their correla­
tion with the theory, followed by a\ de­
scription of the selected magnetic head 
for the magnetic disk file and its per­
formance. 

Data Recording 

Magnetic recording of data involves 
the storage and processing of binary 
information, utilizing two states which 
are capable of being differentiated. For 
convenience consider NRZ (nonreturn­
to-zero) recording in which the storage 
surface is continuously saturated during 
writing, in one direction for a "I" and 
in the opposite sense for a "0." A 
particular input is then composed of a 
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succession of alternating step changes 
in writing current. Reading involves 
a derivative-type action as indicated 
schematically in the diagram below, 
illustrating the overall transfer process 
from input to output. The surfaGe co-or­
dinate is x, and x represents the variable 
indicating the position of the specified 
surface magnetization relative to the 
magnetic head. 

i( t) -M(x )-4>h (x) --vN d4>h/ dx 
= e(x) = e( vt) 

where: 

M(x) = distribution of magnetization set up 
in the storage surface 

4>h(X) = reading coil flux as a function of sur-
face position 

e = open circuit readback voltage 
N = number of turns on the reading coil 
v = surface velocity; t = time 

Hence e(vt) is a pulse-Eke signal for a step 
change in i(t)l and the surface velocity 
appears· as a scaling factor in both time 
and amplitude for the output signal. An 
output voltage signal is then associated 
with each change in the direction of 
saturation or reversal in writing current. 

Consider the output signals for arbi­
trary input patterns consisting of se­
quences of alternating step changes 
in writing current. On readback the 
magnetic field existing, that due to the 
magnetization 6f the surface, is ex­
tremely weak and hence the magnetic 
head will behave very nearly as a linear 
element. Further, writing definition or 
the width of a saturation transition re­
gion is much less than the corresponding 
reading resolution, due to the non­
linear surface saturation characteristic. 
Thus, generally, reading wi11 limit den­
sity before the point is reached at which 
adjacent changes in surface state modify 
one another. These considerations imply 
that the principle of superposition may 
be applied to the overall input-output 
transfer process, using the characteristic 
step function output response. The 
width and wave form of this character­
istic response are thus extrem~ly impor­
tant and such responses will be shown as 
functions of x, or distance, as only in 
this manner are they meaningful. As 
indicated, the velocity enters only as a 
scaHng factor between distance and time 
and only spatial relations are significant 
in this recording process. I t is evident 

that bit density considerations will 
follow directly. 

Consider a symmetrical voltage pulse 
response with the base width of X. The 
maximum bit density permissible where 
no mutual interference is to be allowed, 
i.e., each saturation change is to be re­
solved independently, is then equal to 
1 Ix. On the other hand if the require­
ment is only that no pattern modulation 
occurs, implying no signal peak varia­
tion, then the bit density has a limit of 
21X. 

N ow a typical response signal is shown 
in Fig. 1. The base-line character (or 
wave form) is quite important, as well 
as pulse widths at various levels above 
the base-line, in density considerations. 

.... :~~.l!j~'lmmnJlf 
---... 1 """"" ...... I/\J.., I ' L 

Fig. 1 . Typical response signal 

SCdle: 3.5 mils per division 

The ~'overshoots" may be broader than 
the main pulse. Thus no single criterion 
can be used in comparing responses. 

A general objective for high-density 
design is to attempt to obtain a spike­
like characteristic output signal, i.e., 
to eliminate base-line signal and maxi­
mize the rate of approach of the signal 
to the base-line. Considering undesired 
signal as noise, the overshoots tend to 
limit the signal-to-noise ratio at lower 
densities and first cause overlapping of 
signals as the bit density is increased. 
However, even with no base-line signal, 
as the bit density is increased and cor­
respondingly a spacing reduction be­
tween adjacent sampling strobes errors 
will arise with an isolated pulse signal 
due to the gating of strobes on either 
side of the strobe which is actually as­
sociated with this output indication. 
This limitation is accentuated by pulse 
responses with gradual base-line ap­
proaches and can severely limit perform­
ance. 

Theory 

In addition to the principle of super­
position the principle of reciprocity will 
be used, these forming the basic tools 
in this analysis. The applicability of the 
principle of reciprocity to readback fol­
lows as an imediate extension from the 
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Justification for using the principle of 
superposition. As employed here the 
concept of reciprocity states that the 
magnetic field, H, set up by energizing 
the reading coil with a small current 
(assuring low field levels appropriate 
to readback and likewise the same linear 
behavior) gives a measure at each space 
point of the degree of coupling existing 
between a weak magnetic field source 
at that point and the reading coil. The 
space points of concern are those that 
constitute the magnetic sources of read­
back, i.e., the storage surface, primarily 
the track passing under the transducer 
but also including nearby adjacent tracks. 

A reasonable simplification for the 
objectives desired, and in view of the 
nature of the problem, is to neglect 
variations with surface layer depth. 
This is equivalent to considering the 
surface as a relatively thin film which is 
often the case. The depth factor will 
be treated later. Then functions defined 
along the surface will depend only on one 
variable. The centerline of the magnetic 
head gap (ring structures) will hence­
forth be chosen as the fixed reference 
point, i.e., x = O. 
Then 

(1) 

where the subscripts denote the reading 
coil flux contributions arising from each 
of the two possible components of surface 
magnetization, Mx and My, using a con­
ventional ring-type transducer. The y 
co-ordinate is normal to the surface, 
defined positive in the direction of the 
magnetic head. First only a single 
track will be considered. The fringing 
field set up along the storage surface 
track when the reading coil is energized 
in the manner described for the reci­
procity relation will have the vector com­
ponents Hxx and Hyx. Then, according 
to the principle of reciprocity, Hx is a 
function giving the sensitivity of the 
reading coil to horizontal surface magne­
tization and· Hy gives the reading coil 
sensitivity to vertical magnetization. 

It can be shown that 

where M and H are vectors combined by 
a scalar or dot product operation. 
Then 

and 

where the limits of integration are in 
practice only for the range over 'which 

Hx and Hy are significant. K is a con­
stant proportional to the surface thick­
ness, assuming uniform saturation 
throughout the surface layer. 

N ow to clarify the import of these 
formulas consider an idealized case 
where My = 0 and there is a step change 

I Hg \ 

Hi 
I d 10 

Is • x 

Fig. 2. Idealized magnetic head model 

The pole faces extend to infinity. 
(3= gap size 
o=spacing factor 
d = surface thickness 
Hg=gap field 

in horizontal magnetization Mx from 
- Ms to + Ms. Then 

CPhx =2KMs fxoo Hx (x) dx 

and as 

e(x) =vNdcphx/dx = 

KvN Hx(x) _ dx f +OO oMx(x -x) 

-00 ox 

then, 

e(x) =e(vt) 0: vHx 

(5) 

(6) 

(7) 

This relation states that the output volt­
age or pulse response wave form will 
resemble in time the static field distribu­
tion function H x , i.e., the signa] amplitude 
for a given position of the step change 
in magnetization relative to the magnetic 
head gap centerline will be proportional 
to H x, a weighting function, at that 
point. Similarly, the output signal aris­
ing from a recorded step function change 
in My would be 

(8) 

where the SUbscript on the output volt­
age indicates that this contribution is 
due to My. Where both components 
of magnetization exist the two output 
signal components may be algebraical1y 
added to give the output voltage wave 
form, for e = ex + ey. 

DETERMINATION OF H 

A rapid way to get estimates for the 
weighting functions Hx and Hy is to 
make rough field plots for the gap 
fringing field. Here there is no concern 
about local saturation effects since these 
maps are to apply for very V\reak fields. 
Qualitative information is generally ade­
quate and, normally, fine detail would 
not be justified. It will be seen however, 
that in general a factor such as reading 
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coil location is extreme1y important. 
The estimates for these fields from such 
mapping indicates their important quali­
tative features and these have been con­
firmed by a powder pattern technique 
of field observation. 

Figs. 2 and 3 show ring-type structures 
and qualitative determinations of weight­
ing functions, illustrating the impor­
tance of coil location and pole-tip shape. 
The magnetic potential lines shown in 
Fig. 2 do not, of course, actually apply 
within the coil or current source region. 
The orientation of the fringing field vec­
tor along the surface as indicated in Fig. 
3, shows the influence of narrowed pole 
tips in reducing the base-line width 
(neglecting "overshoots") of Hx. 

It is apparent that the information 
concerning H could be presented in 
terms of magnitude and angle rather 
than in the form of the scalar com­
ponents Hx and H y. Fig. 3 gives an 
indication of the angular variation of 
H(x) and attention will be given to this 

Moonet,c 
Potent,ol 

.;..-r----Co'l 

• i 

)It i 

Fig. 3. Field plot showing influence of coil 
location on Hx and Hy 

aspect of the field H later. It will be 
noted that with a ring-type structure, 
giving longitudinal recording, the prin­
cipal field component will be Hx. The 
writing process will be considered later 
but it should be clear that if only hori­
zontal magnetization occurred when writ­
ing then the only response function of 
interest would be Hx and conversely if 
M = My then only Hy is of concern. 

VOLTAGE AND WEIGHTING FUNCTION 

INTEGRALS 

Certain statements may be made 
about the output voltage-time pulse 
area, other than its independence of 
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v. in terms of the weighting functions 
Hx and Hy. Consider a step change in 
Mx from - Ms to + Ms. Then: 

q,,.( - co) =KMs J~: Hx (x) dx 

and 

q,,.( + co) = -KMsJ~: Hx(x)dx 

Thus if 

but of course 

(9) 

(10) 

(11) 

(12) 

Hence a relation is seen between the 
output single voltage-time area and the 
area under the corresponding weighting 
function. This immediately gives some 
insight into the possible degree of over­
shoot area to be expected. Further it 
reinforces the arguments for the im­
portance of reading coil location since 
if the coil is so oriented that a uniform 
horizontal flux field tends to give zero 
flux linkages then the negative overshoot 
area must as a consequence be of the 
same size as the main pulse area; this 
applies here to both the weighting 
function and the output signal which 
would be proportional. These same 
considerations can be as simply extended 
to an My magnetization component, 
involving a consideration of the Hy 
function. 

ADJACENT TRACK PICKUP 

The sensitivity of the magnetic head 
to adjacent track magnetization can be 
considered by use of the reciprocity 
principle in the same manner as de­
scribed, both with and without inter­
track shielding. Let z be the transverse 
co-ordinate and let z = a at the given 
track and Z = Zl at an adjacent track. 
Note that since Hx(z) = Hx( -z) the 
worst case for two adjacent tracks, one 
on either side of the magnetic head, 
would arise when both were similarly 
recorded. Now e.g., Hx(x) at Z = Zl 

is not only considerably reduced in ampli­
tude over that at Z = a but its relative 
extent is considerably greater. Since 
the changes in surface saturation along 
a track must be alternating, then as the 
density of these saturation changes in­
creases, there will tend to be a greater 
and greater effective cancellation of the 
individual signals. Thus due to the 
low resolution of a magnetic head with 
respect to neighboring tracks the lower 
density patterns are the most trouble­
some. 
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FINITE REGION FOR SURFACE 

MAGNETIZATION CHANGE 

An approach to an estimate for the 
significance of neglecting the actual sur­
face magnetization and using an idealized 
step function change will be indicated 
by assuming M = Mx and that the change 
in saturation from -Ms to +Ms occurs 
over the distan~e Xl in a uniform manner. 
Let p equal the effective width of H;r;. 
p then gives a measure for reading resolu­
tion and is equivalent to the factor A 
defined earlier for a characteristic output 
voltage response. Now 

(13) 

Mx=-Ms -x;~O; Mx=+Ms X?XI 

then 

oMx(x-x)/ox= -2Ms(x-X)/XI (14) 

for 0 ~ (x-x) ~ Xl or X ~ X ~ X+XI 

and 

= 0 otherwise 

Now substituting these conditions into 
equation 6 the following expression is 
obtained for e (x): 

(15) 

which clearly agrees with the earlier ex­
pression in the limiting case of a step 
function magnetization change. The in­
fluence of Xl on the output signal can be 
quickly estimated. For any value of 
Xl, e(x) can be obtained by averaging 
Hx(x) over the interval Xl for a set of 
values of x. This procedure is readily 
done by graphical means. 

The principal influence of a finite 
Xl is of course to reduce the signal peak 
and increase the base-line pulse width. 
It is evident that for an Xl only several 
times less than p the approximation of 
the saturation change by a step function 
is very good. Experimental attempts 
to determine a magnitude for such a 
factor on oxide surfaces indicate that the 
actual situation is even more favorable 
to the foregoing approximation. This 
is in accord with earlier statements 
regarding the importance of reading reso­
lution as compared to writing definition, 
due to the surface saturation character­
istic, since Xl is a measure of the latter 
while p gives a measure of reading reso­
lution. 

GAP SIZE, SPACING, AND SURFACE 

THICKNESS 

The inclusion of these parameters in 
the theory will be outlined by considera­
tion of the simplified head model shown 

in Fig. 2 and the assumption of a re­
corded step change in longitudinal mag­
netization. The extension of this de­
velopment to other cases is obvious and 
it particularly lends itself to a ready 
description of the manner in which gap 
size, spacing, and surface thickness 
enter into the determination of the 
characteristic response. Here, only Hx 
need be considered. 

First negl~ct the surface layer depth. 
Then the following expression may be 
written 

Hx(O) =g(o/{3)Hg (16) 

where g(o//3) is a monotonically decreasing 
function and g(O) is somewhat less than 
1.0. The function g gives the gap fringing 
field attenuation. The gap size and spac­
ing distance enter in the manner shown 
for this particular model for here param­
eter variation actually only involves 
scaling, a single fringing field plot suffic­
ing. Thus if both (3 and 0 are changed in 
the same ratio this merely amounts to a 
magnification or reduction of the entire 
field plot and the relative field attenuation 
given by g would remain the same. For 
an actual head structure the fringing field 
dependency upon these parameters can 
again be estimated fairly quickly by 
mapping. Now almost the entire mag­
netomotive force will appear across the 
gap when the reading coil is energized. 
Thus, Hg{3 = Ni. Then 

Hx(O) a: g(o/{3)/{3 (17) 

This relation indicates the dependence 
of the output signal amplitude, for a 
step function change in M x, upon the 
gap size and spacing. If both these 
factors are halved then g remains the 
same and the relative magnitude of the 
peak value of the weighting function, 
and hence the output signal, is doubled. 
I t is clear that for this idealized head 
the above reductions are equivalent to 
scaling the field plot by a factor of 1/2 in 
each direction and therefore the relative 
pulse width will be reduced to 1/2 its 
former value. Thus the weighting func­
tion integral value is preserved as would 
be expected from the previous discussion, 
on this subject. 

The surface thickness may be included 
in the following manner. Let Hx(x) 
be replaced by H x, the average value of 
Hx over the surface depth. N ow it 
was pointed out that the constant K 
in the expressions for flux is proportional 
to the surface thickness, for uniform 
magnetization throughout the surface 
layer, since the total magnetic field source 
coupling with the reading coil for any 
value of x is proportional to d. Like -
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wise K would be proportional to the head 
width with the two dimensional type of 
problem here. Then 

e(O) a: dHx(O) (18) 

When Hx(O) is a good approximation for 
the average value of Hx over the surface 
layer cross section in the plane x = 0 
then the following expression, indicating 
the signal amplitude dependence upon 
gap size, spacing, and surface thickness, 
may be written 

e(O) ex: g(o/{3)d/(3 (19) 

Note that 0 is measured to the center 
of the storage surface layer. 

ORIENTATION OF MAGNETIZATION 

Referring to Fig. 3 it is seen that with 
a ring-type magnetic head structure a 
qualitative classification of response func­
tions would indicate Hx as an even 
function and Hy as essentially an odd 
function, insofar as such a division is 
concerned. N ow consider a step change 
in satur~tion magnetization where now 
the direction of saturation is at some angle 
with respect to the horizontal, less than 
gO degrees. Let Mx be the principal 
component, assumed a positive step 
change, and first consider the case where 
My is also a positive step change. Now 
since the actual change in surface mag­
netization is composed of these two in­
dependent terms the output response is 
the sum ex+ey, each term of which is 
proportional to its corresponding weight­
ing function, adjusted by the actual 
magnitude of the associated step change 
in magnetization. As is clear from an 
inspection of Fig. 5 where this composi­
tion of signals is shown, the resultant 
output signal, e( +v), is unbalanced 
relative to Hx. Now regard e( -v) in 
Fig. 5 showing the same composition 
with only the sign of My changed. It 
is evident that this is a different charac­
teristic output signal possessing another 

Fig. 5. Effect of 
oriented surface 

magnetization 

e<+v) a: Hx+f Hy 
e(-v) ex: Hx-f Hy 

where f=My/Mx 

wave form unbalance. The base-line 
wave form of the output signal is con­
siderably different in these two cases. 
The effect is easily visualized in terms 
of the angular variation of H(x). It 
follows as a direct extension from the 
earlier theory that for an oriented step 
change in magnetization the output 
signal for each value of x is proportional 
to the scaler product of H(x) and a 
unit vector in the direction of M or, 
in other words, proportional to the mag­
nitude of the component of H in this 
direction. Now regard in Fig. 4 the 
region giving rise to the larger Hx "over­
shoot," this region being located on the 
coil side of the magnetic head. It is 
seen that H is oriented along an axis 
extending into the fourth quadrant, 
obtained by a clockwise rotation of the 
horizontal axis. Then for M oriented 
along an axis traversing the first quad­
rant, corresponding to the case giving 
rise to e( +v) in which both Mx and 
My have the same sign, it is evident that 
the scalar product occurs between two 
vectors at nearly ninety degrees with 
respect to one another. The change in 
sign of My, used for obtaining e( -v), 
rotates M by ninety degrees and there-

MaQnetlC 

Potential 

i 

Fig. 4. Influence of 
narrow pole tips on 
senstivity function H 
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fore orients it along an axis running into 
the fourth quadrant and much more 
closely parallel, to the axis giving the 
orientation of H in the region of concern. 
Thus, it would be expected that the 
"overshoot" signal response of e( -v) 
would be considerably more pronounced. 

The significance of these two character­
istic wave forms will become apparent 
if the writing process is briefly considered. 
The storage surface passes through a 
2-dimensional recording field when writ­
ing. The important portion of this 
field as far as writing is concerned is the 
field that the surface passes through on 
leaving the gap region of the magnetic 
head. Here a surface cross section hori­
zontally saturated in the gap itself is 
subject to a not inappreciable vertical 
magnetizing component as it passes 
out of the vicinity of the head. Then 
there will be a tendency for an orienta­
tion of the saturated surface magnetiza­
tion away from the horizontal. Further 
this orientation will depend on the direc­
tion of motion of the surface during 
writing. The two possibilities are in­
dicated in Fig. 6. It can be seen that 
the two characteristic output voltage 
wave forms might be expected, the par­
ticular one depending upon the direction 
of surface motion during writing, except 
for an entirely symmetrical recording 
structure. A reversal of the direction 
of relative motion on reading adds no 
additional wave forms but merely pro­
duces a mirror image of the wave form 
previously obtained. Fig. 7 shows actual 
characteristic readback voltage wave 
forms showing the influence of the direc­
tion of surface motion. A delta-type 
head structure was used with a coil on 
one leg as indicated in Fig. 5. The lead­
ing and trailing leg designations indicate 
that the coil leg is the one first passed 
by a surface point and vice versa respec­
tively. Note that the type of oriented 
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magnetization expected is in agreement 
with that necessary to account for these 
wave forms in this theory. 

Theory as Applied in Design 

A close interaction existed between ex­
perimental work and the refinement and 
application of the theory. The concepts 
and relations described readily lend 
themselves to the interpretation of exist­
ing 'experimental results and further, 
from them performance predictions can 
be made for contemplated structures. 
The concept of an oriented saturation 
magnetization was essentially developed 
as outlined to explain early experimental 
results for which an assumption of a 
longitudinal step change in magnetiza­
tion was inadequate. While this orienta­
tion factor couJd not be experimentally 
determined, this hypothesis of an ori­
ented saturation magnetization led to a 
definite pattern of behavior which could 
be examined. All the tests indicated 
consistent agreement with this picture. 
The procedure for head design was to 
use only the step function response for 

_-41 _____ Mx 

M) 
~ 

Fig. 6 

evaluation. Final tests were carried 
out with several structures using a 
recording unit and the magnetic head 
performance under operational conditions 
correlated excellently with the step 
function response results. 

On the basis of the proportionality 
between the output signal and the weight­
ing functions Hx and Hy the importance 
of reading coil location and pole-tip 
shape is readily apparent. Further, 
with oriented magnetization, even with 
a symmetrical core structure, the leg upon 
which a reading coil may be wound is of 
paramount importance. The prior dis­
cussion and the sketches of Fig. 5 in­
dicate that a favorable location for a 
leg-mounted reading coil would be the 
"trailing" leg with respect to the surface 
motion, since an overshoot compensation 
is possible. 

This design theory indicates quite ob-
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Fig. 8. Delta-type 
head 

Scale: 3.5 mils per 
division 
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viously the desirability of reducing gap 
size, spacing between head and surface, 
and surface thickness from the point of 
view of resolution. In the experimental 
results presented these parameters were 
fixed and hence these results show an 
optimization within this framework. 

Experimental Results 

The following wave forms were ob­
tained in the course of the head design 
program for the IBM 305. Some results 
are from structures constructed primarily 
to test the usefulness of the conceptual 
approach described here. Some results 
then merely illustrate certain points. 
Following discussions of these results 
the selected head design and its perfor­
mance will be indicated. 

Fig. 8 shows a delta-type head and the 
signalS obtained on readback from coils 
located at various positions around the 
delta, for the same step function change 
in saturation. The relative influence of 
coil position on overshoot can be noted. 
An indication of the compensation effect 
for the trailing leg coil position on over­
shoot can be seen. The leading and 
trailing leg identifications apply to the 
head' orientation with respect to surface 
motion during writing. The signals 
obtained when a completely different 
ring-type head structure was used for 
writing with, however, the same gap 
size, indicated that the recorded magne­
tization is primarily dependent on the 
gap field and not greatly influenced by 
pole piece shape. 

Fig. 9 shows the characteristic output 
signal for two delta structures, both 

t ,. 

coil A trailing 

Fig. 7. Actual 
wave forms showing 
effect of direction of 

surface motion 

Scale: 3.5 mils per 
division 

-v 

with the favorable trailing-leg coil loca­
tion but one (5-25) possessing a pointed­
type pole piece design compared to the 
other (5-29) whose pole tip edges, ad­
jacent to the surface, are withdrawn 
much more gradually. The compensa­
tion of overshoot is such that insofar 
as overshoot is concerned the responses 
are nearly equivalent. However, the 
greatly increased pulse steepness in base­
line approach and consequent reduction 
in the base line pulse width is noticeable. 
This result agrees with that expected 
from the estimated form of Hx. In one 
sense this pointed-type head is a tailored 
design for the problem at hand. As 
would be expected, if these magnetic 
heads were deliberately spaced much 
closer the compensation action may not 
be nearly as satisfactory. This was the 
case, the relative magnitude of the over­
shoot increasing. This effect was more 
pronounced the narrower the tips. 

DESIGN RESULTS 

The final selected design was a head 
with a 2-mil radius tip and the coil 
assembly located on the trailing leg, as 
indicated in Fig. 10. The operational 
tests at increasing bit densities clearly 
established the importance of the sharp 
base-line approaches for the character­
istic pulse response, for other structures 
while lacking this feature did eliminate 
the overshoot as well. The performance 
of this head under the nominal opera­
tional conditions of a I-mil spacing, 2-mil 
gap, and a I-mil surface layer resulted in 
a conservative estimate of about a 13-mil 
base line pulse width for the characteris­
tic response and a peak signal to peak 
overshoot ratio of greater than 20. 
Nominally, no pattern modulation, or 
readback amplitude attenuation, would 
be expected below 150 bits per inch 
(bpi) storage density. Fig. 10 shows a 
pattern readback at 115 bpi, a figure 
which represented an equipment limita-
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A Terminal For Data Transmission Over 

Telephone Circuits 

ENOCH B. FERRELL 

THE Bell Telephone Laboratories has 
for some time been interested in 

digital transmission as a means of com­
munication between automatic switching 
systems. 

In a recent experiment, a simple termi­
nal for data transmission has been demon­
strated. Between two such terminals it 
would be possible to send data back and 
forth over ordinary telephone channels at 
the rate of 750 bits per second, or 1,000 
words per minute. 

The demonstration equipment involves 
magnetic tape to magnetic tape trans-

ENOCH B. FERRELL is with the Bell Telephone 
Laboratories, Inc., Murray Hill, N. J. 

mission using amplitude modulation of a 
1,200-cycle carrier. It employs a 7-bit 
self-checking code. 

For a long time the Bell System has 
been interested in sending numbers from 
one place to another over ordinary tele­
phone lines. When you place a call to 
someone on the other side of town, your 
central office must pass that party's 
number to his central office as part of the 
instructions for completing the call. This 
has been done over the same trunk that is 
used a few seconds later for the actual 
conversation. It has been done at speeds 
of less than ten bits per second-speeds 
comparable to that of the telephone dial. 
This has been extended to cover calls be-

Ferrell-Terminal jor Data Transmission Over Telephone Circuits 

tion at the time. The specified maximum 
operating density was 100 bpi. 

Summary 

A method for magnetic head design has 
been presented which stresses a concep­
tual point of view regarding the recording 
process which gives considerable insight 
into the problem. Qualitative principles 
are made available as guides in design 
and allow a ready approach to evalua­
tion and interpretation. Further, these 
methods can be usefully applied from 
crude estimates to any desired degree of 
refinement, and they lend themselves 
directly to a study of recording structures 
of a more radical nature. 
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. tween cities, over a large part of our long­
distance network. The speed has been 
doubled by the use of multifrequency 
signaling, which sends two out of five 
frequencies in the voice band. 

Some time ago a study was made of 
various methods of transmitting digital 
data at considerably higher speeds. Part 
of this study is reported in a paper 
"Transmission of Digital Information 
over Telephone Circuits"! by Horton and 
Vaughan. With the coming of age of 
electronic digital computers anddataproc­
essing techniques, it is apparent that 
this high -speed transmission may serve 
needs other than those of the control of 
telephone switching. 

Bell research people have been con­
sidering what sorts of data transmission 
could occur over the great variety of 
transmission • facilities that exist in the 
telephone system. Teletypewriter which 
is already in considerable use might be 
mentioned. For the most part a tele­
typewriter channel uses a narrow fre­
quency band of something like 150 cycles 
and transmits digital information at the 
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Fig. 1. Digital data transmission system 

rather low speed of 50 or 75 bits per 
second. If the full width of a voice 
channel is used, a speed in the order of 
1,000 bits per second can be reached. 
This can be done over existing telephone 
message circuits, the same kind of con­
nection that peQple all over the country 
use every day to talk to each other. The 
use of this kind of data transmission in 
connection with centralized accounting 
schemes, centralized inventory control, 
the rapid handling of mail order business 
or insurance policy changes, and the like 
is easy to imagine. 

For some of these purposes, or for 
others that may not have been thought of 
yet, still higher speeds may be needed. 
Specially treated lines may be necessary 
such as are used for certain data trans­
mission jobs already undertaken. 

In some of the carrier systems, several 
speech channels are modulated up in fre­
quency and placed side by side to form 
what is called a group. This group then. 
passes through cables, amplifiers, volume 
controllers, and equalizers as a single unit. 
The bandwidth of such a group is a 
dozen times that of a single speech 
channel, and its data transmission speed 
is proportionately higher. Perhaps these 
groups should be made directly available 
for some special data transmission jobs. 

In the coaxial cable and microwave 
radio relay systems, these groups are com­
bined into supergroups, and these super­
groups into systems. One can imagine 
that someday whole batteries of high­
speed computers might be scattered 
across the country, connected together 
by wave guides. 

In the meantime some experimenting 
along these lines has been done. This is 
a report of a research grouR, and, there­
fore, does not describe ;ny available 
service offering. If such a service be­
comes available it is possible, even prob­
able, that the form will be different from 
that of the experiment. 

There are many problems to be solved. 
As the business of data transmission is 

MAGNETIC 
TAPE 

CiTRIDGE 

ELECTRIC 
TYPEWRITER 

approached there appear not only the 
obvious problems of transmission, but 
also the problems of technical compati­
bility between the business machine and 
the telephone network, and the problems 
of methods compatibility between office or 
computing procedures and telephone op­
erating practices. It is highly desirable 
for the designer of business machines and 
the designer of business methods to work 
with the telephone man in solving these 
problems. This kind of co-operation has 
been going on for a long time. Currently 
a technical committee originated within 
the joint computer committee is quite 
active on just such problems. 

Recent experimental work involves a 
system something like that of Fig. 1. 
A magnetic tape with the digital informa­
tion on it is prepared on a machine that 
will be called the business machine. This 
tape is removed from the business ma­
chine and placed in a data subset, which 
is connected by an ordinary telephone cir­
cuit which is established through ordinary 
switching exchanges to a similar subset at 
a distant location. 

The data set at one end reads the tape 
and transmits the information at high 
speed to the other end. The data set at 
the other end receives this information, 
checks it for plausibility, confirms recep­
tion or requests repetition as needed, and 
writes the received information on an­
other magnetic tape. When this opera­
tion is completed, the tape can be taken 
from the data set, put in the business ma­
chine, and a hard copy can be printed out 
at the receiving end. 

One of the important reasons for use of 
magnetic tape comes from the need for a 
speed translation. The normal telephone 
channel is capable of transmitting data 
much faster than a human being can 
operate a keyboard. But it lacks a great 
deal of being able to transmit data at the 
tempo of our modern digital computers. 

It appears, therefore, that in most 
applications, some such speed transla­
tion will be desirable. Magnetic tape 

provides an excellent means for writing 
at one speed and reading at a different 
speed. Magnetic tape can be easily 
stored and its associated equipment is 
quiet in operation. 

This was the general plan. These are 
a few of the details. In the experiment 
an electric typewriter was used. N or­
mally, it will prepare hard copy and paper 
tape from keyboard operation, or will 
print out from paper tape. It has been 
modified so that it will prepare hard 
copy, paper tape, and magnetic tape from 
the keyboard, and so that it will print out 
from either paper tape or magnetic tape. 

On the magnetic tape a 7-bit serial code 
is used. The 7-bit code is an odd-parity 
check code. Actually this is restricted 
to a 3-or-5-out-of-7 code. At the begin­
ning of each line the modification of 
the typewriter automatically inserts a 
2-character START code on the tape. At 
the end of the line, or when the carriage 
return key is struck, it writes the carriage 
return character plus a 2-character STOP 

code. The normal typewriter mecha­
nism performs the actual carriage return. 

In the data set, the tape signals are 
used to produce simple amplitude mod­
ulated pulses of 1,200-cycle carrier. See 
Fig. 2. With a useful band of 1,200 ±500 
cycles, the theoretical limit on speed is a 
bit rate of 1,000 bits per second. When 
a factor of safety is put in, and when time 

Fig. 2. Functions of the data subset 
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Tape as prepared by electrl.c typewrl.ter, Wl.th error 
in second ll.ne and second h.ne repeated. 

~ZYXWVUTSRQPON!SSl ~~\LKJIHGFEDCBA!SSI 

Message as transml.tted by Data Subset. 

Fig. 3. Illustration of method of handling 
errors 

is taken for start signals, stop signals and 
confirmations, there is an effective speed 
of a little less than 600 bits per second. 
This, on the 7-bit code, is a little less than 
800 words per minute. With future 
developments, it may be possible to in­
crease this speed. 

The 2-character start signal is 

32 Ferrell-Terminal for Data Transmission Over Telephone Circuits 



11111111111001. On the long string of 
eleven l's volume control is established, 
and synchronization on the final 1. A local 
clock oscillator in the receiver is kept in 
step after that by the bit structure of the 
message. With all characters in the 
age restricted to a 3-or-5-out-of-7 code, 
the longest possible string of zeros is eight. 
Such a string must be both preceded and 
followed by strings of at least three 1 'so 
This permits satisfactory synchroniza­
tion of the dockoscillator,andsatisfactmy 
volume control on the amplifier. 

The magnetic tape is always reversed 
between writing and reading. That is, 
the tape is always read backwards. This 
avoids rewinding of the tape. Since 
there is one reversal at the transmitting 
end and one at the receiving end, a total 
of two which is an even number, the final 
copy comes out right end to. These 
tape .reversals also permit a rather 
interesting method of handling errors. 

If the typist makes an error and recog­
nizes it she strikes the "Error" key. This 
prints an ERROR code and the STOP 
code on the tape, and operates the type­
writer carriage return. Then she types 
the line again, this time presumably com­
plete and correct. The magnetic tape now 
looks, symbolically, like the tape in Fig. 3. 

The STOP code is the exact reverse 
of the START code. The transmitter, in 
handling this block, first finds a START 
code, then a block of the message, and 
then a STOP code. It transmits these 
signals, waits for confirmation that the 
receiver has made a satisfactory odd­
parity check on each character, and then, 
after receiving that confirmation, starts 
again. It reads the START code, and 
then finds the ERROR code. This means 
that the block now coming up contains 
errors. So the transmitter simply stops 

Fig. 4 (above). 
Modified electric 

typewriter 

Fig. 5 (above right). 
Experimental trans­
mitter-receiver unit 

Fig. 6. Experimental 
data suoset[ com­
plete with checker 

and waits for that false. block to get out of 
the road. This is q~ite all right, of course, 
because the corrected block, although 
written later by the typist, has already 
been sent and acknowledged over the line. 

In a similar manner, if a transmission 
error, as from noise on the line, produces 
an even-out-of-7 character at the re­
ceiver, the receiver remembers this till the 
end of the block. Then it writes a 
PLEASE IGNORE code at the end of 
this block, and asks the transmitter to 
back up and repeat that block. The 
typewriter, in printing out, now prints 
the good block, ignores the bad block, 
and thus produces only correct copy. 

Fig. 4 shows the electric typewriter 
with the tape-handling equipment and 
circuitry used in its modification. 

Fig. 5 shows the experimental trans­
mitter-receiver without the error detection 
circuits. Fig. 6 shows the combination 
transmitter-receiver and checker. 

The circuitry used here is similar to that 
now common in many digital computers. 
It is based on the use of transistors, 
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diodes, and magnetic cores. A general 
idea of its size can be obtained from the 
fact that in the complete transmitter­
receiver checker a total of about 180 
transistors are used. 

In constructing and testing the data 
set mentioned here, a good many people 
have contributed in many ways. A few 
are H. W. Bode, T. L. Dimond, and ]. R. 
Pierce who suggested the project, and 
W. D. Lewis and other members of the 
Switching Research Department of the 
Bell Laboratories who gave it advice and 
support. W. A. Malthaner has served 
as project engineer. J. E. Schwenker and 
G. P. Darwin have been responsible for 
much of the circuitry. J. F. Muller has 
been responsible for the tape-handling 
equipment. It is hoped that some of 
them will prepare more detailed reports 
on their work in the not too distant fu­
ture. 
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The Use of the Charactron with ERA 1103 

BEN FERBER 

THE Charactronl,2 tube wfs invented 
by Joseph T. McNaney and developed 

by Convair since 1950. The main 
purpose for installing a Charactron on 
Convair's ERA 1103 computer was for 
real time simulation. However, other 
valuable uses for the Charactron on the 
1103 have been found. 

Physical Characteristics 

This Charactron, with its cathode-ray 
display tube, type C7 A, can display 
alphanumeric characters at a rate of 
10,000 characters per second. The 
equipment which includes a cathode-ray 
tube with 7-inch-diameter screen can be 
used with either one of two cameras, 
easily interchangeable in a matter of a 
few minutes. Fig. 1 shows the Charactron 
with a Beattie camera using 35-milli­
meter film in a magazine. It is possible 
to remove the exposed film without 
removing or exposing the unexposed 
film. Fig. 2 shows the type of con­
struction of the main body of the equip­
ment. Fig. 3 shows the tube mounted 
vertically and viewed by the camera 
using a mirror mounted at 45 degrees to 
the camera -lens and to the tube screen. 
The screen may be viewed through a 
filter during operation without impairing 
the results. The four drawers contain the 
power supplies. 

The second camera, the Kenyon camera 
shown in Fig. 4, is a camera and photo 
laboratory combined. All operations, 
exposing, developing, fixing, and project­
ing, are performed in parallel. While the 
computer is calculating and displaying 
one page of answers, the camera is fixing 
and developing the previous pages. This 
process takes about 2 seconds, and if the 
calculations take more than 2 seconds a 
page, then the fixing and developing does 
not hold up the process at all. The 
finished film is extruded and can immedi­
ately be viewed on a film reader such as a 
Recordak. Editing can be done at this 
point to determine which frames are to 
be enlarged and printed. Fig. 5 shows 
the Charactron, with Kenyon camera 
attached, connected to the ERA 1103. A 
test generator is also included in this unit 
which enables alignment adjustments to . 
be made without the use of the computer. 

BEN FERBER is with Convair, a division of General 
Dynamics, San Diego, Calif. 

A 6-bit code is used to select the 
proper alphanumerical character from a 
matrix in the Charactron tube. These 
characters are in a 6-by-6-array. Three 
bits are used for horizontal selection and 
3 for vertical. A 20-bit code is used to 
position the characters on the face of the 
tube. Ten of these are used for horizontal 
selection and ten for vertical. Thus, a 
total of 26 bits defines the alphanumerical 
character and its position on the face of 
the tube. The lOB buffer on the 1103 has 
a capacity of 36 bits. The characters we 
chose to display are the numbers 0 

Fig. 1 

Fig. 2 

through 9 and the alphabet not including 
the letters 0 or 1. (The numbers zero and 
one do double duty.) A decimal point 
and a minus sign complete the list of 
characters. 

Applications 

As an aid in debugging, it can display 
the contents of memory, Fig. 6. Another 
common technique used in debugging a 
floating point program is a trace or auto­
monitor, Fig. 7. This is an example of a 
concurrent trace giving the address, the 
command, and the result of each com­
mand. The trace operates at a rate of bet­
ter than ten lines per second. The Char­
actron can also be used to edit input data. 
In this case, while the computer is calculat­
ing the results, the input data are plotted. 
Cases that show up with points obviously 
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Fig. 3 

Fig. 6 

Fig. 4 

Fig. 7 

Fig. 5 Fig. 8 
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out of line can be corrected and rerun. 
Any of the characters can be used to 

plot graphs. Multiple graphs can be 
plotted on the same frame, Fig. 8. The 
input parameters can also be displayed on 
the same frame. These graphs represent 
the solution to two simultaneous dif-' 
ferential equations. A table of the values 
plotted could be separate, Fig. 9. 

Fig. 9 

A question often asked is, "How many 
characters can be displayed on one 
horizontal line?" With this installation 
50 characters can be displayed horizon­
tally. A Charactron with a 7-inch tube 
has been built which can display 100 
characters per line with very fine defini­
tion and sufficient intensity for photo­
graphing at a rate better than 20,000 

A New Tape Handler for Computer 

Applications 

ROBERT BRUMBAUGH 

THE rapid advances made in digital 
computer design within the past few 

years' have, unfortunately, not been ac­
companied by a corresponding advance in 
the design of input-output equipment of 
comparable performance. The increas­
ing scope of computer applications has 
further intensified the limitations imposed 
by available input-output equipmer{t. 

Magnetic recording tape, as a storage 
medium for digital information, is assum­
ing a role of ever-increasing importance, 
and is now unsurpassed as an input-out-

ROBERT BRUMBAUGH is with the Ampex Corpora­
tion, Redwood City, Calif. 

put medium for the rapid transfer of in­
formation. In addition, magnetic tape 
equipment has become an important ele­
ment in automatic data-reduction systems. 

Many types of magnetic tape handlers 
have been designed in the past, the great 
majority to meet a more or less specific 
application. As a result, extensive modi­
fication has often been necessary to adapt 
these units for other applications. In 
recent years, more versatile designs have 
been evolved to meet the increasingly 
diversified requirements for digital record­
ing equipment. Although the new equip­
ments represent a step in the right direc­
tion, these pioneering efforts were at times 

characters per second. I t should be noted' 
that the format is not limited with a 
Charactron. Answers can be printed in 
vertical columns. Eacp. column, for 
example, could represent all variables at 
one time interval of integration. 

Early this year, Convair expects to tie 
together a very large analogue computer 
with the ERA 1103. Between the two will 
be the conversion equipment-analogue 
to digital and digital to analogue. 
This setup is for a real time simulation 
problem. Of course, the output plotters 
on the analogue will be used, but the out­
put of calculation from the ERA 1103 are 
also needed. This output must be very 
fast because of the real time simulation. 
Since the magnetic tapes have inertia 
start and stop times which make them too 
slow, and the drum may not be large 
enough to store all the answers before the 
problem is finished, it is felt that the 
Charactron with its extremely high speed 
may answer this challenge. 

References 

1. THE CHARACTRON, Joseph T. McNaney. 
Proceedings, Institute of Radio Engineers, New 
York. N. Y. March 1952. 

2. THE TYPE C19K CHARACTRON TUBE AND ITS 
ApPLICATION TO AIR SURVEILLANCE SYSTEMS, 
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overly complex, and consequently caused 
a sacrifice both of reliability and economy. 

For many years Ampex has concur­
rently pioneered in the recording of 
analogue signals on magnetic tape. 
Many of the problems in this field are 
very similar in nature, if not in degree, to 
those in the computer field. In addition 
to their useful analogue function, stand­
ard instrumentation recorders have many 
times been modified for application to 
computer systems; this approach is ob­
viously not the answer to the increasingly 
stringent and refined requirements of the 
computer industry. 

Believing that its extensive past experi­
ence could be applied to solve many of 
the increasingly difficult problems in the 
application of input-output equipment, 
Ampex Corporation initiated a program 
to develop a magnetic tape transport for 
computer use, providing versatility and 
reliability equal to that of the instru­
mentation recorder. Briefly, the most 
desired requirements of :1 tape transport 
for computer use are as follows: 
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1. A wide range of tape speeds, track 
arrangements, and types of recording/ 
reproducing heads must be possible with 
little or no change in the basic design. 

2. The head assembly and associated tape 
tracking system must be of a precision and 
accuracy such that tapes will be completely 
interchangeable from machine to machine. 

3. Reliability and simplicity must be 
achieved to reduce maintenance and costly 
"down time." 

4. The start-stop time and distance must 
be kept low, and, perhaps even more im­
portant, consistency or start-stop character­
istics must be maintained. 

5. Price must be low in order to minimize 
computer accessory cost. 

6. Operator skill and training must be 
minimized; this requires extreme simplicity 
in tape threading and controls. 

7. A high-speed rewind function should be 
included. 

8. A simple, functional appearance is 
required for integration of the tape handler 
into existing and future computer systems, 
many of which are intended for office rather 
than laboratory use. 

A tape transport mechanism incorporat­
ing all of these objectives has been de­
veloped by the Ampex Corporation, and 
is shown in Fig. 1. 

Fig. 1. New Ampex tape handler 

Tape Feed System 

One of the major problems in accom­
plishing a rapid start and stop of tape is 
the development of a reliable, smooth­
responding, constant-tension tape feed. 
The tape feed system isolates the rela­
tively large inertia of the reels from the 
inertia of the reels from the section of 
tape to be accelerated and driven past the 
record or playback head. 

Before discussing the details of the 

Fig. 2. Tape feed 
system 
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system, it is well to review the develop­
ment. An electronic-controlled servo­
system offers the distinct advantage 
that the response can be controlled and 
adjusted quite easily. However, such 
systems are relatively complex and costly; 
as a result, it was decided to abandon 
such a system. 

A step or "on-off" type of controller 
offers maximum reliability and simplicity, 
but for the most part the response leaves 
much to be desired. The system finally 
devised combines the best features of 
both: simplicity, reliability, and smooth 
response. The performance closely ap­
proximates a true proportional system 
with error-rate damping. A rigorous 
mathematical analysis of the system 
(see the appendix) yielded results closely 
following the actual performance. 

Fig. 2 shows the essential details of 
the servo system. Only the left follower 
arm is shown for simplicity. The action 
of the system is as follows. 

Quiescent or static tape tension is 
established by the tensioning spring S. 
The choice of the spring and the position 
of the spring lever arm were selected so 
that the tape tension would be almost 
constant over the full displacement of the 
loop take-up arm. Quiescent tape ten­
sion (3 ounces) is exactly balanced by 
a motor torque which is determined by 
the motor bias resistor R. The actual 

:~:~R i---tft-----'--' 
RESI STOR~--tf:l------'--' 

~~~~ 
LOOP TAKE-uP ARM SHAFT 

SPRING 

system has two such bias torque levels, 
and enough purposely introduced friction 
to eliminate hunting or contact bounce 
over the entire range of reel load. 

The take-up arm neutraJ position is 
established by the control contactor 
centering springs, and hence the position 
of the control contactor relative to the 
take-up arm. An input signal, of either 
a supply or demand of tape, from the 
capstan section, displaces the loop take-up 
arm and contactor. The contactor, in 
turn, switches the motor in-phase wind­
ing to the appropriate side of the servo 
phasing transformer., Full-power motor 
torque drives the reel in a direction which 
restores the loop take-up arm and con­
tactor to its center or neutral position. 

This system also offers a very con­
venient method for accomplishing the 
high-speed or rewind mode of tape motion. 
If, for example, we should disable or re­
move all power from the right hand 
servo, the right hand take-up arm will 
drift to the right, coming to rest against 
its stop. Under this condition the tape 
on this side is no longer under tension. 
The differential of tape tension between 
the two sides facilitates rewind from 
right to left. Stop, during rewind, is 
accomplished merely by restoring control 
to the disabled servo. Total rewind time 
of a standard 2,400-foot lO-inch reel is 
somewhat less than 2 minutes. 
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Table I. Specifications of Ampex Standard 
1 Ii-Inch 7-Channel Digital Record Reproduce 

Head 

Mechanical Specifications 
No. channels ......... , ......... 7 
Track width ................... 0.032 inch 
Track center-to-center distance ... 0.070 inch 
Gap width ..................... 0.0005 inch 
Gap vertical alignment tolerance .. 0.0001 inch 
Vertical or azimuth tolerance ..... ± 1 minute of arc 

Electrical Specifications 
Inductance (typical) .......... Outer tracks, 10 mh 

Inner tracks, 12 mh 
Turns ................... .400/leg, common cen-

ter taps 
Write current (tape satu-

ration) ................. 10 ma (zero to peak) 
Read output volts ......... 8 mv (peak-to-peak) at 

cps, 30 inches per 
second 

Are contacts really reliable and per­
manent when subjected to many millions 
of make-break cycles? First, the prob­
lems of metal transfer, pitting, and con­
tact sticking are greatly reduced when 
the circuits are alternating current. 
Second, and possibly mpre important, 
when tape is demanded at rates of from 
10-60 bursts per second, the servo inte­
grates this motion into resultant or aver­
age tape speed. Under such conditions 
the contacts may break and make onJy 
several times per second. In actual life 
tests, under full power to an inductive 
load, the contacts have made upwards of 
60 million cycles with more than 50 
per cent material remaining for useful 
service. 

Head Assembly and Tape Tracking 
System 

One of the greatest problems facing 
the user of tape transports is interchange­
ability of tapes recorded on different 
machines. The problem basically is one 
of interchannel timing error, which, in 
turn, is caused by both static and dynamic 
factors. The static factors are almost 
exclusively in the province of head 
design-lack of consistency in gap align­
ment and azimuth. Any deviation in 
these quantities exacts a cost in effective 
pulse-packing density and interchannel 
time relationships. The Ampex Corpora­
tion has recently introduced a new tech­
nique for the manufacture of multichannel 
head assemblies, a technique which has 
reduced alignment and azimuth errors to 
values approaching instrument errors. 
Table I lists the new head specifica­
tions. The close tolerances to which the 
heads are manufactured eliminate any 
necessity for azimuth adjustment, and 
the attendant difficulty of insuring tape 
interchangeability. 

The gap and azimuth tolerances, trans-
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Fig. 3. Tape drive 

REVERSE DIRECTION 

Fig. 4 (right). Control circuit block diagram 

formed into time at 30 inches per second 
between outer channels, would result in a 
maximum of 30 microseconds error intro­
duced by the gap, and 5 microseconds 
error introduced by azimuth. The inter­
channel time displacement error between 
tape handlers would then be a maximum 
of 16 microseconds. 

The dynamic interchannel time dis­
placement error is also another important 
factor affecting pulse packing. The 
tape guides, head mount, and tape drive 
system exercise the most effect on this 
parameter. Once again, only design 
and precision of component manufacture 
can minimize the error. To take advan­
tage of the excellent head tolerances, 
the guides and head must be mounted in­
tegrally on a plain surface which is held 
to the same or better dimensional toler­
ances. The capstan clamping idler must 
make accurate line-to-line contact with 
the tape, thus eliminating shear in the 
plane of the tape. Actual measurements 
show an outer-channel peak jitter of 
better than ±3 microseconds. 

t 

Fig. 5. Unidirec-
tional system 
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Tape Drive System 

Fast start-stop tape motion is accom­
plished by clamping the tape to either one 
of two counter rotating capstans (see Fig. 
3). The capstans are covered with 
0.062-inch-thick rubber tires. The 
rubber eliminates tape marking and 
damage which might otherwise result 
from impact of the pinch roller. The 
pinch rollers are driven by two solenoids, 
which in turn are controlled by two power 
amplifiers. To eliminate the effect of 
variations in control signal amplitude 
and rise time, the soJenoid power ampli­
fiers are driven by a Schmitt Trigger 
circuit. Fig. 4 shows this relationship. 

A d-c type of control was selected so 
that it could be driven directly by a gate 
or flip-flop. 

Conclusion 

The myriad applications of digital 
computation are just beginning. Many 
steps must be taken before the tull 

T 

TAPE TENSIONING 

SPRING 

LOOP TAKE UP ARM 

...--..J 

R 

Brumbaugh-A New Tape Handler jor Computer Applications 



utilization of modern digital computers 
can be realized. The design of this new 
tape handler, and future extensions of this 
design, will materially aid in the attain­
ment of the goal sought. 

Appendix 

For purposes of analysis a unidirectional 
system is shown in Fig. 5. The contacts 
have been replaced by a continuously vari­
able resistor, the static tape tension, fric­
tion, and the small component inertias have 
been neglected. 

The following forces are acting on the 
control resistor slider: 

(1) 

(2) 

Substituting equations 3 into equation 2 

(4) 

From equation 4, it is apparent that the 
motor control angle, and hence motor 
torque is proportional to· both input dis­
placement and rate of change of displace­
ment. 

Finally, the dynamic forces acting on the 
motor and tape system are as follows: 

From 

(6) 

Requirements for a Rapid Access 

Data File 

GEORGE EISLER 

GENERAL-purpose business-data­
processing machines now on the 

market are' limited in their performance 
mostly by the electronic file systems asso­
ciated with them. The only file medium 
that has proved itself acceptable from the 
standpoint of both cost and speed is 
magnetic tape. In the quest for better, 
i.e., faster, cheaper, etc., general-purpose 
machines, a "random access" file has 
been held out as perhaps the key to the 
next step of progress. "Random access," 
however, is a misleading term if it is used 
to describe what an ideal file should be, 
rather than adopted. The considerations 
which, taken together, point to the re­
quirements for a rapid access data file 
in a general-purpose data processor will 
be presented here. 

The desirable factors having the great­
est influence on system utility are listed as 
follows: 

Speed 
High operating speed when large groups 

of data are to be processed at one time. 

GEORGE EISLER is with'The National Cash Register 
Company, Hawthorne, Calif. 

Adequate look-up speed when single 
records are required. 

Addressing 

Items locatable by the same identifica­
tions as in a manual file. 

Items locatable by various categories 
other than normal identifications. 

Capacity 
Adequate capacity, probably implying 

both expandability and high utilization of 
file space. 

Interchangeable storage medium. 

N onvolatility 
Ability to retain information in the 

absence of electric power for periods of 
weeks or months. 

Furthermore, these desirable character­
istics must be implemented by devices of 
reasonable cost which, in addition, are 
within the over-all processor system re­
q:uirements of reliability, size, weight, and 
other factors. 

The implications of the features listed 
are considered in detail in the following 
section; the order, however, in which 
they are taken up does not necessarily re­
flect their relative importance since most 
of them are fairly interrelated. 
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Equation 6 is typical of a "closed loop" sys­
tem with "error rate" damping only. In 
terms of the error E, the solution gives: 

wi 

Or in the critically damped case: 

L 
e=wite-2J

o 
t 

(7) 

(8) 

The actual system response may be made 
to approximate closely either of these cases 
by adjusting the dashpot damping co­
efficient L. 

Nomenclature 
KIK2 = centering spring constant 
J o = Reel and motor inertia 
L = Dashpot damping coefficient 
(h8o = Input and output tape displacements 

as referenced to reel radius 
E = Take-up arm displacement 
8m = Motor control resistor angle 

Speed 

One of the most important considera­
tions bearing on the performance of a 
data-processing system is the speed with 
which records can be made available by 
the file for the processing operations. 

Data-processing operations calling for 
some modification of the file can be carried 
out in two general ways, depending on the 
particular application. If the time lag 
is permissible, data for a number of 
similar operations may be collected and 
processed at one time as a group; or, if 
the time lag is not permissible for some 
reason, individual record modification 
may be carried out as sool?- as a new piece 
of information arrives and the machine is 
available. The choice of the procedure 
actually used, however, not only depends 
on the demands of the processing situation 
but the characteristics of the file as well. 

By way of illustration, the processing of 
a group of checks which a bank receives 
from a clearing house may be performed as 
a single continuous operation at a con­
venient time in the scheduled daily pro­
gram. It so happens that with a magnetic 
tape file in the processor, this is preferable, 
since it is far faster to process data in a 
group when both the new and the stored 
information are in a matched sequence 
and the tape need be scanned only once. 
There is no reason, of course, why this 
operation could not be done· by treating 
the checks separately and in no particular 
order, if there were a file where any record 
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might be retrieved in a sufficiently short 
time. The choice in this case is based on 
file characteristics. 

In the same bank, however, the balance 
in depositors' accounts must be made 
available to tellers about to cash large 
checks over the counter. There is no 
possibility here of group operation; each 
inquiry must be answered as it arrives. 
The example is fairly representative of 
most applications; that is, the bulk of the 
processing may be handled in groups with 
some delay, but a certain amount of 
immediate action is often necessary. 

The more immediate problem in data 
processor design is to provide reasonable 
access speed to randomly chosen records. 
Improvements in the speed of group proc­
essing, while certainly to be de,sired, are 
not so pressing. On the other hand, the 
access time requirement alone is relatively 
modest in the cases where individual 
record selection is a must. 

To illustrate, in a particular bank. dur­
ing an 8-hour workday, there might be 
something like 1,000 inquiries from both 
tellers and customers requesting the 
balance in particular accounts. If further, 
rather arbitrarily, it is desirable not to 
devote more than 10 per cent of the 
processor's time during working hours to 
the task of retrieving records to answer 
individual inquiries, and no time sharing 
is possible, the time allowed within the 

f h
· . . 8X3,600XO.1 

processor or eac mqUlry IS 
1,000 

= 2.88 seconds. While this is a long 
time in electronic terID:s, it must be con­
trasted with the several minutes that is re­
quired to scan a single reel of file tape as 
specified in most electronic data-process­
ing systems. These figures indicate that 
the current magnetic-tape files cannot be 
used directly to answer random record 
requests in the situation cited, and that, 
in an installation requiring such operation, 
either a specialized mechanical arrange­
ment must be made or the information 
summarized in anticipation oftherequests. 

On the other hand, the performance 
of magnetic tape file systems while 
operating on groups of records is another 
matter. Considering a representative 
file, for instance, an average of about 30 
records a second will be provided to the 
processor when alternate records are ex­
amined in the processing run (records of 
15 words' length are assumed here). This 
is roughly equivalent to an access time 
of 35 milliseconds per record; when one 
out of four records are examined, the 
access time on this basis is 55 milliseconds. 
Even at a one-out-of-ten processing 
density, the equivalent access time is 
115 milliseconds. 
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For a typical application of a general­
purpose data processor, the situation is 
roughly as in the foregoing illustration. 
The speed of file operation for group proc­
essing of data is much more important 
than the requirements for individual 
record retrieval simply because most of 
the processing can be done on a group 
basis, and for the present this is the 
most efficient way. This will continue 
to be the case un til files are produced 
which will provide processing speeds at 
least approximating those achieved by 
magnetic tapes, as well as providing 
individual record retrieval at the some­
what more modest speeds called for. 

A discussion of file access time 
must also include consideration of the 
sorting question. The group processing 
speed of the magnetic tape file is based on 
both the file and modifying data being in 
the same sequence, so that the tape may 
be scanned in a single, unidirectional pass. 
Depending on circumstances and the 
machine, it has been estimated that about 
100 milliseconds per recoid are required 
for sorting the new information into 
sequence before the actual file modifica­
tion. On the other side of the ledger, 
however, many business procedures re­
quire data in alphabetical or numerical 
order so that very often storage in 
sequence is desired apart from file op­
erating needs. In particular where a 
sorted output such as a stock list is re­
quired many times from, essentially, the 
same file data, sorting at each readout is a 
wasteful procedure; in .these cases; an 
ordered file storage would be much more 
efficient. This being the case, it seems 
that the sorting time should not be 
considered chargeable only to a magnetic 
tape file, or for that matter, to any pure 
scanning-type system. This, especially, 
since those files which use at least a partial 
scanning scheme for record location also 
benefit from ordered record storage. 

In assessing the' prospects of faster 
access to records, consider first a scanning­
type file. There appear to be two possi­
bilities for increased speed: 

1. Scan faster. 

2. Scan only the parts of the records which 
are significant for identification. 

However, along with the second possi­
bility, the ability to scan any selected 
segment of records is desirable in order 
to maintain the file operating efficiency 
where, for instance, all items belonging to 
a given category must be selected. 

There are, however, very definite limits 
to the speed with which scanning can be 
accomplished. Assuming, strictly for the 
sake of illustration, that the file contains 

108 binary digits and that a maximum of 
one second is allowed for each randomly 
chosen access, the binary digit rate must 
be 100 megacycles when the worst case is 
considered. By way of comparison, 
digital circuitry is made to work only with 
great difficulty and expense even at a 10-
megacycle rate, so that a completely 
sequential1y scanned file cannot be ex­
pected to function very fast for individual 
location of items unless new techniques 
in electronic circuitry are developed 
concurrently. 

Scanning only the address portions of 
records is more promising, but still not 
clearly feasible since the assumption of 
file capacity was not realistic but on the 
low side. 

In a discrete (or multiple) entry type of 
file, the access time to a particular record 
is reduced by entering the file directly at, 
or at least near, the desired record's loca­
tion. The additional requirement for 
doing this is the knowledge of the record's 
location in file, so that the proper entry 
point can be chosen. The greater the 
number of entry points, the faster the 
access, but also greater is the amount of 
information required to choose th~ proper 
entry point in the first place. 

Addressing 

The procedure used in finding records 
in the data file of a business processor also 
has great influence on the ultimate per­
formance of the system. The generally 
desirable featwes are next considered. 
These are: 

1. A great part of the data handled in the 
course of business is now filed by classifica­
tion according to names, stock symbols. 
nonconsecutive account numbers, etc" and 
it is greatly desirable that the processor data 
file be designed to locate information by 
using these commonly accepted ~ppella­

tions. 

2. The amount of information to be filed 
under a particular identification symbol 
(often called the "natural name") varies 
greatly, as, for example, the number of 
transactions in a particular bank account 
in a given month; the :file should be able, 
therefore, to handle efficiently records of 
widely varying lengths. 

3. In addition to the ability to select 
records by natur-al name, there should also 
be provision for the selection of :file data by 
types or categories, as would be useful, for 
instance, in sear-ching the accounts receiv­
able :file for overdue accounts. 

To make available the desirable fea­
tures listed, suppose that the approach 
taken in the main store was utilized and 
a discrete space in the data file allotted to 
each possible record identification, i.e., 
to each possible combination of letters in 
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names, each possible permutation of a 
stock number, etc. The natural name 
would then be used directly by the proc­
essor as a file address. The result would 
be a requirement for a file of huge ca­
pacity, of which only a relatively small 
part would be used at anyone time, 
since there are a great number of com­
binations of letters which are not used by 
anyone for names; and of those that are, 
not all are customers of a particular 
company. About the same situation 
arises with regard to stock numbers, 
car registration numbers, and other 
commonly used identifications, most of 
which have large amounts of redundancy 
inherent in them. From the machine 
design standpoint, at least the file could 
of course be greatly simplified if business 
concerns would adopt consecutive num­
bering systems in their operation. The 
difficulties encountered in changing to 
consecutive identification schemes un­
doubtedly varies greatly from one firm 
to another. Its advantages for machine 
processing should, however, be weighed 
for each application, so that in the future 
more efficient use of file storage space may 
be made. In the meanwhile, general-pur­
pose machine design based on the con­
tinued use of redundant natural names 
seems necessary. 

In order then to reduce the amount 
of wasted space in the data file, it is 
necessary to be able to assign empty 
locations to records as the particular 
situation demands. That is, the avail­
able file spaces should be filled by the 
automatic action of the processor as the 
need arises. The two approaches to this 
are: (a) to store records, in or' out of 
ordered sequence, without reference to 
location and then scan the file to recover 
a particular one, or (b) to assign a specific 
file space to the given record, remember 
this assignment, and. use it to locate the 
record when desired. 

Considering the 'scanning system first, 
it is noted that the records must contain 
as part of the entry their own identifica­
tion symbols, and that a specific record 
is found by examining, one after another, 
all of the records on file. However, as 
previously discussed, with present-day 
mechanizations, this type of file tends to 
be slow, particularly when only a single 
record is to be found. In a group process­
ing operation, the speed is improved by a 
large margin, but still remains the factor 
limiting over-all operating performance. 

A scanning system handles records of 
variable size naturally, there being no 
particular need to have the records be of 
predetermined, or of equal, length. On 
the other hand, the closing out of records 

necessitates the eventual rewriting of the 
file in a densifying operation, in order to 
preserve a high space utilization efficiency. 
Whether rewriting is necessary when 
new records are to be added depends on 
whether the records are filed in sequence 
or not; but, since it is mostly likely that 
sequential ordering would be used in any 
completely scanned file, complete file 
rewriting must be considered a part of the 
scanning-type file operations. This, of 
course, is the description of a magnetic 
tape file. To find ways to overcome some 
of its shortcomings in the first place, it 
is best to consider some alternatives. 

Selective scanning, that is, scanning 
only portions of records, as a means of 
speeding up file access is atractive; the 
disadvantage here is that most selective 
scan procedures require that information 
words be spaced at certain regular inter­
vals so that, for example, every tenth 
word may be examined for content. 
With records of varying lengths, this re­
sults in wasted space, which can be mini­
mized by the proper choice of intervals, 
but not completely eliminated. Selection 
by category is also made correspondingly 
harder. 

Considering a pure discrete entry 
system next, it is seen that while the 
access time to a record might be very small 
the choice of entry point implies prior 
knowledge of the record location. This 
prior knowledge can only be stored in a 
additionallllemory system if, at the same 
time, the use of natural names and a 
reasonable storage utilization is to be 
retained. 

This second memory system, usually re­
ferred to as an index, is by no means a 
small auxiliary. It has the job of pick­
ing out a file location (out of possibly 
105 choices) that contains the particular 
record having the input natural name. 
This input natural name itself can be one 
configuration out of an astronomically 
large number of possibilities representing 
the permutations of possibly ten alpha­
numeric characters. ' Making provisions 
for record selection by category com­
plicates the index even further. The 
magnitude of this indexing operation is 
such as probably to make the pure discrete 
entry file impractical. 

Between the pure scanning system, 
which is found to be slow, and the pure 
discrete entry, which requires too much 
equipment, might lie a combination 
system which would provide a suitable 
compromise. In general, this type of file 
would be scanned for actual record loca­
tion, but the scanning would begin at any 
one of a number of entry points. Mini­
mum average access time would be ob-
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tained when approximately equal amounts 
of information are stored between access 
points, so that the amount 0f scanning 
would be minimized. The indexingmecha­
nism in this arrangement would choose 
an entry point for a given natural name 
instead of a specific location, thereby 
reducing the number of possibilities from 
which the choice has to be made. Within 
this framework, a number of alternatives 
are possible, allowing varying amounts of 
flexibility to the file system. 

One possibility is to divide the entire 
pertinent range of natural names into 
intervals corresponding to intervals be­
tween file entry points. The actual 
entry point selection would be done 
by a matrix which would use little time for 
operation but would require resoldering, 
or at best, reconnecting on a plug board, 
for a change in the interval. An alternate 
approach would allow the computer to 
rearrange the intervals, changing the in­
dexing unit appropriately, thus elimi­
nating the waste of memory space in the 
fixed interval approach because it is 
necessary to allow spare memory capacity 
between intervals to account for uneven 
interval loading. Additional flexibility, 
however, requires that more and lengthier 
file housekeeping steps be performed. 

It is difficult to classify and examine 
systematically the various modes of in­
dexing possible; it can be seen, however, 
that the index, active or passive, is 
essentially a storage device, and is subject 
to much the same organizational problems 
as the data file proper. It is likely then 
that a successful mechanization will also 
represent some compromise within the 
cost-capacity-speed triangle. 

Capacity 

A major distinguishing feature of 
business problems is the vast amount of 
file data that must be handled. A fur­
ther distinguishing feature seems to be 
that the file data are growing vaster all the 
time. Inquiry into the needs of potential 
users of business data processors indicates 
that a capacity of 108 characters seems to 
suit the majority of applications. The 
value of 108 characters is then chosen as a 
reference figure, with the understanding 
that it is certain that some applications 
will require.a much larger capacity. This 
additional capacity might be supplied 
by duplicate equipments, or, if the design 
and processing flow permit, by additional 
storage media which are detachable from 
the file mechanism. 

. The quoted reference figure, however, 
represents only the number of characters 
of information to be filed by the process-
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ing system. To arrive at the actual ca­
pacity required in a particular file, the 
amount of wasted space inherent in the 
design must also be accounted fot:. As 
noted previous]y, unused file space may 
result from the deletion of records or 
from the erection of discrete intervals into 
which the information does not fit pre­
cisely. This latter condition arises when 
the design includes fixed intervals be­
tween entry points, fixed record lengths, 
or, for that matter, fixed word lengths. 
The inefficiency arising from these factors 
is unavoidable to a certain degree, and in 
any case may be preferable to increased 
access time or additional housekeeping 
operations, but must be accounted for 
with additional capacity nevertheless. 

High utilization of storage capacity 
rna y also be enhanced by designing the 
file so that it may expand as necessary. 
As an example, when a magnetic tape file 
is completely filled, only a new reel of 
tape is required for expansion. The cost 
of additional capacity is then only the 
cost of the medium itself, i.e., the tape, 
and the additional processing and access 
time that is now required. This expand­
ability is a particularly valuable char­
acteristic of a general-purpose data file 
whose future applications cannot all be 
foreseen in advance. It is especially 
useful where this feature can be used to 

insert new records between already exist­
ing ones in a sequentially ordered file 
without requiring that at least the re­
mainder of the store be rewritten to make 
room for the new insert. Admittedly, 
file expandability in this sense would not 
be practical in many of the high-speed 
file systems currently conceived; on the 
other hand, it might be possible to achieve 
at least some expansion if its advantages 
are clearly recognized and kept in mind. 

Connected with file expansion, the 
ability to interchange the storage media 
used in a file system contributes to its 
flexibility. As the total contents of files 
get larger, there is usually less need to be 
able to refer to the entire file at one time. 
Considerable equipment duplication can 
be avoided in these cases if the storage 
medium itself is detachable from the 
associated hardware. 

Nonvolatility . 

A most important requirement for any 
business data file is that it be able to re­
tain accurately the information stored in 
it for long periods of time. In general, 
this means that the stored information 
should remain unaltered by lack of electric 
power, preferably permanently, but at 
least for periods of weeks or months. 
The need fqr essentially permanent 

Engineering Design ~f a Magnetic-Disk 

Random-Access Memory 

T. NOYES 

THE International Business Machines 
magnetic-disk random-access memory 

is a large-capacity storage device with 
relatively rapid access to any record. 
Fig. 1 shows the unit. 

The information is stored, magneti­
cally, on 50 rotating disks. These disks 
are mounted, so as to rotate about a ver­
tical axis, with spacing between disks of 
0.3 inch. This spacing permits magnetic 
heads to be positioned to any of the 100 

T. NOYES and W. E. DICKINSON are with the Inter­
national Business Machines Corporation, San Jose, 
Calif. 

W. E. DICKINSON 

concentric tracks which are available on 
each side of each disk. Each of these 
tracks contains 500 alphanumeric charac­
ters. Thus, the total storage capacity 
is 5,000,000 characters. 

The reading and writing is accom­
plished with two magnetic-recording 
heads. These heads are mounted in a 
pair of arms which can be moved in a 
radial direction to straddle a selected 
disk .. The arms are positioned to the 
selected disk and then moved into the 
desired track by means of a feedback­
contro] system. A unique arrangement 

machine-accessable storage arises from the 
relatively slow operation of input-output 
equipment; at the current input-output 
speeds, it is not feasible to store the data 
file on more durable paper records, to be 
read into the processor whenever re­
quired. Permanent storage is, of course, 
the most desirable; however, storage 
durations of weeks or months are prob­
ably acceptable at the additional penalty 
of requiring complete file restoration at 
appropriate intervals of time. In any 
case, the longer the available safe storage 
period, the more suitable the medium. 

General Requirements 

It might be pointed out that the tech­
niques to meet the requirements listed in 
the previous sections are all presently 
available individually, but their use to­
gether results in files of unacceptably high 
costs. In a sense then, the problem can 
be considered as one of searching for new 
means to accomplish the job at reasonable 
prices, at the same time maintaining the 
high degree of reliability necessary for any 
successful processing operation. In this 
same sense, lower production costs, in­
creased freedom from environmental 
changes, lower power requirements, etc., 
can all be considered as part of the goals 
of new data file development programs. 

permits one set of magnetic-powder 
clutches to provide the drive force for 
both positioning tasks. 

The time to position the heads from 
one track to another depends upon the 
distance separating the tracks. The 
average access time, however, is about 
0.5 second. 

Disks were chosen for the recording sur­
face because they have a good volumetric 
efficiency for surface storage. In addi­
tion, they permit multiple access possi­
bilities to any record. Magnetic record­
ing was chosen because of both its per­
manence and its ease of modification 
while still allowing good storage density. 

Disk Array 

The 50 disks, which make up the disk 
array, are the key to the layout and to 
the size of the memory device. A ver­
tical shaft was chosen as this more 
readily permits multiple access mecha-
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nisms to be used. Theoretically, 20 
access mechanisms could be installed. 
Up to the present time no more than three 
access mechanisms have been used. 
Mounting pads are machined on the 
upper and lower end castings of the array 
so that the access mechanisms may be 
bolted in place and be easily removed 
for periodic servicing. 

The disk shaft runs at 1,200 rpm on 
precision tapered roller bearings mounted 
on a heavy stationary vertical spindle or 
axle. The radial runout limitations are 
less severe than with a magnetic drum 
because of the read-write design so that 
O.OOl-inch runout is acceptable. The· 
driving power is supplied by a conven­
tional capacitor-start induction-run mo­
tor. The large inertia of the disks requires 
a 11/ 2-horsepower motor to accelerate 
them to running speed in less than a 
minute but the running power is less than 
a horsepower. Voltage variations of ± 
10 per cent. give less than 1 per cent 
.variation in speed. 

The iron-oxide-coated aluminum disk is 
24 inches in diameter and 0.1 inch thick. 
The thickness is required -to maintain 
flatness during assembly and dynamic 
stability in use. The flatness of the disk 
is indicated by the requirement that there 
be no more than 0.0015 inch out-of-flat­
ness in any 2-inch distance on the surface. 
However, as much as 0.030-inch runout 
can be tolerated in total axial runout. 
The uniformity of the magnetic coating is 
indicated by the tolerance of ± 10 per 
cent on the 60-millivolt peak-to-peak 
signal at the outside track. 

The disk-to-disk spacing is established 

Fig. 1. Random ac­
cess memory unit 

by the disk thickness and the clearance 
required for the magnetic heads to go be­
tween them. For practical reasons, on 
this machine, the spacing was set at 0.3 
inch space between O.lO-inch-thick disks. 
Thus, the over-all height of the 50 disks is 
20 inches. 

A modified non-return-to-zero type of 
magnetic recording is used. The density 
of the recording varies inversely with the 
radius of the track. The density on the 
inside track is about 100 bits to the inch 
while on the outside track this drops to 
about 55 bits to the inch. (The outer­
track radius to the inner-track was 
chosen as near to the optimum ratio of 
two as was mechanically feasible.) This 
recording density permits 500 characters 
composed of eight bits each, to be re­
corded on each track. With 100 tracks on 
each of the'100 sides, a total of 5,000,000 
characters can be stored. An idea of the 
quantity of the storage can be con­
veyed by a few comparisons. This 
amount of storage is about the same as 
60,000 80-column punched cards, or 2,000 
feet of magnetic-recording tape recorded 
at 200 characters 'to the inch with no 
space between records or 940 single­
spaced typewritten pages. An equiva­
lent storage capacity on a magnetic drum 
would require a drum 13 inches in diam­
eter and 42 feet long. Such a drum 
would have about seven times the volume 
of the disk array. 

Magnetic Heads 

Closely associated with the disks are 
the magnetic heads used to record on 
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them. Unlike drum heads, these heads 
must be of minimum height. Refine­
ments in design and techniques have 
brought this height down to 0.2 inch. 
Binocular microscopes must be used in 
the manufacture of these assemblies 
which are potted in an epoxy resin after 
assembly to give durability and shock re­
sistance. 

The magnetic element consists of two 
distinct magnetic circuits. One circuit 
with its coil erases only, and the other 
circuit reads and writes. The erase gap 
erases a wider track than the' following 
write gap records. This design allows 
reduced precision in radially positioning 
the heads because there are no mag­
netically disturbed track edges to con­
tribute noise to the newly recorded track 
which might not precisely coincide with 
the track previously written by a dif­
ferent access mechanism. 

The spacing of the heads from tbe disk 
is maintained by an air bearing obtained 
from minute air jets in an annular mani­
fold surrounding the magnetic elements. 
The O.OOl-inch spacing is held despite the 
axial runout in the disk so that there is 
never physical contact between the heads 
and the magnetic coating. The head is 
horizontally constrained in a gimbal 
socket in the arm. 

The use of compressed air in the mag­
netic heads, and the access positioning 
detents, requires J a small compressor. 
This unit operates constantly, supplying 
air to a surge tank or by-passing it to the 
atmosphere as necessary. Approximately 
0.6 cubic feet per minute raised to 50 
pounds per square inch is used per access. 

Fig. 2. Access mechanism assembly 
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Access Mechanism 

The access mechanism shown in Fig. 2 
is used to position the pair of heads to any 
track on the disk array. The heads face 
each other in a pair of arms. The arms 
move inward to straddle a selected disk 
when reading or writing. The arms, in 
turn, are carried on carriage for vertical 
motion to the desired disk. 

The arms are guided, for radial motion, 
in bearings on the carriage. W~thin these 

DISK DETENT ' 
8. INTERLOCK 

TRACK DETENT 

REFERENCE SURFACE(WAY) 

ACTUATOR GROUP 
MOTOR, TACHOMETER, 

CLUTCHES,8. CAPSTAN 

Fig. 3. Mechanical functional schematic 

bearings the arms are capable of about 6 
inches of radial motion. The inner 5 
inches position the heads over the disk 
recording area. When the arms are in 
their outermost position, the arms are 
completely outside the disks. This is the 
position the arms are in during vertical­
drive motion. 

The carriage, during vertical motion, 
slides on a vertical "way." See Fig. 3, a 
functional schematic. At each of the 50 
disk positions a detent hole is provided in 
the way. A pneumatic-detent piston is 
energized upon arrival at the desired disk. 
This detent, by means of a mechanical 
linkage, controls an interlock which frees 
the carriage and locks the arms for verti­
cal drive and frees the arms and locks the 
carriage for radial drive. The arms are 
capable of being freed only when the car­
riage is positioned properly at a disk and 
the carriage is capable of being freed only 
when the arms are completely outside of 
the disks. Thus, a safe interlock is pro-
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vided to prevent mechanical damage to 
the disk array. 

The driving force is provided by a pair 
of magnetic-powder, motor-driven coun­
ter-rotating clutches. These clutches 
have a common output shaft on which is 
located a drive capstan. A small, steel 
cable connects the drive capstan to the 
arms through a system of three pulleys. 
When the arms are locked, the carriage is 
free and the clutch torques result in verti­
cal-drive motion. Similarly, when the 
carriage is detented the arms are free and 
the same clutches control radial motion. 
In addition to the detent for locking the 
carriage, a detent is provided to position 
the arms accurately to the selected track. 
These detents greatly relieve the position­
ing requirements of the position-feedback 
controller. 

The clutches are controlled by a null­
seeking feedback-control system. Posi­
tion signals for the radial and the vertical 
drives are obtained from potentiometers 
on the carriage and on the way, respec­
tively. Fig. 4 shows a functional sche­
matic which is intended to illustrate either 
radial or vertical positioning. An elec­
trically floating voltage supply feeds the 
potentiometer element. Taps are located 
uniformly along the potentiometer ele­
ment. The desired address is established 
by grounding one of these taps with an 
address-relay tree. An error voltage is 
seen by the potentiometer wiper unless 
the wiper is positioned at the selected 

CLUTCHES 

+ REFERENCE -~ 
VOLTAGE =:i" 

Fig. 4. Electrical functional schematic 

tap. Through the control amplifier the 
clutches are controlled to position the 
wiper so as to make the error voltage zero. 
The tachometer is used to stabilize the 
feedback loop. A d-c control system is 

used with relatively large voltage on the 
potentiometer to eliminate any serious 
drift problem. 

A group of relays ar~ used in a logic 
network to guide the access mechanism in 
positioning. The logical decisions are 
based primarily upon the condition of the 
carriage detent, whether the carriage is at 
the correct disk and whether the arms are 
at the correct track. 

Read and Write Amplifier 

The read and write amplifier circuitry 
is quite conventional. The only variation 
from normal is the inclusion of an auto­
matic-gain control in the read amplifier. 
This feature is included to correct for 
input variations caused by variations in 

. heads, disks, and surface speeds. 

Self-Clocking System 

To relieve the accuracy required in 
positioning the head along the track, a 
self-clocking system has been incorpo­
rated. The tolerance with this system is 
such that limited movement of the head 
along the track can occur while reading 
or writing. Reading or writing with dif­
ferent access mechanisms is also facili­
tated by this system. 

The clocking system is composed of 
two oscillators. Their operation is such 
that one oscillator is on while the other is 
off. In writing, one oscillator runs con­
tinuously for timing the entire record. 
In reading, the oscillators are controlled 
by the recorded bits. Each bit read 
switches one oscillator off and the other 

. on, thus resynchropizing on each bit. 
When an oscillator is turned on it always 
comes on with a certain phase relation­
ship. The combined output of the two 
oscillators feeds the bit ring used to 
determine bit position within the charac­
ter. 

In a system such as this the frequency 
of the oscillators relative to the disk speed 
is important. With the present arrange­
ment a tolerance in excess of 1 per cent is 
permissible. This tolerance is easily met 
with the large inertia of the disk array, the 
motor voltage-speed characteristics, and 
the oscillator stability. 
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Print I-A Proposed System for the 

IBM Type 705 

R. W. BE MER 

Purpose of the Print I System 

THE PRINT I (PRe-edited INTerpre­
tive) system has been designed to meet 

the engineering and scientific computing 
needs 'of those Type 705 installations 
where such work is a secondary comput­
ing requirement. I t is specifically 
tailored for this purpose and in general 
has no similarities to Type 705 systems 
designed for business and commercial 
applications. Although provision is made 
to move freely from abstraction to 705 
commands and back, it is not recom­
mended that PRINT I be tied to any 
business system for the reason that the 
restrictions of one type of usage will too 
often hamper the otber. 

The basic consideration in the planning 
of this system has been ease of learning 
and continued operation by personnel 
with either very modest programming 
experience or none at all. Pseudo-in­
structions are simple and straightforward; 
basic principles may be assimilated 
quickly. There are no restrictions in the 
use or combination of pseudo-instructions, 
although minor increases in operating 
speeds have been introduced to effect this. 
Basic logical errors in the written program 
will be detected automatically and de­
tailed analysis of such errors will be typed 
out to the operator. 

Choice of System Characteristics 

COMPONENTS 

Since some Type 705 installations 
have ordered configurations which do not 
include a magnetic drum, the. only com­
ponents specified for this system are 
magnetic core memory and sufficient 
magnetic tape units to handle expected 
problem size. . 

ABSTRACTION TYPE 

The first decision to be made was be­
tween the compiling and interpretive 
modes. The fastest method of computer 
operation is with a compilation of basic 
machine commands operating in linear 
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progression without modification. The 
first drawback to this method is that there 
are no computers in production with the 
nearly infinite memory required for this 
long thin line of instructions. The second 
is that the time advantage gained is not 
worth enough to compensate for cost of 
additional memory if it were available. 
A more practical variation of this is the 
type of compiler which still forms machine 
commands but uses modifying commands 
to reduce the volume of instructions, 
just as a conscientious programmer would. 
The serious drawback to this method is 
that it requires that extreme complexity 
be built into the compiler in order for it 
to function as efficiently as the clever 
programmer. In addition, the program 
produced is often much larger than 
that produced by a compact interpretive 
system. 

An interpretive mode offers quick con­
struction and minimum storage, obtained 
by the complicated weaving and inter­
locking that the coder may accomplish. 
Its drawback, an extremely serious one, is 
that the command is normally re-inter­
preted every time it comes up for execu­
tion in actual operation. Thus the varia­
ble "fetch" and "operate" commands 
are fabricated a multiplicity of times, 
whereas a compiler fabricates them only 
once. 

This has led to rather determined stands 
by the opposing compiling and interpret­
ing adherents. Fortunately there is a 
compromise available, as demonstrated 
in the PRINT I system. A pre-editing 
routine performs a compiling and assem­
bly function to make the commands nu­
merically palatable to the executive rou­
tine which is in the interpretive mode. In 
addition, a repeat command is furnished 
in the list of pseudo-instructions. This 
enables certain commands to be executed 
n times in succession, once with in­
terpretation and command fabrication, 
and n -1 times in the exact fashion that 
an ultra-efficient compiler would generate 
the program. Multiaddress commands 
are used, for although single-address 
commands are more efficient when the 
desired characteristics are inherent in the 
machine language command, multiad­
dress commands are more efficient in an 
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interpretive abstraction, just as buying 
more groceries at a time minimizes the 
cost of trips to the store. 

ARITHMETIC AND FORMAT 

Floating decimal arithmetic was chosen 
as most generally acceptable to all 
scientific users. Since the specification 
of a mantissa length must, to our way of 
thinking, specify a corresponding set of 
subroutines to that accuracy, PRINT I 
will be packaged initially in 8- and 10-
digit versions. A 20-digit version is to 
be produced after completion of the 8-
and lD-digit systems. If enough de­
mand should exist, a 5-digit version may 
well be produced. Each system will be 
complete in itself for all operation. :There 
will be complete freedom of interchange 
between the floating point abstraction 
and 705 language. 

For faster internal operation and con­
venience, floating point numbers are 

. ± ± 
stored internally as xxx . ... . xxPP. 
The x's represent a mantissa which is a 
proper decimal fraction with a non-zero 
leading digit. P P is the power of 10 
mUltiplying this fractional number. Ex-

± ± 
ternally, the format is ± PP ± xxx . .. , so 
that trailing zeros need not be written by 
the programmer; the pre-edit routine will 
take care of this au toma tically. 

As far as possible, all arithmetic opera­
tions and subroutines will be performed 
with rounding. A legitimate zero in this 
system has both power and mantissa 
equal to zero. To facilitate and accel­
erate operation with zero operands, the 
mantissas will be tested for zero in all 
arithmetic operations. Messages are pro­
vided to be typed out in case of error 
during operation, such as: 

Division by zero, 
Square root of a negative number, 
Power overflow (exceeding +99). 
Logarithm of zero or a negative number. 
Sine or cosine of angle greater than a pre-

• scribed limit, 

This list of error messages will be com­
pleted as the various elements of the 
system are finished. 

All addressing of operands and loca­
tions of pseudo-instructions for this 
system are in regional form, consisting of 
one leading alphabetic character and, 
normally, three numeric characters. In­
serts may be made by an additional 
numeric character on the right, as G125 
and G1251. 

TRACING AND DIAGNOSTIC ROUTINE 

There will be a single type of diagnostic 
routine associated with thi~ system. 
since the programmer will want to see 

45 



results corresponding to his pseudo­
instructions, and since compound indexing 
iptroduces time-wise complications, a 
trace routine of an insert transfer to trace 
control type will be used. This routine 
will allow high-speed operation to various 
points of interest, at which time tracing 
of' a specified nature will occur. This 
may mean tracing of every pseudo-in­
struction, stores only, transfers only, or 
any combination of these. This will be 
under the control of alteration switches. 
When under trace control, tracing will 
proceed indiscriminately through both 
PRINT I and 705 commands. 

INTERPRETIVE SECTION 

PR!NT I will always be in core memory 
during operation of a program prepared 
for this system. Work done so far in­
dicates that the arithmetic operations and 
standard subroutines should be contained 
within 4,000 character positions. Pro­
vision is made for a floating subroutine to 
be called from tape storage as required. 
This is described in detail in the section 
on the pre-edit routine. 

The interpretive routine does not use 
check indicators in any way as decision 
elements. They are reserved for stops 
while operating in 705 language, and 
switches may therefore be set to automatic 
stop during the operation of PRINT 1. 
Any entry to PRINT I sets up the 
auxiliary storage units as required for its 
operation; therefore, all auxiliary storage 
units are available while operating in 705 
language. 

INDEXING 

A system of 4-dimensional indexing is 
simulated within PRINT 1. This in­
dexing is incremental and transfer is 
dependent upon the contents of the 
registers exceeding a specified limit. 
There are three index registers, referred 
to as Rl, R2, and R3. They are four 
digits in length and the contents may be 
either positive or negative. Since these 
contents are used only for address modi­
fication, they are unsigned, and negative 
quantities are stored as 40,000 comple­
ments. Any regional address may be 
augmented by the contents of any of 
these registers or the arithmetic sum of 
any two or all three. This alteration 
takes place in a fixed memory position be­
fore fabricating the necessary machine 
language commands from the address 
portions of, the pseudo-instructions. The 
original command in operating sequence 
is never altered. Loops formed by trans­
fer on index commands will therefore 
require reindexing from the original 
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addresses. Proper use of indexing fea­
tures will greatly lower the number of 
PRINT commands in any program. It 
is for this reason that the interpretive 
routine of up to 4,000 characters can be 
tolerated as a permanent part of core 
memory. 

SYSTEM ENTRY 

PRINT I will be loaded into core mem­
ory from a deck of cards furnished for a 
specific mantissa length. Tape unit 1 
is normally assigned to contain, for 
purposes of re-entry, the PRINT system 
after initial loading. It will also contain 
the pre-edit routine, nonstandard sub­
routines and both the original and edited 
progams. On entry of the system from 
either cards or tape, a general check will 
be performed to indicate proper loading. 
If errors occur, typed-out alarms will 
indicate their nature; a second loading 
may in some instances be entirely satis­
factory. 

INPUT AND OUTPUT 

Two types of input are required, one 
for instructions to the pre-edit routine 
and the other for data necessary for 
execution. Data input routines of three 
types may be provided, as follows: 

Serial loading, based on a single specified 
address per card. 

Random loading, address and contents 
specified for each word. 

Special 3- or 4-digit volume data loading, a 
single floating power being assigned 
to all input and scaled in the program. 

Output to printer will be by type-wheel 
image in memory, consisting of several 
words appropriately spaced for printing. 
These positions will be loaded by pseudo­
store-for-print commands spefifying data 
position number. Printing will be of the 
write-:erase 00 type for flexible format. 
Spacing will be under program control 
with write-erase 01 specifying a group 
mark in the highest memory position. 

Punching, when necessary, will be 
accomplished by a similar method, utiliz­
ing a card image position in memory. 

PRE-EDIT ROUTINE 

The programmer will. normally code 
mnemonic commands which specify, in a 
variable field controlled by commas, the 
regional addresses and indexing. A typi­
cal command is: 

SUB F123, 1, F286, 2, F174, 1+3 

These commands and associated com­
ments are punched one per card for pre­
edit and assembly. Card columns are 
punched consecutively, the first blank col­
umn indicating the end of the command 

and the start ofthe comment field. Foreach 
mnemonic command, the pre-edit routine 
produces a corresponding numeric com­
mandespecially tailored for the fabrication 
of machine commands from its compo­
nents. This numeric command will be of 
varying length according to the operation 
specified. Matched sets of mnemonic and 
numeric commands, together with the 
comments, may be printed for inspection at 
pre-edit time at the option of the operator. 
If the program is known to be correct, the 
edited form may also be punched out on 
cards for later re-entry in more condensed 
forllJ., also avoiding repetition of the pre­
edit process. Both of these options are 
under alteration switch control. For con­
venience in correcting programs, both the 
original mnemonic program and the 
edited routine will be stored on the 
library tape. Temporary patching of the 
program, by transfer-out and return, 
may be made by reading in command 
cards to replace those in error (this group 
may contain inserts). After the program 
is running correCtly, these patch cards 
may be inserted in their proper sequence 
in the program and the entire program 
re-edited properly. Tracing will be 
printed out in conformity with the pseudo­
instructions as far as possible, with respect 
to the contents of the various addresses 
and index registers. 

A regional address notation was chosen 
to insure early completion of this system. 
Symbolic addresses of the type where the 
address is either descriptive of the con­
tents or literally the contents themselves 
would greatly complicate the pre-edit 
routine. Complete freedom of inter­
change between 705 commands and 
PRINT I commands is automatically 
assured by the pre-edit routine. Upon 
discovery of variance from, or return to, 
the 5-digit 705 command, the pre-edit 
inserts links and transfers as required. 
For this reason, any address in a non­
alphabetic region is a fixed 705 character 
address. The Z-region is reserved for 
PRINT I. 

Two types of regional addresses are 
recognized by the pre-edit routine. The 
first is for data, where the address repre­
sents a fixed number of characters accord­
ing to the mantissa length of the system 
used. Data should normally be allocated 
by the programmer to the highest portion 
of memory. This is done by specifying 
to the pre-edit routine that a certain 
region starts at a specific character 
address, the extent and positioning of the 
r.egion being dependent on (number of 
addresses in region) times (word length). 
The basic address of a data word is that 
of its highest memory position. The pre-
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edit allots memory in (m+2) modules, 
where m is the mantissa length, and com­
putes the basic address from the numeric 
portion of the address. 

The second type of regional address is 
for the pseudo-instructions, which are of 
various lengths. They are normally 
allocated to the portion of memory just 
above the PRINT I system, and are 
normally obeyed in ascending order. 
The basic address of an instruction is 
that of its lowest memory position and 
equals (the basic address of the previous 
instruction) + (length of previous instruc­
tion). In this case, the pre-edit must 
construct a table to correlate the regional 
address of each instruction with its basic 
address. If the program should start to 
infringe upon memory allocated to data, 
the pre-edit types an alarm indicating the 
overlap position. Automatic treatment 
of this situation is not provided for; 
responsibility for the avoidance of or 
correction of such a condition is assigned 
to the programmer. 

The programmer is not required to 
write redundant information in the 
variable field of the pseudo-instruction. 
The pre-edit automatically inserts the 
proper information as described under 
the command summary. 

Certain alarms are set up to be typed 
out during pre-edit if the programmer has 
ignored the very few restrictions inherent 
in the PRINT system. A partial list of 
alarms contains: 

Program running into data storage. 
Calling for a pseudo-instruction as data, 

when not in PRINT, with the excep­
tion of the commands replacing first 
address. 

Nonrepeatable command following a repeat 
command. 

Nonalphabetic address ending other than 4 
or 9 .. 

Minus index limit on a clear index and set 
limit command, or converted limit 
greater than (memory capacity-
10,000). 

When a floating subroutine is coded, the 
pre-edit knows that such a mnemonic 
symbol has no assigned operation code in 
the table. It is assigned the floating sub­
routine operation code and the pre-edit 
automatically sets up 705 instruction~ to 
bring the proper subroutine (if it exists on 
the library tape) into the floating position 
in PRINT 1. Such a call-out is set up on 
change of requirement only. Depending 
on detailed study of the various factors 
in frequency-time-storage balance, it may 
be desirable to set up two such floating 
subroutine positions. Another possibility 
is for the programmer to specify to the 
pre-edit routine the amount of memory 
he is willing to allocate to floating sub-

routines. Replacement would then be 
set up only if the desired subroutine ex­
ceeds in size the amount of available mem­
ory left. 

Operation Summary 

GENERAL 

Operation codes are limited to 40 in 
number. This does not necessarily limit 
the number of operations to 40, for a single 
operation code may be tagged in the body 
of the command. Twenty plus codes, 
from 04(5)99 are allotted for nonindexable 
operations. Twenty minus codes, from 
-99(5) -04 are allotted for indexable 
operations. Proposed codes and corre­
sponding mnemonic symbols are: 

Nonindexable 

04 CSI 54 
09 CS2 59 
14 CS3 
19 TRZ, TNZ, TR +, TR-
24 TRU 

04 
09 
14 
19 
24 

29 RPT 79 29 
34 RWR 84 
39 TX1, TNI 89 
44 TX2, TN2 94 
49 TX3, TN3 99 

Other operations (such as ELO, NOR, 
various store-for-printing operations, and 
placing the TRx tally in an index register) 
are not fixed at this time and are not 
shown in the table. If desired, the user 
may insert his own subroutines by placing 
the proper entry in the operation switch 
position; this may involve replacement 
of some of the standard subroutines. 

Written 

ADD 
SUB 
MPY 
-MY 
DIV 
-DV 
MAD 
PMA 

a, Ra, fJ, RfJ, 'Y, R'Y 

I 

1 
This manual will contain an appendix 
with enough detailed information to en­
able the user to make these and other 
alterations with relative ease. 

Interpretation and indexing times vary 
with the indexing requirements as shown 
in table (time given in milliseconds): 

No 
Type Indexing 1 field 2 fields 3 fields 

Test first for 
any 0 816 1 326 1 581 1.836 

Test each in 
order O. 952 1. 207 1. 462 1. 717 

One of these two types will be chosen on 

34 
39 
44 

49 
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the basis of lesser elapsed time in actual 
operations. N onindexable commands re­
quire 0.697 millisecond (ms) for interpre­
tation. 

a, {3, and 'Y may be any regional address, 
including a, {3, and 'Y or the pseudo­
accumulator P ACC, which is a field in 
memory reserved for that function. 
PACC is not indexable, and a zero in­
dicator is automatically inserted for it by 
the pre-edit routine. Indexable com­
mands are usually written with the index 
register indications for each address fol­
lowing the address itself, separated by 
commas, as: 

SUB G258, 2, G184, 2+3, G702, 1+3 

If the result address is omitted in writing 

Indexable 

TMT, TAB 54 SQR 
ADD 59 SIN 
SUB 64 COS 
MPY 69 ART 
-MY 74 LGD, LGE 
DIV i9 EXD, EXE 
-DV 84 TRC 
MAD 89 TRE 
PMA 94 
FSR 99 

the pseudocommand, the pre-edit routine 
assumes that it is to be P ACC. If no 
index information is written, indexing is 
denied by setting the tag to zero. 

INDEXABLE OPERATIONS 

Class 1-1, Arithmetic Operations. There 
are eight operations in this class. The 
operations are: 

Signifying 

Place (a)+(fJ) in 'Y, PACC 
Place (a) ~ (fJ) in 'Y, PACC 
Place (a)(fJ) in 'Y, PA~C 
Place -(a)(fJ) in 'Y, PACC 
Place (a)+(fJ) in 'Y, PACC 
Place -(a)+(fJ) in 'Y, PACC 
Place (a)(fJ) + (PACC) i,n 'Y, PACC 
Place (a)(PACC)+(fJ) in 'Y, PACC 

Two mnemonic symbols may require ex­
planation; MAD stands for multiply-add 
and PMA stands for polynomial multiply­
add, so-called because of its suitability to 
polynomial evaluation with a as the 
address of the argument. These two 
operations are also exceptions in that 
when modified by a RPT command the 
result is not stored in 'Y until the last 
repetition is complete. 

Class 1-2, Subroutine Operations. 
There are nine operations in this class. 
One of these is a floating subroutine which 
is at any time the function assigned to it 
by the pre-edit routine. At present, all 



transcendental functions refer to radian 
arguments. The operations are: 

Written Signifying 

SQR a, Ra, (3, R(3 Place vI(;) in (3 
SIN 

I 
Place sine (a) in (3 

COS Place cosine (a) in (3 
ART Place arctangent (a) in (3 
LGD Place loglO (a) in (3 
LGE Place natural log (a) in (3 
EXD Place 10 (a) in (3 
EXE Place e(a) in (3 
FSR Place required func-

tion of (a) in (3 

Class 1-3, Transmittal Operations. There 
are two operations in this class. Both 
place the contents of a in address {3. When 
used with an RPT command, they will 
effect block transfer in a direct or inverse 
manner, or open up a series so that inter­
polated values may be interspersed. For 
theTAB (transmit absolute) operation, the 
number is guaranteed to be positive in the 
{3 position, remaining in the original form 
in a. Unless P ACC is specified as the {3 
address, it will be unaffected by either of 
these operations, which are: 

Written Signifying 

TMT a, Ra, (3, R(3 Place (a) in address (3 
TAB a, Ra, (3 R(3 Place the absolute value of 

(a) in address (3 

Class 1-4, Comparison Transfer OPera­
tions. There are two operations in this 
class. They are: 

Written 

TRC a, (3, R(3, ')I, R')I 

TRE a, (3, R(3, ')I, R')I 

Signifying 

Transfer to command 
in a if «(3) are 

I 
greater than or 
equal to (')I) 

Transfer to command 
in a if «(3) = (')I) 

When either of these commands is modified 
by an RPT, a special addressable register 
(4-digit) is reset to zero and a 1 is tallied 
in it every time the transfer condition is 
not met. 'Y is normally not indexed by 
theRPT and is the item to which successive 
{3's are compared. This allows for block 
table look-up and later modification to a 
finer interval of search. This may be 
done by 705 language modification of 
both the RPT and the TRx command to 
alter both the starting address and the 
search interval. A preferable method is 
to use a new pair of commands with the 
RPT already set to the finer interval and 
the TRx command indexed by a function 
of the tally. For such TLU operations the 
'n of the RPT command is normally set to 
99. 
: Class 1-5, Floating Point Operations. 

There are two operations in this class. 
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They will be used to convert fixed point 
numbers to floating point form and vice 
versa. Exact characteristics have not 
been specified yet. The operations are: 

Written Signifying 

FLO a, Ra, (3, R(3 Convert the fixed point 
number in a to floating 
point form and place in (3 

NOR a, Ra, (3, R(3 Convert the floating point 
number in a to fixed 
point form and place in (3 

N ONINDEXABLE OPERATIONS 

Class N-l, Transfer Operations. There 
are five operations in this class. Al­
though they in some respects duplicate 
705 commands, they are nevertheless 
included in PRINT for convenience. 
They operate in less time than it would 
take to leave to 705 language, test, trans­
fer, and re-enter PRINT. There is also 
a distinct saving in memory positions. 
The operations are: 

Written Signifying 

TRZ a, (3 Transfer to command in a if «(3) = 0 
TNZ a, (3 Transfer to command in a if «(3)~O 
TR + a. (3 Transfer to command in a if «(3) are 

+ 
TR - a, (3 Transfer to command in a if «(3) are 

TRU a Transfer to command in a uncondi­
tionally 

Class N-2, Repeat Operations. There 
are two operations in this class. The 
operations are: 

Written Signifying 

RPT n, i, j, k Perform the next command n 
times, using as operands the 
contents of a+(n-l)i, (3+ 
(n-l)j and ')I+(n-l)k, as 
required. 

R WR n, i, j, k Same as above, except reset 
P ACC (pseudoaccumulator) 
to zero before proceeding. 

These operations apply only to the next 
operation. By letting the interpretive 
routine know in advance,' and indexing by 
given numbers rather than the contents of 
an address, the repetition operates at 
maximum speed, requiring neither inter­
pretation or command fabrication. In­
dexing by repeat commands is secondary 
and subordinate to indexing by index 
registers, and the simultaneous use of both 
1S possible. Operands are then the con­
tents of: 

a indexed + (n -1 )i, etc. 

n is a one or two digit number, always plus 
but carried negativelY' in memory. ~,j, 

and k may be 1- or 2-digit numbers, both 
plus and minus. When minus, they are 
carried in memory as unsigned 40,000 
complements. 

All repeatable (indexable) instructions 
interrogate the n position, which serves 
as a tally, before storing a result. If this 
is nonzero the tally is reduced by one and 
the operation is automatically repeated 
with further indexing by i, j, and k. 
If this is zero, it signifies either that the 
command was not intended to be repeated 
or that the command has been performed 
for the nth time. In either case, the 
program proceeds to the next command 
in sequence. In the case of the MAD 
and PMA commands, the result is not 
stored in 'Y until the tally is zero. Inter­
mediate results are stored in PACe. 

Class N-3, Setlndex Operations. There 
are three operations in this class, one for 
each of the index registers. Each resets 
the contents of the specified index register 
to zero and stores the quantity j from the 
command as a limit tally. j is always a 
positive quantity and when converted 
(by multiplying by data word length) 
must be less than or equal to (the memory 
capacity of the 705) - (10,000). The 
operations are: 

Written 

CSI 
CS2 
CS3 

Signifying 

Reset Rl to zero and set limit tally to j 
Reset R2 to zero and set limit tally to j 
Reset R3 to zero and set limit tally to j 

Class N-4, Non-Test Transfer OPera­
tions. There are three operations in this 
class, one for each index register. Each 
augments the contents of the specified 
index register and the corresponding limit 
tally by the quantity k, which may be 
both positive or negative, and transfers 
to the instruction in a. To increase 
operating speed, all possible combinations 
of sums of in dex registers are also carried 
along and the appropriate combinations 
are also augmented by the quantity k. 
This permits single-indexing for any 
address. When converted, k is stored in 
either true or 40,000 complement form for 
unsigned add-to-memory. The opera­
tions are: 

Written 

TNI a, k 

TN2 a, k 
TN3 a, k 

Signifying 

Augment all registers using Rl by k 
and transfer to the command in a 

Same as above, except refer to R2 
Same as above. except refer to R3 

There are two methods of setting an index 
register to an arbitrary value. One is 
to give a eS1 and then a TN1 with that 
arbitrary value in the k position. The 
other, used when the present contents of 
the register are known, is to give a TNl 
with k as the difference between the 
known and desired contents. The trans-
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fer may merely be to the next command 
in sequence. 

Class N-5, Test Transfer Operations. 
There are three operations in this class, 
one for each index register. They func­
tion in the same manner that the TN 1 
operations do, except that the transfer to 
the command in a is nullified if the limit 
tally for that register (which has been 
carried in a negative form) becomes equal 
to or greater than zero. The program 
then proceeds to the next command in 
sequence, and the use of all functions of 
that register is denied. The operations 
are: 

Written Signifying 

TX1 a, k Augment all registers using R1 by k 
and transfer to the command in a 
unless the limit tally for R1 
equals or is arithmetically greater 
than zero 

TX2 a, k 
TX3 a, k 

Same as above, except refer to R2 
Same as above, except refer to R3 

Appendix I 

Some typical programming for matrix 
operations is given here to illustrate the use 
of PRINT I instructions. An example is 
given for the multiplication of a 6 by 5 matrix 
by a 5 by 4 matrix to produce a 6 by 4 matrix. 
This operation is symbolized as: 

(Mlij)(M2jk)-(M3ik) 

and for convenience in following the index­
ing the complete matrices are given as: 

Mlll M1l2 M1l3 M1l4 M1l5 
M12l M122 M123 M124 M125 
M13l M132 M133 M134 M135 

X M14l M142 M143 M144 M145 
M15l M152 M153 M154 M155 
M16l M162 M163 M164 M165 

M2ll M2l2 M2l3 M2l4 
M22l M222 M223 M224 
M23l M232 M233 M234 
M24l M242 M243 M244 
M25l M252 M253 M254 

M3ll M3l2 M3l3 M3l4 
M32l M322 M323 M324 
M33l M332 M333 M334 
M34l M342 M343 M344 
M35l M352 M353 M354 
M36l M362 M363 M364 

For simplicity in explanation the elements 
have been assigned regional addresses sym­
bolic of their row-column identification in 
the matrices. In actual operation they are 
usually loaded row by row in sequential 
addresses, but the same indexing principles 
apply without exception. 

The programmer would write the follow­
ing set of instructions: 

Address Op Variable Field Comment 

BOOl CS2 60 Set R2 to 0, 
limit to 60 

B002 CS3 4 Set R3 to 0, (or 
reset) 

B003 RWR 5, 1, 10,0 Row-column 
B004 MAD Mlll, 2, M211, product 

3, M311, 2+3 summation 
B005 TX3 B003, 1 Step up R3 by 1 
B006 TX2 B002,10 Step up R2 by 10 

Note that the development was chosen so 
tha.t the elements of the result matrix were 
computed row-wise. Additional instruc­
tions could be inserted to print the matrix 
row-by-row during computation. 

It is an easy matter to abridge the fore­
going program for matrix-vector multiplica­
tion. A good practice problem is the coding 
of: 

(Mlij) { Vljl}-{ V2il} 

Appendix II 

Fig. 1 demonstrates the effect of the RPT 
command on timing. Average operation 

The IBM Type 705 Autocoder 
ROY GOLDFINGER 

THE 705 Autocoder is a system of 
automatic coding for use with the 

International Business Machines Corpora­
tion (IBM) EDPM* type 705. However, 
before description of the system, the 

Roy GOLDFINGER is with the International Business 
Machines Corporation, Poughkeepsie, N. Y. 

distinction between automatic program­
ming and automatic coding will be em­
phasized. This will help to place the 
Autocoder (which, of course, is "auto­
matic coder") in its proper perspective. 

Programming is concerned with the 

* Electronic data-processing machine. 
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times for a repeated series are shown versus 
number of repetitions. 

MPY, when performed only once, takes 
6.63 ms. When repeated, the first MPY 
takes 8.57 ms, the last takes only 4.72 ms, 
and all intermediates take 5.33 ms. The 
break-even point is at two successive MPYs. 

TMT, when performed only once, takes 
1.65 ms. When repeated, the first TMT 
takes 3.20 ms, the last takes only 0.46 ms, 
and all intermediates take 0.76 ms. The 
break-even point is between two and three 
successive TMTs. 

Times for the first operation of a repeated 
command are high because they include the 
time for the RPT and its interpretation. 
It is obvious that a considerable time-saving 
may be effected by repetitive operations. 
They should be considered carefully not 
only for obvious operations such as matrix 
manipulation and block transfer, but also 
for linearly progressive calculation. Here 
it is advisable to group, by judicious choice 
of addresses, operations of the same type to 
take advantage of the reduced timing. 

general organization of a computer proc­
ess. It encompasses such considerations 
as selecting the proper array of peripheral 
components, organizing the high-speed 
and auxiliary memories for the most eco­
nomical access to information, deciding 
whether to process in one pass or two, and 
so on. These are programming problems 
which must be faced before any computer 
code can be written profitably. 

Coding, on the other hand, is concerned 
mainly with a single command or an item 
of information. The job of the coder is to 
translate from the general pattern laid 
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down by the programmer to the series of 
elemental machine-language commands 
necessary to operate the computer. 

A human coder is capable of being both 
programmer and coder at once. That is, 
he may take the programmer's statement 
of an event to be performed, decide upon 
the best way of accomplishing it, choose 
among several alternatives, introduce 
considerations such as scaling, checking, 
detection of logical as well as machine 
errors, and simultaneously reduce the 
whole to the necessary series of machine­
language entries. The machine coder, or 
"automatic coding system," generally 
falls far short of the ability of the human 
coder in the decision-making and optimiz­
ing area, while it outstrips him by far in 
speed, accuracy, and the production of 
legible results. 

The finest of the so-called "automatic 
programming systems" are, in fact, 
excellent automatic coders. Those pro­
grams which have attempted to proceed 
further into the programming realm, in­
tent on organization of storage and other 
decision-making functions, have had a 
'significantly consistent tendency to fall 
into disuse. At the present state of 
knowledge on the effective use of large­
scale general-purpose machines, it does 
not seem reasonable to attempt to for­
mulate and develop into an automatic 
programming scheme a general theory of 
process-organization. The usual con­
sequence of such an attempt is the crush­
ing comment, "Yes, you have a clever 
system there, but unfortunately it won't 
fit the program I am working on now." 

The 705 Autocoder is intended pri­
marily to facilitate the coding of a partic­
ular machine, though it surely should be 
extensible to others of the same pre­
dominant general characteristic, that is, 
machines which are character-addressa­
ble rather than word-addressable. The 
Autocoder is intended as a tool to aid the 
human coder by assisting him in the ways 
in which an automatic coding scheme 
functions best, while leaving him on his 
own otherwise. Its principal features are 
these: 

1. It allows the coder to define his con­
stants and working data in terms of their 
familiar English-language names and their 
field lengths. He may address any item 
with which he is dealing by name and he 
may also refer to combinations of things, 
such as all the fields within a record under a 
single tag. 

2. It extends the built-in 705 command 
code through the use of "macro-instruc­
tions," which are sequences of 705 instruc­
tions which experience indicates have a 
~igh-repetition rate. 

,3\ It permits the incorporation of sub-
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routines, which in turn may call in other 
subroutines, and so on. Since subroutines 
are written in Autocoder language it follows 
that successful programming becomes po­
tentiallibrary material. 

4. Since the Autocoder does not prescribe 
the organization of high-speed storage the 
programmer retains the freedom to establish 
any layout of instructions, constants, work­
ing and input-output space he desires. 

Input to the Autocoder wi11 be from 
punch cards generally, although tape in­
put will be an alternative selection. 
Each input item, whether an instruction 
or the specification of a constant or 
datum field, will occupy a full card. This 
permits additional space for the coder's 
comment to be included with the required 
information. The Autocoder itself and 
its library of subroutines will be provided 
from a single tape. 

The Autocoder assigns memory loca­
tions in order subject to the modification 
imposed by items in the input program 
which call for overlapping or skipping of 
selected areas of memory. In its process­
ing of each input item it causes about 33 
characters to be examined on a virtually 
character-for-character basis. This type 
of operation is feasible only because a 
character-addressable machine is avail­
able, and one which is quite fast in per­
forming single-character operations. 

The output from the Autocoder is a 
program in 705 actual, prepared in a form 
known as a load deck, that is, arranged 
in a form which permits rapid loading into 
the 705 memory, or onto drum sections or 
tape at the time it is desired to run the 
finished program. The Autocoder wi11 
produce such a load deck on cards or on 
tape alternatively. In addition there is 
produced a printed listing which displays 
in parallel the input program and the final 
result with actual memory lo<;ations. 

The Autocoder requires three basic 
kinds of information to specify a program. 
These are: 

1. Instructions. Commands to the 705 to 
perform certain logical operations on data 
or other instructions. These may be single 
70S-type operations, or macro-instructions 
defining fixed sequences of 705 operations, 
or requests for closed-end subroutines. 

2. Constant definitions. A listing of the 
required parameters, tables, and other 
constant information. 

3. Record definitions. Detailed descrip­
tion and layout of input and output areas, 
and internally used storage areas. 

A tag, consisting of a name or other 
descriptive designation, containing up 
to ten alphabetic or numeric characters is 
applied to any instruction, constant, or 
record field referred to by the program. 
Instructions which are not modified or 

transferred to need not be tagged. In 
addition to tagging individual constant or 
record fields, suitable combinations of 
them may be tagged also, as, for example, 
a PAY RECORD consisting of such 
fields as EMPLOYEE, SERIAL, GROSS 
PAY, and so on. Thus, it is possible 
to address whole records at a time 
with operations like READ, WRITE, 
or TRANSMIT (which is a unique 
705 instruction for performing mem­
ory to memory transfers of any 
number of characters). A feature of the 
Autocoder is that it applies some logic 
to the operation itself to distinguish be­
tween operations involving fields within 
records, such as ADD and operations in­
volving whole records, such as READ. 

The 705 requires that addresses be 
selected differently in these instances and 
the Autocoder adjusts accordingly. 

Operations may have operands which 
are blank, to be supplied later by the 
program; operands which are actual, 
should it be desired to address specific 
memory locations; operands which are 
descriptive, as in addressing fields by 
their assigned tags; or operands which are 
literal. The use of literal operands is a 
novel feature of the Autocoder. 

I.iteral addressing derives its name from 
the use of addresses which are the literal 
equivalents of the contents of the field be­
ing addressed. A literal address identi­
fies a field in memory storage by specifying 
its contents. Other methods of address­
ing are "actual," "relative" and "sym­
bolic," or "descriptive." In each of these 
systems a quantity stored in memory is 
addressed through some scheme of locat­
ing it, either relative to the entire memory, 
as in actual, or relative to some partition 
of memory, as in relative itself, or else by 
some unique label, as in symbolic. For 
example, the quantity +314159 (plus pi) 
may be addressed at its actual memory 
location, a relative location, or even at 
location PI as in SUBTRACT PI. How­
ever, the literal program employs SUB­
TRACT (+314159). The address is liter­
ally descriptive of the operand. 

Whenever a programmer uses a scheme 
of addressing which is not literal he is 
saying, in effect: Operate on the quantity 
at the location designated by ----­
In order to establish the proper location 
the programmer must maintain a record 
of location assignments which he consults 
whenever he refers to a constant or data 
field. The advantage of relative or 
symbolic addressing over actual is in the 
ease with which addresses may be as­
signed. However, the use of literal ad­
dressing obviates all look-up of _address 
assignments. Thus computer coding is 
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brought a step nearer the spoken language 
which associates an action with its object. 

By enclosing the literal quantity in 
parenthesis the coder tells the Autocoder 
that the address is literal. The Auto­
coder searches its list of already-stored 
literals, and unless the present one is a 
repeat assigns a new location for it. 
The number of characters within the 
parenthesis determines the length of the 
field established. Because the Autocoder 
does not allow the same literal to be re­
peated in memory it is possible to desig­
nate an area of working storage as well as 
a constant by this means. For, repeated 
references to any configuration of char­
acters will result in the same actual mem­
Dry location being addressed in the final 
program. Hence a variable may be 
stored and reused by addressing it in 
ronsistent fashion. 

Areas of constants and records are 
described to the Autocoder by writ­
ing DEFINE CONSTANTS or DE­
FINE RECORD, using the proper 
codes, as operations, and then follow­
ing with the fields comprising the area. 
Since the DEFINE line may itself bear a 
tag it becomes possible to refer to the 
whole as well as the parts. In the nu­
meric column on the coding sheet is 
written the length of each field defined. On 
the DEFINE RECORD line itself may be 
written also the tag of some record pre­
viously defined. This instructs the Auto­
coder to overlap the present area on the 
one defined earlier. For example, on a 
single tape there may be two record 
types with different field arrangements. 
Both types will, of course, have been read 
into the same input area, but once having 
been distingnished, will require that their 
fields be addressed differently by the pro­
gram. The ability to specify multiple 
overlays on the same actual memory area 
is the answer to this problem. 

There is an advantage resulting from 
the descriptive tagging of record fields 
and from the fact that subroutines are 
written and stored in the same coding 
conventions as other programming. The 
expected situation in a given commercial 
data-processing installation is that there 
will exist a number of records which are 
common to many computer programs. 
For example, employee clock cards may 
be used by both the payroll process and 
some cost accounting procedures. Now, 
once the records are defined, the sequence 
of fields and their lengths established, it 
follows that each program and each sub­
routine within program may refer to the 
records by name. Hence it is possible 
for any number of coders to prepare 

library routines which refer directly to the 
common information of the installation. 
The actual filling in of the coding sheet 
and the subsequent key-punching has 
been made as minimal and as loose as 
possible. Nonsignificant zeros need sel­
dom be written. Alphabetic fields are 
always written left-justified while co­
lumnar numeric fields are right-justified. 
This conforms to normal usage and should 
speed up training in the system while re­
ducing clerical errors. 

Although the 705 is ,itself rather in­
tricately coded, requiring the specification 
of one of 40,000 characters of memory and 
a companion selection of one of 16 possible 
storage units in just four alphanumeric 
characters, the user of the Autocoder need 
not be concerned with the actual 705 
addressing system. In fact, whenever he 
does refer directly to an actual 705 loca­
tion he writes a 7 -digit multiaddress which 
the Autocoder suitably encodes into the 
4-character quantity recognized by the 
705. A projected system of macro­
instructions should ease the task of 
address modification during the running 
of the program by providing the coder 
with an all-numeric, decimal logic with 
which to operate on an actual 705 address 
together with its binary superstructure. 

The macroinstructions provide an 
exciting field for exploration. In a sense 
they allow the programmer to act as a 
creator of machine logic. The macro­
instruction is like an open -ended su b­
routine in that it calls forth from a library 
of macrofunctions a sequence of 705 
instructions which, under suitable modi­
fication, are inserted in its stead. How­
ever, the uses to which macro-in­
structions are being put and the concept 
of them seems quite new. They are 
regarded not so much as functions peculiar 
to specific classes of applications such as 
square root routines in mathematical 
applications, but rather as extensions of 
the built-in logic of the machine itself. 
For example, a common occurrence in 
running a machine is to type a message 
to the console operator. Ordinarily this 
requires the execution of a SELECT in­
struction to specify the output device, in 
this case the console typewriter, followed 
by a WRITE instruction, addressing some 
location at which a message has been 
stored. Instead of using these several 
instructions, the macroinstruction TYPE 
whose adq.ress is literally the message it­
self is introduced. The job is done in 
one line of coding instead of three. in this 
case. Even more powerful macroin­
structions effecting input-output opera­
tions introduce tests for end-of-file, and 
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error conditions. Should the latter occur, 
error-correcting routines are called auto­
matically. 

The two major categories of macro­
instructions mentioned here so far are 
those dealing with address modification 
and input-output operations. In addi­
tion ways of causing the 705 to simulate 
other logics are being considered, such 
as floating decimal or fixed decimal with 
different scaling conventions than that 
built into the machine. 

Also there is interest in the creation of 
additional commands which experience 
may indicate facilitate coding, such as a 
TRANSFER LOW, for example. Inciden­
tally, this work should prove beneficial to 
the engineers who contemplate changes 
and new designs. The compound opera­
tions simulated most often are the ones 
the engineers would be encouraged to 
build into future equipment. 

The 705 Autocoder is intended to be an 
aid to coding. It does not attempt to 
process more than an entry at a time, or 
to do more than the coder asks it to at 
any stage. The output program is under 
coder control throughout. Yet it is felt 
that this is a considerable asset, and it is 
felt that there are implications inherent in 
the Autocoder which have not yet been 
explored. An intriguing one is the possi­
bility of direct and immediate transcrip­
tion from flow diagram to computer input. 

For example, in a process in payroll, on 
the flow diagram a box is found which 
directs the coder to SUBTRACT UNION 
DUES and the next to STORE GROSS 
PAY. But these are statements already 
in the language acceptable to the Auto­
coder. No further encoding is required. 
There may be subsequent boxes: WRITE 
CHECK RECORD and PRINT PAY - / 
ROLL REGISTER LINE, all Autocoder 
language. The future possibilities for a 
thoroughly mechanical coding system are 
very favorable with a system like this for 
a starter. 

However, it should not be inferred that 
a system as elementary as the 705 Auto­
coder is considered an end-all to machine 
usage problems. The preponderance of 
difficulty still resides in the systems­
understanding and program-layout areas, 
especially for the commercial data­
processing user. The technology and 
ingenuity in designing and running (in­
cluding coding) of machines seems today 
well in advance of the understanding ~ 
what we are attempting to process with 
the machine. Automatic coding, of the 
kind exemplified by the 705 Autocoder, 
is a limited approach to a minor segment 
of a major problem. 
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Program Interrupt on the Univac 

Scientific Computer 

JULES MERSEL 

IN the use of high-speed digital com­
puters the general situation has been 

to have the program or the programmer at 
the console in sole control of what the 
machine is doing. In recent years, how­
ever, a situation has often occurred where 
a program, so to speak, has only been lent 
the machine until a higher priority prob­
lem is ready to go on the machine. At 
these times the machine was stopped, the 
low priority problem was taken off the 
machine, and the high priority problem 
was allowed to run. Though such a 
situation is preferable to having a com­
puter idle while it awaits the high priority 
problem, the time lost in getting the old 
problem off and the new problem on has 
been an unfortunate loss. 

At the National Advisory Committee 
for Aeronautics' (NACA) Univac Scientific 
installation at Cleveland, Richard Turner 
foresaw that the foregoing situation would 
be the usual thing rather than merely an 
occasional nuisance. The way Mr. 
Turner intended to run his machine, and 
in fact does run it, the wind tunnel has 
first claim on the services of the Univac 
Scientific. It is important to NACA's 
operation that information from the wind 
tunnel reach the computer as soon as 
possible, that it be processed as soon as 
it reaches the computer, and that the 
results are returned to the wind tunnel 
immediately after processing. 

The fast handling of wind tunnel in­
formation was achieved by running input­
output Jines directly from the wind tunnel 
to the Univac Scientific. Inasmuch as 
the Univac Scientific has the capability 
of having any kind of input-output, this 
was not a difficult task. The problem 
of quick access to the machine was solved 
by Mr. Turner's suggestion of the "inter­
rupt" 'feature. 

The interrupt feature has the following 
characteristics. When an interrupt sig­
nal is sent to the Univac Scientific, the 
computer, immediately after finishing its 
present instruction, notes the location of 
which instruction it would normally do 
next, jumps to a fixed address which will 
allow the value of this location to be stored 
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and from which the computer will find 
the information as to what it is to do 
because of the computer having been 
interrupted. 

As an example, in the wind tunnel 
operation, when the wind tunnel is ready 
to use the computer, an interrupt signal 
is sent from the wind tunnel. At the 
completion of the current instruction, the 
Univac Scientific notes where it is in the 
current problem, stores the current 
problem away, reads in the program for 
the wind tunnel problem, and starts 
that program. The wind tunnel prob­
lem then reads in its own input from 
the wind tunnel, executes the needed com­
putation, and returns the answers to the 
wind tunnel. As soon as the answers are 
returned it reads the previous problem 
back into the rapid access storage and 
continuet3 it from the point where it had 
been interrupted. A delay of micro­
seconds has been incurred in getting ready 
for the switchover rather than the much 
lengthier delay which might be expected 
without the use of a program interrupt. 

This application of a program interrupt 
inspired much thought as to other applica­
tions on which the program interrupt 
might profitably be used. The wind 
tunnel application is an input-output 
application with a device that is not 
normally considered part of a computer. 
Thought was naturally given to whether 
the program interrupt might be profitably 
used with ordinary input-output equip­
ment. Such pieces of peripheral gear as 
punched card input and output equip­
ment turned out almost to demand the 
aid of the program interrupt. 

In handling punched cards the normal 
procedure is that, for 12 very short inter­
vals during the whole card cycle, informa­
tion must be either read from the rows of 
the card or punched onto these rows or 
both. Since on the Univac Scientific less 
than 1 per cent of the time of the card 
cycle is required for the reading or 
writing of rows, the programmer usually 
attempts to perform computation during 
t4e remaining time. This, unfortunately, 
requires that he carefully segment his 
computation into 12 groups none of which 
is time-wise long enough to interfere with 
the processing of row information. This 

is an onerous task and usually results in 
either safe but inefficiently short segments 
of computation or segments that cause 
machine errors due to being too long. 

The card input-output device on the 
Univac Scientific was modified so that it 
would send an interrupt signal when it was 
ready either to release or receive row in­
formation. The need for the careful 
segmentation of the computation dis­
appears. When the interrupt signal is 
received, the computation is stopped, 
the row information is either written, 
read, or both, and then the computation 
is continued from the point of interrup­
tion. The elimination of the need for 
careful timing of computation usually 
allows much more computation to be 
performed during the card cycle. 

Probably the most interesting uses of 
the "program interrupt" center around 
the task of using two computers on the 
same problem. 

Some Univac Scientific users intend to 
use their machine in conjunction with 
analogue computers. In this case the 
analogue computer interrupts the. digital 
computer whenever it is ready to transfer 
information. The Univac Scientific then 
processes the analogue data, returns it 
if needed to the analogue computer, and 
then awaits new data from the analogue. 
computer. If much delay is expected in 
receiving information from the analogue 
computer, computation on other problems 
may take place during the wait. This, 
of course, greatly increases the efficiency 
of use of the computer. 

One user is planning to use two Univac 
Scientifics in tandem. His is a real time 
problem. One computer smoothes the 
raw data that comes in from the outside; 
the other computer processes the 
smoothed data. In such a case whenever 
the second computer is ready to receive 
more data it interrupts the first computer 
and through the Univac Scientific's 
versatile input-output system the 
smoothed data are transferred from the 
first machine to the second machine. 
This allows the maximum amount of 
smoothing to take place within the 
time limits of the problem. Many other 
applications can be visualized where in 
real time problems it is necessary to use 
two computers in tandem since for these 
appJications no one computer is fast 
enough to do the job by itself. Since 
real time problems at such installations 
would occupy only a small part of the 
computing day, the two computers are 
freed to be used separately during the rest 
of the day. 

The last application occurs when, be­
cause of the form of graphs displayed on 
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the Univac Scientific's scope display 
system, the programmer wishes to change 
the flow of his problem. If he has pre­
viously decided on the alternate course or 
courses he wishes to pursue due to scope 
display information, he need only press 
the interrupt button on the console to 

have the computer proceed on its new 
course. This avoids the stopping and 
resetting of the computer and the many 
errors that are inherent in trying to do 
this quickly. 

Like many other new ideas in computer 
design it is expected that the stimulus of 

'A Pulse-Duration-Modulated Data-

Processing System 

J. R. LOWE J. P. MIDDLEKAUFF 

A COMMON engineering problem is 
that of measuring physical quanti­

ties which cannot be directly observed. In 
the case discussed here, these quantities 
exist in a missile during flight. Since it 
is not practical to mount recording instru­
ments in the missile and recover them 
after the flight, the data must be recorded 
somewhere outside the missile so that 
they can be reduced to graphical or tab­
ular form. 

The usual solution to this type of prob­
lem is some form of telemetry. This 
paper considers one such form, namely, 
pulse duration modulation (PDM) telem­
etry, and describes a system for reduc­
ing data so obtained. The system repre­
sents a great improvement in speed, 
flexibility, and accuracy over previous re­
duction methods. Considering the time 
factor alone, the system described in this 
paper is a striking improvement. From 
3 to 6 months were formerly required to 
obtain analyses of the data from a missile 
firing. Now, these can be provided in 
2 or 3 days. 

In the system described here, the data 
are transmitted by radio link from the 
missile and recorded in analogue form on 
magnetic tape at the ground station. 
This analogue tape is converted to digital 
tape which is processed by an IBM type 
701 Electronic Data-Processing Machine. 
The 701 punches cards which are used to 
produce graphic presentations on an IBM 
type 407 Accounting Machine. The 
system provides for a "quick look" at the 
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data, handles nonlinear calibration factors, 
plots only selected portions of the data, 
allows for many kinds of errors in the 
telemetry, permits sub commutation and 
supercommutation and numerous other 
exceptional circumstances. The reduced 
data are also left on magnetic tape ready 
to be used as input for other 701 programs. 

Brief Description of PDM Telemetry 

This is a standard Applied Science 
Corporation of Princeton (ASCOP) sys­
tem and will be described very briefly. 

The missile carries transducers which 
measure such quantities as deflections, 
temperatures, pressures, and accelera­
tions. All these quantities are developed 
as percentages of a battery voltage. 

The transducers are sampled by a 
commutator (see Fig. 1). In the ex­
ample shown here, the commutator has 
30 contacts (can sample 30 transducers) 
and rotates 30 times per second, thus 
producing 900 samples per second. How­
ever, the system is entirely flexible in this 

Fig. 1. Commutator 
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the needs of the many computing installa­
tions around the United States will father 
many other and exciting uses for the 
program interrupt. The program inter­
rupt is confidently expected to be a fea­
ture of most digital computers in the 
future. 

regard, and other numbers of segments or 
commutation rates can be readily handled. 

Square wave pulses whose durations are 
proportional to the sampled voltages are 
formed, and are differentiated twice. 
The resulting pulses frequency-modulate 
a radio wave which is transmitted to a 
ground stat, ion , where the pulses are de­
modulated and recorded on magnetic 
tape in analogue form. Simultaneously, 
a series of 0.01 second time pulses are 
recorded on a separate track of the mag­
netic tape. The data track is in the form 
of a series of groups of 30 "channels," each 
channel corresponding to a point of the 
commutator. Each group of 30 channels, -
corresponding to one revolution of the 
commutator, is called a "frame." 

In practice, two adjacent segments of 
the commutator are not used. This pro­
duces two blank channels in every frame 
which are useful in identifying the frames. 
Also, two segments are used to measure 
the two sides of the battery called 
"ground" and "reference" voltages. If 
two batteries are used, as is frequently 
the case, there are two reference voltages 
and a common ground. 

Fig. 2 is ,it sample telemetry record 
called a "lines record." This is a 35-
millimeter film containing the same in­
formation, and produced by the same 
type of signal, as the analogue tape. 
Here the pulse widths are represented by 
line heights and the time marks by dots 
along the bottom of the film. 

YAW ANGLE OF 
ATTACK 

TO PULSE 
DURATION 
CONVERTER, 
KEYER, AND 
TRANSMITTER 
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Fig. 2. Normal lines record. Pulse duration 
is represented by line height and time marks 

by dots above bottom e~ge 

CHANNEL 
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6 

Fig. 3. Dash record. Vertical lines along 
bottom edge are time marks 

During the missile flight, a set of 
"dash records" (Fig. 3) are prepared and 
are available very soon after the flight. 
In these, the information is "decommu­
tated" or "stripped" so that each channel 
appears separated from the others. Dash 
records are useful as qualitative "quick 
look" media and as an aid in determining 
how much of the total data should be re­
duced and plotted. 

Outline of the System 

Fig. 4 shows a block diagram of the 
system. The first step in processing the 
data is to convert the analogue tape to a 
digital form using a Magnavox Series 200 
Data Converter which was specially built 
for the Douglas Aircraft Company. This 
will be described more fully in the follow­
ing paper, "A PDM Converter" by 
Arsenault (pages 57-61). As will be 
developed in that paper, the design of the 
converter presented two basic problems: 
First, while the pulses on the analogue 
tape vary in their repetition rate due to 
variations of commutator speed in the 
missile and pther factors, the recording 
density on the digital tape must be con­
stant. This problem was solved by con­
trblling the speed of the output tape unit 
by a phase-sensitive synchronizer. 

Second, it was necessary to provide 
"inter-record gaps" or I-inch spaces on 
the output tape after a predetermined 
number of samples; e.g., 1,500 samples. 
Since it was impractical to stop and start 
the input tape to provide these gaps, this 
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Fig. 4. System 
block diagram 

SAMPLES 
PER SECOND - 900 

ERROR - 3% 

ROLL 
RATE 

150 

0.2% 

CALIBRATION COEFFICIENTS, 
STARTING TIMES, CHANNEL 
GROUPINGS, ETC. 

PROGRAM 

APPROX.6O 

0% 

21/2 

0.5% 

/ ~~~~ \ - - - -
~ t--' 

11111111111111111111111111" 1IIIIIIIIIIIIIIIIIIIIIIIIt, 11111111111111111111111111" 1111111111111ill! . . . . . . . . . . . . 
---J'~--~r---~L-----r-----'~----,-----'!I~-----. 

+ + t f 
Fig. 5. Stripping 1.43 SEC. 1.46 SEC. 1.49 SEC. 1.52 SEC. 

problem was solved by using two inter­
mediate tape recorders, recording blocks 
of data on them alternately, and finally 
playing them back alternately onto a 
composite tape in such a manner as to 
leave the required gaps. Incidentally, it 
is probably possible to solve this problem 
more elegantly using a more recent idea. 
This would involve inserting, after each 
block, a bit on an otherwise unused 
channel of the output tape which could be 
used to cause the 701 to stop reading the 
tape and back up to the marker. 

The channels on the digital tape are in 
the form of 701 half words, or 18 binary 
digit groups. Ten binary digits are used 
for data, one is used to represent the time 
pulses, and seven are blank. 
- As noted in the introduction, this tape 
is then processed through the 701, which 
punches binary cards. The cards are 
used to produce plots on the 407. These 
two steps will be discussed in the following 
two sections. 

The 701 Program 

The raw data as transcribed by the 
Magnavox Converter must be processed 
in several ways in order to produce the 
desired final graphical output. One of 
the salient advantages of the system lies' 
in the use of a general-purpose computer, 
already on hand, and a very flexible pro­
gram. 

The same function from successive 
frames must first be selected and grouped 
together in a time sequence. This is 

referred to as "stripping." Also, a time 
must be associated with each sample. 
Since the plotter, the Type 407, can give 
only uniform increments in time, the 
system selects, for each plot, the quanti­
ties which occur nearest the successive 
times defined by the successive abscissas 
or grid lines on the graph paper. These 
two steps are illustrated in Fig. 5. 

Note that this method of ascribing 
times to the successive data points intro­
duces some error, since the events do not 
occur at the precise times that the graph 
would indicate, but merely nearer to those 
times than to the adjacent times. How­
ever, experience indicates that this limita­
tion introduces no objectionable error. 

Defective data, in the form of missing 
pulses, overlong pulses, or broken pulses 
(see Fig. 6), are represented as zeros by 
the Magnavox converter. The program 
rejects these points, and inserts for each 
such point a signal which causes the 407 
to space without printing (a space repre­
senting an advance in time). It is thus 
possible for the program to indicate time 
accurately over a long series of bad or 
missing data points. 

Defective timing, either in the form of 
missing time marks or spurious time 
marks, is also occasionally encountered. 
Normally, time marks occur at the 
average rate of one every nine channels, 
± 10 per cent. Making use of this fact, 
the program deletes spurious time marks 
or supplies missing time marks as re­
quired. 

The program next handles the problems 
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Fig. 6. Lines record showing defective data 
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Fig. 7. Scaling 

of scaling and calibration. For the pur­
poses of telemetry, a quantity is repre­
sented as a percentage of the difference 
between a ground voltage and a reference 
voltage. With such a representation, it 
is not necessary for the voltages in the 
missile to be accurately regulated_ For­
tunately, any distortion of the data 
through the preparation of the digital 
tape is entirely harmless, so long as the 
distortion is no worse than linear. It is 
clear from the equation of Fig. 7 that any 
such linear distortion drops out in the 
scaling operation. The 701 program uses 
the ground and reference channels closest 
in time to a particular channel in the 
scaling of that channel. 

The purpose of calibration is to convert 
the scaled quantities to physical units 
according to calibration curves deter­
mined for each of the transducers in the 
missile. These physical units are then 
converted to a 407 type-wheel location in 
such manner that the final graph will be on 
a convenient scale. This operation is 
illustrated by Fig. 8, where the 101 type 
wheels used for plotting are arbitrarily 
numbered 0 to 100. (Actually, the two 
steps of calibration and type-wheel deter­
mination are combined in one step by the 
computer.) 

The calibration curves are first approxi­
mated by polynomialS which are mostly 
linear but which may be of any degree up 
to five. The coefficients of these curves 
are supplied to the computer as part of 
the identifying and specifying informa­
tion for a particular flight. 

The normal commutation rate of 30 
frames per second is not always high 
enough for the sampling of rapidly chang-, 
ing functions. This ~ate can be increased 
at the sacrifice of one or more channels by 
jumpering two or more commutator seg­
ments so as to sample a particular 
function two or more times per frame. 
This is called "supercommutation_" 

Fig. 8. Calibration PSIA 
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On the other hand, it is frequently 
desired to sample more quantities 
than there are available commutator 
segments. This can be done by connect­
ing several transducers to one segment 
through a stepping switch which steps 
once each frame. This is called "sub­
commutation." As is shown in Fig. 9, 
one of the quantities in the sampled 
group, called the reference voltage, is 
larger than the rest, and provides for the 
recognition of the sequence of functions 
with the group. Information regarding 
supercommutated and subcommutated 
channels is supplied to the 701 as part of 
the identifying information, and the 
machine selects and organizes the data 
appropriately. 

The computer punches its output in the 
form of binary cards (binary rather than 
decimal to conserve 701 output time), one 
deck for each plot to be prepared. These 
decks must take cognizance of the number 
of curves to appear on each plot and this 
information is again supplied as part of the 
identifying information. 

As another form of output, the scaled 
data are written on magnetic tape and are 
available for use by other programs. Ex­
amples of this use are the computation of 
Mach number, drag, and other aerody­
namic forces. 

In order to allow the operation of the 
program to be followed as it is being run, 
a table is printed showing the starting and 
ending times for each record and other 
relevant information (see Fig. 10)_ 

It is worth emphasizing that these steps 
require only one reading of the input tape. 
Any number of plots, each with its own 
start time, end time, and time increment, 
may be prepared. 

Plotting on the Type 407 
Accounting Machine 

The plots are printed on continuous 
rolls of vellum graph paper. Time is 
represented by the paper feed spacing, 
one space being equivalent to one time 
increment. Ordinate values are repre­
sented by printing from one of 101 type­
wheels. From one to five functions are 
put on one plot by using five different 
symbols selected from the 47 available. 

Seven binary digits are necessary to 
specify a type wheel. Ten numbers are 
punched in each row of the card, and aU 
12 rows are so used. Thus, 120 points 
are punched in each card (see Fig. 11). 
The 407 reads each card 120 times, print­
ing one symbol at each reading, and tak­
ing 48 seconds for each card. On each 
line, the machine prints the first symbol, 
then the second, and so on. When it 
has printed a number of symbols equal to 
the number of functions to be plotted 
(this number is also punched in the cards), 
it spaces and repeats the symbol printing 
cycle. 

I t is desirable for one abscissa grid line 
to represent a convenient time increment. 
This is achieved by choosing the proper 
combination of graph paper, carriage 
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SUBCOMMUTATION 
REFERENCE 
VOLTAGE 

NO. 1 NO. 2 TURBINE ACCELERATION STRA~O~~UGE 
STRAIN GAU~GE STRAIN GAUGE PITCH :l 

--.l RiM --L I 
CHANNEL 20 20 20 20 20 20 
FRAME 1 2 3 4 5 6 

SUPERCOMMUTATION 

PITCH ANGLEilllu I ill ill 
CHANNEL 3 13 23 3 13 23 3 13 23 3 13 23 3 13 23 
FRAME 1 2 3 4 5 

JOB 5569 TELEMETRY DATA REDUCTION RUN 475 

INITIAL REFS CHANNEL 25 
679.00 

CHANNEL 26 
694.00 

CHANNEL 27 
118.00 

FIRST T 
1.43-

LAST T NO. FRAMES EMPTY FRAMES 
.15 SO 

1.74 SO 

CHANNEL 28 
123.00 

TAPE ERRORS 
1 

Fig. 9 (left). Sub­
commutation and 

supercom mutation 

111111 
II 11111 11111 III 

Fig. 11. Binary cards. The circled numbers 
represent successive values of one function 

RECORD NO. 
1 
2 
3 
4 
5 
6 
7 
8 
9 

.16 
1.75 
3.34 
4.94 
6.53 
8.12 
9.71 

11.30 

. -of~ . '4um Yi\tYi foLTAGE 
3.33 SO 
4.93 SO 
6.52 so 

10. 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 

12.89 
14.48 
16.07 
17.67 
19.26 
20.85 
22.44 
24.03 
25.63 
27.22 
28.81 

8.11 SO 
9.70 SO 

11.29 SO 
12.88 SO 
14.47 SO 
16.06 SO 
17.66 SO 
19.2S SO 
20.84 SO 
22.43 SO 
24.02 so 
2S.62 SO 
27.21 SO 
28.80 so 
30.40 SO 

Fig. 10. Printed output 

spacing, and time interval between suc­
cessive lines of printing. 

A portion of a plot is shown in Fig. 12. 
Note that the plot is rotated 90 degrees 
from its position in the 407. The symbols 
"X", "D", "0", and "." are used here to 
denote four curves. Because of the 407 
spacing employed for this plot (one space 
equals 0.06 inch), the symbols overlap 
somewhat. The time increment in this 
example is 0.03 second, and the resulting 
scale is 1/2 second per inch. 

The vertical range is covered by _ the 
101 type wheels. If the result of cali­
brating a point is a number lying outside 
the range 0 to 100, the type wheel repre­
sented by the difference between 100 and 
the absolute indicated value is selected 
instead (Fig. 8). Thus 103 is represented 
by type wheel 3 and -7 by type wheel 
93. The curve labeled "Decomposition 
Chamber Pressure" in Fig. 12 is an 
illustration of this. 

Summary 

A system has been described for re­
ducing data from standard ASCOP 
PDM·telemetry. This system has certain 
advantages and certain disadvantages. 
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407 

One of the design criteria for the system 
was that special-purpose hardware be 
kept to a minimum. The only device 
especially constructed was the Magnavox 
Series 200 Converter, which actually is not 
particularly special-purpose, since it will 
handle almost any form of PDM mag­
netic tape. This was a necessity since 
the system was designed to handle telem­
etry data from widely different missiles 
and from other sources such as static tests 
and wind tunnels. There were so many 
different circumstances and such a variety 
of possible errors in the data that special­
purpose devices to handle them all would 
be very expensive. I t was decided to 
relegate as much as possible of the work 
to the 701, where a flexible program could 

easily take care of unusual circumstances. 
An outstanding advantage of the sys­

tem is the fact that the reduced data are 
automatically available to the 701 on 
magnetic tape for use in performing fur­
ther calculations. Sometimes these data 
are correlated with other Clata from the 
same flight, such as radar tracking data. 

The error introduced in the data by the 
reduction system is considerably less than 
that introduced by the telemetry system. 
This point is illustrated by Fig. 4. 

The system provides for a preliminary 
look at qualitative information and 
for reducing only the regions of interest. 

The speeds of the system, as illustrated 
by Fig. 4, are entirely adequate for han­
dling data from missiles, whose flights last 
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no more than a few minutes. However, 
where data are being taken for very 
much longer periods of time, as would be 
the case in aircraft flight testing, several 
improvements are indicated, the most im­
portant being increased plotting speed. 

There seem to be two paths that this 
development can follow. First, put the 
output on magnetic tape, instead of 

binary cards, in a form suitable for a tape­
driven high-speed line printer. This 
would enable the printer to print all 
the characters for one line in one machine 
cycle, and also take advantage of the 
higher printing speed of the new printers. 
The second way would be to use a cathode­
ray oscilloscope output for the 701. 
This would reduce 701 output time, and 

A PDM Converter 

W. R. ARSENAULT 

DIGITIZING Pulse Duration Mod­
ulated (PDM) data at a rapid rate 

and presenting it in a suitable form for 
data reduction has been a problem of data 
reduction centers for some time. The 
Magnavox Series 200 Converter is de­
signed to accept PDM data recorded on 
magnetic tape, automatically digitize it, 
and record the digital information on the 
magnetic tape in a form suitable for input 
to a digital computer or other data re­
duction equipment. 

The original PDM data are obtained 
by recording telemetered or ground data 
in the usual way during test runs. Using 
two intermediate tape units, the con­
verter produces appropriate gaps in the 
digital output tape, making it compati­
ble with such formats as that used by the 
International Business Machines Corpora­
tion (IBM) 701. A data-tracking servo 
is incorporated in order to keep the digital 
output tape at constant density regard­
less of variations in the sample rate of 
the input tape. The servo also acts as a 
noise filter, producing a recording con­
tinuity on the final digital tape during 
periods of sporadic noise or long intervals 
of interrupted telemetered data. 

Introduction 

Pulse Duration Modulation has been 
used for some time now as an information 
carrier in telemetry systems. The 
method is to sample various analogue 
types of signals, usually appearing as a 
direct voltage, and converting this into a 
pulse, the duration of which is a function 

w. R. ARSENAULT is with the Magnavox Company, 
Los Angeles, Calif. 
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of the magnitude of the signal. This 
same result may also be realized by having 
a pulse, say positive, indicate the start of 
the duration and a second pulse, negative, 
indicate the end of the duration. 

The system for which the Magnavox 
Series 200, model 201 converter was 
designed, transmitted these pulses via a 
frequency-modulation system and even­
tually recorded the data on tape. Fig. 1 
shows how these data appear on tape. 
The original sampling system contains a 
commutator that sequentially switches 
various direct voltages into a unit that 
generates the PDM data. This unit is 
called a keyer. The output from the 
keyer is a sequence of pulses, spaced 
equally in time but of varying duration. 
This shows up in Fig. 1 as pulses with 
equal intervals. In the particular system 
described the commutator has 30 seg­
ments. Of these 30, 28 contain data and 
two are left blank. 

There are various ways of reducing 
these data to a usable form. Analogue 
methods have been used to scale and 
calibrate the samples and plot them 
directly. Digitizing the data allows proc­
essing by a digital computer. The gen­
eral subject of processing these PDM 
data in a computer is covered by Lowe 
and Middlekauff.1 

Conversion Problem Defined 

The major design problems encountered 
were those in making the output tape 
compatible with the tape units and 
format of the computer with which it is 
being used. Specifications on both the 
input an~ output tapes will be discussed 

leave as the only subsequent step the 
development and reproduction of the 
film. This method would have the 
further advantage of reducing the error 
presently introduced because of fixed 
time interval in the plotting. 

In general, the system has been very 
satisfactory and has adequately fulfilled 
a definite need. . 

before discussing these problems further. 
As pointed out in the '. 'Introduction," 

the information recorded on the input 
tape originated in an air-borne keying 
system. In this sampling equipment, a 
commutator with 30 segments revolves 
at 30 revolutions per second providing 900 
samples per second. The commutator 
scans sequentially the various instrument 
channels and provides the inputs to the 
keyer. The output eventually appears 
on a frequency-modulated carrier, te1em­
etered to a ground station. On the 
ground it is converted to a pulse form 
and recorded on magnetic tape. 

The ground recorder is an Ampex_ 
Model 309. This recorder uses a 1/4-inch 
tape and two recording channels are pro­
vided, one for PDM data and one for 
frequency-modulated (FM) recording~ 

In this instance, the major d,ata are on the­
PDM channel with the FM channel used 
for timing markers. 

During recording on the ground the 
tape runs at 60 inches per second. A 
pictorial view of the information as it is 
recorded at the ground station is shown in 
Fig. 1. The pulse interval from leading 
edge to leading edge is shown to be con­
stant (within the specified tolerances) and 
corresponds to the interval from one seg­
ment to the next on the commutator. 
The pulse duration is a function of the 
parameter being measured at that time. 
There are 28 pulses of varying width on 
this tape corresponding to the sampling 
of 28 different parameters by the 
commutator. Two segments are left 
blank in order to define a single frame 
or commutator rotation. Timing in Fig. 
1 is for playback at 15 inches per second. 

This magnetic tape now becomes the' 
input tape to the converter. Specifica­
tions as they apply to a single pulse are' 
shown in Fig. 2. The nominal pulse in­
terval of 0.067 inch is derived from 900 
samples per second being recorded at 60 
inches per second. This interval may 
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---------------------------------ONE FRAME------------------------------------~ 

124.44 ms :!: 10% 1~:.~~~ m:E*~E~N 
I~ 40.0 ms ~I FRAMES 

-----4------------------------------~----~ 

P.D.M. 
TAPE 

TIMING 
PULSES 

II 
DATA P77/1 

PULSES rL.LLl 

I~YNC~1 

I I 
I~NC~I I~NC~I 

I I I I I I MACHINE 
CLOCK IP 2P 3P IP 2P 3P IP 2P 3P 

PROGRAM 
TIMING 

CONVERT I 

L1 

sync 

2.40 ms .036"J 

~020" .020'~ 
I 1.33 ms 1.33 ~,nsl 

250 SPSI--__ ...JL-____ ..I.L-__ -:-Jl.7. __ _ 

750 PPS IP 2P J~: L 
ms 

.022'*,022" 
rl 49 ms I '.49"nis1 

224 SPS 
672 PPS~~IP~----2~P--~'~3PL-7---

203 
609 

TIMES ARE FOR DATA PLAYBACK 

AT 15"/SEC. 

Fig. 2. Specifications of input sample pulse. 
Times are for data playback at 15 inches per 

second 

vary ±10 per cent over a long period of 
time due to variations in the commutator 
speed; thus the tolerances of ±0.007 inch. 
The longest allowable pulse width, repre­
senting the sampled information, is 0.051 
inch. 
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Fig. 2 also gives the pulse intervals in 
time when the input tape is played back 
at 15 inches per second. In the lower 
portion of the drawing the relation of the 
3-period converter clock is shown and will 
be explained later. 

In the particular application being dis­
cussed here, the output tape from the 
converter must be compatible with an 
IBM 726 tape handler. This is a 7-chan­
nel 1/2-inch tape :with a format shown 
in Fig. 3. Six rows of six tracks con­
stitute the 36-bit IBM 701 word. The 
seventh channel is a parity check channel; 
the information stored here is such that 
the sum of the seven digits in one row is 
always odd. 

The 36-bit IBM word may be divided 
into two half words. The format of Fig. 
3 shows a digitized sample recorded in 
each half word. The next word is ad­
jacent to this one as is the following word. 
There is no discontinuity between these 
words, each being identified as a group 
of six rows. At predetermined intervals 
there is a I-inch intra-record gap. The 
interval" between intra-record gaps de­
fines the amount of information to be 
read into the high-speed memory of the 
data processor during one reference to 
the IBM 726 tape handler. The density 
of the output tape must be 100 bits per 
inch with an allowable variation of only 
±3 bits perinch. 

With the specifications for the input 
and output tapes cited, the main prob­
lems for the converter can be defined. 

Fig. 1. PDM input tape and machine timing 

These may be broken down into two 
categories: 

1. Operating the converter in synchronism 
with the input tape, the output digital in­
formation must be recorded at a constant 
density, although the input sample rate 
may vary as much as ± 10 per cent. 

2. A I-inch gap must be inserted in the 
digital output tape, at predetermined inter­
vals, . while accepting continuous input 
samples. 

Elaborating on these two points, it is 
necessary to keep a machine clock in 
synchronism with the incoming data 
samples so that the conversion and record­
ing in digital form can keep in step and not 
lag behind these incoming data. With 
the machine clock, and, therefore, the 
recording rate, varying, it is necessary to 
vary the speed of the output tapes so as 
to record a constant information density. 

The second item mentioned was that of 
inserting a 1-inch intra-record gap in the 
final tape without loss of the input data. 
The two blank channels, 29 and 30, do not 
allow enough dead space to stqp and start 
the input tape, even with the fastest 
digital tape handler. Further, these 
digital tape handlers do not have the 
flutter and wow characteristics required 
to play back the analogue input tape. 

Other functional requirements of the 
converter were relatively easy to solve. 

,In previous discussions, it has been 
pointed out that several of the analogue 
samples are carried as calibration and 
scaling factors. All information within 
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a frame, 28 samples plus two blanks, is 
referenced to these scaling factors. Re­
quirements set on the converter do not 
include any absolute reproductions but 
only relative accuracies. The speed of 
the input tape must be kept constant over 
several frames so that there is no speed 
change within a frame. If these specifi­
cations are met for playback, then the 
samples can be treated as time duration 
pulses from the playback tape rather 
than the physical distances that they are. 

System Description 

The first problem outlined in the pre­
vious section, that of keeping the con­
version in step with the incoming data 
and keeping the digital recording on the 
output tape of constant density, was 
solved by incorporating a data tracking 
servo. This was designed to keep the 
converter clock synchronized with the in­
coming data, with a minimum of phase 
error. As the incoming sample rate in­
creases, the machine clock increases 
accordingly. The machine clock directly 
controls both the conversion to digital 
form and the recording, thus keeping these 
functions in step. 

A simplified block diagram of the con­
verter is shown in Fig. 4. The relation 
between the incoming data, the machine 
clock, and the machine program is shown 
in Fig. 1. There are three machine clock 
pulses for each data sample. This corre­
sponds to recording the three rows of 
information per sample on the digital 
tape. 

The PDM data are routed to both the 
data tracking servo and the conversion 
counter. The data tracking servo uses 
the leading edge of the sample as syn­
chronizing information. The leading 
edge of the data pulse is delayed a fixed 
amount and called the "sync" pulse. 
The machine clock 2P is kept in line with 
the sync pulse by the servo. 

Fig. 5 is a simplified diagram of the 
data tracking servo showing the phase 
error detection supplying an input to the 
operational amplifier. The delayed lead­
ing edge pulse is-compared with 2P of the 
machine clock. If there is a leading 
phase error, machine clock ahead of data, 
a positive pulse of width equal to the 
magnitude of phase error is input to a 
smoothing network. The output of this 
network, and input to the operational 
amplifier, is a function of the amount 
of phase error and is greater the larger 
the error. This signal is inverted in the 
amplifier and appears as a negative going 
signal. This makes the multivibrator bias 
more negative and reduces its frequency. 

Arsenault-A PDM Converter 

If the machine clock lags the input 
data, a negative pulse drives the amplifier, 
and inversion in the amplifier increases the 
multivibrator frequency. There are two 
paths for the error signals through the 
amplifier. The first, through the capaci­
tor, provides a fast action phase correction 
and the second, through the resistor, 
gives an integrated frequency correction. 
Both are needed since it is possible to 
have a phase error without having a 
frequency error. 

Referring again to Fig. 2, a more de­
tailed drawing of the input pulse timing 
and the machine clock variation as a func­
tion of input pulse interval is given in the 
lower section. The tracking servo is 
designed so that it lines up the sync 
pulse, which is the leading edge of the 
sample delayed 2.40 milliseconds, and the 
mid-clock pulse 2P. As the input sample 
interval changes from minimum (4.00 
milliseconds), to nominal (4.47 milli­
seconds), to maximum (4. 93 milliseconds), 
the position of these clock pulses is shown 
relative to the input sample. In all 
cases the 3P pulse is approximately cen­
tered in the interval between the end 
of the longest pulse width and the leading 
edge of the next sample. 3P is used to 
gate the conversion counter, and center­
ing 3P in this manner allows correct con­
version of data over the greatest range of 
phase error between the machine clock 
and the incoming data. 

The output from the operation ampli­
fier also controls a second multivibrator 
which in turn controls the capstan speed 
of the intermediate tape units. As the 
input data rate increases, and therefore 
the machine ~lock, the capstan speed 
increases accordingly. This guarantees 
that the digital information recorded on 
these units will be of constant density re­
gardless of the variation in the input 
sample rate. 

The data tracking servo also acts as a 
noise filter providing a continuity of 
digital recording during periods of 
sporadic noise or temporary periods of 
complete absence of data on the input 
tape. The machine will continue to 
record zeros during an absence of data at 
the input at a repetition rate indicated by 
the most recent input samples. 

Referring to Fig. 3, the PDM data go 
into a conversion counter. The conver­
sion counter is a straight lO-digit binary 
counter. The leading edge of the input 
sample opens a gate and allows pulses 
from a crystal controlled oscillator into 
the counter. The pulses are counted 
until the trailing edge of the sample 
closes the gate. At this point a digital 
number proportional to· the width of the 

~DIRECTION OF MOvEMENT 

ONE IBM WORD ONE IBM WORD INTRA-RECORD GAP 

cccccccccccc ~ 
06TCi-6TQ6- TO---sT- ------0 

SIX 0 7 I 0 7 I 0 7 I 0 7 I 0 
INFOR- 0 8 2 0 8 2 0 8 2 0 8 2 0 
MATION 0 9 3 0 9 3 0 9 3 0 9 3 0 
TRACKS 0 10 4 0 10 4 0 10 4 0 10 4 0 

005005005005 ~ 

C: CHECK TRAr!( 13021~S BREETc~~~~ t STOP 

T: TIME TRACK 

6601'" 
05" 

Fig. 3. Output tape format. This figure 
illustrates format for two channels of data. 
"1 tt is the most significant digit of a number; 
"10tt is the least significant. The third row 
except for check track contains zeros in all 

cases 

Fig. 4. Simplified block diagram 

particular sample converted is in the con­
version counter. This is transferred to a 
buffer register prior to the appearance of 
the leading edge of the next sample. 
During the time the second sample is con­
verted, the first is recorded on the digital 
tape. This program sequence is depicted 
in Fig. 4. The format of the output tape 
(Fig. 2) shows the first five digits recorded 
in one row and the second five in the 
second row. This recording takes place 
at machine clock times 1P and 2P respec­
tively. The third row is left blank, 
recording only zeros, making up the IBM 
18-digit half word. The seventh track 
contains the parity digit. There is a 
parity bit for each row and each is gen­
erated in the buffer just prior to recording 
of tliat row. 

The format of the output tape allows 
one digit for a timing bit (T). If a timing 
mark appears on the FM track of the 
input tape during the time a particular 
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Fig. 5. Data tracking servo 
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Fig. 6. Data arrangement on intermediate 
tapes. Note: Numbers in circles indicate 

sequence of events in time 

sample is converted, a one is recorded in 
this spot along with the digital equivalent 
of the sample. 

To this point in the discussion nothing 
has been said about inserting the gap 
and little has been said about the digital 
tape units. The system block diagram 
shows the information from the record 
register going to two intermediate tape 
units. The two units may be thought of 
as a large buffer storage. During the 
conversion process, called phase 1, the 
digital inform~tion is recorded in blocks 
on these units, alternately, until all of 
the analogue samples on the input tape 
have been converted. Then these tapes 
are played back, recording on a final tape 
unit C. This final unit has the informa­
tion in a form required by the IBM 726. 

When the program is first started-the 
beginning of phase 1, the converted data 
are recorded on tape unit A. A preset 
channel counter is used to determine the 
number of samples to be recorded per 
record frame. The number of samples 
per record is selectable for a particular 
run and is at the discretion of the opera­
tor. It is dictated by the amount of 
\memory space in the data processor avail-
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Front view, 
201 con-
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able for 1-read reference to the tape 
units. A typical number might be 1,500 
samples or 750 words. When informa­
tion from the channel counter indicates 
that a gap is to be inserted in the final 
tape, the recording is switched from unit 
A to unit B without interruption, unit B 
having been started just before the 
record switch. Unit A is stopped shortly 
after the switch to B. When the next 
gap is to be inserted, the complementary 
action takes place, switching recording 
back to A. This process of switching 
back and forth continues until the input 
tape is exhausted of data. 

The arrangement of the data on the two 
tape units after the first phase of conver­
sion is completed as shown in Fig. 5. AU 
of the odd record groups appear on tape 
unit A while the even groups appear on 
unit B. Although only four frames are 
shown in the drawing, the quantity of 
data is limited only by the output tape 
capacity. The total amount of informa­
tion converted is dependent upon the 
quantity of analogue information on the 
input tape. 

When the conversion processes are com­
pleted, the intermediate tape units con­
tain all the digital information. This is in 
the same format as that required by the 
output tape and depicted in Fig. 2. As dis­
cussed, the record groups, which consist of 
many converted samples, are sequentially 
arranged in record groups on alternate 
intermediate tape units. It is now neces­
sary to collate the record groups and in­
sert the 1-inch gap while recording on the 
final unit. When phase 2, playback 
mode, is started, the intermediate unit 
last recorded starts in reverse. A gap­
sensing device indicates when the end of a 
record group is reached. This immedi-

ately stops the running unit and starts the 
opposite unit. This then plays back until 
a gap is sensed on this second unit. It 
will be remembered that, during the con­
version phase, when recording was 
switched from one unit to the other, 
there was a delay before stopping the 
first unit. This delay created a blank 
gap between groups shown in Fig. 6 and 
is of the correct amount to produce a l­
inch gap in the final tape. 

The process of alternately playing 
from each intermediate unit continues 
until both units run out of information. 
When all digital information is read, both 
intermediate units run back and are 
automatically stopped by a photocell 
sensing a clear leader. 

The intermediate units are played back 
in the opposite direction from which they 
were recorded. The digital informa­
tion is read and simultaneously recorded 
on the final unit C. This implies that the 
final unit must run in the opposite direc­
tion from which it normally will be used 
in order that the data be intelligible. For 
this reason, the final tape unit C is made to 
run out blank tape during the conversion 
phase. When it is time for phase 2, 
the correct amount of tape is on the take­
up reel and the tape rewinds as it is re­
corded upon. 

Machine Operation 

All controls necessary to operate the 
converter are brought out to a panel on 
the front of the cabinet. Here the alter­
nating and direct voltages may be turned 
on. Both a-c and d-c blown fuse in­
dicators are here. 

Once the alternating current and direct 
current are turned on and proper warmup 
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time is allowed, the machine is ready for 
operation. The external Ampex unit 
must be loaded with the tape containing 
the sampled data; a clear leader of several 
feet should be threaded so that the tape 
unit is up to speed when the data are 
read. The final tape unit C is loaded with 
1/2-inch tape. 

Pushing the "start phase 1" button 
automatically starts the external input 
unit as well as all three tapes on the 
converter. When data arrive on the in­
put tapes, intermediate tape unit B stops 
and converted data are recorded on unit 
A. Recording continues on A until the 
present-channel counter indicates that 
recording should be switched. Unit B 
starts and recording is switched to B, unit 
A stopping 180 milliseconds later. Dur­
ing this time unit C is running out tape, 
the amount that will be needed to hold 
all of the converted data on one tape. 

The cycling process of recording on 
unit A or unit B continues until all of the 
PDM data are converted. At this time 
the operator pushes the "stop" button. 
All tape units stop, the intermediate units 
delayed only enough to record th~ last 
converted sample. Either tape unit may 
be recording when the stop button is 
pushed and it may be anywhere in a 
record group. 

The operator now pushes the "start 
phase 2" button which starts the playback 
process and the recording on the final 
tape unit. Initially, tape unit C is the 
only one that starts. This runs for 
approximately 8 seconds producing a 1-
foot end-of-file blank required by the 
IBM 726. At the end of the 8-second 
period, the last intermediate unit re­
corded upon during phase 1 starts in the 
reverse direction. There is a I-to-l corre­
spondence between the data on the inter­
mediate units and that on the final unit. 
Digital information is read directly from 
the intermedia~e units and recorded on the 
final unit. 

The playback continues from the unit 
started at the beginning of phase 2, 
say unit B, until a gap is sensed. Play­
back is immediately switched to unit A 
and unit B is stopped. Unit A now plays 
until the gap is sensed on this unit, and 
playback is switched again. This process 
continues until all of the record groups on 
the intermediate units are played back. 
The tape units are stopped automatically 
by photocell sensing. Tape unit C runs 
out an end-of-file gap and is then read 
for processing on the IBM 701. 

Conversion during phase 1 proceeds at 
the rate of 224 samples per second. The 
playback during phase 2 proceeds at twice 
this rate making. an average conversion 

"'.. 
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Fig. 8. Rear view, model 201 converter 

rate of approximately 150 samples per 
second. The amount of conversion is 
limited by the capacity of the output 
tape and for a 2,400-foot reel this is over 
900,000 samples. 

Machine Design 

A front and rear view of the converter 
is seen in Figs. 7 and 8 respectively. In 
the front view, the three tape units asso­
ciated with the converter are shown. The 
two units on the left are the intermediate 
units and the center unit is the final unit C 
On the right upper is the control panel. 
The meter shows the output from the 
servo amplifier. Below it is an adjust­
ment for removing any drift in the ampli­
fier before operation is started. In the 
lower center and right are drawers con­
taining the d-c power supplies. 

The rear view shows the general 
approach of constructing all circuitry on 
plug-in units. This is designed as an aid 
in trouble-shooting and routine main­
tenance. The multitube units in the 
center are the playback amplifiers for the 
intermediate tape units. The panel in 
the lower left is for metering alternating 
and direct voltages and making adjust­
ments in some direct voltages. These 
adjustments are used for marginal check­
ing during routine maintenance. The 
panel in the upper left is a test panel 
where the majority of the plug-in units 
may be checked for operation independent 
of the machine proper. 

There are 333 tubes in the machine of 

which a majority are 5670's used in trigger 
circuits and 7 AK7's used in gated pulse 
amplifiers. The record tubes are 5687-
type. The converter also uses some 900 
diodes of which the majority are I N38A' s. 

The power supplies use germanium 
rectifiers and the total power consump­
tion, a-c and d-c,is approximately 3.5 kva. 

Conclusion 

The foregoing is a discussion of a spe­
cific converter designed to do a specific 
task. The speed of conversion was de­
cided to be 1/4 that of real time because 
of the short flights involved and because 
of the lO-digit accuracy desired. For 
this conversion rate the fastest trigger in 
the conversion counter operates at some 
300 kc. Further, the output tape format 
was dictated by the data processor with 
which it was to be used. 

The machine is versatile in that both 
the conversion rate and the output tape 
format may be modified to meet the needs 
of other data processing centers. Further 
it is possible to include editing features 
that will control the conversion process 
so that only sections of the PDM tape 
are converted. This feature would be 
particularly valuable where data from 
long flights are recorded but only certain 
sections are of interest. 

Reference 

1. A PULSE-DURATION MODULATED DATA-PROC­

ESSING SYSTEM, J. R. Lowe. J. P. Middle­
kauff. AlEE SPecial Publication T-85, 1956, pp. 
53-7 

61 



An Improved Multichannel Drift­

Stabilization System 

P. G. PANTAZELOS 

A T PRESENT ~ all but the smallest 
d-c analogue computers employ 

some method of drift stabilization to 
reduce drift at the output of the comput­
ing amplifiers. The method most often 
used is called chopper stabilization. 1 

With this method, some drift-free gain 
is added to the forward loop of a d-c 
feedback amplifier. If the added drift­
free gain is placed in the loop ahead of 
the primary sources of drift, the steady-

. state drift with stabilization is equal to 
the drift without stabilization divided 
by the amount of drift-free gain added. 
The required drift-free gain can be 
achieved with a chopper and an associated 
stabilization amplifier. 

By the technique of single-channel 
chopper stabilization, excellent drift sta­
bility can be obtained, particularly with 
well-built and well-shielded choppers such 
as the Leeds and Northrup unit. Un­
fortunately, during a 5-year period, ex­
perience with a large number of choppers 
at the Dynamic Analysis and Control 
Laboratory (DACL) at the Massa­
chusetts Institute of Technology has 
shown that maintenance of these choppers 
is necessary after their first year of opera­
tion, and, as the choppers become even 
older, they must be maintained more and 
more frequently. Also, the amplifiers 
associated with each chopper must be 
checked periodically. In a large installa­
tion with more than 200 computing 
amplifiers, such maintenance presents a 
problem. Another difficulty is that these 
choppers are bulky, and they, together 
with the added amplifiers, prevent the 
construction of smaller computing ampli­
fiers. These disadvantages of single­
channel chopper stabili~ation are avoided 
by using multichannel drift stabilization. 

Multichannel drift stabilization2 is an 
extension of the chopper-stabilization 
technique. In the multichannel system 
as shown in Fig. 1, one stabilization 
system is time-shared by a group of d-c 
amplifiers, thus effecting a reduction in 

P. G. PANTAZELOS is with the Massachusetts 
Institute of Technology, Cambridge, Mass. 

This paper is based on work done at the Dynamic 
Analysis and Control Laboratory, under Air Force 
Contract No. AF 33(616)-2263 with the Division 
of Industrial Cooperation of the Massachusetts 
Institute of Technology. 

equipment size, cost, and maintenance. 
Unfortunately, the multichannel systems 
in use at the time that work began on the 
DACL system were inferior in some 
respects when compared with single­
channel systems. For example, sufficient 
gain could not be achieved in the common 
stabilization amplifier to eliminate the 
need for a balancing adjustment in the 
computing amplifiers and in the stabiliza­
tion amplifier. Crosstalk existed be­
tween channels, particularly if one chan­
nel was badly overloaded. Also, none of 
the systems at that time incorporated 
overload indicators that operated at the 
incidence of an overload and remained 
on after the overload until reset by the 
problem operator. 

The design techniques described in 
this paper extend the usefulness of a 
multichannel system by eliminating some 
of these defects. The problem of elimi­
nating crosstalk between computing posi­
tions without sacrifice of stabilization 
gain has been solved by the use of inter­
mittent feedback and self-biased diodes, 
and the problem of providing a useful 
overload indicator has been solved by 
sampling the size of the signal in the 
stabilization system and by igniting gas 
tubes when an overload exists. 

These techniques are now incorporated 
in a multichannel system in a small 
computer at the DACL. The computer 
has 30 d-c computing positions all of 
which are drift-stabilized with one com­
mutator and one stabilization amplifier. 
The computing amplifiers require about 
1/6 the volume of the older, single­
channel chopper-stabilized amplifiers. 
The maintenance required is negligible 
when compared with the older units. 

The response speed and the transient 
characteristics of this multichannel sys­
tem as well as a statistical evaluation of 
the drift encountered in the DACL 
computing positions have been described 
elsewhere. 3 

Theory of Operation 

In the multichannel system of Fig. 1, 
one stabilization amplifier is used to 
stabilize the 30 d-c amplifiers with the 
aid of a single commutator that samples 

the summing-point voltage of each 
amplifier in turn. Any direct voltage 
present at the summing point of an 
amplifier is applied to the stabilization 
amplifier as a pulse occurring at the 
repetition frequency of the commutator. 
These pulses, after being amplified, 

. essentially without drift, and inverted 
in the stabilization amplifier, are chan­
neled to the same d-c amplifier by the 
output section of the commutator and 
applied as a stabilization voltage through 
a smoothing filter. The computing 
amplifiers are conventional high-gain 
d-c amplifiers. 

The stabilization circuit is used also 
for overload indication. When any d-c 
amplifier in the computer is overloaded, 
a large d-c error voltage appears at its 
summing point. This, voltage is sampled 
by the input section of the stabilization 
switch, and the resulting pulses are 
amplified by the stabilization amplifier 
(see Fig. 1). Whenever t~ pulses in 
the stabilization amplifier exteed a pre­
determined level, they trigger a mono­
stable multivibrator. The large, positive 
output pulses from the multivibrator 
override the normal output of the 
stabilization amplifier and are applied 
through the output section of the com­
mutator to the overloaded d-c amplifier. 
In the d-c amplifier; where the large size 
of these pulses distinguishes them from 
a normal stabilization output, they are 
detected and used to trigger an overload 
indicator. 

The Stabilization and Overload­
Indication Unit 

Fig. 2 is a schematic diagram of the 
stabilization and overload-indication unit 
circuitry. Tubes Vi, V2, V3, and the 
first section of V 4 constitute the amplifier 
section. This is a conventional d-c 
amplifier. To eliminate' drift in this 
amplifier, its gain is reduced between 
pulses to less than one by briefly closing 
a feedback path, as shown in Fig. 3. 
Each time the input grid of the stabiliza­
tion amplifier is grounded, the charge 
on capacitor C in Fig. 3 is adjusted to the 
value required to keep the quiescent 
amplifier output very nearly at ground 
potential. No energy-storage elements 
appear in the stabilization-amplifier cir­
cuit during the time it receives signals 
from the computing-amplifier error points. 
The rotor of the input section of the com­
mutator is wider than the rotor of the 
output section in order to ensure that the 
input be grounded whenever the stabiliza­
tion-amplifier feedback loop is closed; 
therefore, crosstalk between adjacent 
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computing channels as the commutator 
rotates is not possible in the amplifier. 
The commutator used in this system is 
built by the Applied Science Corporation 
of Princeton, N. J., and is designed 
specifically for use in drift-stabilization 
circuits. It is a 60-position single-pole 
2-deck switch that rotates approximately 
four times per second. 

The centering control Rl in Fig. 2 is 
provided to allow the output of the 
amplifier to be adjusted to ground poten­
tial when the input is grounded by 
switch 51. This adjustment, which 
allows the output to be set easily to 
within 100 millivolts of ground, is very 
stable and need be made only when a 
tube has been replaced in the stabiliza­
tion amplifier or after a component 
failure has been repaired. The stabiliza­
tion amplifier has a gain of approximately 
2,000. 

OVERLOAD-INDICATION CIRCUITRY 

The remainder of the circuitry in Fig. 
2 is used in the following way for overload 
indication: . 

1. Overload-signal amplifier VS amplifies 
the pulses at the grid of V2. 

2. Phase-inverter V6 makes a push-pull 
signal of the output of the amplifier VS. 

3. Tube V7 acts as an absolute-value 
device in that it inverts the sign of negative 
input pulses while not affecting positive 
input pulses. 

'4. Potentiometer R2 sets the trigger level 
of the multivibrator V8. It does this by 
setting the magnitude of the pulses so that 
a predetermined overload voltage at the 
error point of any d-c amplifier produces a 
pulse just large enough to trigger the multi­
vibrator. 

5. The two sections of V8 with their 
associated circuitry constitute a mono­
stable multivibrator. This multivibrator 
is triggered by any large positive pulse 
applied at its input. When idle, the first 
section of the tube is cut off, and the 
second section is conducting with a plate 
voltage of -100 volts. When triggered, 
the first stage conducts, and the second 
stage is cut off. The second-stage plate 
voltage then is equal to the supply voltage 
of +300 volts. 

6. The large pulses from the output of the 
multivibrator are applied to one grid of 
V4 where their magnitude is sufficient to 
override any input to the other grid. 
Thus, the output of V 4 always is determined 
by the multivibrator output whenever the 
multivibrator is triggered. When the 
multivibrator is idle, the second section of 
V4 is cut off and inoperative, and the first 
section operates as a cathode follower. 

7. Tube V9 is triggered by the multi­
vibrator pulses, and it in turn energizes 
the relay R Yl. The relay contacts are 
used to turn on a master overload indicator 
11. Tube V9 can be extinguished by 
removing its plate voltage with switch 53. 

The existing status of tube V9 (on or off) 
can be retained independently of multi­
vibrator pulses by grounding the overload­
bias lead with 52. The master overload 
indicator is ignited by an overload in any 
of the 30 computing amplifiers. 

VOLTAGE-LIMITING NETWORK 

As shown in Fig. 1, back-to-back 
silicon diodes are used to limit the 
voltage swing at the input to the stabili­
zation switch. Voltage limiting is neces­
sary to prevent crosstalk between com­
puting channels through the leakage in 
the insulation between contacts of the 
switch. Silicon diodes are used because 
their forward resistance is high until 
approximately 0.5 volt is applied in the 
forward direction. Thus, they have 
essentially a built-in bias of 0.5 volt, 
and no bias supply is needed. Conven­
tional germanium diodes and a bias 
supply cannot be used because their 
back resistance is not high enough to 
prevent current flow from the bias supply 
when the diodes are not conducting. 
Any current flow at this point can reach 
the computing-amplifier summing point 
and can cause an offset at the output of 
the computing amplifier. 

Stabilization and Overload Circuitry 
in the Computing Amplifier 

Fig. 4 shows the circuit of a computing­
amplifier unit. The unit contains a 
conventional high-gain d-c amplifier as 
well as some overload-indication and 
drift-stabilization circuitry. The cir­
cuitry used for overload indication and 
for filtering the stabilization-amplifier 
output is shown in detail. 

STABILIZATION FILTER 

As shown in Fig. 1, the stabilization 
commutator and amplifier sample the, 
summing-point voltage of each amplifier, 
and deliver output pulses with peak 
values approximately 2,000 times the 
summing-point voltage. The pulses oc­
cur every 1/4 second and are 4 milli­
seconds long. Because the output stage 
of the stabilization system is a cathode 
follower and because a mechanical switch 
is used, the driving impedance is low when 
a pulse occurs and high between pulses. 
Consequently, Rl and el act as a holding 
circuit, and a steady voltage equal to 
approximately the pulse magnitude is 
developed across the capacitor el in 
Fig. 4. (The time constant Rl times 
el is small.) The filter section R2 and 
e2 further smooths the voltage appearing 
across el. The voltage applied to the 
second grid of the differential amplifier 
VI is at very low frequencies nearly an 
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exact replica of the summing-point 
voltage multiplied by approximately 
2,000. A large voltage applied across 
capacitors el and e2 in the stabilization 
filter causes dielectric absorption. The 
relay R Yl is used to prevent this large 
voltage from occurring by short-circuiting 
the capacitors when an overload occurs. 
The d-c amplifier input coupling capacitor 
e3 likewise must be short-circuited for 
the same reason. Short-circuiting these 
capacitors also reduces overload re­
covery time. Overload recovery time 
is 5 seconds or less, depending on the 
type of overload. 

OVERLOAD-INDICATION CIRCUIT 

As already described, when an overload 
occurs in a d-c amplifier, a large voltage 
appears at the d-c amplifier summing 
point. This voltage is sampled by the 
stabilization switch, and the resulting 
pulses are amplified in the stabilization­
amplifier unit shown in Fig. 2. The 
presence of pulses larger than a pre­
determined value is sensed in the stabili­
zation amplifier, and a triggered multi­
vibrator produces very large positive 
output pulses. These large output pulses 
are directed by the output section of the 
stabilization switch to the overloaded d-c 
amplifier. 

In the d-c amplifier, the large pulses 
trigger relay R Yl which in turn short­
circuits the proper capacitors to prevent 
dielectric absorption. Also, the relay 
ignites a 1 e21 thyratron (V5) whose 
glow provides visual indication of the 
overload. When the overload indicator 
(V5) is triggered, it remains ignited 
until manually reset either by switch 
51 or by a master reset switch which 
simultaneously removes the plate voltage 
from tube VI0 in every amplifier. 

To clamp the overload indicators so 
that their status (on or off) at any time 
can be retained independently of the 
occurrence of further overloads, the d-c 
overload bias voltage is removed. When 
the voltage is removed, the overload 
relay (R Yl) is unable either to ignite or 
to extinguish the indicator tube (V5). 

Conclusions 

A multichannel drift-stabilization sys­
tem with high gain and negligible cross­
talk has been attained. With proper 
care taken to prevent pickUp and to 
provide good signal grounds, the degree 
of drift stabilization obtained with a 
multichannel system is equivalent to 
that of a single-channel system. The 
following specifications are met by this 
system: 
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1. The stabilization channel gain is high 
enough (approximately 2,000) to reduce 
drift and offset referred to the summing 
point of the computing amplifiers to less 
than 1 millivolt. No balancing control is 
incorporated in the computing amplifiers. 

2. Virtually no crosstalk occurs between 
computing positions even if one amplifiet 
is overloaded and its summing point is at 
a high potential with respect to ground. 

3. An overload indication occurs at each 
computing position when that position 
overloads and at a master position when any 
amplifier overloads. The indicators, trig­
zered, stay ignited until manually reset. 

To the author's knowledge, a combina­
tion of high stabilization gain and no 
crosstalk has previously not been at­
tained. Furthermore, this paper de­
scribes the first multichannel system 
with an overload indication that remains 
ignited after being triggered. The use­
fulness of this feature in finding and 
correcting overloads has been demon­
strated during operation of the computer 
at the DACL. This overload system is 
also useful in preventing dielectric ab­
sorption in the stabilization :filter capaci-

Combined Analogue and Digital 

Computing Techniques for the 

Solution of Differential Equations 

P. A. HURNEY, JR. 

ONE of the difficulties in the use of an 
analogue computer for the solu­

tion of ordinary differential equations in­
volving variable coefficients is its rela­
tive inability to perform certain multi­
plications rapidly and accurately. In 
instances where variables must be multi­
plied by a function of another variable, 
this difficulty is particularly apparent. 
This paper describes how a digitally 
stored table of functions may be used 
with an analogue computer to solve this 
general class of ordinary differential 
equations. 

In the preparation of the machine 
for the problem, the functions of the 
variables are read into a magnetic 
drum by employing conventional dig­
ital techniques. During operation, the 
analogue inputs are compared con­
tinuously with their digital equivalents 
that are on the drum, and the digital 
functions of the input are read and 
digitally stored between readings. Dig­
ital-analogue multipliers are used to 
multiply the digital output by the 
appropriate analogue output. The ad­
vantages of the computer are (1) 
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the shortness of the machine-prepa­
ration time, (2) the operating speeds 
which are faster than those of electro­
mechanical multipliers using potentiom­
eters or resolvers, and (3) the accuracy 
which is greater than that obtainable with 
electronic multipliers and function genera­
tors. 

Introduction 

The first part of this paper discusses a 
few of the limitations of analogue com­
puters used in the solution of ordinary 
differential equations. Next are de­
scribed several types of digital computers 
which are designed to perform certain 
operations more efficiently than the 
equivalent group of analogue components. 
Finally a specific analogue-digital com­
puter is described which is <7urrently under 
development at the Dynamic Analysis 
and Control Laboratory of the Massa­
chusetts Institute of Technology. 

LWITATlONS OF ANALOGUE COMPUTERS 

Analogue computers are capable of 
performing certain mathematical opera­
tions with rapidity and high accuracy. 
Some of these operatiqns are addition, 
subtraction, mUltiplication by a fixed 
coefficient, and integration with respect 

tors and input coupling capacitor, and 
in reducing overload recovery time. 
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to time. In general these operations 
permit solutions to problems involving 
ordinary differential equations at speeds 
many times that of the physical system 
under study and with accuracies often 
more than adequate for engineering pur­
poses. 

A second class of operations performed 
on analogue computers which are either less 
accurate or have slower solution times is 
multiplications of two or more variables. 
In general, two methods are used for the 
multiplication of independent variables. 
One is the electronic multiplier which 
may have a useful bandwidth of several 
hundred cycles but long-time accuracies 
seldom better than 0.25 per cent. A 
second method of multiplication is the 
servomultiplier. This multiplier is ca­
pable of static accuracies better than ten 
times that obtainable with the electronic 
multiplier but one input variable is re­
stricted to a band width of several cycles 
per second if good accuracy is to be 
maintained. In addition, there are limi­
tations on the maximum rate of change of 
the input. 

A third class of operations which are 
restricted both in accuracy or bandwidth 
is the generation and multiplication of 
function of a variable. Electronic func­
tion generators have approximately the 
same bandwidth as the electronic multi­
pliers but long-time stabilities are seldom 
better than 0.25 per cent. Additional 
errors are introduced in approximating 
complex functions by a series of straight 
lines. As a result, the product of one 
variable by a function of a second variable 
using electronic multipliers and function 
generators may have static errors as 
large as 0.5 per cent. 

Servomultipliers with tapped potenti­
ometers may also be used to obtain prod-
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ucts of the function of a variable. The 
tapped potentiometers are loaded with 
appropriate resistors to make the potenti­
ometer conform to the desired function. 
The static accuracy and repeatability of 
the servo function generator are excellent 
but, as in the case of servomultipliers, the 
bandwidth is restricted to several cycles 
per second. In addition the tapped po­
tentiometer also approximates the func­
tion with straight line segments. 

For certain classes of nonlinear func­
tions special techniques are used. The 
trigonometric functions are common to 
problems. The most widely used method 
for generation of sines and cosines is the 
servoresolver. This unit is similar to the 
servomultiplier except that special non­
linear multiplier potentiometers are used. 
These potentiometers generate sine and 
cosine functions to good accuracies. 
However, for static accuracies better than 
0.1 per cent the bandwidth of the servo­
resolver is even less than the servo­
multiplier. This is because accurate sine­
cosine potentiometers are large, having 
high inertias and 'friction levels. 

One device used in the resolution of 
vectors in analogue computers is the a-c 
resolver. These electromagnetic units 
have small inertias, low friction levels, 
high accuracies, and infinite resolution. 
As a result a servo using a-c resolvers has 
a bandwidth superior to the servoresolver 
using potentiometers. However, a serious 
limitation in the use of the a-c resolver is 
the a-c carrier needed in the operation of 
these units. The a-c carrier system gen­
erates many special problems. One diffi­
culty is in the combined use of a-c and 
d-c computing equipment with the 
present lack of.accurate high-speed modu­
lation and demodulation apparatus. It 
is often desirable in a large problem to per­
form a portion of the computation on d-c 
analogue equipment and the trigonometric 
computation on the a-c section of the 
computer. It is not economical to use, 
only an a-c computer in the solution of 
many problems because of the complexity 
of a-c equipment needed to perform many 
computations which are basic to the d-c 
analogue computer. 

The foregoing brief and incomplete 
description indicates some of the limita­
tions of the modern analogue computer. 
There is a need for better methods for the 
generation of functions of variables, multi­
plication by functions of variables, in 
particular, the trigonometric functions, 
and, to a lesser extent, multiplication of 
two variables. The need for faster, 
accurate computation methods arises 
from two sources. First, complex sys­
tems involving a number of independent 

variables may be studied rapidly to deter­
mine effects of parameter variation. Sec­
ondly, simulation of systems involving 
physical components requires the com­
puter to operate in real time. For ex­
ample, the study of a guidance and con­
trol system for a missile involves simula­
tion in 3-dimensional space. This re­
quires a number of geometric resolutions 
and mUltiplication by arbitrary functions. 
A study of a complete missile system may 
involve hundreds of solutions to include 
the many possible initial conditions and 
parameter variations. Very often, com­
ponents of the guidance and control sys­
tem are included in a final study of an 
over-all system. The section of the 
computer simulating the aerodynamic and 
space geometry must be capable of opera­
tion in real time to be able to test the 
system components. In the case of 
missiles where the actual flight tests are 
expensive, it is desirable to be able to 
check the effect of the operation of the 
missile components on the over-all system. 
The accuracy of computation of space 
geometry is very important in a problem 
of this type. Since these computations 
are mathematical in nature rather than a 
simulation of physical equipment, small 
errors in geometry may result in large 
over-,all problem errors. 

Digital Auxiliaries to Analogue 
Computers 

The digital computer which may be 
used with analogue computers is naturally 
a specialized device and may differ in 
many respects from conventional equip­
ment. Input-output conversion is needed 
which will allow the digital machine to 
operate simultaneously with the analogue 
computer. For convenience in program­
ming, the digital equipment must be 
capable of operating much as an analogue 
element in the complete system. The 
digital computer must operate at a time 
scale compatible with the analogue com­
puter so that the lags in the digital com­
puter will not effect the accuracy of the 
over-all problem solution. 

Several types of digital computers are 
useful in the applications described. The 
first of these is a computer consisting 
primarily of a multiplier. With a multi­
plier and suitable programming, problems 
involving multiplication of variables, 
trigonometric function generation, 
reciprocals, and powers, and, to a lesser 
extent, arbitrary functions may be solved. 
The second type of digital computer con­
sists of a storage element in which is 
stored an input and a function of that 
input. This type of digital computer may 
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be called a function table. The stored 
function of the input may be any func­
tion of a single variable. The function 
table may have stored trigonometric, in­
verse trigonometric, or any arbitrary rela­
tionship between the input and output. 
With external multipliers, products of 
variables involving any of the stored 
functions are obtainable. 

The basic difference between the two 
digital methods described is that in the 
case of the multiplier or polynomial 
generator the relationship between the 
input and output is stored as a series of 
instructions in the program. The func­
tion table has stored all the relationships 
between the input and output. Each 
method has advantages and the choice of 
either depends upon the type of problems 
to be solved. 

The polynomial generator is primarily a 
serial type of computer, i.e.; for one 
multiplier only one operation or product 
may be computed at one time. However, 
if the multiplier is fast enough, the unit 
may be time-shared among many inputs. 
The analogue input is first converted into 
a digital number by a time-shared ana­
logue-to-digital converter (ADCON). 
N ext the operation is performed on the 
input number according to the instruc­
tions in the problem control. Operations 
involving trigonometric functions are 
computed with several successive multi­
plications and additions until the required 
accuracy is obtained. Several registers 
are generally needed for internal storage. 
Arbitrary functions may be computed 
from one or more polynomial approxima­
tions, although very often this type of 
function is very difficult to program to 
the required accuracy. In addition, 
programming time for even simple arbi­
trary functions may be excessive. More 
accurate and convenient function genera­
tion may often be obtained using con­
ventional electronic analogue function 
generators. However, if a problem in­
volves a number of trigonometric func­
tions and multiplications, the polynomial 
generator provides a fast accurate method 
for performing these computations. The 
output digital number is converted into 
analogue form by the digital-to-:analogue 
converter (DACON) which is time-shared 
among the various outputs. The output 
information is stored in an analogue stor­
age device between successive digital solu­
tions. 

The function table computer which in­
volves digital storage of each value of the 
input and the function of the input offers 
a method of computing any function of a 
single input variable. It is this type of 
computet which is under development at 
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the Dynamic Analysis and Control Labo­
ratory (DACL) at the Massachusetts In­
stitute of Technology. The function 
table computer, together with a digital­
analogue multiplier, provides a general­
purpose auxiliary to an analogue com­
puter which results in an extremely flexi­
ble over-all machine. Not only does the 
system allow rapid and accurate solution 
to many type of problems, but it also re­
sults in a simple programming procedure. 

The system described in the next part 
of this paper will allow the solution of 
large-scale problems. It may be used in 
solving problems involving resolutions, 
function generation, and mUltiplication. 
The system bandwidth should be higher 
than conventional d-c electromechanical 
computing elements, and compatible with 
most electronic analogue computers. 
Over-all reliability should be greater than 
an equivalent electromechanical system 
because of the elimination of the servos 
with their associated potentiometers, 
gearing, and motors. 

Description of the Function Table 
Computer 

The basic element in the system is the 
storage device, a magnetic drum. On 
this drum are stored columns of tabulated 
numbers similar, for instance, to a table 
of sines. In the first column are the 
values of the angle, and adjacent to this, 
a column with the values of the sines of 
these angles. On the magnetic drum, 
not one, but a set of desired functions 

may be stored. Each function shares a 
single column of nondimensionalized 
inputs. As the drum is rotated, the input 
column is scanned, and when the desired 
value of input is reached, a function ~f the 
input is read from the proper column and 
stored. Fig. 1 is a block diagram of a 
drum and associated equipment. In this 
example the drum has three columns of 
numbers. The first is the input x, the 
second flex), and the third f2(x). As the 
drum rotates, the output of the magnetic 
reading heads which scan the drum read a 
particular value of x, hex), andf2(x). 

The digital numbers representing the 
input are converted by DACON into an 
analogue voltage. This voltage is fed 
into the coincidence detector along with 
the analogue input x'. When the ana­
logue voltage representing the digital 
drum input equals the analogue input x' 
the coincidence detector opens the gate 
which reads the instantaneous value of 
flex') on the drum and puts it into a stor­
ag~ register. When the second analogue 
input x" equals the drum input, in like 
manner, f2(x") is put into another storage 
register. If the products of these func­
tions with other input variables are de­
sired, the outputs of these registers are 
fed into digital-analogue multipliers along 
with the analogue variables v and w, re­
sulting in the products 

Output! =Vjl(X') 
Output2 =Wj2(X") 

The system may be expanded in an obvi­
ous manner to obtain addi,tional products 

and functions of other input variables. 
The basic elements of the system are: 

1. Magnetic drum. 
2. Digital-to-analogue converter. 
3. Coincidence detector. 
4. Gate. 
5. Storage register. 
6. Digital-analogue mUltiplier. 

THE MAGNETIC DRUM 

The magnetic drum is the information 
storage unit and must be large enough to 
hold the required number of functions. 
It must have around its periphery enough 
values of any particular function to repre­
sent this function to the desired precision. 
The speed of the drum should be as high 
as possible in order to obtain the shortest 
possible sampling interval, which results 
in the widest bandwidth. Presuming that 
a basic precision of 0.1 per cent of full 
scale is desired, the input which is a 
linearly increasing ramp must be divided 
into 1,000 parts for the positive voltage 
range and 1,000 parts for the negative 
voltage range or a tot..al of 2,000 parts. 
Therefore, there should be 2,000 different 
digitally coded values of the ramp around 
the periphery of the drum. Since the 
ramp is coded in binary form, an ll-bit 
word is the minimum necessary if 2,000 
different values are to be represented 
(2 inches = 2,048). Therefore the input 
ramp consists of 2,000 ll-bit words 
equally spaced around the drum. For 
each value of the input there is a corr~­
sponding value for each function. The 
speed of the drum determines the number 
of times per second that a new value of 
function appears at the output of the sys­
tem. At present, a speed of approxi­
mately 125 revolutions ~er second ap­
pears feasible. In this case the basic 
output frequency is 125 cycles per 
second and the corresponding sampling 
interval is 8 milliseconds. The equivalent 
lag is 4 milliseconds because the error is 
zero at each sampling time and builds up 
to a maximum just before the next sam­
ple. Phase compensation circuits may be 
used on the input analogue signal. This 
compensation effectively cancels the drum 
lag and results in an equivalent phase lag 
of the over -all system of less than 1 degree 
up to 10 cycles per second. In addition, 
there are no restrictions on the maximum 
rate of change of the input variable. 

Information is read into and out of the 
drum through magnetic heads and read­
write amplifiers. The "write" equipment 
may be as simple as a keyboard, but for 
convenience in programming, punched 
cards or tape should be used. The "read" 
amplifiers must be capaple of driving 
several gates in parallel. 
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A typical drum would have provision 
for the storage of seven functions plus the 
input ramp function. In addition several 
tracks are used as timing tracks. On 
these tracks are stored timing pulses 
which are used to synchronize the write 
and read gates. 

The Digital-Analogue Converter 
(DACON) 

The digital-analogue converter is an 
electronic device which converts paral­
leled binary-coded information to ana­
logue form. Basically the unit consists of 
a series of accurate current switches driv­
ing a resistance ladder. As many current 
switches are needed as there are bits in the 
coded information. A converter of this 
type can be built to respond in less than 
a microsecond; in this system several 
microseconds are available. The drum 
rotates at about 125 cycles per second and 
there are 2,000 words in each revolution; 
therefore, a new word occurs about every 
4 microseconds. Approximately half this 
time would be available to operate the 
DACON associated with the drum input 
circuitry. . 

The input DACON is isolated from the 
coincidence detectors by an amplifier 
which prevents loading of the converter 
by the detectors. The amplifier must 
have a wide bandwidth and an accurate 
gain. Only one such amplifier of this type 
is needed. 

THE COINCIDENCE DETECTOR 

The coincidence detector is essentially 
a zero-sensing detector. When the 
analogue input to the system and the 
analogue signal from the input DACON 
have the same value, the output of the 
detector changes sign rapidly. If the 
output of the DACON is less than 
the analogue input signal the output,of 
the detector is at a negative potential. As 
the ramp signal from the drum increases, 
the output from the DACON increases in 
a positive direction until the voltages are 
equal. At this time the sign of the output 
of the coincidence detector reverses and a 
positive gating signal is generated. 

THE GATE 

The gate is used to control the transfer 
of information from the drum into the 
storage register. The gates are controlled 
by signals from the coincidence detector 
and from the timing unit. See Fig. 1. 
The timing signals from the drum are 
used to prevent the gating of a signal into 
the register if the number on the drum is 
changing value. The timing signals are 
spaced so that the gate may be opened 
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Fig. 2. Digital-analogue multiplier 

only when the output from the coinci­
dence detector and the input DACON 
have reached a steady state value. 

The gate is associated with the register 
and therefore is logically a part of the 
register. However, it is discussed sepa­
rately here because of its function in the 
operation of the system. 

THE STORAGE REGISTER 

The function of the storage register is 
to store information from the drum be­
tween samples. The input to the register 
is a binary coded parallel signal from the 
drum which is switched into the register 
by the gates from the readout amplifiers. 
The register is reset just before the new in­
formation is to be stored. The reset func­
tion is accomplished by the timing circuit. 
When the gate associated with a particu­
lar register opens, information is supplied 
to each of the flip-flop elements in the 
register simultaneously. The presence of 
a pulse on any line sets the flip-flop associ­
ated with that line. Because of the low 
repetition rate of the registers, nonde­
structive readout magnetic cores may be 
used in the construCtion of the register. 

DIGITAL-ANALOGUE MULTIPLIER 

The digital-analogue multiplier is a unit 
which has one analogue and one digital 
input and an analogue output which is a 
product of the two inputs. Basically the 
multiplier consists of ten parallel conduc­
tances arranged in binary ratios. The 
conductances are switched into the circuit 
according to commands from the register. 
The ten switches and ten conductances 
can be made to have 1,028 different values 
of total conductance. These ~onduc-

tances form the input resistor to a feed­
back amplifier resulting in an amplifier 
which has a gain between 0 and 1 depend­
ing upon the condition of the switches. 
See Fig. 2 for a simplified schematic of the 
multiplier. The 11th bit from the 
register controls the sign of the digital 
multiplication. It operates an electronic 
switch at the output of the multiplier 
which changes the sign of the multiplica­
tion. Since the analogue input may have 
either sign the over-all multiplication is in 
four quadrants. 

Since the digital input to the multiplier 
changes in a stepwise manner the gain of 
the unit also changes in increments~ 

Therefore the output wave form contains 
components of the sampling frequency ~ 
The wave form is similar to that obtained 
from a servomultiplier which USes a 
wire-wound potentiometer. The switch­
ing time of the digital-analogue multiplier 
which has been developed at Dynamic 
Analysis and Control Laboratory has a 
switching times of a few microseconds and 
a change in the digital code does not 
introduce spurious signals into the output. 
The output wave form therefore has small 
components of the switching frequency 
which are easily filtered. 

OPERATION OF FUNCTiON TABLE 

The computer would consist of the 
magnetic drum, the input digital-to­
analogue converter, one coincidence de­
tector for each input signal, a gate and 
register for each desired function, and a 
digital-analogue multiplier for each prod­
uct. The analogue inputs and outputs 
would be handled on the analogue com­
puter patchboard in the standard manner. 
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The interconnection of, the digital com­
ponents could be accomplished with 
multiconductor patching or switching 
within the digital computer itself. The 
actual computer setup time for intercon­
nection of units would be approximately 
the same as a conventional machine. 

The information to be stored on the 
drum would best be handled with 
punched cards. Functions such as sines 
or cosines could be calculated and 
punched on cards using standard digital 
computers. Empirical function could be 
either punched into cards using a manual 
keyboard, or if desired, curve followers 
with digital outputs could be used to 

encode the desired information auto-
. matically. Once the set of data has been 

placed on the cards the information is 
read into the drum using well known 
techniques. If standard equipment were 
used each function would require approxi­
mately 10 minutes to be read into the 
drum. Once the function is on cards it 
could be stored and would be available at 
any future time for use on the machine. 

CONCLUSIONS 

The function table computer together 
with a suitable analogue computer would 
be a machine capable of solving many 
types of problems faster than is now pos-

An Experimental Monitoring Routine 

for the IBM 705 

H. V. MEEK 

THERE is a pressing need for aid in the 
knotty business of checking a code for 

a large digital computer. What better 
instrument is to be used than the com­
puter itself? Because an automonitoring 
feature is absent from the circuitry of 
most computers, the monitoring operation 
should be programmed and will furnish an 
effective means of detecting many coding 
errors. 

A routine for the International Business 
Machines Corporation (IBM) 705 has 
been prepared which monitors the in­
structions of a code being tested, and 
gives a complete history of the computer 
action as a result of that code. 

Before the format of the output of the 
monitoring routine is discussed in detail, 
a brief description of the 705 internal 
nature should be given. Also, some of 
the questions which arose during the 
monitor plan~ing phase and the decisions 
which were made should be mentioned. 

The 705 is a high-speed stored-program 
electronic data-processing machine. Its 
main memory is either 20,000 or 40,000 
character positions of magnetic core 
storage. Each character consists of seven 

H. V. MEEK is with the Hughes Aircraft Company, 
Culver City, Calif. 

binary digits; a 4-bit "numeric" part, a 
2-bit "zone" part, and one check bit, and 
may be a decimal digit, a letter, a punctu­
ation mark, or a special symbol. A 256-
position accumulator, and 15 auxiliary 
storage units which together comprise 256 
positions, provide temporary working 
storage for arithmetic and logical opera­
tions. Instructions have five characters 
each: one operation-code chara~ter and 
a 4-decimal digit address part. The 
thousands position of the address part 
must be appropriately zoned to specify a 
location with address greater than 9999. 
If one of the 15 auxiliary storage units is 
to be· specified, the tens and hundreds 
positions of the address part are zoned so 
that the four zone bits together form a 
binary number equal to the address of the 
desired auxiliary storage. There is no 
fixed word length in the 705; the length 
of an operand depends on the current 
condition of the specified accumulator or 
storage, the type of instruction being 
executed, and/or the characters of the 
operand and its adjacent fields. 

N ow then, what exactly should the 
monitor tell about a code? It was de­
cided that each executed instruction, its 
location, its interpretation, the operand 
it calls for, and the results it produces 

sible with analogue computers. The 
accuracy of the proposed system would be 
comparable with present computers. 
Programming is simplified because of the 
ease of computing with any function of a 
variable. The combined computer should 
be easier to maintain because of the ab­
sence of servomultipliers and resolvers. 
Checking the operation of the digital func­
tion table may be accomplished by stand­
ard analogue techniques. At present the 
machine is feasible because it uses avail­
able equipment and techniques. Future 
development in components may reduce 
the cost of the computer and enhance its 
usefulness. 

would be given. The instruction inter­
pretation consists of a 3-character mne­
monic operation symbol, a 5-decimal 
digit address part, and a 2-digit reference 
to the accumulator or auxiliary storage 
unit. Each operand, including its length 
and sign, each change in main memory 
content, and the length, content, and 
sign of the accumulator or an auxiliary 
storage unit after each reference will be 
noted alongside the corresponding in­
struction. Flags will call attention to 
coding irregularities, such as specifying an 
auxiliary storage unit for a "multiply" 
instruction, or allowing the character to 
the left of a field stored to be signed. 
Also, before any monitoring commences, 
the initial length, sign, and contents of 
the accumulator and each auxiliary stor­
age unit will be given. 

Experience with the routine may show 
that some of the output is not useful 
enough to warrant the memory space and 
additional execution time required, and a 
subsequent version of the monitor may be 
written which does not include . such 
features. Meanwhile, starting with the 
assumption that it will be easier to trim 
than to add, an effort was made to make 
the monitoring routine output a really 
complete record of the computer activity. 

Paradoxically, a prime requirement of 
a monitoring routine is that it have the 
ability to execute sections of a code with­
out monitoring and at full speed. There 
was no question that this feature would 
be included in the 705 monitoring routine, 
the problem was how to specify those 
sections. The method chosen is simply 
this: The coder prepares sequence cards, 
each specifying the location of the first 
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instruction of a sequence to be moni tored 
and the location of the last instruction of 
the sequence; and the number of those 
times that the sequence is encountered it 
is to be monitored. As many as five 
different sequences may be specified for a 
single monitoring run. 

Before monitoring begins, a table of the 
information from the sequence cards is 
automatically compiled in the computer, 
and th,e first instruction of each sequence 
is saved and replaced by a "transfer" 
instruction which will transfer control to 
an appropriate monitor entry point. 
When the table is completed, control is 
transferred to the first instruction, the 
location of which is given, along with the 
address of ·the unit selected for monitor 
output, on another card, of the code being 
tested. Thus, full-speed execution of the 
code takes place until a sequence to be 
monitored is encountered; then the con­
tents and length of the accumulator and 
each auxiliary storage unit is given, and 
monitoring commences, continuing until 
the last instruction of the sequence has 
been executed. At that time. the accumu­
lator is restored to its current condition 
with respect to the code being tested, the 
"transfer any" indicator and the check 
indicators, except for "sign" and "over­
flow," are off, control is returned to the 
code being tested, and full-speed un­
monitored operation again takes place 
until another sequence, or the same se­
quence. if it is to be monitored more than 
once, is encountered. 

Another very important question is: 
Should monitoring time, or monitoring 
routine memory requirements be mini­
mized? The nature of the 705 (with its 
variable word length feature and some­
what complex instruction composition) 
requires that a great many operations be 
performed on a code to produce the 
desired information. Memory space is 
at a premium for, after all, the routine 
could give no service if no other code 
would fit into the memory to be tested, 
and its use must be minimized, even at 
the expense of slower monitoring. 

Finally, what restrictions are to be 
placed on the coder who wishes to use the 
monitoring routine, and what rules must 
he follow? Naturally, the fewer the 
restrictions, the better. The less complex 
the rules, the better. Alteration switches 
and check indicator switches should be 
set as if for a normal, unmonitored run. 
A sequence of monitoring must neither 
begin nor end between a "compare" in· 
struction and its associated "transfer on 
high" and "transfer on equal" instruc­
tions, nor between a "select" instruction 
and its associated input, output and 

Table I 

Operation 
Code 

Mnemonic 
Symbol 

Information Given in Monitor 
Output (See Legend) 

Approximate Central 
Processing Unit 

Time in Milliseconds 

A . . .NOP .......... (0). ...... .. ............... . .25 
B .... SET ......... (0), (6), (7), (8).................. .. .... 30 
C .......... SHR. . ...... (0), (9). (10), (1n, (12) ................. 33 
D... ...... . .LNG ........... (0), (9), (10), (11), (12) ................. 33 
E ........... RND ........... (0), (9), (10), (11), (12) ................... 34 
F .... , .......... ST .............. (0), (4), (5), (13).... .. ............... 39 
G ............. ADD ........... (0), (1) (2). (3), (6), (7), (8) ............. 52 
H .............. RAD ......... .. (OJ, (6), (7), (8).. .......... . .... 32 
I ................ TRA ........ '" (0). ........ .. .............. 26 
J ................ HLT. ..... (0). ... .... . .. . Manual restart time 
K ............... TRH ......... (0) ............. 23 
L ................ TRE. . . (0).. .. . . . . . . . . . . . .22 
M ........... TRP . ..(0), (16).. .. ............... 28 
N ............... TRZ .. (0), (16) ................. 28 
o ...... . .. .. TRB .. (0) " ... ...... .. . . . . . . .. ........ ..28 
P.. . ....... .SUB " (0), (1), (2), (3), (6), (7), (8). . ...... 52 
Q .......... RBU .. (0), (6), (7), (8) ...... ...... .. .. .. . .32 
R..... . WR... . (0), (15) ............................. 20 + execution time 
S RWW.... (0). ......................... . .28 
T . SGN (0), (I), (3») (4), (6), (7). (8) .. . ..... 60 
U .. .RCV .(0)................ . ............... 19 
V . MPY. . (0), (1), (2). (3), (9), (10). (11), (12) ...... 53 
W .. DIV .... . (0), (1), (2), (3), (9), (10), (11), (12). . . 53 
X . NTR .. .. .... (0), (6). (7), (8)........ ......... ..43 
Y.... .RD (0), (15).... .... . ...... . ... ..20+execution time 
Z ... . .. .WRE. ..(0), (15)... .... ... . ... ..... ..20+execution time 
1 .. .. " .TR (0) ................................ 21 
~ ...... ~ .... ~!~;~l" .. (0)............................ ..26 

Instruction! .. 
. CMP. 

... (0).. . .......................... . ... 20 + execution time 
4 .. .. .. (0), (1), (3), (6), (8) ...................... 58 
5 ....... . .. SPR. ... (0) .................................... 30 
6 ..... .. .. ADM ... . . . (0), (1), (2), (3), (4), (5), (14) ............. 52 
7 .. .. UNL .. . .(0). (6), (7), (8) ....................... 31 
8 ... . .LOD . 

'" .' .TMT. 
....... (0), (6), (8) ............................ 31 

9 .... . .. ..... (0) ................................. 19 

Legend: 

(0) location of. instruction (.5 decimal digits), mnemonic symbol, laddress part (5 decimal digits) 
accumulator or auxiliary storage unit (ASU) reference, and the uninterpreted instruction 

(1) operand 
(2) minus sign if operand is negative 
(3) length of operand 
(4) result in memory 
(5) length of result in memory 
(6) result in designated accumulator or ASU 
(7) minus sign if result in designated accumulator or ASU is negative 
(8) length of result in designated accumulator or ASU 
(9) result in accumulator 

(10) minus sign if result in accumulator is negative 
(11) length of result in accumulator 
(12) "*,, if an ASU is designated 
(13) "*,, if the character to the left of the field "stored" was signed plus 
(14) "S" or "U" according to whether the ADM is "signed" or "unsigned" 
(15) "X" if reading is under control of Memory Address Counter II and TMT has been issued qince 

the last R WW . 
(16) address of the last changed ASU if an ASU is designated 

1 The appropriate mnemonic symbol, determined by the address part of the control instruction, will be 
given. 

"transfer on signal" instructions, nor 
begin between a "receive" instruction and 
its associated "transmit" instructions. 
The coder must be careful to specify for 
monitor output the use of a tape unit or 
printer which will not affect the operation 
of the code being tested. For example, 
if he uses a type-760 control unit in his 
own code, he should not choose for 
monitor output a tape unit or printer 
which is controlled by that same 760, 
since then the contents of the 760 storage 
would be changed after every instruction. 
However, monitor output to a tape unit 
controlled by a type-777 tape record ('0-

ordinator (TRC) is written so that the 
TRC storage is by-passed and its contents 
remain undisturbed. And, naturally, 
neither the code being tested nor the 

data it uses should overlap the monitor 
in the memory. The monitoring routine 
which has been machine tested has no 
provision for monitoring the instructions 
peculiar to 760 and 777 operations, but 
a subsequent version of the monitor will 
have that provision. 

Because the user of the monitor has 
only a few restrictions, the writer had 
several. For one thing, there is no 
practical way to save the contents and 
sign of one or more of the auxiliary storage 
units, use the storages, and then restore 
them to their original conditions. There­
fore, only the 00 accumulator is used to 
compile and edit the output information. 
Since it is possible that the code being 
tested has a "shorten" instruction de­
signed to recover the remainder of a divi-
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sion, it is necessary that the starting point 
-counter of the 00 accumulator remain un­
Ichanged by the monitor. Tp.is requires 
that the monitor have no "shorten," 
'''lengthen," "round," "multiply," I or 
'''divide'' instructions. One further re­
:striction on the writer: The "sign" and 
"'overflow" check indicators may never be 
turned on by the monitor, for that would 
interfere with the use of those indicators 
by the code being tested. 

The instructions needed to produce the 
desired output and still satisfy the fore-

going rules are, of course, more numerous 
than those needed if complete freedom in 
the use of the 705 had been possible. 
Between 4,000 and 5,000 memory loca­
tions are used by the monitor to store its 
675 instructions and 400 characters of 
constants, and to provide 650 positions. 
of temporary storage. The constants 
include a table of 192 characters which 
relates the operation codes to their 
corresponding mnemonic symbols. The 
large amount of temporary storage is 
necessary for concurrently saving the 

The Logical Design of a Digital Computer 
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THE Lincoln Laboratory and Inter­
national Business Machines Corpora­

tion (IBM) have, over the past 3 years, 
worked out the design for a new digi­
tal computer which is the central com­
ponent of a large-scale real-time system. 
In this system, data from a large number 
of sources are fed automatically into the 
computer where they are processed under 
programmed control. A complete com­
pilation of the real-time situation is com­
piled by the computer and presented to 
operators by means of a special display 
system. The computer automatically 
generates control commands for the ex­
ternal environment in response to cor­
rections and command information fed 
into it by the operators. 

The purpose of this paper is to describe 
the performance criteria of the' computer 
in general terms, and to present some of 
the outstanding features of the design. 
These features are necessary in the com­
puter because of its particular real-time 
application which requires a greater em­
phasis to be placed on reliability, speed, 
capacity, and flexibility than is usual 
in scientific or commercial applications. 
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Disregarding its special features for the 
moment, the computer is a large-scale 
general-purpose single-address parallel 
digital computer with a 32-bit word 
length. A high-speed magnetic core 
memory is provided which contains 270, 
336 bits of storage arranged in two banks 
of 33 planes, each plane consisting of a 
64 by 64 core matrix. The 33d plane is 
used for parity check bits. In addition to 
its buffer drums for communicating with 
the external environment, an auxiliary 
drum storage system is provided. This 
system contains 3,244,032 bits of storage 
divided among eight cylinders each con­
sisting of six fields of 33-bit words. Each 
field has 2,048 words distributed around 
the circumference ~f a cylinder. Five 
magnetic tape units of the IBM 728 design 
and a large cathode-ray tube display sys­
tem are also provided. In order to obtain 
a reliability capable of providing con­
tinuous 24-hour operation, the whole 
machine, with the exception of some of 
the input-output equipment, is dupli­
cated. This guards against over-all sys­
tem catastrophies caused by sudden ma­
chine failures and allows phinned partial 
shutdowns for maintenance purposes. 

One major consideration in the design 
was the availablity of components, par­
ticularly in the case of the high-speed 
memory. The original thinking on this 

contents of the accumulator, determining 
the length of an operand or result, and 
compiling the output record. The moni­
tor code is a relative code and may be 
assembled to operate in any part of the 
memory, provided the 192 table character 
location addresses all have the same 
thousands digit. 

Table I lists each operation, the type of 
information that will appear in the his­
tory, and the approximate central proc­
essing unit time required to collect that 
information and write a record. 

computer resulted in a need for a memory 
faster and larger than in any existing 
computers. This pointed toward the 
magnetic core memory development 
'which had been under way for some time 
at the Massachusetts Institute of Tech-
nology (MIT). The logical design of the 
computer was centered around the engi­
neering judgment that the minimum 
memory cycle time would turn out to be 
in the order of 6 microseconds and that 
the largest matrix of cores should be 64 
by 64. 

The availability of components also 
affected the choice of the high-capacity 
storage medium for which magnetic 
drums were chosen. The drum which 
seemed the most attractive and the one 
which was chosen was that used on the 
IBM 650. The vacuum tubes and cir­
cuitry in the computer were developed 
from designs previously made by the 
Digital Computer Laboratory at MIT 
and the Electronic Data Processing Ma­
chine (ED PM) development laboratories 
at IBM. The redesign of these basic cir­
cuits was dictated by the increased reli­
ability requirements. In many cases this 
necessitated the use of more vacuum tubes 
and other components than are required 
in scientific or commercial applications. 

The features of the computer which are 
the primary subject of this paper are in 
the logical design areas. The majority of 
these features were dictated by the need 
to obtain the most efficient use of the 
drum capacity and core-memory speed 
with the minimum number of circuits. 
As a consequence, special attention was 
given to overlapping operations within 
the machine and to the balance between 
the available components and the logical 
arrangements which would maximize their 
usefulness. 
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The first of these features which will be 
discussed is the arithmetic element. 
Many of the data which are processed by 
the machine are in Cartesian co-ordinates. 
A large number of computations which 
are involved in the application perform 
the same operation on x as on y. A saving 
in time is effected by the use of a dual 
arithmetic element which treats these 
quantities separately and simultaneously. 
The second feature is a high-speed multi­
plication technique which dictated the de­
sign of the adder in the arithmetic ele­
ment. It was found that all of the pro­
posed arithmetic operations, with the ex­
ception of multiplication and division, 
would be performed during the cycle time 
of high -speed memory. A special adder 
was developed so that the multiplication 
process could be made more compatible 
with the memory cycle. 

The third feature is an indexing system 
which automatically takes care of the 
large class of bookkeeping operations (i.e., 
address modification) without taking 
extra operation time. The fourth of these 
features is an input-output control system 
which was designed to allow the com­
puter to utilize the time which might 
otherwise be wasted during periods when 
.data are being transferred between it and 
the input-output system: This is done 
by allowing the computer to continue 
doing work while waiting for the input­
output equipment to present, or receive, 
its information. The fifth and final 
feature is a buffer drum system which 
matches the computer speed to the incom­
ing data rate. 

Arithmetic Element 

In the design of a digital computer, 
much consideration must be given to the 
characteristic known as "word length." 
For many real-time applications, much of 
the input data are generated by analogue 
devices such as thermometers, and much 
of the output data are sent to analogue 
devices such as valves or indicators. A 
precision of 103 is often sufficient for such 
input and output data, with a precision of 
about 10? being used to reduce the effects 
of roundoff and truncation errors during 
intermediate calculations. Thus a word 
length of from 10 to 16 bits is implied. 

In a stored-program computer, con­
sideration must also be given to the num­
ber of bits required to specify an instruc­
tion. A basic operation code of 64 in­
structions requires six bits. For memory 
sizes ranging from 2,048 to 16,384 regis­
ters, the address part of an instruction 
requires from 11 to 14 bits. Special con­
trol bits, such as those used for automatic 

Fig. 1. Adder cir­
cuit 

..... --......r...,A 
REGISTER 
BIT n 

indexing, add four or five more bits to the 
instruction word. Thus, the word length 
for a full instruction (including the basic 
operation code, control bits, and ad­
dresses) might be between 21 and 25 bits. 

The conflict between the 16-bit word 
length for data and the 25-bit word 
length for instructions was resolved by 
the choice of a 32-bit word length. This 
allows two 16-bit numbers to be placed in 
any register and allows additional control 
bits to be included in instruction words. 
These additional control bits are used for 
increasing the potential speed of the ma­
chine. Since the memory must be capable 
of delivering the full register simultane­
ously for instructions, it can also deliver 
both numbers simultaneously. A sepa­
rate arithmetic unit was provided for each 
of these numbers so that both could be 
manipulated simultaneously, thus dou­
bling the speed of the computation. This 
arithmetic unit was termed the "dual 
arithmetic" unit. 

Special operations and control bits have 
been added to the basic operation code to 
increase the utility of the dual arithmetic 
unit. A cpnditional transfer of control, 
or branch, can be made to take place if a 
specified arithmetic unit is negative, or 
only if both are negative. It is possible 
to store the full 32-bit word, or either half 
independently. (The address part of an 
instruction is placed in the right-half 
word; hence a "right store" instruction 
can also be used for modifying addresses.) 
Shift and cycle instructions are provided 
for shifting either arithmetic unit itself, 
or both together, or for cycling data be­
tween the right and left arithmetic units. 
A "twin" feature, available on some in-
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structions, allows the left-half word from 
memory to be sent to both arithmetic 
units simultaneously. Thus, a vector in 
the dual arithmetic unit may be multi­
plied by a scalar from a left-half word of 
memory by a single "twin and multiply" 
instruction. 

Each instruction which can cause an 
overflow contains a pair of control bits 
which allow suppression of an overflow 
alarm from either or both arithmetic 
units. Of course it is not always possible 
to make efficient use of the dual arith­
metic element. Single 16-bit words can 
be handled just as easily by using the 
afore-mentioned controls, with no loss in 
speed except for an occasional cycle to 
exchange left for right. 

Regardless of the word length used, 
there is usually a sizable body of data 
consisting of items only a few bits long. 
Storage space can be saved by packing a 
number of such items into a register of 
storage. Packing and unpacking such 
items can be very time consuming unless 
special instructions are provided. In this 
computer, an "extract" instruction allows 
a given item to be obtained from a 
memory register without obtaining other 
items from the same register. A "de­
posit" instruction allows the item to be 
replaced in storage without disturbing 
other items in the same register. 

High-Speed Multiply 

The memory unit of a general-purpose 
computer must be used one or more times 
for every instruction. In a real-time com­
puter the memory should be made as fast 
as possible and should never have to wait 
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for other processes. In this computer, 
with the design goal of 6 microseconds per 
memory cycle, it would have been de­
sirable to design a 6-microsecond multi­
plier because of the frequent use of the 
"multiply" instruction. On the other 
hand, a basic flip-flop speed of 0.5 micro­
second and a word length of 16 bits al­
lowed a reasonably simple 8-microsecond 
multiplier, using 0.5 microsecond for each 
addition and shift. 

Each step of a multiplication should 
allow for the possibility of a carry propa­
gated a full register length, or 16 bits. 
Although such a carry condition cannot 
occur mathematically, it can be used to 
simplify the design procedure because it is 
a reasonable approximation to mathe­
matically possible carries. If the basic 
gate-tube propagation time is 0.04 micro­
second, then a 16-bit carry will require 
0.64 microsecond. To reach the goal of 
0.5 microsecond per multiplication step, 
the carry is accomplished concurrently 
with the 0.5-microsecond flip-flop resolu­
tion time. This is done by making sure 
that all pulses which arrive at a given 
flip-flop are spaced 0.5 microsecond apart 
even though they are carry pulses which 
have arrived as much as 0.64 microsecond 
after the initiation of the carry. 

As shown in Fig. 1, each bit position 
makes use of a diode matrix to form the 
sum of two bits: one from the augend in 
the accumulator, and one from the addend 
in the A register. The matrix controls 
two sets of gate tubes: one set to be 
sensed by an incoming "0 carry" pulse, 
and the other by a "1 carry" pulse. 
When a carry pulse arrives, only one gate 
tube passes it and indicates the sum of the 
two bits plus the carry. This pulse is 
then sent out as either a "0 carry" or a 
"1 carry" pulse to the next highest bit, 
and as either a "zero" or a "one" sum 
pulse to the accumulator flip-flop, de­
pending on the value of the sum. Thus, 
the carry takes only the gate-tube propa­
gation time to pass each bit. Carry 
pulses supplied to the right (the least 
significant) end at 2 megacycles will cause 
every bit to receive carry pulses (of either 
"a" or "I" value) at a 2-megacycle rate, 
although the pulses at each bit will be 
displaced in time, depending on the bit's 
distance from the right end of the register. 
This principle forms the basis of the so­
called "asynchronous adder." 

For multiplication, each "add" step 
must be accompanied by a shift-right of 
one place, and some steps (for a zero mul­
tiplier bit) will require a shift-right with­
out any addition. The shift on "add" is 
easily accomplished by sending the "sum" 
pulse from the adder to the accumulator 
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flip-flop to the right instead of to the 
flip-flop which generated the sum. The 
shift-right without addition must propa­
gate down the accumulator at the same 
rate as the carry in order to avoid con­
flict with a previously initiated carry. 
This so-called "ripple shift" is accom­
plished simply by letting the shift pulse 
from one bit initiate the shift command 
for the next bit. 

Special controls could have been in­
cluded to allow the sum to be displaced to 
the left instead of to the right during a 
divide process, and to be undisplaced dur­
ing a plain addition. However, the ex­
pense of such controls was not justified. 
A corrective shift-left for "add" instruc­
tions (including a second corrective shift­
left after an end-around carry) can be 
accomplished without delaying the mem­
ory cycle. Unlike "multiply," which is 
used extensively in most programs, the 
extra time required for "divide" does not 
appreciably increase the average instruc­
tion execution time because of the infre­
quent use of the "divide" instruction in 
most programs. 

Indexing System 

Most digital computer programs in­
volve sequences of instructions which are 
repeated many times on different data. 
I t is very wasteful of memory space to 
include separately stored instructions to 
process each piece of data since the in­
structions will vary only in the address to 
which they refer. On the other hand, 
time is required to modify instruction 
addresses for each execution. An index­
ing feature has been included in this ma­
chine to minimize this time. 

The indexing feature consists of a set of 
four index registers, an index adder, and 
associated control circuitry. Each in­
struction which refers to a memory ad­
dress may have control bits inserted into 
it to specify an index register. The con­
tents of the specified index register are 
added to the address part of the instruc­
tion prior to its execution; however, the 
instruction as stored in memory remains 
unchanged. This indexing addition does 
not require any extra time since it is 
executed while waiting for the memory 
cycle to be completed. Thus, if an "add" 
instruction with an address part contain­
ing 1,000 is executed, and if its control 
bits specify an index register which con­
tains 24, the instruction will be executed 
as if it had an address part of 1,024 but 
will remain stored in memory as "add 
1,000." • 

In order to utilize an index register in a 
cyclic program consisting of a "loop" of 

instructions, it must be possible to set up 
the index register to an initial value. 
Two instructions, "reset index register" 
and "reset index register from right 
accumulator," have been provided in this 
computer. They load the specified index 
register with the address part of the' 'reset 
index register" instruction or with the 
contents of the right accumulator. 

There are three other functions that the 
indexing system must provide: (1) the 
modification of the index register each 
time the loop is executed, (2) the testing 
to determine if the loop has been executed 
the desired number of times, and (3) the 
branching of control back to the beginning 
of the loop unless it has been executed the 
desired number of times. All of these 
functions are handled by one powerful 
instruction, "branch and index." Con­
trol bits included in the "branch and 
index" instruction specify an index regis­
ter and a decrement. Each time it is 
executed, the specified index register is 
first inspected to determine if it contains 
a negative number. If the number is 
positive, the contents of the register are 
reduced by the specified decrement and 
by the instruction branches to the ad­
dress specified in its address part, usually 
to the beginning of the loop. Thus, execu­
tion of the loop will continue until the 
index register contents have been reduced 
to a negative number, at which time the 
branch is not executed and the program 
continues in sequence. 

In addition to the four index registers, 
the right accumulator may also be used 
as an index register. This feature was in­
cluded to facilitate table look-up pro­
grams. Assume that a program has been 
executed so that the table argument has 
been computed in the right accumulator. 
If the next instruction executed is a 
"clear and add" instruction which speci­
fies the right accumulator as an index 
register and has the first address of the 
table as its address, the first address and 
the argument will be added before the 
instruction is executed. Thus, with only 
one instruction, the desired table content5"' 
are obtained. 

When an indexed loop is used in search­
ing for a desired value in a table, it is 
often necessary to determine the contents 
of the index register when the desired 
value is found. An instruction called 
"add index" has been provided to permit 
this important operation. 

Input-Output Control 

The system application requires that 
large quantites of data be entered into the 
core memory, processed, and delivered 
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out again. The data sources and destina­
tions have varying and unpredictable word 
rates and access times. Since computing 
time is at a premium, the input-output 
control design goal was that an arbitrarily 
sized block of words be transferred with a 
minimum of time devoted to the transfer. 
This minimum consists of the time needed 
to execute the program steps which set up 
the transfer, plus the one memory cycle 
required to transfer each word into or out 
of core memory. 

Reading into core memory will be as­
sumed in the following: Writing out of 
memory is analogous. The design goal 
required the use of an independently oper­
ating input-output control which could 
remember the input-output unit selected, 
the number of words to be transferred, 
and the location in core memory for the 
block of words. A "break" system was 
needed which could interrupt the pro­
gram operation for one memory cycle 
whenever the input-output unit had pro­
vided a word. The instructions in the 
computer are designed in such a way that 
a "break" memory cycle can be initiated 
at the end of any memory cycle with no 
effect on the instructions other than to 
delay their execution. 

The system chosen operates as follows: 
Special instructions in the computer con­
nect the proper input-output unit to the 
information transfer paths, load counters 
which keep a record of the location in 
memory in which the data are to be stored 
and keep a count of the words transferred, 
and start the flow of data. The program 
operation then continues normally, except 
for interruptions of one memory cycle per 
word caused by the break system. Each 
time a word is transferred, the counters 
are stepped accordingly in preparation for 
the next word. 

The operation is terminated when the 
counters signal that the requested number 
-of words has been received. It can also 
be terminated earlier by a disconnect 
signal from the input-output unit. This 
-occurs when the program has requested 
more words than the input-output unit 
has to send and when the input-output 
unit has run out of words. Facilities have 
been included to allow the computer to 
examine the counters in order to deter­
mine how many of the words requested 
were transferred. 

Interlocks hold up the program if an 
input-output operation is called for before 
the preceding one is finished. Therefore, 
to use the system efficiently, the pro­
grammer must provide enough work for 
the computer in order to consume all the 
time taken by the input-output operation 
before another input-output operation is 

started. To help accomplish this func­
tion, a "conditional branch" instruction 
is provided which can detect whether an 
input-output operation is still in process. 
This instruction also provides the pro­
grammer with a means of determining 
whether an input transfer has been com­
pleted before attempting to use the data. 

Drum Buffer System 

The real-time application for which this 
computer was designed required that the 
computer receive its input data from 
many independent, asynchronous sources. 
The exact quantity of data to be received 
from anyone source could not be deter­
mined; however, it was possible to esti­
mate the average and maximum amounts 
with a reasonable degree of accuracy. 
The application is such that the total 
amount of input data received from all the 
sources combined is less than the sum of 
the individual maximum amounts. 

Another characteristic of the data 
sources is that they operate at a much 
lower speed than that of the computer. 
It is not operationally feasible to interrupt 
the computer operations to accept each 
piece of data as it arrives. A buffering 
mechanism is necessary to gather the data 
at the slow incoming rate and then pass 
on large blocks of the data to the com­
puter at the computer's speed. Magnetic 
drums were chosen for this buffer. 

The desired characteristics of the drum 
buffer system follow: The input data 
should be written on the drum as soon as 
possible after they are received and 
definitely before another piece of data is 
received from the same source. The writ­
ing of input data on the drum should not 
interfere with the reading of data by the 
computer. The computer should be able 
to read selectively from the drum; that 
is, to read data from only one source at a 
time. In order to minimize the number 
of drum storage registers required, the 
buffering system must be able to combine 
the data received from many sources. 

To provide the "no inference" charac­
teristic, a dual-access drum is used. This 
drum has two sets of drum heads. One 
set, called the outside of drum system 
(OD) , is used to communicate only with 
the outside world. The other set, called 
the computer-side of drum system (CD), 
communicates only with the computer. 

To provide the "minimum storage" 
and "write as soon as possible" charac­
teristics, the "random storage" drum was 
developed. Each drum register has a 
status bit associated with it. This bit is 
used to indicate the "full" or "empty" 
status of the register. As a rE'gister passes 

under the OD drum heads, the status of 
the register is sensed. If the register is 
empty, a "drum demand" pulse is 
generated and sent to interrogate the 
data input equipment. If there are data 
from one of the sources, a "data avail­
able" pulse is sent back to the drum status 
circuits and the data are sent to the drum 
write register. As the information is 
written on the drum, the status marker is 
changed to indicate that the register is 
now full. 

A single drum channel is not used for 
the status indication. There is not 
enough time to read the status bit, decide 
whether it indicates "full" or "empty," 
generate the "drum demand" pulse, inter­
rogate the data sources, and write the full 
indication with the same drum head. If 

_ a second head were used on the same drum 
channel, for physical reasons, it would 
have to be located many registers away, 
thus necessitating the use of a shift 
register or delay-line device between the 
two heads. Therefore, two drum chan­
nels are used for the status indication, 
and the indicator bit is shifted back and 
forth between them. The two channels 
are called the OD and CD status channel 
since they are read by the OD and CD 
side of the drum, respectively. 

Consider first the OD side of the drum 
system as shown in Fig. 2. When a piece 
of data is received by the input equipment 
associated with a data source, a "data 
received" pulse is generated and is used 
to set the corresponding flip-flop in the 
drum demand chain to the ONE condi­
tion. 

As each drum register approaches the 
drum write heads, the status bit on the 
OD status channel associated with the 
register is read. The status read head is 
located slightly before the write heads. 
If the status bit is a ONE, indicating 
that the register is full, the only action 
that takes place is the writing of a ONE 
in the CD status channel by the status 
write head. If the status bit is a ZERO, 
indicating an empty register, a "drum 
demand" pulse is generated and sent to 
the drum demand chain. This pulse 
interrogates each of the flip-flops in order 
until it finds one which has been set to the 
ONE state or until it reaches the end of 
the chain. If the pulse encounters a flip­
flop in the ONE state, it becomes a "data 
available" pulse and (1) resets the flip­
flop, (2) causes the data from the source 
associated with the flip-flop to be trans­
ferred to the drum writing circuits, and 
(3) causes the status circuit to write a 
ONE in thE' CD status channel. If there 
are no data available, the ZERO indica­
tion is passed on to the CD status channel. 
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Each piece of data written on the drum 
has some identity bits associated with it 
to identify the source of data. 

There is a possibility that as the drum 
fills up, some of the data received will not 
be stored on the drum before the next 
piece of data is received from the same 
source. This is particularly true of the 
sources at the tail end of the demand 
chain. The probability of storage on the 
drum depends on the rate of input data 
and on the number of empty registers on 
the drum. Most of the data rates are 
such that if the drum is kept at least 50 
per cent empty by the computer, the 
probability of storage is better than 0.99. 
The data received from this type of 
source are such that the occasional loss of 
a piece of data does not seriously affect the 
system. Fortunately, the rate from the 
critical sources is slow enough to allow a 
complete search of the drum for an empty 
register before a second message can be 
received from the same source. 

N ow consider the CD side of the drum 
as shown in Fig. 3. The status heads and 
circuits on the CD side are almost identi­
cal to those on the OD side. During 
periods when the computer is not reading 
the drum, the status information is auto­
matically and continuously transferred 
from the CD status channel to the OD 
status channel. 

The comput~r may read the drum in 

When reading in the status mode, the 
contents of every full register passing 
under the heads is transferred to the core 
memory through the input-output buffer 
register and a ZERO is written in its asso­
ciated status bit in the OD status chan­
nel, indicating that the register· is now 
empty. When reading in the identity 
mode, the computer first places the 
identity code desired into the drum con­
trol register. Only those words with 

matching identity are transferred to the 
core-memory. 

The transfer of words continues until a 
disconnect pulse is received from the 
computer, indicating that it has received 
the number of words it has asked for, or 
until the drum itself generates a discon­
nect pulse. With an unknown quantity 
of data received from each source, the 
computer may ask for more data than has 
been received. In fact, in order to insure 

either of two modes, status or identity. Fig. 4. Portions of computer in test cell 
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that the computer receives all the data 
that have collected on a drum field be­
tween readings, the normal procedure is to 
ask for more than expected. A disconnect 
pulse is automatically generated at the 
end of a complete drum revolution, and 
the number of words read is determined 
from the word counter contents. 

Some of the data sources have messages 
which contain more information than will 
fit into one drum register. To handle 
such information, another feature has 
been added to the drums associated with 
these sources: the drum has been divided 
into multiple word slots of adjacent reg­
isters. For this application the only 
meaningful status bit is the one associated 
with the first register of a slot, and the 

source identity is contained in the first 
register of a slot. The operations associ­
ated with those drums are almost identical 
to those of the single register drums. 

In addition to the input buffer drums 
just described, there are output buffer 
drums which handle outgoing data. 
They operate in a similar, though inverse, 
manner to the input drums. 

Conclusion 

Fig. 4 illustrates a portion of the com­
puter in the test cell. Because of its size 
and layout, it was not possible to obtain 
a picture of the whole computer. The 
unit in the foreground is the operator's 
maintenance console. It contains switches 

Computer Design to Facilitate Linear 

Programming 

R. C. GUNDERSON 

A T the risk of being redundant, this 
paper will begin by stressing the 

growing importance of linear program­
ming in business, industry, and govern­
ment, as it is this importance which is its 
motivation. 

Primarily, it is the application of linear 
programming with which the paper will 
deal. Optimal planning of procedures 
has become a necessity, rather than a 
luxury, to present-day management. 
For example, one organization is presently 
saving an estimated $20,000 a day by 
optimal planning through linear program­
ming procedures. Without too great a 
stretch of the imagination, the fascinating 
possibilities of linear programming linked 
with automation might be pictured. 
This could yield factories staffed with 
skilled technicians to feed data from 
changing markets into computers, which 
would then choose the optimal combina­
tions of specifications and direct the 
machinery to produce under these new 
specifications. There are countless other 
such possibilities which could make effec­
tive use of this powerful tool. 

R C. GUNDERSON is with Remington Rand Univac, 
St. Paul, Minn. 

It is not intimated here that the use of 
linear approximations is a new addition 
to mathematics or economics. Rather, 
it is the wider acceptance of their use­
fulness which is new. This, coupled with 
the fact that much work has been done in 
the past decade to develop a general 
formulation of the computational pro­
cedures involved in linear programming, 
presents an exciting facet of computer 
application to users and manufacturers. 

It is evident, then, that some consid­
eration should be given to the require­
ments of this problem in the building of 
our future computers. Essentially, the 
actual needs are for the most part familiar 
to the computer industry. Moreover, 
the logical properties of computers which 
this. problem requires are extremely 
compatible with those desired by logicians. 

Let some of the qualities of this prob­
lem which make it especially well adapted 
to high-speed digital computation be 
examined for a moment. First, since 
input and output time still lags behind 
computation time on all present-day 
large-scale computers, the relatively small 
amount of input, simple but voluminous 
computations and logical operations, and 
the small amount of output required, lend 
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for manual data or instruction entry and 
manual control, neon indicator lights for 
the major flip-flops and registers in the 
computer, visual and audible indicators 
for computer generated alarms, marginal 
checking controls and indicators, and 
power system and air-conditioning indi­
cators. The cutout contains a view of 
one of the memory units. 

The computer, including the directly 
connected input-output equipment, con­
tains approximately 12,500 tubes. It has 
an execution time of 12 microseconds for 
arithmetic instructions, excluding' 'multi­
ply" and "divide," which require 15.5 
and 53 microseconds, respectively. The 
prototype model has been in satisfactory 
operation for more than one year. 

themselves well to computers. Second, 
the iterative nature of the matrix manip­
ulations is ideally suited to stored pro­
gram computation. Finally, the ability 
to generalize the procedu~e, enabling 
the solution of a number of maximization 
or minimization problems containing 
dissimilar data, reduces the programming 
involved to mere data preparation. 

In the following, some of the es~ential 
physical properties of a computer which 
make handling linear programming prob­
lems more efficient will be discussed. 
Operating on matrices by rows or columns 
necessitates much greater rapid access 
storage than an element by element 
operation would require. Present-day 
problems, which undoubtedly will soon be 
dwarfed, require a minimum of 4,000 
words, and would run much more effi­
ciently with 8,000 to 12,000 words of 
rapid access storage. The so-called 
"housekeeping" operations required by 
the limitations of present storage systems 
increase running time by approximately 
one fifth. 

The Simplex method of solution, prob­
ably the most efficient and most used 
linear programming procedure, requires 
access to the stored matrix of coefficients 
at random, as dictated by the computa­
tion. Moreover, the generation of an 
additional vector' during each major 
iteration necessitates a large-capacity' 
secondary storage in the more sophisti­
cated problems. There is, then the 
additional requirement of a large, random 
access, secondary storage media, prob­
ably 15,000 to 30,000 words in size, 

75 



backed up by several hundred thousand 
words of magnetic tape storage. 

The scaling and storing of the matrix 
elements, the packed floating vector 
representation of numbers, and the 
necessity of shifting for multiplication 
and division of scalars suggests the im­
portance of addressable shifting registers 
with the possibility of both left and right 
shifts. 

Since the solution process is iterative in 
nature, and since it is impossible to 
predict at any point the number of itera­
tions necessary to reach a solution, it is 
essential that there be some facility for 
repeating general sequences. This may 
be accomplished by either or both of 
two methods, "b-boxing" or repetitive 
commands. Although b-boxes have some 
advantages, these seem outweighed by 
the versatility and flexibility of a com­
mand structure which accomplishes the 
same and possibly more. For example, 
the entire linear programming procedure 
is cyclic in nature, and within this major 
cycle are contained several minor cycles, 
each of which has subcycles, and in some 
instances sub-subcycles. So the pos­
sibility of an array of b-boxes approaching 
the number of rapid access storage cells 
required by the problem is presented. 
Furthermore, some thought should be 
given to the considerable cost of addi­
tional hardware required by b-boxing. 

In addition to the afore-mentioned 
physical properties, some thought should 
be given to the command features most 
desirable for this problem. Let the 
implications of address structure be con­
sidered first. It is quite evident that 2-
address logic has distinct advantages over 
single-address logic in so far as the mathe­
matical operations are concerned. A 
significant reduction in the number of 
commands required to perform the arith­
metic can be realized by combining 
several steps in one command. For 
example, in forming the sum of two 
vectors, it is necessary to set a component 
of one of the vectors in the sum register, 
add the corresponding component of the 
second vector to it, and store the result. 
With single-address logic, this would re­
quire three operations, but with 2-address 
logic the procedure may be accomplished 
by a single command. Similarly, in 
forming the scalar product of two vectors, 
it is possible with a 2-address structure to 
form the product of two corresponding 
vector components and add the result to 
the product of the preceding components 
in a single operation. In fact, by proper 
modification, the entire scalar product 
may be performed by a single command. 
The arithmetic instructions present one 
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area of command structure where 3-
address logic might be contemplated. 

Evidence indicates that 2-address logic 
is also desirable for the logical operations 
required by the procedure. Although a 
certain amount of the "housekeeping" 
operations could be done rather efficiently 
by a single-address scheme, the extreme 
versatility of the 2-way conditional jumps 
allows a much more general approach to 
the problem with less housekeeping. 
Furthermore, the logical sums and prod­
ucts which prove very useful in the matrix 
and vector manipUlations require two 
addresses to make their operation feas­
ible. In no instance does it appear that 
3-address logic could increase efficiency 
to any great extent. 

In keeping with the logical structure of 
commands, the actual properties of the 
command for which linear programming, 
or any type of problem involving matrix 
or vector arithmetic, has a particular 
need will also be considered. As indi­
cated previously, a command which may 
be easily modified is necessary to perform 
the sum of two vectors most efficiently. 
This command should be such that the 
sum of two corresponding components 
may be formed and stored in one opera­
tion. Similarly the scalar product of two 
vectors should be performed in such a 
manner that the procedure may be 
generalized without extensive house­
keeping. It is quite evident that the 
more instructions that are required to 
perform these general and often used 
operations, the more presetting or re­
setting that becomes necessary. As a 
result of these first two arithmetic opera­
tions, a third requirement is evidenced, 
namely a method to rescale the resultant 
vector and scalar to their proper positions; 
this requires a command which will ex­
plore the resultant for the first significant 
digit of each component, and indicate in 
which position this digit appears. 

Before investigating the properties of 
the logical commands required for an 
efficient linear programming procedure, it 
is necessary to. have some understanding 
of the nature of the linear systems in­
volved, and the methods of representing 
the numbers occurring in these systems. 
The matrix of coefficients of the original 
systems are generally rectangular, with a 
high incidence of zero coefficients. For 
greatest efficiency in storage and speed of 
arithmetic operations, some method of 
suppressing these zero elements seems to 
be indicated. For, as the user of any 
linear program gains experience and con­
fidence, the dimensions of the systems in­
crease to the point where time and stor­
age space are of very real importance. 

Therefore) the problem of developing 
some form of number representation 
which will suppress zero coefficients and 

-still preserve the significance of the non­
zero elements of the matrix is presented. 

Both of. these may be accomplished by 
a type of floating point representation 
known as Boating vector. This system 
allows 32 bits of significance plus a sign 
bit, and a characteristic or scale factor of 
15 bits for each column of the matrix. 
Furthermore, there is no need for addi­
tional floating point arithmetic hardware, 
since each vector is operated on as a unit 
using the normal arithmetic operations, 
which are generally faster and more effi­
cient. The use of such a representation is 
contingent of course upon the existence of 
a double length accumulator or sum regis­
ter to prevent overflow in the scalar prod­
uct of two vectors. 

By giving each vector one, or several, 
keywords, which have digits indicating 
the position of nonzero components and 
zeros indicating the position of zero com­
ponents of the vector, the significant ele­
ments only may be stored and all zero 
elements of the matrix ignored. For 
example, the vector 

X=(3, 0,1,0,0,5) 

would have the binary keyword 

101001 

and the vector would be stored thus: 

Location 
Binary 

Representation 

A .. _ .101001 
A + 1 . .... . .000011 
A + 2 ... ....... 000001 

(1) 

(2) 

A + 3. ............ .. 000101 (3) 

By a representation of this sort, both in­
creased speed and reduced storage may be 
accomplished without losing the signifi­
cance of the numbers involved. 

The question now arises as to how this 
floating vector notation may most effi­
ciently be used. First, the numbers must 
be packed and the vector keyword formed. 
To do this, each component of the vector 
must be tested for significance, a digit 
inserted in the key.word in the proper 
position, and the significant components 
stored. Second, there must be some 
method of interpreting the keyword in 
order to unpack the vector for some part 
of the procedure such as the vector sum. 
Finally, to reduce the amount of time 
consumed in forming the countless num­
bers of scalar products, the corresponding 
significant components of two vectors 
must be predetermined to preclude the 
possibility of multiplication by zero. 
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Again, caution should be exercised in de­
termining the numbers of commands 
necessary to perform these operations so 
that a generalization of the procedure will 
not entail too extensive housekeeping. 

The first of these logical problems may 
be solved by a number of different ap­
proaches. However, the second problem, 
the interpretation of the keyword for 
unpacking, requires an instruction which 

examines the word digit by digit and con­
trols the storing of the significant com­
ponents in their proper position in the 
vector, suggesting a type of conditional 
jump command. The zero suppression 
multiply may be accomplished by forming 
the logical product of the keywords of two 
vectors, forming a new keyword which 
would control the mUltiply sequence ex­
actly as the unpacking procedure. To 

Considerations. in Making a Data­

Gathering System Compatible 

B. L. WADDELL 

THE paper discusses the design prob­
lems facing the data systems engi­

neers who are required to produce a 
data-collection system that will be able 
to enter a computer easily. Some 
empirical formulas are presented with a 
discussion of how to use these formulas. 

B. L. WADDELL is with G. M. Gianninni and 
Company, Inc., Pasadena, Calif. 

The many recording tools and their 
application to data systems which are 
being prepared for entry into computers 
are described with a discussion of the 
place of each recording device. The 
second section of the paper is a critical 
analysis of four data recording or gather­
ing systems designed to go directly to a 
digital computer. 

Using a V ariable-Word-Length 

Computer for Scientific Calculation 

FRED GRUENBERGER 

IN discussing the use of a variable-word­
length computer, this paper will be 

restricted entirely to past history; that is, 
ideas and practices that are actually in 
operation. This implies, of course, that 
only the 702 will be talked about and the 
implied comparison to fixed-word-Iength 
machines is to a machine like the 701. 

FRED GRUENBERGER is with the General Electric 
Company, Richland, Wash., and E. H. COUGHRAN 
is with the International Business Machines Cor­
poration, Richland, Wash. 

E. H. COUGHRAN 

At Hanford, Wash., the 702 has been 
used for scientific computing, with what is 
regarded as considerable success, since its 
installation in June 1955. The percent­
age of available machine time devoted to 
numerical analysis has steadily increased, 
standing currently at about 20 per cent. 
This is not to say that mathematics is 
taking time away from commercial work, 
but rather reflects the increase in effi­
ciency on commercial problems and a 
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illustrate the advantage of this operation, 
let it be supposed there is the vector, 

y =(2, 1,0,4,0,0) (4) 

with the binary keyword, 

110100 (5) 

and suppose forming the scaiar product 
of y and the vector x given by equation 
(1) is desired. This would be accom­
plished by forming the logical product of 
the keywords (2) and (5) 

(2) 
(5) 

101001 
110100 

100000 

(6) 

indicating that the only corresponding 
significant components of the two vectors 
are the first, and the scalar product would 
then involve only a single multiplication 
rather than six multiplications and five 
additions. 

It is estimated that a computer de­
signed with all of the afore-mentioned 
qualities would reduce the running time 
of present procedures by as much as a 
factor of ten. Since most of the require­
ments of this problem are compatible 
with many other types of problems, and 
furthermore, since many of these features 
may be found on existing machines, such 
as the Univac Scientific, it is the conten­
tion in this paper that all of these require­
ments should be fully investigated so that 
they may be incorporated in the future 
machines of this industry. 

general increase in mathematical problems 
as time goes by. Scientific computing has 
covered a wide gamut of problems, in­
cluding linear programming, numerical 
integration, differential equations, and 
many complicated formula evaluations, 
as well as work on reactor data and 
weather data which might be called 
scientific data processing. 

This work demands one large machine 
to serve for both corpmercial and scientific 
problems. This is a common situation, 
and perhaps any machine would suffice; 
it has been pointed out that through an 
automatic programming system, any 
machine can be made to appear like any 
other. Indeed, most programming is 
done with reference to the automatic 
programming system rather than the 
particular machine. The main conten­
tion here is that a variable-word-Iength 
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machine makes the over-all job easier 
and, in particular, it is felt that the vari­
able-word-Iength machine offers some 
distinct advantages for scientific com­
puting. 

First, since the word length is arbitrary, 
floating decimal or fixed decimal calcula­
tions can b~ carried to any degree of pre­
cision with equal efficiency and equal ease 
of programming. At present, the float­
ing routines use a 10:"'digit mantissa with a 
2-digit exponent, which is treated as a 
single 12-character word; the exponent 
has a range of 200. Should greater (or 
less) precision be needed, no great effort 
would have to be expended to alter the 
routines for any other word length; in 
fact, the word length can be made a 
parameter. The appearance of the machine 
to the programmer is the same in all 
cases, and programs written for one 
word length will function properly in all 
cases, both on paper and in machine code. 
Moreover, the variable-word-Iength ma­
chine makes it attractive to carry through 
many calculations completely in fixed 
point which would certainly call for float­
ing point on a fixed-word-Iength machine. 
It is awkward to do multiple-word arith­
metic on a fixed-word-Iength machine, 
but easy to do the equivalently precise 
work on a variable-word-Iength machine. 
A fixed-word-Iength machine working 
in its own word length is obviously at an 
advantage; it is when the work calls for 
an odd word length that the variable­
word-length machine excels. 

Generally speaking, for an installation 
doing only scientific work, it would be 
natural to think of a pure computer, such 
as the 701, 650, or Datatron. However, 
even in this situation, the variable-word­
length machine offers an advantage, if 
the data to be handled are intrinsically of 
an odd length. In data reduction, for 
example, large volumes of 2- or 3-digit 
numbers tend to waste either memory 
space or machine time or both, in a fixed­
word-length machine. 

There is much to be gained from having 
two groups of people working around one 
machine within one organization. The 
diverse backgrounds and experience of 
commercial and scientific people blend 
into a powerful team when the common 
problem, outwitting a machine, is ap­
proached. Programming insights and 
triumphs of either group become helpful 
to the other. For example, the floating 
point arithmetic subroutines, developed 
for the numerical analysts, have been 
used on commercial problems, where a 
given variable, such as stock quantity, 
may have low precision but a wide range. 
Similarly, a routine of particular value to 
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the commercial people for producing 
tabular reports has proved to be just the 
thing for processing meteorological data 
and preparing tabular reports. A gen­
eralized sorting routine has become widely 
used by both groups, since internal sorting 
is common to all sorts of problems. 
Characteristically, commercial people 
have a background which is strong on pro­
cedures and flow-charting; mathemati­
cians have an ingrained love of precise 
definition and compact symbolism. The 
two groups thus tend to complement each 
other. 

It seems to be intrinsic to a data~proc­
essing machine like the 702 that it be­
come surrounded by a greater quantity 
of more flexible peripheral equipment 
than does a pure scientific machine. 
This is no drawback to doing scientific 
computing on such a machine. For 
example, there was an initial feeling at 
Hanford that problems from the numeri­
cal analysis unit involving only a small 
amount of the peripheral equipment 
could be sandwiched in between com­
mercial problems which tend to use every 
gadget available. Thishasnot come about. 
Themathematical programmers have used 
the devices available to the fullest, with a 
corresponding speed and efficiency increase. 

It is reasonable to assume that, re­
gardless of the nominal capacity of main 
memory for a given machine, one pays 
for memory in direct proportion to the 
number of characters one can store at 
one time. Here the variable-word-Iength 
machine pays off again; it is parsimonious 
of main memory and tape memory, and 
hence of tape-read time. Main memory 
is always packed solid, regardless of 
how various numbers vary in length. 
Extremely long (blocked) records can be 
recorded on tape so that tape is packed 
with information and very little tape 
movement is ,wasted. It should be 
recognized that the 702 is an alphabetic 
machine, so that for pure numeric work 
some of its memory capacity is perforce 
wasted. Oddly enough, the drum on the 
702 is very nearly a fixed-word-length 
device, with the word length 200 char­
acters; precisely for this reason, drug 
storage space is sometimes wasted. 

It is felt that a variable-word-length 
machine helps to ease the burden of de­
vising an automatic programming system. 
This is difficult to prove or disprove; 
it can only be pointed out that this one 
was written and "debugged'· in a matter 
of a few months. What seems clearer is 
that changes in the system are relatively 
easy to make on such a machine, and are 
being made constantly on the basis of de­
velopments and new requirements. 

Under some conditions matrix algebra 
is at an advantage on a variable-word­
length machine. In a large linear pro­
gramming problem, it was found that a 
scalar product using a modified 10-digit 
floating arithmetic took roughly the same 
amount of computation time as the same 
sc~lar product using a fixed 15-digit 
word arithmetic. 

Due to the serial nature of the 702, 
built-in automatic checks are cheap and 
plentiful; no machine time need be 
wasted in programming the checks. In­
cidentally' the record of the 702 for not 
passing undetected memory errors is 
partically perfect. 

An interesting feature of the 702 is 
that the machine seems to get better, 
programming-wise, as time goes by. On 
other equipment, the weaknesses, and 
features which should have been built in 
but were not, rapidly become of great im­
portance to the programmer. Naturally, 
machines of infinite speed and capacity, 
taking no space, and renting for $5 a 
month would be liked by all; short of 
that, the designers of the 702 deserve 
commendation for a splendid piece of 
equipment. If one were to talk to the 
designer of a computer, one would prob­
ably ask "Why didn't you?" and he 
would always have a ready answer. 
When, however, one asks "Why did 
you?" he might be quite embarrassed; 
the point is, few "Why did you?" type of 
questions have been found for the 702. 

One of the significant advantages of the 
702 accrues from its very simple structure. 
This is evidenced in both scientific- and 
commercial-type problems in two ways: 
(1) The simple structure of the machine 
makes it possible to define an abstract or 
"automatic coding" system from without 
rather than from within. That is, the 
machine is sufficiently simple and yet 
sufficiently flexible so that any automatic 
coding technique or philosophy can be 
described from the point of view of the 
problems to be solved and the demands for 
particular manipUlations inherent in 
those problems, rather than starting from 
a set of machine restrictions and doing 
the best one can or going to great length 
to overcome inherent difficulties. (2) 
The machine is extremely easy to code 
in its own language, if necessary (indeed, 
where the number of different jobs is 
small, this is the only method used at 
some installations). This feature gives 
one tremendous power in two operation­
ally vital areas. First, in processing a 
job, when machine failure, operator error 
in judgement or accident, or erroneous 
or unanticipated data cause one to "fall 
flat on his face," it is· not necessary to 
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"go back to the drawing board." It is 
possible, and, on the basis of this experi­
ence, eminently practical, to pick one­
self up off the floor. Several times, in 
one or the other of these circumstances, a 
corrective set of instructions has been 
programmed, keypunched, and a set of 
correct answers run off within the hour. 
Second, at certain unpredictable and 

. unannounced times, problems of moder­
ate difficulty are presented to the com­
puting section for immediate solution. 
These are problems of extremely high 
priority with a machine solution time of 
1/2 to 3 hours and a total elapsed time 
from problem presentation to final solu­
tion of 4 to 24 hours. This time scale 
does not permit the normal cycle of 
algebraic manipulation, programming, 
debugging, test cases, and solution. The 
702 is simple enough in its order structure 
to permit coding on an "on the spot" 
basis. Note particularly that corrections 
or other machine instructions can be en­
tered directly via the card reader or 
console. 

The last-mentioned advantage is part 
of the final point: The 702 is decimal and 
alphabetic, which makes for ease of com­
munication between the. machine and the 
programmers, and the machine and the 
console operators. Further, although 
numerical analysts work largely with a 10-

character vocabulary, the fact that the 
702 has 47 characters available is fre­
quently useful, if only for dressing up 
printed reports. 

Lest it be thought that the picture is too 
rosy, let some of the disadvantages to 
using a variable-word-Iength machine for 
scientific computing be stated. (1) The 
chief disadvantage probably lies in the 
economics of the operation: A pure 
numeric, fixed word-length, parallel ma­
chine with equivalent circuit speeds 
would perform each operation at greater 
speed, hence lower cost, particularly on 
long production runs where the word 
length happened to fit the problem's 
needs or could be made to fit.' This 
statement would apply with even greater 
force to a machine with built-in floating 
point. (2) For some types of logical 
mathematical work, there is an advantage 
to using a binary machine, and all pres­
ent variable-word-Iength machines are 
decimal. (3) The variable-word-Iength 
principle itself is responsible for pro­
gramming slips that might not otherwise 
be made, in that word boundaries oc­
casionally slip. For example, it is easy 
to store a 1-digit word at a place in 
memory where a 3-digit bucket has been 
set up; this defaces the word to the left. 
It is hoped that much of this sort of 
nuisance will be eliminated through 

Unusual Problems and Their Solutions 

by Digital Computer T echn·iques 

L. ROSENFELD 

TEN years ago the primary role of an 
electronic computer was to develop 

mathematical tables and to solve the 
scientific problems which arose during the 
research and development work being 
done at that time for the military and 
other government agencies. Since then, 
and particularly of late, the emergence of 
the computer as a powerful and versatile 
tool for the management of most major 
business and industrial corporations in 
assisting them to carry out their normal 

L. ROSENFELD is with Melpar, Inc., Boston, 
Mass. 

business operations has been witnessed. 
These would include such standard opera­
tions as payroll accounting, inventory 
control, production scheduling, invoicing, 
billing, and cost accounting. 

It is natural that company manage­
ment should now seek other fruitful areas 
where the computer might be utilized 
for profitable advantage. By and large, 
with the possible exception of those com­
panies which are large enough to afford 
to have on their staff a group similar to an 
operations research group, the places 
where management will seek additional 
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improvements in the next automatic 
programming system. 

The dual-purpose installation has only 
one serious drawback, which comes about 
from the diametrically opposite nature of 
the work of the two groups when they are 
sharing one machine. By and large, 
commercial problems tend toward the 
routine, "chiseled-in-granite," repeating 
problems; numerical analysis problems 
tend to be on-demand one-time (or few­
time) affairs. This can lead to questions 
of priority; fortunately for this thesis, 
there are questions of priority with any 
kind or kinds of work on any type of 
machine. 

On the whole, however, it is felt that 
the advantages far outweigh these some­
what tenuous disadvantages. Attention 
should be focused on the possibility of 
adding numerical analysis work to a com­
mercial installation and/or the attractive­
ness of a dual-purpose installation. In 
any installation involving commercial 
problems, the record-keeping (which is 
the essence of present-day commercial 
work) gets done; there may then be an 
opportunity to work on commercial 
problem solving. When that situation 
evolves, it may be quite a help to have a 
scientific group at hand. Under a com­
mon leader, the two groups become com­
patible and ideas cross-fertilize each other. 

areas of work for its computing facility 
will be chiefly limited to those areas which 
are normally under the cognizance of the 
comptroller or finance officer. Usually, 
management will not think in terms of 
using the computer as a device which 
could possibly aid in improving a com­
pany system or subsystem which is part 
of the way by which part or all of the 
business of the company is carried out. 
For example, management of a large 
trucking company probably would not use 
the computer to help determine the most 
economical time to replace worn-c>ut 
vehicles though it might use it to bill its 
customers; similarly an automobile man­
ufacturer probably would not use the 
computer to predict what his spare 
parts inventory should be for the next 10 
or 20 years although he would use it to 
maintain his inventory. 

This paper is essentially a brief descrip­
tion of three case histories of what would 
generally be defined as operations research 
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problems. Basically, there were two 
reasons why it was written: One was to 
indicate to company management several 
examples of a large number of vastly 
different operational problems which were 
or are being solved with the aid of elec­
tronic computers. These problems ini­
tially would not have been considered by 
management as problems which would 
readily lend themselves for solution by 
electronic computation. For corporate 
management, then, this paper perhaps 
will serve the function of exciting its 
imagination to suggest other problems or 
other areas where the computer can be 
effectively used, and give it the necessary 
incentive and encouragement to do so. 

There was a second reason for writing 
this paper, namely, to point out to the 
computer specialist and to the numerical 
analyst another area where the capabilities 
of the computer are limited by the state 
of the art, i.e., for want of the mathema­
tical tools and techniques to solve the 
problem efficiently. By this is meant 
that in each of the three case histories 
which this paper discusses there did not 
exist any practical set of mathematically 
defined rules to improve an existing solu­
tion except by trial and error. This 
subject will be discussed in more detail in 
another section. 

Problem I. The Determination of 
an Optimal Trucking Route 
Through a Gi yen Traffic 
Congestion Pattern 

This problem can be classified as a large­
scale traveling salesmen problem. How­
ever, the enormous number of points in­
volved prohibited applying any of the 
standard methods for solving this type of 
problem. A large trucking firm, X, with 
a fleet of more than 250 vehicles, contem­
plated relocating its main warehouse 
and dispatching depot from a southerly 
point, B, to a southwesterly point, A, of a 
metropolitan midwestern city, Y. An 
approximate annual savings of $20,000 
would be realized because of the reloca­
tion. However, more than 60 per cent of 
the volume of business of company X was 
the transportation of goods to points in 
areas or cities to the northeast of city Y. 
The question arose whether the increase 
in cost both in additional time and wear 
of equipment from originating in their 
new location would more than wipe out 
the possible annual savings of $20,000. 

A survey was taken by a Traffic Plan­
ning group which determined the time 
involved to travel from a point of inter­
section of two roads to another point of 
intersection. The total number of road-
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ways considered included the following: 

(a). Six dual highways which permitted 
commercial highways. 
(b). More than 40 2-way streets. 
(c). More than 130 I-way streets. 
(d). Two toll bridges. 

Consequently, if R j is defined as one of 
these roads and P ij as the point of inter­
section of roads Ri and R j , more than 
5,000 !::.T's were enumerated where !::.Tij 
equals the time elapsed to traverse from 
P ij to P ij+ l • 

In the first approximation to this prob­
lem, only the additional cost to traverse 
the distance from A to B was considered. 
This reduced the problem by a factor of 
100 and hence, a modified simplex method 
to obtain answers to this approximation 
was going to be applied. However, the 
minimal increased costs that were incurred 
to traverse the distance from A to B were 
more than $20,000, nullifying this ap­
proach completely. 

Essentially, the problem was to deter­
mine the costs incurred to travel from A 
to points Dl , ... , Dn which were on the 
perimeter of the city's limits since to 
travel from D j to the ultimate destination 
was the cost common to both the old and 
new dispatch points. Moreover, the time 
involved to traverse from B to D j was 
known from past experience. 

After the initial failure, it was decided 
to approach this problem from a different 
.point of view which was in essence a trial 
and error method. The basic problem 
then, since labor costs and, to a large 
extent, wear of equipment, were a linear 
function of time, was to fjnd the minimum 
time required to traverse the pattern 
from A to D j (for discussion, D j will be 
considered to be Dl). 

If every P ik and D j is assigned an x and 
y co-ordinate, a sequence of segments (a 
segment denoting the distance between 
two successive Pik'S) will be a possible 
path for destination D j (in this case D l ) 

if every segment of the sequence does not 
have either an x or y component in a 
direction epposite to the x and y com­
ponents of the vector ADl. 

If t denotes a measure of time, sct) is 
defined to be the set of points P Zj which 
can be reached by possible paths to Dl in 
time t. For sufficiently small values of t, 
obviously Dl cannot be reached so that 
in this case only those points P Ij of a 
possible path to Dl that can be r ..:ached in 
time tl are considered. Hence, 

where the Pikik are points of parts of a 
possible path. 

Let P* tit) be a point such that P* I}(t) 
satisfies the following conditions: 

(a). P*ij(t) belongs to the set of points 
Set). 
(b). AP*iiCt)· ADl~APij' ADl forallPij 
in Set). 
(c). I(AP*ij(t)) ~1(APij) for those P.ij 
satisfying equality in (b). 

where I(APi}) denotes the length of path 
to go from A to PiJ. 

If P*iit) is redesignated by Al the 
problem of getting from Al to DI can now 
be considered. Proceeding as above, a 
P ti2t) is obtained and redesignated by 
A 2• Iterating in such a manner an Ar is 
ultimately obtained which is, in fact, D1• 

In effect by trial and error a sequence of 
paths which minimizes the objective func­
tion as a function of a time increment t 

has been determined. Of course, now 
the size of the increment can be varied to 
obtain a minimum-minimum solution for 
a given set of increments tl, t2, ... , tn. 

This solution was coded for and 
worked out on the IBM 701 for each D j 
and for five different increments t. The 
weighted additional costs, the weighting 
factors being a function of the percentage 
of the volume of traffic destined for D j 
compared to the total volume of business, 
were determined. The smallest additional 
c<Qst for all points D j and for the t's used 
was approximately $14,000 more than jus­
tifying the contemplated relocation. 

Problem II. Baseball Forecasting 

This problem is of interest to manage­
ment from the point of view that there 
exists a large number of business and in­
dustrial problems whose solutions re­
quire the development of a strategy or a 
set of rules or criteria which can be applied 
in a given situation. Generally, the 
situation or problem varies as a function 
of time. Moreover, if this variation 
could be predicted on the average and a 
set of rules or strategy developed accord­
ingly, then a greater expected return or 
achievement might result in contrast to 
just establishing a fixed rule which would 
be satisfactory for all situations. 

Briefly, the problem of baseball fore­
casting l was whether a strategy could be 
developed which would enable one to 
wager on major league baseball results 
with a greater expectancy of winning than 
of losing. If one wishes to win one unit 
whenever his selection on a given game 
is the correct one, then he must risk an 
amount R units, R> 1 if his choice has the 
greater likelihood of winning, i.e., the 
favorite team, and an amount r units, r< 1 
if his choice has the lesser likelihood of 
winning, i.e., the underdog team. The 
assigned risk costs are the handicappers' 
estimate of the opposing teams' relative 
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worth and these risk costs are assigned 
prior to the start of a game. 

Major league baseball consists of two 
distinct leagues with eight teams in each 
league. Each team plays 154 games per 
season playing the other seven teams in 
the league 22 times, 11 of which are on 
the home field, while the other 11 are 
played on their opponent's field. The 
data which were available for analysis 
consisted of the results and associated risk 
costs for each of more than 6,000 major 
league baseball games played during the 
period of the 5 years from 1950 through 
1954. These data were put on Inter­
national Business Machines Corporation 
(IBM) punch cards and for each team, 
the following information was listed: 

(a). Team ti'S opponent, i.e., tj. 
(b). The risk cost for team ti. 
(c). The game number. 
(d). Whether ti was the home team or not. 
(e). The outcome of the game. 

A number of parameters or variables 
which might play an important role in the 
development of the strategy were enu­
merated. Among these were' 

(a). For a given game, whether a team tt was 
the home team or not. 
(b). For a given game, whether ti was an 
underdog or not. 
(c). The frequency of m consecutive losses 
for each team and for m ~ 15. 
(d). The frequency of m consecutive wins for 
each team and for m ~ 15. 
(e). The ratio of the average risk costs of 
team ti is tj to the number of times that tt 
beats tj at home games. 
(f). The ratio of the average risk costs of 
team ti versus tj to the quotient. The per­
centage wins of ti divided by the percentage 
wins of tj. 
(g). The ratio of the average risk cost of a 
team ti to the percentage wins of ti. 

All in all more than 15 parameters were 
listed and analyzed but the foregoing 7 
turned out to be the most significant ones. 

Routines were written for the IBM 650 
which tabulated a number of frequency or 
sample distributions of the various para­
meters as a function of either a team ti 

the number of games played, the risk 
costs, etc. From these distributions a 
number of observations were made, and 
the important variables selected for future 
study. At this time a routine was written 
to determine the mUltiple linear regression 
coefficients of the least squares regression 
hyperplane, where the variable approxi­
mated by the linear form was the number 
of units won in a season. These coeffi­
cients indicated the relative importance 
of each of the variables each of which was 
acting simultaneously. 

The next phase consisted in determining 
the strategy of wagering. It was decided 
that a decision for a particular game 

should be conditional on what had trans­
pired previous to that game. The so­
called system of progression was adopted 
whereby every time a particular team on 
which there had been a wager won, a unit 
would be won, and if the team lost, 
enough would be wagered the next time 
in order to (1) recuperate the previous 
losses since the last win and (2) win the 
initial one unit. However, it was appar­
ent that under these conditions if no limit 
was set on this progression, there would be 
times when a risk as high as 500 units or 
more would be necessary in order to re­
cuperate previous successive losses and to 
win the initial one unit. Consequently, 
a new variable had to be introduced, a so­
called cutoff point which was the limit 
above which the progression would cease 
and it would be assumed that the suc­
cessive losses were irretrievable. At this 
time one unit would begin anew to be won. 

Twenty strategies were enumerated, 
each utilizing the significant parameters 
determined by the distribution tables and 
weighted accordingly by the multiple 
linear correlation coefficients. Each strat­
egy was programmed for the 650 and 
the five years' history of games was 
wagered by the computer in accordance 
with the rules of the strategy. This was 
done for a number of different values for 
the cutoff point. It became apparent 
that a successful strategy was possible for 
certain values of the cutoff point. More­
over, confidence limits were established in 
order to assure that there would not be 
any ruin during the season's play even 
though the strategy eventually won out. 

Statistically the results can be sum­
marized as follows: Let G represent the 
number of units won or lost after a 
season's play where G>O if units were 
won and G>O if units were lost and sup­
pose that the initial investment was 20 
units. Then the probability function for 
Gwas 

pre -20 ~G<O) =0.30 
pr(O ~G<20) =0.40 
pr(20 ~G<80) =0.20 
pr(80 ~G) =0.10 

Of course, such a probability function 
indicates a successful strategy. More­
over, the strategy when applied to the 
1955 baseball season would have yielded a 
G equal to 102 units, a return of more 
than five tim~s the initial investment. 

Problem III. Scheduling of Work 
Assignments of Pilots and Airline 
Hostesses 

Flight crews' salaries and related ex­
penses represent an item of substantial 
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magnitude in the operating costs of an 
airline. The problem was to determine 
whether more effiicent utilization of the 
available manpower and equipment could 
reduce these costs. This problem con­
sisted of three basic phases. 

PHASE 1. TRIP ANALYSIS 

Determining the most efficient and 
economical method to operate flight out 
of the various bases by taking into consid­
eration the following: 

(a). The number of crew members at each 
base, and cost of possibly moving them else­
where as required. 
(b). Equipment qualifications of crew mem­
bers at each base. 
(c). Route qualifications of crew members at 
each base. 
(d). The advantage of combining trips, i.e., 
combining an outbound trip from a base to 
a layover station with a possible shuttle to a 
third layover station, and then combining 
with a return flight to the base. 
(e). Expenses incurred by trips requiring 
crews to remain at layover stations (hotel, 
meals, transportation). 
(f). The cost of training personnel to meet 
requirements prescribed by the schedule, 
e.g., the costs to train crews who are only 
qualified to fly DC-3's to fly Convairs. 
(g). The savings incurred, if any, by mixing 
equipment in flying schedules. 
(h). Adequate rest provisions as defined by 
Civil Aeronautics Regulations and working 
agreements. 

PHASE II. FLIGHT ASSIGNMENTS 

Constructing the flying schedules for 
various types of flight categories, i.e., 
captain, copilots, navigator, flight en­
gineer, stewardess, pursers, subject to the 
following constraints: 

(a). There is a maximum number of hours 
that can be flown in any month. 
(b). There is a maximum number of hours 
that can be flown in any week. 
(c). There is a maximum number of hours 
that can be flown in any 24-hour period. 
(d). There isamaximum number of consecu­
tive hours of on-duty time that can be 
assigned. 
(e). Flight time schedules are based on a 7-
day period. 

PHASE III. ASSIGNMENT IMPROVEMENT 

Improve the existing schedules con­
structed in Phase II taking into account 
the following: 

(a). A djusting schedules and portions of 
schedules disrupted by leaves, vacations, ill­
nesses, etc. 
(b). The probability that a percentage of 
flights will be cancelled in any month be­
cause of equipment failure, weather, etc. 

Representing the problems in Phases I 
and II by a mathematical model presented 
no extraordinary difficulty. The former 
is, in essence, a linear programming 

81 



problem to determine the types of flights 
to be flown in order to reduce the cost 
for operating these flights. The latter is 
merely' determining the probability dis­
tribution function for the various variables 
involved and producing a table which 
would indicate, based on a given assump­
tion, what are the revisions in terms of the 
number and type of flights and flight 
assignments that have to be eliminated 
from the assignments already con­
structed in Phase II. 

lt is in Phase II where the most diffi­
culty is encountered. The basic problem 
is simply this: The trip schedules repre­
sent the workload W, which has to be 
perfomed in any given month. To ac­
complish the task of Phase II, W has to 
be broken down into individual work 
assignments subject to the constraints 
which were enumerated above; more­
over, in doing so, the total amount of 
layover time had to be minimized and the 
total number of hours assigned per month 
up to the maximum hours allowed by 
constraint (a) had to be minimized. The 
reason for this latter objective is that a 
flight crew member's pay is the sum of a 
monthly base pay and an hourly rate 
times the number of hours flown in that 
month. 

The solution to this problem was also 
written and coded for 650 and the final 
results, particularly in Phase II, have not 

been obtained. Nevertheless, certain 
conclusions can be made even at this 
stage. First, an over-all improvement 
over the hitherto existing way of accom­
plishing this task will be of the magnitude 
of 5 to 10 per cent, a very worthwhile 
achievement considering the money and 
costs involved. Secondly, a great deal of 
this improvement is a consequence of the 
results obtained in Phase I and to some 
extent, Phase III. However, there was a 
decided lack of technique available which 
would enable the computer to improve in 
terms of reducing costs, etc., an earlier 
decomposition of the workload, W. More 
precisely, there was no systematic way to 
improve an existing decomposition by an 
iterative procedure which was in the realm 
of practicality and economically feasible. 
The only other course of action was to 
produce another decomposition and select 
the one which was more efficient than all 
the previous ones made. Surely, this is 
nothing more than an elaborate trial and 
error procedure. 

Concluding Remarks 

The solutions to the three problems 
which have been discussed were to a large 
extent elaborate trial and error schemes. 
No doubt, the computer serves a very 
important function in this respect for the 
basic operations research problem is, to 
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THE subject of computers designing 
other computers has been a popular 

one for several years. This subject 
generally brings to mind Boolean algebra 
reduction or generation of design logic. 
This is a difficult problem which the 
authors of this paper have investigated 
only superficially, and is not the subject 
of this paper. Another aspect of com­
puter development work, however, lends 
itself to mechanization and represents 
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the greatest portion of the time, money, 
and manpower consuming. business of 
developing a new computing system. 
This paper summarizes the progress 
which has been made to date in writing, 
debugging, and placing in production a 
general purpose computer program (ERA 
1103) for handling this portion of the 
development work. This is a program 
for processing the logical design engineer's 
work through simulated operation of the 
proposed equipment to the production of 
detailed wiring tabulations for manu­
facturing purposes. 

a large extent, initially divorced from a 
mathematical model. Consequently, any 
method which assists the analyst in de­
riving a mathematical model for his prob­
lem is a step in the right direction. 
Nevertheless, it is also true that this 
primitive approach is relied upon to such 
a large extent because of the state of the 
art. The problems that remain as a 
challenge to the computer user are much 
more complex than those which are pres­
entl y being solved. They will require a 
more efficient utilization of the capabili­
ties and capacities of the computer in use 
today. . 

On the other hand, the management of 
large businesses and industrial companies 
should realize that, in less than a decade, 
the computer specialist has gone from 
deriving mathematical tables and doing 
standard accounting work to solving 
operational and managerial problems 
of enormous mag1!itude and complexity. 
If management is to derive a greater 
utilization from its computing facilities, 
it must broaden its perspective and give 
to the computer specialist the challenge 
that the latter is willing to accept. 
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The mechanization program described 
in this paper necessarily is based on a 
particular computer building block and 
particular type of cabinet design. It is 
independent, however, of any specific 
computer and any logical design can be 
processed which uses the selected build­
ing blocks and cabinet structure. The 
program takes into account all of the 
physical as well as electrical factors in 
planning component placement and in 
computing wire lengths and cable paths 
in tabulations for manufacture. 

The Building Blocks 

The particular building block chosen 
for the design program was a I-micro­
second magnetic switch developed at the 
St. Paul laboratories of Sperry Rand 
Corporation. This element performs 3-
level "and-or-not" logic and provides one 
bit of temporary storage in each package. 
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(a) XS9 X10 N10 + N10 ) ( X20 N20 + V20 N20 )_1 
00 00 11 06 00 07 12 08 

N10 N10 

11 08 

X10 
00 

(b) 

X20 
00 

Fig. 1. Typical logical equation with diagrammatic representation 
Fig. 2. Magnetic switch package 

It is particularly well adapted to mechani­
zation because of the simplicity of its 
logical structure and the inherent storage 
at each logical step. 

Expression of Computer Logic in 
Equation Form 

Communication with the machine is 
the first problem in utilizing a general 
purpose computer for design purposes. 
In this program an electric typewriter 
with attached paper tape reader and 
punch was chosen as the off-line communi­
cation unit. Seven-level paper tape is 
the medium for data transfer from printed 
page to computer and from computer to 
printed page. With this choice of input­
output equipment, the design informa­
tion must be reduced to symbols and 
combinations of symbols which can be 
typed on the electric typewriter. 

A logical equation, representing the 
contribution of a single building block 
to the system design, is shown in Fig. 
l(a). A base letter together with its 
two superscripts and two subscripts repre­
sents the signal from the unique building 
block. The equation represents the 
combination of signals from a number of 
building blocks which are combined in 
the indicated logical function to form the 
input to the building block symbolized 
by the left term in the equation. The 
same logical function is indicated by the 
schematic diagram of Fig. l(b). The 
physical package which implements this 
f~nction is shown in Fig. 2. 

Communication between the building 
blocks is synchronized by a 4-phase clock 
source. To aid memory, the first super­
script in each magnetic switch symbol des­
ignates the phase time at which the build­
ing block is read. This numeral, then lim­
ited to the values 0, 1, 2, and 3, is an aid 
in determining the timing of pulses occur­
ring in the "and" and "or" circuits. 

A Three-Phase Program 

PHASE ONE 

In the first phase of a design effort using 
the magnetic switch elements the de­
signer decides on an over -all general 
logic and then proceeds to generate a 
system of equations which describe how 
the building blocks should be connected 
to accomplish the desired operation. For 
a system of average size and complexity, 
from several hundred to several thousand 
of the building block packages are re­
quired; therefore, an equivalent number 
of equations must be prepared. This 
part of the program requires several weeks 
or months to perform. As yet no serious 
attempt has been made to mechanize the 
operation. 

When this initial effort is completed 
the equipment designer is faced with a 
tremendous checking task. He is inter­
ested in examining the equations in­
dividually and collectively to ascertain 
that none of the combinatorial rules re­
garding numbers and relative timing of 
the inputs and outputs of each magnetic 
switch have been violated. He is inter­
ested further in learning whether or not 
the over-all performance of the system 
represented by the equations will be as 
planned. This task ordinarily is diffi­
cult and time consuming and the prob­
ability of detecting all ot'the logical and 
clerical errors is not much better than 
that of preparing all of the equations 
correctly in the first place. It is at this 
time that mechanized methods are 
brought into use. 

A perforated paper tape copy of the 
equations is prepared by typing them on 
an electric typewriter-perforator. A 
typed copy is thus also obtained which 
can be used for reference purposes. The 
paper tape information is then entered 
into an 1103 computer, and a permanent 
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equation file is established on one of the 
computer magnetic tapes. A part of the 
loading operation is a preliminary check 
of the equations to ascertain, for example, 
that each symbol in an equation is com­
posed of the proper kind and number of 
characters. If an equation does not 
meet the format requirements, it is not 
entered in the magnetic tape file but is 
instead sent back out of the computer via 
punched paper tape. At the end of this 
initial loading operation the designer has 
a paper tape containing all of the equa­
tions having format errors. Corrections 
are then made, and the revised equations 
are entered and added to the magnetic 
tape file. 

Next, the individual equations are 
subjected to more complete verification 
regarding the number and types of in­
puts and the relative timing of these 
inputs. It is a requirement, for example, 
that there shall be no more than four 
"or" inputs per magnetic switch and 
that each "or" input shall consist of no 
more than four "and" inputs. Further­
more all "and" inputs to each "or" must 
occur simultaneously, and there are 
restrictions regarding the timing of these 
inputs with respect to the read-out time 
of the switch. Improper equations are 
printed out on the monitoring typewriter 
attached to the computer. Equation 1, 
for example, would be rejected because 
the clock-phase numbers on the symbols 
X~~ and N~~ do not correspond. In 
this way many of the minor logical errors 
and transcription errors are detected. 
A number of computer programs are 
available for facilitating the alteration or 
replacement of equations in the magnetic 
tape file, so that the process of making 
the necessary corrections is made ex­
tremely simple. 

(1) 

Since the number of outputs from a 
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000000000000 010011000000000000000000 0000 0000 0000 0001 

Fig. 3. Control panel showing register contents after simulation 

single magnetic switch is limited by 
electrical and physical considerations a 
check must be made to assure that the 
designer has not used more outputs in 
his logical design than are physically 
available from a given switch. This 
check, which is again handled auto­
matically by computer program, involves 
the scanning of the entire list of equations 
and noting where the outputs from one 
switch appear as inputs to other switches. 
The information relative to the number 
and destination of the outputs from each 
switch is recorded, for future reference, 
in the magnetic tape file along with the 
equations. Any illegal usage is immedi­
ately described on the monitoring type­
writer. This process of verification is 
repeated, with intervening correction 
procedures, until a functionally sound set 
of equations is obtained. 

miscellaneous operating controls. The 
indicator lights are those used for in­
dicating the contents of the registers, 
the state of control elements, etc. The 
push buttons and lights which appear 
on this panel are incorporated into the 
design by adding specia1 symbols to some 
of the equations of logic to represent the 
manual inputs and by the preparation 
of some additional equations to express 
the indication functions. For example, 
in equation 2a the .symbol M~: repre­
sents a push button which provides a 
manual input to stage 03 of the "X" 
resister. Equation 2b would be written 
to provide for the indication of the con­
tents of the same register stage. 

x~~ = X~~N;! + A~~N:: + M~: (2a) 

(2b) L~:=X~~ 
The superscripts and subscripts associ­

ated with the Land M symbols have a 

WIRI ~'RIuuL 

special meaning in that they represent 
co-ordinate locations on the control panel 
where the buttons and lights which they 
symbolize are located. Ordinarily most, 
if not all, of these special symbols and 
equations will be included from the out­
set, since the designer is aware of their 
function and probably has a fair concept 
of the control panel for the equipment he 
is designing. 

To initiate the "simulation" of the 
various operations, the designer, using a 
special co-ordinate paper representing 
the control panel, marks the co-ordinate 
positions which correspond to buttons 
he would depress on the actual panel. 
He might proceed, for example, by enter­
ing certain operands into the arithmetic 
resisters and then initiating an operation 
such as "multiply." A paper tape is 
then prepared by typing on the electric 
typewriter-perforator a pattern of "1"s 
in which each" I" represents a depressed 
button, and its location, determined by 
the number of horizontal and vertical 
spaces from a printed index point, indi­
cates which button is being depressed. 
The paper tape is entered into the 1103 
computer, which contains the completed 
magnetic-tape equation file, and the 
information is automatically interpreted 
and recorded. The simulation is then 
initiated and involves the simultaneous 
solution of the system of equations for 
each clock cycle of the simulated opera­
tion. After a certain number of clock 
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Other computer programs are available 
which accomplish such tasks as sorting 
the equations by the various elements of 
the symbols identifying them and pre­
paring printed copies of the equations 
and other information appearing in the 
magnetic tape file. 

TABULATION I.~I~RI" iaSUIC.,,(aSICIATU 01 ....... 

When a set of several thousand equa­
tions is considered it is obvious that the 
previously described procedures, when 
conducted manually, would require 
several weeks of effort. With the mech­
anized methods, several hours usually 
are sufficient to complete the task. 

PHASE Two 

In the second phase of the program the 
designer has an opportunity for testing 
the logic of his design in a manner which 
simulates the method he would use if 
the equipment were actually constructed. 
The control panel for the proposed equip­
ment is created, on paper, by laying 
out and identifying all of the push but­
tons and indicator lights which will 
appear on the actual panel. The push 
buttons include those used for setting 
and clearing the stages of arithmetic and 
control registers, those used for initiating 
the various sequences of operation, and 
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TITL.E NOTE 

GEMINI TH. TIT~ ... " ... IX •• ID AND ".VI.ION 0 .. 

UNIT 10 TH. D"AWINCI A ..... A" ON .HUT 1 ONLY. 

INTRA-UNIT TABULATIONS SHEET 10 OF 21 

O"IOIN ... TINATION COI.OR .... "' .. .... "I!"TION LDteTH CHCI. 

-
JI0 H8- 2 JI0 09- 9 (56) 

JI0 L9- 1 (56) 
9-7 r 

10-2 r 

JI0 E8- 1 JI0 ~- 9 (44) 
JI0 C8- 1 (44) 
JI0 A8- 1 (44) 

10-0 ~ 
10-0 ~ 
14-7 ~ 

JI0 ~- 1 JI0 L9- 9 (77) 
EI0 B-12 (77) 

12-4 ~ 
4-0 

JI0 J8- 2 JI0 L9- 2 (15) 11-6 Ir 
JI0 I9- 9 (75) 8-4 Ir 
JI0 H8- 3 (75) 9-6 Ir 

JI0 LB- 2 JI0 L9- 3 (05) 
JI0 K9- 9 (05) 

4-7 
6-7 r 

JI0 J8- 3 (05) 
JI0 H8- 4 (05) 

9-6 Ir 

14-0 Ir 

JI0 N8-2 JI0 M]- 9 (20) 
JI0 R9- 1 (20) - L.-.. ----- --~ 

Fig. 4. Example of automatically prepared wiring tabulation 
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cycles have been completed, an output 
is provided in the form of a paper tape. 
The number of cycles simulated may be 
predetermined or may depend on some 
selected criteria. 

The paper tape output, when processed 
on an electric typewriter, provides essen­
tially a picture of the control panel with 
each indicator light represented by either 
a "0" or a "I" depending on whether 
or not the light is on. Thus the contents 
of registers may be examined at the end 
of an operation and the performance of 
the "paper" computer evaluated. In 
this manner all of the operations of the 
computer being designed can be simulated 
with various combinations of operands 
and the complete set of equations veri­
fied. When operational errors are de­
tected, sufficient evidence is usually 
present on the printed control panels to 
allow the designer to discover rapidly 
the logical error in the design. Then by 
using the modification facilities described 
under phase one he may make the 
necessary corrections to the equations. 

I t is also practical, in order to achieve 
added realism, to prepare some addi­
tional equations which simulate several 
registers of storage in the proposed com­
puter system. Thus actual simple pro­
grams may be prepared and their execu­
tion simulated for the purpose of check­
ing continuity of control in the new 
design. The added equations are, of 
course, removed from the file before 
further processing is done. 

Fig. 3 shows a typical output display 
resulting from a simulation operation. 
As previously mentioned, the arrays of 
"O"s and "1"s represent indicators on 
the various arithmetic and control 
registers in the computer being designed. 
The registers are identified by the letters 
appearing over the indicators. Each 
panel is identified by a number appearing 
at the top, which is automatically ad­
vanced for every clock cycle of simulated 
operation. This number is preset to an 
arbitrary value at the time of entry of 

the paper tape containing the push 
button information initiating the simula­
tion. Each type of operation performed 
is thus identified with a unique series of 
numbers. A by-product of this phase 
of the program i.s a record of each opera­
tion of the proposed system giving exact 
operation times and specific examples of 
resister contents before and after execu­
tion. 

PHASE THREE 

When the design checking process has 
been completed another formidable opera­
tion must be undertaken. Decisions 
must be made regarding the placement of 
the magnetic switch packages in the 
standard chassis assemblies, and manu­
facturing tabulations must be prepared 
which completely describe the wiring 
required to interconnect all of the pack­
ages. A standard chassis accommodates 
up to 180 of the building block packages 
so that in an equipment using, for ex­
ample, 2,000 packages, 12 assemblies 
would be required. Indiscriminate or 
improper assignments of the various 
magnetic switch packages to the chassis 
would result in an excessive number of 
interconnections between chassis, in­
tolerable lengths of wire on some of the 
switch outputs and possible excessive un­
balance of the loads on the clock pulse 
driver lines. In view of the number of 
factors to be considered and the tremen­
dous number 'of options available for 
placement, the assignment job is handled 
by the 1103 computer in a manner far 
more rapid than it could be done by the 
designer. 

The same is true of the process of pre­
paring wiring tabulations. Several hun­
dred pages of material such as that shown 
in Fig. 4 are prepared in a few hours 
by the computer, and freedom from the 
various types of human errors is assured. 
The connection points are listed in an 
order such that subsequent wiring in that 
order will require a minimum length of 
wire. The length of wire required is also 
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listed in each case and a color code is as­
signed. Additional manufacturing and 
maintenance aids such as component in­
ventories and cross tabulations for signal 
tracing are also quickly obtained from 
the computer. 

Simplicity of Utilization 

In order that the use of the computer 
for design assistance be made as simple as 
possible, a method of interpretive pro­
gramming for the execution of the various 
mechanized procedures has been worked 
out. A master file of all available pro­
grams is maintained on a magnetic tape 
which is placed on a computer tape unit 
at the beginning of a production run. 
The user is provided with a catalogue which 
lists an identifying code number for each 
program, describes its functions, and 
specifies prerequisite operations. Prep­
aration for a run consists of typing on 
the electric typewriter a list of these code 
numbers in the proper sequence for ac­
complishing the desired task. The re­
sulting paper tape is called the master 
program tape, and its contents are loaded 
into the computer at the beginning of the 
run. All of the subsequent operations are 
automatically controlled by the master 
program and the operator's attention is 
required only in the event of the detec­
tion of equation errors which must be cor­
rected before proceeding. 

The development of a computing sys­
tem with this mechanized program re­
quires the same logical design effort, on a 
system level, as any other approach. 
However, this method substantially re­
duces the time and money consuming 
process of detailed design and physical 
layout. Because of the great reduction 
in detailed design time, it is now prac­
tical to investigate completely a number 
of approaches to a system design. Sev­
eral design approaches ·can be processed 
to completion so that component inven­
tories and operating times can be com­
pared for the completed equipments. 
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A Topological Application of 

Computing Machines 

ASCHER OPLER 

THE use of computing machines in the 
solution of problems arising in analy­

sis and geometry is undergoing active 
exploration at the present time. These 
machines have been used for logical oper­
ations and have proved of considerable 
value. This report will describe the ap­
plication of digital computers to an ele­
mentary problem in combinatorial top­
ology. 

The treatment given here will probably 
be of little interest to those interested in 
theory, but will prove to have considerable 
practical application. It developed as a 
by-product of an ostensibly unrelated re­
search into the cataloguing of organic 
chemicals. 

Organic chemicals, such as vitamins, in­
secticides, synthetic hormones, etc., are 
actually aggregates of complex molecules. 
To the organic chemist, they are more 
simply represented as single structures 
composed of atoms and bonds. The 
synthesis, the properties and the reactions 
of these compounds may be understood 
largely in terms of these structural dia­
grams. Thus, when the organic chemist 
wants a catalogue of thousands of chem­
icals, he visualizes collections of struc­
tures like: 

Cl CH3 0 
I I II 

H 3C-C-C-C-C-OCH3 
I 

Cl 

H OJ C ~N- -d-c-c 
/ I 

H C 

There are over half a million of these 
structures known, and the list is growing 
at a rapid and ever increasing rate. 
Numerous questions arise in the daily 
work of .chemists that make constant re­
course to this catalogue a necessity. For 
instance: Has a certain compound ever 
been made before? What compounds 
have certain substructures in common? 
The members of a group have certain 
properties in common; what in the struc­
tures might be responsible? 

Attempts have been made to devise 

ASCHER OPLER is with the Western Division of The 
Dow Chemical Company, Pittsburg, Calif. 

mechanical aids to search these catalogues 
but have relied, in whole or in part, on 
chemical characteristics. Working with 
Dr. T. R. Norton, an organic chemist, the 
writer has attempted to solve the cata­
loguing problem by reducing it to one of 
topology alone and then solving it in this 
form. 

This has now been tested and proven 
feasible using digital computing machines. 
The method of transforming the chemical 
structures to topological networks will 
not be described here; only the solution 
of the corresponding topological problem 
will be covered. 

The problem treated here concerns net­
works composed of members of various 
types containing a number of positions of 
potential attachment, some or all of 
which are used in the assembly of the 
network. The problem is to represent 
the ,topology of the network with a digital 
code and to search among collections of 
such codes to locate the networks which 
have given topological features. As a 
means of visualization, consider structures 
made from an Erector set constructed of 
flexible beams. 

Practical uses, aside from chemical 
cataloguing, should be numerous. As an 
example close to the computing-machine 
field, the flow diagrams used to charac­
terize computer programs fall into the 
category described. Computer charts 
may be reduced to codes and stored for 
later recovery. In stored form, they may 
be searched for common features and 
help the development of automatic coding 
and compiling systems. For those em­
ployed in electronic design of computers, 
the circuit diagrams also fall into this 
category, and the amusing prospect of 
computers storing their own circuit dia­
grams may be considered. With the 
storage of numerous electronic layouts, 
the search for common features should 
assist in the mechanization of production 
through more judicious selection of com­
mon sub circuits for automatic production 
of packaged plug-in assemblies. A third 
use in the computer field arises in the 
representation of connection patterns for 
analogue computers of the electronic dif­
ferential analyzer type. 

In general, the practical use of this 
method is indicated where large files of 

networks with elements used repeatedly 
in various arrangements are encountered. 
The extension to switching circuitry and 
communication networks is called for. 
Still another use might be in traffic engi­
neering, where flow of vehicles and pedes­
trians can be catalogued and studied. 
In Fig. 1, a collection of familiar diagrams 
that are reducible to topological networks 
is shown. 

Fig. 1 Typical ar­
rangements which 
may be represented 

topologically 

H 
I 

~-CH3 
HO-C C 

I / 
C - 0- C 
I , 

C C 

Elements of the System 

MEMBERS 

These comprise a finite set of specified 
types of objects representable as linear 
figures. For purposes of this representa­
tion, many branched and rounded figures 
may be converted to linear form. The 
choice of types to form the set of members 
will depend on the nature of the networks 
and the relative frequency of occurrence 
of objects of different types. In some 
cases, members will be only the most prim­
itive elements; in others, simple com­
binations occurring more frequently may 
serve. 

POSITIONS 

Every member must have a finite 
number of points of potential attachment 
to other members. These need not be 
equally spaced, but should be consecu­
tively numbered from end to end. Num­
bering may be arbitrary or based on some 
generally accepted system. 

NODES 

The conjunction of single positions in 
each of two different members is termed a 
node. 

SUBSTRUCTURES 

An ensemble of two or more connected 
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members that form a portion of a larger 
network is termed a substructure. 

STRUCTURES 

A collection of members, properly con­
nected' that represent an entire network 
is termed a structure. 

Table I. Examples of Elements 

Element Organic Structure 
Electronic 
Circuit 

Member ...... Propyl group ...... 1 mfd. 
capacitor 

Position ...... 2nd carbon atom ... Grounded ter-
minal 

Node ........ Bond attaching a ... Connection be-
• hydroxyl to 2nd tween a resistor 

carbon atom and this capaci-
tor 

Substructure .. Substituted alkyl.. Low-pass filter 
group 

Structure ..... Organic compound .. Receiver circuit 

Nomenclature 

m=member 
m T = member of type r 
mi = the itk designated member 
P = position 
PJ = the jth position 
Ptj = the jth position in member mi 
n=node 
m-n-m' =node joining members m and m' 
Pij-n-p't'j'=node joining members mi and 

mt' at positionsj andj' 

Method of Representing Structures 

OPEN STRUCTURES. [MEMBERS-

(NODES+ 1) =0 (SEE FIG. 2)] 

1. Designate any member as ml, the initial 
member. 

2. Select one of the other members at­
tached to this initial one and designate it 
m2· 

3. Attach to the designation of the second 
member, the representation of the node 
attaching it to the first member (Plj-n-p'2/) 
m2. 

4. Select a member attached to either of 
the two designated ones, number it and 
associate with it the node joining it to the 
other. 

5. Continue in this manner until all 
members in the structure have been num­
bered and their member-node designation 
determined. 

6. Use the solidus (/) to demarcate the 
member-node designations and a paren­
thesis to separate the node and member, 
e.g., /mI!(PIj-n-p'2/)m2/(pwn-P'./)m •. 

CWSED STRUCTURES. [NODES­

MEMBERS+1=Q; Q::::;l (SEE 

FIG. 3)] 

1. Proceed as for open structures until it 
is necessary to close loops. 

2. Close each loop by using a 2-node desig­
nation of the general form/(node) member 
(node)/. 

3. Complete the structure, adding 1- and 
2-node members as required. The total 
number of 2-node members equals q. 

Discussion of Method 

The principle of starting with any 
member might seem inefficient and calls 
for comparison with the alternative of 
starting with a specified member. This 
specification may be made on the basis of 
position (e.g., a terminal group) or on the 
basis of precedence (e.g., most highly 
connected member). In either case, 
multiplicities will lead to "ties" and 
special coding rules must be established 
to "break the ties." When searching is 
performed, these tie-breaking rules must 
be programmed. 

After the first member has been desig­
nated, a second member must be picked. 
In any "systematic" scheme for selecting 
members, rules of precedence must es­
tablish which is to be designated next. 
This continues as each member is selected. 

0----0--0 
MEMBER 

/j, 
POSITION 

Fig. 2. Example of representation of an open 
structure 

(m~4/ 
/(PI.4-n-P2,1) m:/ 
/(p2,3-n-p. ,.) m~l / 
/(P.,4-n-P4,2) m!/ 

Such a system requires that coding of 
structures be done by coders thoroughly 
experienced with the required rules of 
precedence. Machines to carry out elab­
orate searches must be programmed to 
use a comprehensive "rule book" to 
make decisions at every step. 

Experience thus far with this free selec­
tion system has been favorable. For 
example, chemicals have been coded by 
approximately 50 coders without elabo­
rate instruction. Speed of coding has 
been faster than for any other method 
studied. Even though the same struc-
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ture could be coded in various ways, each 
chemical code has led back to only one 
structure. 

Conversion of Representation to 
Digital Form 

The preceding section describes the 
method of converting a structure into a 
sequence of member-node designations', 
In this section, the system for changing 
these designations into code numbers of 
fixed digital size is described. 

Two-node member designations carry 
the most information, and therefore the 
digital code must be capable of represent­
ing them, At first glance, ten designa­
tions are present in 

but two may be eliminated as redundant 
(the i and i* are identical to the i sub­
script attached to m) and two by the 
following useful convention: members 
which may serve in 2-node representations 
(closure members) must be attached only 
by their ends, which we may number 1 
and w. If the meniber is symmetrical, 
than 1 and ware equivalent and we need 
not designate them. A special rule (1 is 
attached to the m t with the lowest i, or, 
if i' = i", at the node with the lowest 
j.) determines order of numbering asym­
metric closure members. With these 
conventions, j and j* can be eliminated, 
Thus it is necessary to designate only the 
following: 

r = the member type 
i = the member number 
i' =the member to which mi is attached 
i" = the other member to which mi is at­

tached* 
j' = the position in m' at which m is attached 
j =the position in m at which m' is at­

tached t 
or 

i" =the position in m" at which m is at­
tached* 

An order of citation has been arbitrarily 
assigned: 

x-x-x-r-x-1 
j'j-x-r-i'i 
i'j"i"r-i'i 

(initial group) 
(single-node groups) 
(2-node groups) 

The size of the number designation will 
naturally depend on the maximum num­
ber of digits that each of the six will re­
quire. This, in turn, is a property of the 
complexity and size of the networks un­
der consideration. For example, if all 
j's range from 1 to 9, all i's from 1 to 99, 
and r from 1 to 999, ll-digit decimal 
numbers (1-1-2-3-2-2) will suffice for 

*2-node members only 
tsingle-node members only 
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representing any member-node combina­
tion. If these limits are 32,32, and 1,024 
respectively, a 35 binary digit number 
maybe used. 

In using these representations with con­
ventional fixed-size word computers, the 
following has been found to be a useful 
order. Each structure makes up a block 
of computer words. Within each block, 
every member-node designation occupies 
one word. Each word then is divided 
into six parts with an arbitrary assign­
ment of groups of digits to represent the 
required designations. In addition to 
these words, a first word identifies the 
block and gives the total number of words 
in the block. In our work, a second word 
is used as an internal redundancy check 
based on chemical principles. Thus, a 
typical structure appears as a block of 
n + 2 words where n is the number of 
members. 

Details of Trials with Digital 
Computers 

Earliest computer trials were made 
using the Datatron (Electrodata Corpo­
ration, Pasadena. Calif.). Here the word 
form was somewhat simplified and 
allowed lO-digit decimal words to describe 
the structures. These tests revealed the 
shortcomings of the original program and 
indicated that magnetic drum computers 
would be rather slow for the application, 
since nearly 3,500 logical commands were 
required to examine each 8-member struc­
ture studied. On the basis of these tests, 
the program was revised and improved, 
and a binary fast-access machine decided 
upon for further work. 

The 701 Electronic Data Processing 
Machine of the N ew York International 
Business Machines Corporation (IBM) 
Data Processing Center was used for a 
group of more successful trials of the 
method. It maybe of some interest to 
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note that the programming, coding, de­
bugging, and running of the program were 
all done through correspondence and wire 
communication. The results and methods 
were adjudged highly satisfactory. 

The structures were all of the open type 
and were represented by blocks of ten 
full (35 - bit + sign) words, since 
they all had eight members. Nearly 
200 of these blocks occupied the 
major part of the cathode-ray tube 
memory of the machine. In the testing 

6 

19 

0----0-0 
MEMBER 

A 
POSITION 

Fig. 3. Example of representation of a 
closed structure 

/m~/ 
/(Pl,4-n-P2,2) m:/ 
/(Pl,5-n-P3,1) m~9 / 
/(Pl,l-n-P4,1) m!1(P4,5-n-P2,6)/ 
/(P4,3-n-P5,1) m

2
;(P6,2-n-P1,3)/ 

stage, each structure was contained on a 
single binary card along with the neces­
sary input, redundancy and locating 
words. (Later work will enter words 
stored in large "super blocks" on mag­
netic tape.) After the structures were 
loaded, the program described below was 
fed to the machine which was now in a 

ready status for searching for subnet­
works. Each search was completely de­
scribed in a single "criterion card" which 
was fed to the machine. Complete ex­
amination of nearly 200 blocks required 
1 to 3 seconds before the printer listed the 
structure identities that met the criterion. 
Since neither the program nor the struc­
ture representations were destroyed, after 
this examination, the 701 was ready for 
more searches. 

The program used in searching was de­
signed to operate at the highest speed 
possible. Therefore, it called for the 
block-by-block examination of the struc­
tures. As soon as the first nonmatch oc­
curred, the block was instantly rejected 
and the next block brought into operating 
position. Since there were a number of 
match tests, this shortened the time con­
siderably. If a block remained in place 
and survIved all match tests, the corre­
sponding identity word was transferred to 
a block reserved for printing identities of 
successful structures. 

Because of the latitude in the sequence 
of member selection, all matches had to 
be tried in all possible positions before 
nonmatch could be reported. Further­
more, since there could be considerable 
multiplicity, each criterion had to be 
tested against all nodes of a given type. 
Thus, if we require a member of type 13 
to connect to a member 17 and there are 
two 13's and four 17's, we must make 
eight tests before we can definitely report 
no 13-to-17 attachment. The 701 pro­
gram allowed for numerous types of mul­
tiplicity and for substructures of consider­
able complexity. 

At the present time, work is starting to 
reprogram the task for a 704 computer, 
operating on approximately 15,000 struc­
tures stored on tapes. This program will 
allow for even greater complexity than 
the 701 program and will also handle 
closed structures. 
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Applications of Small Digital Computers 

in the Aircraft Industry 

H. M. LIVINGSTON 

THIS paper will begin by defining small 
computers. Just what are they? 

The 650, the Datatron, the Ele­
com, and others that were once regarded 
as small computers have now been pro­
moted to an intermediate class by the 
introduction to the market of a much 
smaller group. 

This new small class is comprised of two 
main types. One type is binary and has 
an internally stored program, and the 
other type is decimal with an external 
program. The first type is of the same 
philosophy as the large computers; a 
coded language and the same program­
ming techniques are used. 

The other type of small computer is 
decimal and uses an externally stored pro­
gram. The second type has its instruc­
tions stated directly. The instructions 
do not have to be put into coded form. 
This is the type of small computer to 
which the paper will refer most frequently. 

Charles Adams has classified computers 
as being large, small-large, and large­
small. The first type just mentioned 
would be in the small-large category as 
it is similar to the large computer. The 
second type would be in the large-small 
category as it emphasizes simplicity and 
ease of operation. 

Now, if one were going to write the 
specifications for a small computer for 
everyday work,· just what would be em­
phasized? The computer should cer­
tainly be simple. If it is diffic1.!lt to use, 
one might as well continue to solve one's 
problems with a desk calculator, or slide 
rule, or however it is being done now. 
It should also be easy to operate, so that 
no special training ~ould be needed in 
order to use it. One also might like to 
have combined with this ease of program­
ming and ease of operation, all the latest 
powerful features of the large computers. 
These are the objectives of the small 
computer manufacturers. Judging from 
the experience of the authors' firm we 
feel these objectives are being met. 

The Burroughs Corporation had an 
interesting experience in its first contact 
with the aircraft industry. A section 

H. M. LIVINGSTON and E. L. LYONS are with the 
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properties problem had been analyzed and 
it was felt that it was better for it to be left 
on their· large computer because they 
could do in 1 minute what took us 15 min­
utes. They said, "The real problem is in 
communication and scheduling. We have 
to get a messenger to take the data to our 
computation center, then it has to be 
programmed, punched and verified, sched­
uled for the computer, run off, printed in 
a form that the engineer can interpret, and 
finally sent back by a messenger. That 
takes easily a day and sometimes 2 days. 
We're planning on having a small com­
puter in each engineering design area, 
so they can do their small problems 
directly." That company, by the way, 
has ordered three more small computers 
since the first one was installed. 

Section properties calculations present 
a classical problem that involves calculat­
ing centers of gravity and moments of 
inertia of irregular-shaped bodies. The 
operations to determine these on a small 
computer involve merely entering the suc­
cessive points in the keyboard.' One 
would go through the same motions one 
would go through in punching data into 
cards but with a small computer one would 
have the answers almost immediately 
after one had finished entering the data. 

In some cases data may be supplied on 
punched paper tape or punched cards. 
For instance, telemetered data are re­
ceived directly on tape. Another com­
pany with which the author's firm is 
working is transmitting missile test data 

Fig. 1. General 
view of Burroughs 
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by teletypewriter from its test station 
located on the East Coast all the way 
across the United States to its engineer­
ing center. There it will be fed into the 
small computer with a punched paper 
tape-reader attachment. The computer 
will reduce the data, print the results, 
and ultimately will punch a tape to be 
fed into a plotter. The equations in­
volved in the data reduction are quite 
simple and a large computer would be 
wasting its time. 

Many readers are no doubt familiar 
with this type of data-reduction problem, 
as distinct from the more complex type 
which involves numerous table look-ups 
and a large number of operations. This 
same company has a large amount of 
flight-test data reduction work being done. 
When the authors visited them about a 
year ago, there were over 100 girls carry­
ing out the detailed steps on desk calcu­
lators. Much of the computational work 
is on their large computer, but the work 
these girls were doing is of a nonroutine 
nature that would require reprogram­
ming the problem each time it was run. 

The type of work sheets that is 
usually set up for girls to follow is famil­
iar. There are several columns on a 
sheet, perhaps 10 or 20, and the opera­
tions to be carried out are shown at the 
top of each column. For example, one 
might have the numbers in columns 1 
and 2 given, column 3 might be column 1 
multiplied by column 2, and column 4 
might be the square root of column 3, etc. 
This company is planning to have its 
computer girls, some of the same girls that 
are now using the desk calculators, set 
up their problems for the computer di­
rectly from the work sheets. The memory 
locations used could correspond directly 
to the column numbers and the operations 
are simply add, subtract, multiply 
divide-a language with which they are 
already familiar. When trigonometric 

89 



Fig. 2. The pinboard. Eight of these make 
up the flexible external program 

functions, or any other subroutines are 
used, the girls would tell the computer 'to 
go to the subroutine, say sin x, after which 
it would automatically return to the next 
step in the problem. 

A company near Philadelphia, Pa., in­
quired regarding matrix multiplications. 
It was set up on the pinboards in 11 
steps and run. Two engineers from the 
company came in, learned to program and 
operate the computer, programmed their 
own problem, checked it out, and ob­
tained a set of results in less than one 
day. The same thing could be done by 
using automatic programming routines on 
large computers, but it can be done on 
this small computer using its basic lan­
guage directly. 

Figs. 1-4, showing the Burroughs E1 01, 
will give a better idea of what is meant 
by small computers. This is quite typi­
cal, as far as size is concerned, of most 
of the small computers. As mentioned 
before, they all emphasize simplicity, ease 
of operation, and low cost. 

Fig. 1 shows the entire computer not 
including the tape reader. The machine is 
about 38 inches deep and 60 inches wide, 
or about the size of an ordinary office desk. 

The instructions or operations to be per­
formed are set up on the pinboards on the 
right. There are eight separately re­
movable boards, each with 16 steps. 

The memory is a magnetic drum, and is 
located directly beneath the program 
unit. Its storage capacity is either 100 
or 220 12-digit numbers plus sign. 

Data are entered either through the 
full keyboard, or through an optional 
tape reader. The input-output unit 
shown is the Burroughs Sensimatic book­
keeping machine that has been modified 
for electrical input and output. Wjth it 
there are all of the powerful format con­
trol features that are necessary for the 
bookkeeping operations under control of a 
separate panel that is mounted directly 
beneath and moves along with the car­
riage. I t could be referred to as a format 
panel. 

The electronic arithmetic unit and elec­
tronic control circuits are in the back sec-
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Fig. 3. The Burroughs Sensimatic flexible 
format input-output unit 

tion. This is one of the few machines 
that operates in straight decimal. For 
instance, the digit seven is represented 
by seven out of a possible nine pUlses. 

The power supply is on the left. It 
uses only about 21/2 kw and operates on 
the same power as most electric ranges. 

The operator's control panel is on the 
right. 

Fig. 2 is a close-up of a pinboard. The 
left-hand section specifies the operation 
and the second and third sections, the ad­
dress or memory location. For instance, 
to perform the instruction "add the num­
ber in memory location 27 to the number . 
in the accumulator," a pin is put under 
"plus" in the first section, a pin under "2" 
in the second section, and a pin under "3" 
in the third section. All of the instruc­
tions are equally as simple. A paper tem­
plate is usually marked showing where 
the pins are to be inserted. The template 
is then placed over the board and the pins 
inserted where indicated. The paper 
templates can be filed for future use. 

Fig. 3 shows the input unit. With the 
full keyboard it is as easy to enter num­
bers as it is in a desk calculator. There 
are four motor bars, all of which cause the 
computer to operate but have different 
control over the format. Printing is at 
the rate of 2 12-digit numbers per second. 
Continuous rolls of paper can be used or 
individual preprinted forms can be in­
serted from the front. Masters can also 
be prepared directly which simplifies re­
production of the results. 

Fig. 4 shows the control section. The 
controls are very simple. Normally the 
operator presses the electronic clear 
button, then one of eight start buttons 
telling the computer where to start in the 
problem. The computer can also be 
operated one step at a time. I t can also 
be set to manual operation and will per­
form that operation set up in the manual 
switches. The manual operations can 
also be under control of the push buttons 
on the keyboard. Indicator lights on the 
back of the operator's control panel are 
for checking circuits, also to show in 
what state the computer is. The power 

Fig. 4. The operator's control panel 

switch and associated wait and ready 
lights are at the right. That gives a 
general idea of what the small computers 
are like. Now some more of the applica­
tions that have been found in the aircraft 
industry will be discussed. 

In Los Angeles, Calif., in the fall of 
1955, a demonstration of conic lofting on 
the Burroughs small computer seemed to 
impress aircraft companies more than any 
of the other problems. The part of conic 
lofting demonstrated involved determin­
i~g the coefficients of the equations of the 
curves formed by the percentage points 
between successive sections. I t involves 
dividing an airfoil into percentage lines 
from the leading to the trailing edge. At 
each percentage line the co-ordinate 
points for the top and bottom of the air­
foil are given along with various slopes 
and other known data. What is wanted 
is to obtain the coefficients of a curve 
representing that surface. There are 17 
algebraic equations to solve and 8 key­
board entries. The total time for each 
point including the entry of data was 1 
minute and 15 seconds. This was not 
too impressive because there might be 
from 50 to 100 per cent (%) lines per sec­
tion, but the aircraft people were ex­
tremely impressed. Their delay at present 
is in scheduling the problem for their large 
computer. It takes at least a day before 
they get the results back from the com­
putation center. Again, scheduling as 
well as communication is the big time 
factor. The conic lofting group, by the 
way, has the full support of their central 
computation laboratory to obtain their 
own computer because it is the small prob­
lems such as conic lofting that bog down 
the large computer. The preparation of 
the data alone exceeds the computation 
time on the large computer. 

In December 1954, a session on small 
computers was held at the Eastern Joint 
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Computer Conference. Emphasis was 
placed on use of the small computer for 
checking programs for the large com­
puters. That is actually being done now 
at the first installation of the Burroughs 
EI0l. They ,are doing sample calcula­
tions on the small computer to check 
against results from their large com­
puters. They were previously perform­
ing the calculations by hand and found 
they were invariably erroneous. They 
found they were using the large computer 
for checking their hand calculations as 
it necessitated printing all the inter­
mediate results from the large machine. 
With the simplicity of programming a 
person familiar with the problem can set 
it up for the small computer and obtain 
a set of check calculations in less time 
than it takes to perform one calculation 
by hand. The small computer is not 
being used to interpret the codes literally, 
as was predicted at the Eastern Joint 
Computer Conference, but rather to per­
form the check point calculations. 

There is another way in which small 
computers are being used to aid the large 
computers. If, when formulating a prob­
lem one is not quite sure the equations 
derived will give him what he wants, one 
would perhaps sit down at a desk calcu­
lator, crank Qut the answers, make a 
change in the formulation, then try it 
again. Would not a small computer be a 
handy tool for this work? Many trial 
runs could be made with minor changes in 
the formulation each time by merely 
changing a few of the pins and pressing 
the buttons. Then once the problem is 
formulated, one could put it on a large 
computer and let it carry out the multi­
tude of repetitive solutions. Of course, 
the same thing could be done by using 
automatic programming routines for the 
large computers, but there is still the 
scheduling problem. It is not economi­
cal to tie up such power equipment while 
one is essentially' at a loss. One would 

certainly feel more at ease if one knew it 
was costing closer to $5.00 an hour than 
to $300.00 an hour. 

The research group of a company in 
Philadelphia recently requested a small 
computer from their management. Man­
agement said, "What do you need a small 
computer for when we already have a 
large computer that will solve your prob­
lems?" The person from the research 
group replied, "That's just th~ trouble, 
we don't know what our problems are. 
We need a small inexpensive computer to 
help us in the formulation of the prob­
lems." 

N ow what the small computer can do 
for smaller companies as well as depart­
ments in large companies will be con­
sidered. Many small aircraft companies 
neither have economic justification for 
a large computer, nor the problems to 
keep it busy. Even though the large 
computer is more' economical per unit of 
operation, a small computer would be 
better suited for these companies. There 
is an engineering company in Wilmington, 
Del., with less than 400 employees, includ­
ing production and clerical staff, that is 
using one of our small computers for the 
design of arresting mechanisms on air­
craft carriers. They are using it for 
many other engineering problems, but 
this is the major application. In the 
first week they had the computer they 
checked the hand calculations for a de­
sign that was ready for production. They 
found the plane would still be traveling at 
the rate of 30 miles per hour when it was 
supposed to be stopped. This could have 
been a costly error if it had not been 
caught until the final test. In one morn­
ing, for example, they ran off four of their 
design calculations. They estimated that 
these calculations would have taken 4 
weeks by hand. 

One of the first users of the small com­
puter made a survey of the engineering 
problems in his organization. He found 
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that 50 per cent could be done most effi­
ciently on a small computer such. as is 
being discussed, 45 per cent would be 
most efficiently done on an intermediate 
size computer, and only 5 per cent on a 
large computer. 

In order to give a better idea of how 
people are planning to use these small 
computers, here is a breakdown by type 
of customer: 

50% are companies that do not now have 
computers. 

20% have large computers and are using 
the small computer independently. 

30% are planning to use the smail com­
puter along with their large computer as an 
aid either for checking out problems, or 
doing parts of problems to be fed into a 
large computer, or just to keep the small 
problems off the large computer where they 
cannot be solved efficiently. 

The breakdown by line of business is 
also very interesting. 

30% are in the aircraft industry. 
10% in business. 
10% in banking. 
8% chemical and pharmaceutical. 
12% optical industry. 
12% engineering. 
6% research. 
2% oil industry. 

In summary, small computer manufac­
turers are emphasizing simplicity, ease of 
operation, and low cost. The major role 
of small computers in the aircraft indus­
try appears to be: 

1. To reduce the high percentage of com­
munication and scheduling time associated 
with running small problems on large com­
puters. ' 

2. For the formulation of problems. 

3. As an aid to large computers for per­
forming check calculations and for checking 
programming techniques, and 

4 .. For small companies and departments of 
large companies that do not have a work load 
for a large computer. 
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T raJfic Simulator with a Digital Computer 

S. Y. WONG 

MANY mathematical models of traf­
fic flow have been advanced in the 

past. Not all of these models are adapt­
able to situations involving complicated 
networks and control systems. A fur­
ther difficulty is the insufficient number of 
specially trained traffic engineers who are 
capable of using these mathematical 
methods. In general, the design of 
traffic systems still involves much guess­
work. 

In the utility industry, as a result of 
the large investments involved, it is a 
recognized fact that expensive network 
analyzing equipments can be bought with 
full just~fication. Take the instance of 
water distribution systems, seemingly ob­
vious guesswork solutions to increase pres­
sure at certain points on a distribution 
network often turn out to be of little value 
when checked by a fluid network analyzer. 
The design of traffic systems, involving a 
much larger investment, is therefore in 
need of some form of mechanical computa­
tional aids in view of the present inade­
quacy of hand computing. The use of 
simulation methods with a digital com­
puter was tried and presented here for the 
consideration by traffic and computer en­
gineers. 

Description of the Simulation System 

No fixed pattern is necessary in the 
use of a digital computer for the purpose 
of traffic simulation. The following gen­
eral description may serve as a broad 
outline and the example tested illustrates 
in detail a special case. The thoughts in 
this paper are directed toward highway 
and street traffic but its use can cer­
tainly be adapted to other traffic systems. 

The first step is to divide the roadway 
into unit car-lengths (UCL). By UCL is 
meant the length of an average car. The 
space occupied by a rectangle one UCL 
long and one lane wide is called one unit 
block (UB). Each UB may contain one 
car or none. The cars can only move in a 
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discrete fashion. For most purposes, it is 
sufficiently accurate to allow the cars to 
move an integral number of UB. 

There is the question of simultaneity, 
which cannot be easily simulated with a 
general-purpose digital computer. It is 
practicable, however, to divide time also 
into discrete intervals and allow the cars 
to move one at a time, according to some 
previously assigned order, during that 
interval of time. If the time interval is 
short enough, an approximation of the 
real situation results. 

The cars move according to theit own 
behavior, subject to the constraints of the 
traffic control systems. Both the be­
havior and control system may be func­
tions of location, time, and traffic condi­
tions. In addition, the behavior of cars 
may also be functions of some random 
pr~cesses. In the case when both behavior 
and control system are functions of traf­
fic conditions, there is a rather compli­
cated interaction between the two. 

The computing program may be divided 
into several more or less independent 
parts. In other words, each part may be 
changed relatively independently of the 
others. 

1. DESCRIPTION OF THE ROAD SYSTEM 

This part can be handled similarly to 
an electric network,l once the road is 
divided into UB. Each UB may be con­
sidered as a junction and oriented line"l 
join these junctions for all permissible 
car movements. 

2. CONTROL SYSTEMS 

For a given road system, the control 
system can be varied independently to 
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Fig. 1. Road section under study 
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Fig. 2. Method of division and enumeration 

test the efficacy of a given control system. 

3. CAR OR DRIVER BEHAVIOR 

These can be obtained by psychological 
tests or by statistical methods. Since the 
behavior varies according to external cir­
cumstances such as weather, effect of 
holiday, etc., this part of the program 
should also be capable of being independ­
ently modified. 

4. DATA HANDLING 

The final portion of the program is the 
main routine which sets the cars in mo­
tion and gathers the desired information. 
Because the desired information varies, 
it is obvious that this part of the program 
must be capable of being modified in­
dependently of the other parts. 

The construction of the above parts of 
the program is admittedly a time-con­
suming affair. However, once it is 
available, traffic engineers can use this 
particular computing system similarly to 
a network analyzer. The advantage of a 
direct analogue cannot be denied. 

Tests and Results 

A very small example of the afore­
mentioned system was tried on the 
Institute for Advanced Study machine. 
As a result of the limited time and effort 
available, the program was made for this 
special case, which is considerably less 
elegant than the clean separation de­
scribed earlier. 

The road syste~ under test is a section 
of a 12-lane boulevard with six lanes for 
traffic in each direction. Fig. 1 shows 
the configuration under study and Fig. 2 
shows how it is divided into UB and then 
enumerated so that it can be handled 
like a network. The UCL is chosen ap­
proximately 18 feet so that the speed of 
the cars assume discrete levels each 12.5 
miles per hour (mph) apart. 

From each UB, three directions of mo­
tion are permitted, these are diagonal left, 
straight, and diagonal right. Of course in 
the case of lane 0, for example, diagonal 
left motion cannot be made because of the 
limit of the road. 

The time step is chosen to be 1 second, 
so that when the velocity V=O,l,2,3,4, . .. 
UB, they correspond to 0, 12.5, 25, 37.5, 
50, . . . .mph. Tht> information about 
the presence or absence of a car and the be­
havior and records of the car is carried in 
a word stored at a location in the memory 
corresponding to the enumeration in 
Fig. 2. For each time step, the cars are 
moved one at a time in the order of enu­
meration, according to a set of rules. 
The set of rules can best be illustrated by 
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Fig. 4. Effect of left turn cars 

the portion of program governing lane 1, 
which is shown in block form in Fig. 3. 

At the end of each time step, a mech­
anism generates a random number x for 
each lane, and whether a car should ap­
pear or not at the input depends on 
whether x is less than a cons tan t Pc or x is 
greater or eqal to Pc. Both x and Pc lie 
between zero and one. If a car should ap­
pear at the input of a certain lane, a simi­
lar mechanism decides what the intended 
speed s40uld be according to some pre­
viously decided distribution. In this par­
ticular case, the distribution used for 
speeds of 25, 37.5 and 50 mph are 0.25, 
0.5, and 0.25, respectively. A storage 
pool is provided for each lane; if a car 
cannot be introduced, this car will be 
introduced at the next time step. The 
waiting time in the storage pool is not 
counted. 

The gap between Janes 2 and 3 is pro­
vided for cars in the right-hand section 
to be transferred to the left-hand section, 
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Fig. 3 (left). Program 
for rules governing 

lane 1 

Fig. 6 (right). Typi­
cal traffic pattern 

Numbers indicate in­
tended speed 
Left cars underlined 

and for that purpose only. It was as­
sumed that cars intending to make the 
left turn at the gap would choose lane 3 
initially. Therefore, as a special addition, 
cars that originate at the input of lane 3 
go through a further decision process by 
comparing a random number x with a 
constant P L to decide whether the car 
intends to make a left turn or not. When 
x is .less than P L, the car intends to make 
a left turn. For a left-turn car, no over­
taking of other cars will be made, so as to 
make sure of reaching the gap. When a 
left-turn car reaches UB93, V is reduced 
to 12.5 mph until it reaches UB74. 

Each car also carries its own clock 
whereby the transit time between input 
and the line AA is recorded. At the end 
of each time step, all cars that have 
traveled beyond line AA are counted and 
their clock examined so that a tally is 
made on a distribution plot. The cars 
beyond AA are then wiped out and a 
new time step initiated. After an arbi­
trary number of 512 cars has passed, the 
distribution plot is printed out and the 
average transit time calculated. In this 
fashion, one may plot the average transit 
time against Pc for various values of P L, 
as shown in Fig~ 4. Note that transit 
times for Pc = 1 follow a different trend 
than other values of Pc. For the curve 
corresponding to PL=O, that means no 
left turn is permitted. The forgoing study 
therefore gives a quantitative study of 
how much increase in transit time was 
caused by the left-turn gap. 

Fig. 5 (left). Com­
parison of independ­

ent experiments 

Fig. 7 (right). Transit 
time distributions 
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To check the variance between in­
dependent experiments in a qualitative 
fashion, the distributions of transit times 
of two sets of two experiments each are 
plotted in Fig. 5. It can be seen that the 
experimental results are not random. 

Fig. 6 shows typical traffic patterns 
which are analogous, to aerial photo­
graphs. Successive patterns then re­
sembled a series of time elapse pictures. 
Figs. 7 to 11 are distribution plots of 
transit times for various values of Pc 
and PL. As Pc increases, less and less 
cars can maintain their intended speed. 
By the use of these distribution curves, 
perhaps a "pleasure factor" can be 
derived to measure the ability of cars to 
maintain their intended speed on a given 
road. 

The foregoing example is of course based 
on rather arbitrary rules of behavior and 
therefore can be viewed only in a qualita-
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tive manner. There is no reason why a 
more realistic set of rules cannot be sub­
stituted. In any case, the traffic en­
gineer can certainly make use of the type 
of information obtained to design a good 
road. 

This problem was calculated with the 
machine running at a memory-access 
time of 125 microseconds, about one 
fifth of its normal speed. One time step 
(1 second) requires 1.7 seconds to ~om­
plete. With the large capacity and high 
speed machines now coming into being, 
speed of computation required should 
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Figs. 8-11. Transit time distributions 

not be regarded as a limiting factor. 

Conclusions 

This paper has shown, by way of an 
example, that it is practicable to program 
the digital computer to solve traffic prob­
lems using only elementary arithmetics. 
When properly programmed, the traffic 
engineer should be able to use a digital 
computer similarly to the wayan elec­
trical engineer uses the network analyzer. 
It is hoped that this paper will bring the 
computer engineer into closer co-operation 

Fig. 11 

with the traffic engineer for a better study 
of this important everyday problem of 
traffic. 
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Integrated Data Processing with the 

Univac File Computer 

R. P. DALY 

THE Univac file computer is an inter­
mediate computer which combines a 

large-capacity internally stored file of 
information with high-speed electronic 
computing. This information file is a 
"random access" file with sufficient speed 
and capacity to permit integrated data 
processing. 

First, integrated data processing will be 
defined as it relates to the processing of 
data through a computing system. The 
term "integrated" means the complete or 
the whole function. As used in the 
phrase, "integrated data processing," it 
means the complete processing of the data 
involved in a business transaction to 
obtain the desired result and take all 
necessary action. In addition to obtain­
ing the primary result and taking all 
necessary action, all the various business 
records affected by the transaction and 
the subsequent action taken are auto­
matically posted and adjusted as neces­
sary to reflect the current situation. 

N ow the requirements of a computing 
system capable of integrated data proc­
essing will be considered. As each of 
these requirements is looked at, the 
specific characteristics of the Univac file 
computer designed to handle each re­
quirement will be described. To be 
capable of integrated data processing in 
business applications, the computing 
system must have extremely versatile 
input-output capabilities. Because of 
the diverse requirements of various 
business problems, it must be possible to 
,communicate with the system on in­
formatio~ media which best lend them­
selves to a specific operation. Com­
monly used media on which information 
is handled and with which the system 
must communicate include punch cards, 
magnetic tape and perforated tape. In 
addition to these prepared media, the 
system must be capable of "on-line" 
Dperation accepting data-through directly 
connected manually operated devices 
such as electric typewriters and other 
keyboard devices. "On-line" operation 
Df a computing system simply means the' 
capability of the system to process in­
stantaneously, random or sequential data 
from business transactions as they are 
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passed to the system through some 
directly connected input device such as an 
electric typewriter or lO-key keyboard. 
On the other hand, "off-line" operation 
of a computing system involves the 
scheduled processing of batches of previ­
ously recorded data such as punched 
cards or magnetic tape. Information 
from devices such as paper tape per­
forators, and magnetic tape recorders, 
commonly used today for recording data, 
must all be acceptable to an integrated 
system. 

In addition to this capability of work­
ing with any information-handling media, 
the input-output capabilities of the sys­
tem must have common language versa­
tility. This means that the system must 
be capable of communicating with any 
input or output device regardless of the 
language or coding, as it is called, of 
information peculiar to that device. 
Some examples of commonly used ma­
chine language which an on-line system 
must be capable of accepting are 5-, 6-, 
7-, or 8-channel perforated paper tapes, 
80- or gO-column punch cards. One more 
requirement of input-output versatility 
is the ability of an on-line system to work 
with multiple input-output devices at 
the same time and to make available 
simultaneously, on a time-shared basis, 
the data processing service of a central 
computer system to a number of input­
output information-handling devices in 
various work centers of a business. 

Each of these input-output features are 
necessary in a system capable of inte­
grated data processing. Information in 
business applications is initiated from 
many sources. It is important, there­
fore, that no limitation be placed on the 
type of media on which information may 
be recorded. Each of the various sources 
of information will adapt itself best to one 
of the many types of recording media 
available today. Some will find a punch 
card the most readily adaptable means of 
initially recording a business transaction, 
others will find paper tape better suited 
as an initial recording media, and still 
others will find their requirements best 
suited by initiating business transactions 
directly into the computing system 
through directly-connected devices such 
as an electric typewriter or lO-key key­
board. As to common language versa-

tility, data on business transactions may 
originate at remote points and be tele­
typewritten into the computing system; 
they may originate on punch cards which 
are forwarded to the computing center 
for processing, or they may originate 
through directly-connected keyboard de­
vices in a third coded language. The 
system must be capable of accepting 
these various languages: teletypewriter, 
punched cards, or directly-connected 
keyboards which are peculiar to the 
particular communications link best 
suited to connecting a specific source of 
information on business transactions to 
the central computing system. 

The capability of working with a num­
ber of input-output devices simultane­
ously on a time-shared basis is vital to 
successful operation of an automatic data­
processing system in many business 
applications. Sources of business data 
are numerous. To avoid the time­
consuming processes of data collection, 
data manipulation and scheduled data 
processing, input devices directly con­
nected to the central computer must be 
available at the various locations where 
business data originates. In many cases 
the number of business transactions at a 
given location is such that several manu­
ally operated keyboard devices are re­
quired to process the data initially. If 
each of these keyboard devices is not 
connected on-line to the central com­
puter, costly delays are again incurred in 
data collection, data manipulation and 
scheduled data processing. Many busi­
ness operations require that the results of 
processing certain data be sent to a 
number of output locations. This may 
be necessary where identical business 
functions are being carried on in many 
different locations or where the results 
of processing certain types of business 
data must be continually furnished to a 
number of different locations to facilitate 
certain accounting and management 
controls. 

The Univac file computer has common 
language versatility. There is no code 
restriction on the input or output data. 
The machine operates internally in 
Remington Rand's standard Univac 
Code, and a general-purpose code trans­
lator provides the common language link 
with various input or output devices. 
Some of the input-output devices which 
are available for use with the Univac ~le 
computer include 80- or gO-column punch 
card equipment, magnetic tape, perfor­
ated paper tape and key-driven devices 
such as electric typewriters and 10-key 
adding machines. As other devices now 
under development, such as character 
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readers and magnetic cards, 'become 
commercially available, these devices can 
be directly connected for operation with a 
file computer system. A large variety of 
input, input-output and output devices 
can be connected to the system and 
simultaneously time-share the computer. 
The file computer has ten programmable 
input-output demand stations. Each of 
these stations may have as many as 24 
devices connected to it and scanned 
sequentially by the central computer. 
Multiple input-output devices can be 
connected to the computing system 
through these stations and share its 
computing capabilities up to the capacity 
of this intermediate speed computer. 
Six different program routines are avail­
able at each of the ten stations. The 
Univac file computer is a system with the 
complete versatility of input-output oper­
ation so necessary to accomplish inte­
grated processing of the data involved in 
handling business transactions. 

To accomplish integrated processing of 
business transactions data, a computer 
system must have adequate internal 
random-access storage with sufficient 
speed so that it can accept a particular 
transaction and completely process it, 
obtaining any desired end result. To 
process completely random business trans­
actions, it is necessary to have available 
on immediate call from internal storage 
all of the business records which might be 
affected by the transaction and the action 
taken on it. The internal storage then 
must be of sufficient capacity to contain 
the necessary business records, and the 
access time to this storage must be fast 
enough so that it does not seriously im­
pede the traffic on the system. I t is 
estimated that an intermediate system 
such as is being considered today should 
be capable of processing approximately 
100,000 average business transactions in 
an 8-hour day. The Univac file com­
puter system meets this requirement with 
large-capacity random-access magnetic 
drum storage. Each large drum can 
store 180,000 alphanumeric characters, 
and additional drums can be added to the 
system as required to increase the total 
storage capacity to 1,800,000 characters. 
With special adapter equipment, this 
magnetic drum capacity can be expanded 
to almost 6,000,000 characters. The 
speed of these drums is 1,750 rpm, mak­
ing the average access time to a selected 
business record approximately 17 milli­
seconds. This intermediate computer 
system can process an average business 
transaction in approximately 250 milli­
seconds, or 15,000 transactions an hour, 
or 100,000 transactions a day. In addi-
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tion to this internal working file of busi­
ness records, the system must be capable 
of storing large additional files of records. 
This additional storage is made available 
through magnetic tape equipment. Vari­
ous blocks of records from this large ex­
ternal magnetic tape file can be called 
into the system's internal storage as re­
quired in handling various types of busi­
ness transactions. These large capacity 
external files of business records add the 
necessary balance to the computing 
system. The magnetic tape provides an 
expandable storage media with tremen­
dous capacity. As larger capacities of 
storage are required, magnetic tape units 
can be added to the basic system as one or 
multiple sources of blocks of business 
records. 

Fig. 1 illustrates how data are handled 
by most data processing systems today. 
The author calls this "Off-line data 
processing." Information is collected as 
a result of business transactions and sent 
to the computing center. At the com­
puting center the data is collected, 
batched, sorted, collated, reproduced, 
etc., to prepare it for processing on the 
computer. These operations, of course, 
require equipment, people, and time at 
the input. Periodically, as the necessary 
business data has been collected and 
manipulated, it is scheduled for computer 
processing and "spoon fed" to the com­
puter. The circle marked "calculator" 
is the high speed counter, the computer. 
This is the device that must be used 
efficiently. Data must be collected for 
it, transmitted to it and scheduled for 
processing on it. After the computing 
operations are completed, the output data 

must again be manipulated in much the 
same manner as at the input, sorting, 
collating, reproducing, etc., as required, 
in order that the data can be usable for 
management reports, operation sum­
maries, customer notifications, etc. These 
necessary operations, of course, require 
additional equipment, people and time 
at the output. 

Many business data-processing opera­
tions can best be accomplished in this 
"off-line" manner. The sequential na­
ture of their operation lends itself very 
well to off-line data processing. Many 
other business data-processing opera­
tions, however, are done in this manner 
only because equipment is not available 
to do them in any other way. 

Fig. 2 is the same illustration as Fig. 1 
with an additional box marked "large­
capacity random-access storage." The 
addition of this one device makes it 
possible to consider integrated data pro­
cessing for those operations where suffi­
cient random-access storage capacity is 
available to store the necessary business 
records. Business data generated as a 
result of random business transactions, 
collected at the point of origin by an 
efficient information collecting device, as 
mentioned in the foregoing, and trans­
mitted to the central cOlpputing system 
by means of capable communication 
facilities can now be processed in the 
random order in which they arrive with 
no collecting, batching, scheduling delays 
or data manipulation. Most business 
transactions because of their very nature 
are random transactions. With sufficient 
large-capacity random-access storage, all 
necessary business records can be stored 
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where they are immediately available on 
random call. As random business trans­
actions are received and processed, the 
business records affected by the transac­
tions are automatically up-dated. 

With the ability to up-date business 
records automatically as a result of day-to­
day transactions, the basic operation of 
file maintenance can be mechanized. 
Up to the capacities of available random­
access storage devices, business record 
files can be maintained automatically so 
that they always reflect the current 
situation. This means that the many 
management reports now derived by 
periodic review and analysis of these files 
are always present. The inventory con­
trol, sales analysis, profit and loss, ac­
counts receivable, accounts payable, etc., 
reports are automatically prepared, main­
tained, and always available on instant 
demand from the central computing 
system. As the action taken on a par­
ticular business transaction affects the 
ledger sheet, the inventory level, and the 
sales records, these records are auto­
matically changed to reflect the current 
expenditures against a department 
budget, the current profit or loss condi­
tion, the current inventory' level or the 
current sales volume. With complete and 
current report information automatically 
maintained and instantly available, an 
era of "reportless reports" can now be 
achieved. Management information 
"monitors" can be stored in the large 
random -access storage file and changes in 
various elements of operating information 
affected by the business data generated as 
a result of day to day business trans­
actions, can be constantly and auto­
matically "watched." Every time the 
inventory level of an item is changed, the 
new level can be automatically compared 
with the "monitor," the minimum reorder 
level. If the action taken as a result of a 
business transaction causes the current 
inventory level of any item to drop below 
the reorder level, an immediate alarm 
can be sounded. In any case, at the time 
an inventory report is requested, it is not 
necessary to prepare a complete report on 
every item. An exception report ~an be 
prepared automatically. The central 
computing system can analyze the in­
ventory status of each item and report on 
just those items that have dropped below 
their minimum reorder level or do not 
meet some other qualification of the 
computer r~porting program. This same 
technique can be applied to all of the 
filed operating data. Necessary manage­
ment and operating reports are always 
prepared, always current and ready to 
use. The computing system can read 
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out a report on any specific item or con­
dition, a complete report or an exception 
report. The profit or loss condition is 
continually available. In fact, before a 
business transaction is consummated the 
forecasted results can be quickly re­
flected against the present profit and loss 
situation to determine if the transaction 
will be a profitable one or not. 

The large capacity random-access stor­
age of the Univac file computer with an 
access time of 1/60th of a second permits 
a large volume of traffic to be handled on 
the system. The storage capacity of 
these drums can be expanded in a stand­
ard system to contain up to 2,000,000 
alpha-numeric characters and with special 
adapting equipment this "high traffic­
random access" storage can be expanded 
to contain up to 5,000,000 characters as 
indicated in Fig. 2. Fig. 3 is the same as 
Fig. 2 with the addition of a box labeled 
"mass storage." This larger capacity 
of random-access storage is being de­
veloped for use with the Univac file 
computer. Mass storage units will have 
capacity for from 50,000,000 to 100,000,-
000 characters. The access time to this 
larger capacity storage may be 1 second 
or more; however, and, as such, might 
seriously limit the traffic on a system 
without the large-capacity, relatively 
short-access magnetic drum storage. 

Notice in Fig. 3 how the three storage 
boxes or echelons of storage balance the 
flow of information to the calculator or 
high speed counter. The first echelon 
of storage must have fast enough access 
to feed the high-speed counter informa­
tion at a rate fast enough to keep the 
calculator busy. The second echelon of 
storage can have a little slower access 
time but greater storage capacity to 
balance the flow of information. This 
second echelon of storage must have a 
fast enough access time to support the 
necessary traffic on the system. The 
third echelon of storage, of course, has 
very large capacity but relatively slow 

Fig. 3. Data process 
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reference time. These three echelons of 
storage make up a balanced system de­
signed to permit the necessary flow of 
information to use the high speed calcu­
lator efficiently. 

To accomplish integrated processing of 
business transactions data, a computer 
system must have adequate program 
capacity and simplified programming 
techniques. To process data on many 
different types of transactions from many 
different sources; to edit the data at the 
input for computer operations and re-edit 
the data at output to match the require­
ments of any specific output devices; to 
co-ordinate and control the mnltitude of 
diverse operations necessary to accom­
plish the posting and up-dating of business 
records affected by any transaction, these 
functions require a large capacity for 
program instructions. The programming 
process itself must be simple because of 
the amount of day-to-day program 
variations generated by the many diverse 
data-processing operations and the daily 
changing requirements of business opera­
tions. Much of the information re­
quired and the data processing necessary 
is in the form of unscheduled demands by 
management. These management de­
mands for information each require a 
different type of analysis of the basic data 
recorded in the storage file of the data­
processing system. Programming tech­
niques must be simple in order that com· 
puter operations may be easily changed 
and new programs readily supplied to 
meet the special demands of day-to-day 
business operating requirements. 

The Univac file computer is designed 
to use plugboard programming. Pro­
gram instructions can also be stored on a 
high-speed magnetic drum. It is a 
3-address-Iogic machine and, as such, 
programming techniques are just an ex­
tension of punched-card logic. One pro­
gram step performs the complete opera­
tion of A + B = C. This complete opera­
tion involves obtaining the operands A 
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and B, performing the command function 
indicated and storing the result, C. 
"Plus," "minus" or "zero" branching is 
available on the result of any program 
step and "equal," "greater" or "less­
than" branching is availabJe on any 
comparison. Three-address logic offers 
the most direct and simple approach to 
programming business problems. The 
plugboard has proved through its years 
of use in punched card machines to be 
the most adaptable and flexible means of 
programming for business operations. 
Its versatility through the use of multiple 
boards, its ease of application, its flexi­
bility, its ready availability for immediate 
use, these are a few of the reasons why a 
plugboard programming technique has 
been selected. The unscheduled non­
routine demands of day-to-day business 
operations on automatic data-processing 
systems can be easily handled through 
plugboard programming techniques. 

A plugboard of the Univac file com­
puter has ~8 program-step positions and 
a large complement of selectors to vary 
the use of these steps as a specific pro­
gram requires variations. The selectors 
are particularly useful in handling ex­
ceptions and obtaining data from alter­
nate storage locations. In addition to the 
48 program steps on the plugboard, a 
small high-speed drum is available for 
storing instructions and data. Up to 
1,000 instructions and data can be stored 
on this high-speed drum. Each in­
struction contains three 3-digit addresses, 
two for operands, one for the result, and a 
2-digit command code for a total of 11 
digits. The plugboard is used as a 
command coding matrix when instruc­
tions are stored on the high-speed mag­
netic drum. The commands necessary 
for specific operations are wired into the 
plugboard and referred to as needed by 
the instructions. This large capacity for 
program instructions can be expanded 
even further by storing instructions in 
blocks of ten on a large-capacity magnetic 
drum. Up to 15,000 instructions can be 
stored on one large drum. A' 'block­
transfer" command is available to trans­
fer blocks of ten instructions at a time, 
from the large-capacity drum to th~ 

small high-speed drum where normally, 
several tracks would be set aside for this 
purpose. The block transfer permits 
storing of program exception routines 
which must be available but are only 
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used occasionally on the large-capacity 
magnetic drums. The 1,000 word posi­
tions of the small drum can thus be more 
efficiently used for storing primary in­
structions and data. 

The Univac file computer is uniquely 
well-adapted to the integrated processing 
of business data primarily because of its 
flexibility and versatility in storing and 
accessing information and in controlling 
the movement of data in and out of the 
computer. Two features of the machine 
which particularly enhance its flexibility 
and versatility in these functions are a 
flexible command structure and variable 
word length of stored data. 

The command structure of the Univac 
file computer includes three types of 
return jumps, an unconditional jump and 
five input-output control commands per­
manently wired in as internal instruc­
tions. All other commands to be used by 
the computer are selected at the pro­
grammer's option and wired into a plug­
board. This philosophy gives the com­
puter a truly general-purpose command 
structure with a pluggable command de­
coding matrix, the plugboard, capable of 
being wired up at the programmer's 
option with up to 48 command positions. 
Only those commands necessary to per­
form the data-processing functions of a 
given application need be wired up. 
This command structure flexibility per­
mits maximum utilization of a program­
mer's initiative to tailor the computer 
control to specific applications with a 
minimum of the compromises normally 
necessary in fixed "general-purpose" 
command structures. A simple exchange 
of plugboards alters the entire command 
structure of the computer, quickly tailor­
ing it to various types of applications. 
Such functions as interest computations 
and sum of the squares are easily plugged 
up as subroutines and referenced by a 
single instruction on the plugboard. 
Floating point adqition takes approxi­
mately eight program command positions 
on the plugboard and can be performed by 
the computer as a single instruction in 40 
milliseconds. 

The word length of information stored 
on the large-capacity general storage 
drums of the Univac file computer is 
program variable within any routine in 
multiples of 12 up to 120 characters with 
the exception that the unit record length 
of 108 is not available. Any of the large-

capacity general-storage magnetic drums 
or for that matter, any track on a drum, 
could have stored on it nine different 
types of information each with a different 
unit record length. The unit record 
length desired in a program routine is 
specified by the highest order digit of a 7-
digit drum address. 

In addition to variable-unit record 
length of stored information, the field 
structure of a given unit record is com­
pletely variable and specified by pro­
gram control. This variable field struc­
ture applies not only to the variable size 
unit records of the large-capacity general- , 
storage drums, but also to the 120-charac .. 
ter unit record tracks of the high-speed 
drum. Any unit record can contain from 
1 to 20 designating fields of from 1 to 12 
characters in length. The field pattern 
of a unit record on either the large capac­
ity general storage drums or the high 
speed drum is determined by block 
transferring a prestored field designation 
pattern to the field designation register of 
the large capacity general-storage drum 
or the field designation register of the 
high-speed drum. Automatic editing of 
input and output data is easily accom­
plished through program control of the 
field designation pattern of input-output 
storage. 

The integrated processing of business 
data requires a complete data-processing 
system. Furthermore, this system must 
be flexible and versatile enough to be 
tailored easily to specific applications. 
The Univac file computer qualifies be­
cause it is a system of equipments the 
heart' of which consists of intermediate­
speed arithmetic equipment to which is 
connected control equipment made com­
pletely versatile by means of a flexible 
plugboard-defined command structure. 
To this "central computer" is connected 
on one hand, the particular type of 
storage best applied to a specific appli­
cation large capacity, random-access 
magnetic drums, magnetic tapes, punched 
cards, etc., and on the other hand the 
input and output devices which best 
match the data processing requirements 
of the application: 80- or gO-column 
punch card readers and punches; 5-, 6-, 
7 - or 8-channel perforated paper' tape 
readers or punches; lO-key or multiple 
key numeric or alpha-numeric keyboards; 
on-line or off-line printers; magnetic tape 
readers and recorders, and similar devices. 
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A Fixed-Program Data Processor 

for Banking Operations 

J. GOLDBERG 

ERMA is a large, special-purpose data­
processing system designed by Stan­

ford Research Institute for the Bank 
of America. The system includes both 
paper-handling and electronic data-proc­
essing functions, and its purpose is the 
keeping of records for commercial check­
ing accounts. The first model will serve 
32,000 active accounts and later will be 
extended to serve 50,000 active accounts. 

In addition to keeping records and 
handling the paper checks and deposit 
slips, the system must reject overdrafts 
and stop-payment items, must provide 
the branches with a wide variety of 
random and scheduled information, and 
must proof-check the flow of data into the 
system. In order to meet the stringent 
time schedule of the system, the ERMA 
computer must do its work on-line. The 
computer was designed to fit the require­
ments of the system and, as a result, it is 
a highly specialized machine. 

In its physical construction, the com­
puter resembles modern digital machines: 
I t stores data on magnetic drums and 
tapes, on keyboards, on punched raper 
tape, in relays, and in vacuum-tube flip­
flops; its data are alphanumeric, are 
represented by binary-coded decimal 
digits, and are subject to arithmetic opera­
tions in an electronic adder. 

In its logical organization, it bears little 
resemblance to digital computers of gen­
eral purpose, either in addressing, in the 
structure of its central control, or in the 
role assigned to the arithmetic unit. The 
machine is permeated so deeply by the 
consequences of its special external re­
quirements that it is of interest to trace 
the evolution of its logical design from 
these primary conditions. 

ERMA actually contains four separate 
subcomputers, which operate simultane­
ously in the areas of magnetic drums, 
magnetic tapes, paper tape and a line 
printer. Each sUbcomputer has its spe­
cial circumstances, and although all have 
their programming wired in, they differ 
substantially in their realization. The 
examples given here will be drawn only 
from the magnetic drum posting sub­
computer, and will be used to illustrate 
the evolution of the following features: 

]. GOLDBERG is with the Stanford Research In-. 
stitute, Menlo Park, Calif. 

1. Input items are processed using several 
large files stored on magnetic drums, and 
only a very small amount of fast-access 
storage is used. 

2. Instead of having a single control unit 
performing operations serially, the work in 
the drum area is done by simple, special 
circuits, working simultaneously on different 
parts of the drum. 

3. The programming for each mode of 
operation is wired into the central control 
circuits, and the wiring is switched as each 
mode is called up. 

Description of Basic Operations 

The primary task of the machine is to 
keep bank records for commercial check­
ing accounts. The raw material for the 
data-processing function is a huge un­
sorted mass of paper checks and deposits, 
each addressed to a particular account. 
The end products are the familiar monthly 
statements for each account, complete 
with service charges, and a host of special 
lists and control totals for bank use. 

Fig. 1 shows the major components and 
operations. Fig. 2 shows the drum post­
ing area in greater detail. Five operators 
receive batches of customers' checks and 
deposit slips, and enter the items into the 
machine from their keyboards. At each 
board, the account number is read auto­
matically from the paper to the keys 
and the operator depresses the dollar 
amount keys. The operator then presses 
a key instructing the machine as to the 
operation to be performed on the partic­
ular item on the board; for example, 
debit entry, stop payment posting, bal­
ance print-out, etc. ERMA automat­
ically sweeps through the boards, proc­
essing the data on one board at a time. 
In the usual operation of debit entry, an 
incoming document, addressed to a given 
account, is subject to an acceptance test. 
If it is not rejected, it is posted; that is, 
it is subtracted from the "balance" file 
maintained for all accounts on the drum, 
and recorded separately on a special 
drum file. Later, it is sorted out for 
storage in the magnetic tape file kept for 
its account. At suitable intervals, service 
charges are calculated and posted, and 
statements are printed. Each day, spe­
cial lists and balances are also issued for 
use. Also, the machine may be quizzed 
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at random intervals concerning any 
customer's balance. 

One of the basic requirements of on-line 
operation in ERMA is that the operators 
must have quick access to a large amount 
of information on four separate files. 
The "hold" and "stop-payment" files are 
relatively small, containing less than 
1,000 17-digit words, but the file of all 
customers' balances contains over 50,000 
lO-digit words, making a total of over 
500,000 decimal digits. Having these 
files available makes it possible for the 
operators to check each item immediately 
for overdrafts and stop-payments, and to 
provide instant information about the 
status of each account. Furthermore, 
having a separate record of each balance 
provides an excellent crosscheck on the 
transfer of items to permanent storage on 
the magnetic tape files. In order to 
provide a true check on overdrafts, the 
balance file must be continually updated 
by those debits and credits which are 
accepted for posting. Further, it is 
desirable to be able to post or remove hold 
items and stop-payment orders at any 
time. 

All of these operations must be per­
formed with perfect accuracy. In prac­
tice, this means that most transfers be­
tween storage media must be double­
checked by repeated access. In order to 
keep up with the heavy floW- of input data, 
the computer is allowed only 0.2 second to 
process each incoming item. This re­
quirement of repeated access to such a 
large file in such a short time clearly leads 
to the use of magnetic drum storage. In 
ERMA, two large drums are used, to 
which the access time is relatively high 
(i.e., 33 microseconds maximum). 

It is at this point that the ERMA com­
puter breaks with general computer 
practice in that the logical design of 
the machine is tied very closely to a 
relatively slow-access memory. To the 
designer of a general-purpose computer, 
this dependence on a slow-access memory 
may be surprising for it is usually the 
character of the memory that has the 
greatest effect on machine structure. In 
a general-purpose machine, a slow drum is 
used only as a large back-up store, which 
occasionally delivers a block of data to a 
rapid-access working store. In this way, 
the slow-access memory need exercise only 
a secondary effect on machine design. 
Also, the usual general-purpose practice 
is to use a single arithmetic unit with the 
rapid access store, to perform many opera­
tions in sequence. 

In ERMA, however, there is not enough 
time permitted to perform the repeated 
operations required on the "current-
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"balance," "hold," "stop-payment," and 
"temporary-storage" files, all in sequence. 
This does not mean, however, that sep­
arate 'arithmetic units are needed for each 
file. The operations on the current­
balance and temporary-storage files are 
quite simple, and may be accomplished 
by very simple circuits. On the other 
hand, because of the randomness of the 
data in the hold and stop-payment 
files, the operations of searching and selec­
tive extraction of items belonging to par­
ticular accounts are performed much. 
more efficiently by a specially-wired 
search unit than by a programmed arith­
meticunit. 

The net result is that ERMA's arith­
metic unit is used only to add and sub­
tract dollar values, and the remainder of 
the work of the computer is performed by 
a number of simple, efficient circuits, op­
erating simultaneously on the asynchro­
nous data of the various files. Of course, 
each task could be done by a separate 
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Fig. 3. Addressing method for "current balance" section of drum 
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Fig. 4. Addressing method for "temporary storage" section of drum 

arithmetic unit and fast memory, but at 
prohibitive cost. 

The following examples will describe 
some of the individual operations. 

THE HOLD FILE 

A word in the hold file consists of an 
account number, sign, symbol, and dollar 
amount, and every word in the file must 
be compared with the item in the input 
register. If the two words are identical, 
the entire process terminates. If the 
account number is the same, the dollar 
amount must be added to a running total 
of hold items. 

These tests could be accomplished by 
transferring the file to a fast-access mem­
ory and applying the tests repeatedly 
using a programmed arithmetic unit. 
Even when the one revolution required to 
read the file from a drum into a fast­
access memory is ignored, the application 
of a typical program of standard instruc­
tions would, by conservative estimates, 

require a clock rate roughly ten times that 
of the ERMA computer (152 kc). 

In ERMA, the hold file operation is 
performed simultaneously on four inde­
pendent drum tracks by a special com­
parator unit together with an arithmetic 
unit for the summation of "hold" values; 
the operations on each word are performed 
directly on the word as it is read on the 
drum, and the entire search takes one 
drum revolution. The comparator itself 
contains two flip-flops per track, with a 
moderate number of gate and buffer ele­
ments. 

CURRENT BALANCE AND TEMPORARY 

STORAGE FILES 

Posting a current balance consists of 
extracting one word from a specified 
address on the drum, performing three 
additions involving two words already in 
the arithmetic unit and the input register 
respectively, and returning the sum to the 
same drum address. Temporary storage 
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posting consists of writing the input word 
in a specified track on the first empty 
space following a fixed-reference point. 
Both of these postings are followed by 
inverse operations for checking purposes. 

It is true that a sequence of coded in­
structions could program these operations; 
however, for these functions the fast­
access memory associated with it would 
be used primarily for operations on the 
program itself, rather than for the storage 
of data, and would not speed up the opera­
tion because the process is still limited by 
the need for random access to the files on 
the large drum store. Also,' since the 
balance and temporary-storage files are 
asynchronous, two programmed units 
would be needed. 

Fig. 3 illustrates the rather conventional 
addressing method used for access to the 
current balance (CB) section of the drum. 
The first three account number digits in 
the input register index a crossb~r switch 
to connect the single "read-write" ampli­
fier to the proper track (all drum data are 
serial-serial). The last two digits are 
compared with digits recorded on a co­
ordinate track to produce a "read-write" 
gating signal for the desired balance 
word. The index number of each track are 
recorded on the track itself and is read as 
a check on the crossbar. Since only one 
track of the CB section is used for any 
one input process, the crossbar is set up 
only once in a routine. 

Fig. 4 describes the addressing for the 
temporary storage (TS) section of the 
drum. The only thing of special interest 
temporary storage operations is 
addressing, since the incoming item is 
simply written on it its entirety, then 
read back for verification. In this case, 
the operation on the data is insignificant 
compared to the addressing problem. 
This store is the first stopping point for an 

item's record on the way to its particular 
magnetic tape file. It also serves as a 
medium for a sorting process. 

Once the proper track is selected, the in­
put word must be written in the first 
empty space found after the "band-start" 
point. This point is indicated by a mov­
able pulse recorded on a special marker 
track. The actual track is selected by a 
special switching unit which simul­
taneously recognizes the status and de­
mands of the input register, the drum, and 
the tapes. This unit assigns drum tracks 
to tapes on the basis of traffic load; it 
delivers filled tracks to permanent tape 
storage; and it channels incoming items 
to the proper drum tracks. Its internal 
structure is not important to an under­
standing of the drum-posting area. 

SUMMARY OF DRUM ADDRESSING 

To summarize the addressing situation 
in the drum area of the ERMA computer: 

1. Fundamental requirements lead to the 
use of a large medium-access-time store. 

2. Many processes must occur simul­
taneously. Because data appear asyn­
chronously from different files, the access 
time is long, and there is not enough time 
allowed for sequential operation. 

3. These processes may be accomplished 
efficiently by individual, special-purpose 
circuits which obviate the need for multiple 
arithmetic units and fast-access memories. 

System Organization 

Two basic facts have influenced the 
internal organization of the computer; 
first, many operations must occur in 
parallel, and, second, the machine must 
be able to switch instantly among many 
modes of processing data. Since the 
functions of control, arithmetic, and stor­
age are included in almost all of the par-
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K = information output 

allel working units, it is not too profitable 
to analyze the computer into these three 
areas. I t is more instructive to divide 
the machine between "service" units and 
"program-control" units. 

The service units perform the detailed 
tasks of transfer and transformation of 
data. They are specialized circuits, and 
quite varied, but their essential feature is 
that they act the same way in all routines. 
The function of the program-control units 
is to order the various service-unit opera­
tions in a manner characteristic of each 
specified routine. These routines con­
tain the familiar minor cycles, the jump 
points, and the convergence points found 
in computer programs, but the program is 
actually wired into the control units. 
Since many operations are simultaneous, 
there are many data paths, so that a 
unique path must be specified by the 
control unit for each transfer. Also, drum 
data may appear with and without an 
account number, so that word operations 
may have different timing modules. 

The drum~posting area has about 
25 ways of processing the data in its files 
and input register. Examples are: debit 
posting, "stop-payment 'Cancellation," 
"current-balance print-out," and "hold 
entry." 

The basic operations in the typical 
routine are (1) transferring words among 
the various input and output registers, 
the internal electronic registers, and the 
various portions of the magnetic drum, (2) 
SUbjecting the data in the files and 
registers to tests of identity, relative size, 
and orders of position in files, and, (3) per­
forming transformations on the data, such 
as arithmetic operations and code con­
versions on the whole, and on portions of a 
data word. 

As described previously, some of these 
jobs are done entirely by specially wired 
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Fig. 7. Segment of drum-posting control set up for "debit entry"routine Fig. 8 

subcontrol units. Examples shown in 
Fig. 5 are: the "hold" comparator and 
extractor, an arithmetic unit, a code con­
verter, a keyboard input-output relay­
control unit, and the temporary-storage 
surveillance unit. 

Some simpler service units are shown in 
Fig. 6. Some, such as symbol sensers, 
comparators, and counters provide special 
information concerning the nature of 
signals observed; some, such as writing 
amplifiers, shift registers, and symbol 
generators, perform a special operation on 
data; some do both. It has been con­
venient to call channels carrying informa­
tive signals from service units "K leads," 
and those carrying instruction signals to 
the service units "P leads." 

THE STRUCTURE OF THE PROGRAM 

CONTROL UNITS 

The program-control unit is a sequential 
switching circuit consisting of flip-flops, 
counters, and logic elements prewired 
according to the prescribed program. It 
is driven by a set of input signals which are 
descriptive of the states of all of the serv­
ice units and timing counters, and in 
response it produces a sequence of output 
signals which trigger one or more service 
units to perform their respective functions 
and specify data paths as needed. For 
operations performed by a complex serv­
ice unit, the control unit acts merely to 
trigger or enable the operation. There 
are, however, various detailed operations 
which do not occur frequently enough to 
merit incorporation into a service unit. 
These are timed directly by the program 
control unit, with the result that the con­
trol has no steady rhythm. 

Fig. 7 is a segment of the drum-posting 
control as it is set up for a debit entry 
routine. The following are significant: 

102 

1. The central control in this case (enclosed 
by dotted lines) is a ring-type counter 
together with a single flip-flop The arrows 
directed into a given counter stage are 
those conditions, taken in an AND sense, 
required to advance the counter into the 
indicated state. The counter is ring-like 
in that there is only one state on at once, 
and that the count proceeds in order from 
one state to its adjacent state, but the 
counter does not recycle. This counter is 
triggered to its first state by either of two 
other counter states elsewhere in the control 
unit. Thereafter it proceeds according to 
the K leads, timing leads, and interval 
control leads applied to its individual 
states. A state may last for from one 
clock cell interval (6.5 microseconds) to 
several drum revolutions. The timing 
pulses used in operating on the digits of a 
word are taken from a 17-state ring counter, 
synchronized with the drum. 

2. The work of the states is done by 
energizing "P" buffers. Buffers are used 
to allow numerous counter states to energize 
the same service units. In this example, 
states A, C, and E are working states, 
while Band D are synchronizing states. 

a. State A lasts for one drum revolution, 
by using the "begin-band" pulse as two 
successive advance conditions. I t energizes 
P5, which gates on the "stop-payment­
search" service unit to examine the SP 
file for the item set up in the input keyboard 
Search failure (K 132) permits the counter 
to advance. 

b. State B serves only to delay the program 
until the word-timing counter cycles to 
the state suited for starting an arithmetic 
counter cycles to the state suited for starting 
an arithmetic operation. 

(.. State C energizes all "P" buffers re­
quired to subtract the keyboard item from 
the present contents of register 2 and 
store the difference back in register 2. 
Three of its loads establish the data paths 
used, and the remainder control the opera­
tions. The shifting of register 2 is pre­
cisely timed by its shift service unit over 
counts 8 to 1, inclusive, of the 17-state 
word-digit timing counter. The remaining 
control leads need merely overlap this 

interval roughly, so that state C may be 
triggered as early as the second count of the 
digit-timing counter. 

d. State D delays the program until the 
digit-timing counter again reaches the 
second count, it provides a waiting state 
for the completion of some other concurrent 
operation as sensed by the FF, and permits 
break point operation if it is requested 
(K 95). 

e. State E energizes all "P" buffers re­
quired to add the contents of register 1 
and register 2, and store the sum in 
register 2. Note that some of the service 
units driven are the same used by state C. 

3. The provision of individual advancing 
conditions for each state has several reasons 
and uses. 

a. There is a need to intersperse long 
drum searches with single word operations 
of different modules in order to perform 
the required input item tests in the allotted 
time. This requires flexible timing choices. 

b. Since several counters may be operating 
simultaneously, provision is needed for 
interlocking them at critical junctures. 
c Break points may be assigned with great 
flexibility. 

d. I t is possible to apply feedback from 
the driven service unit to the driving states, 
so that the counter jams at the point of 
failure. 

The program control unit has a different 
method of operation corresponding to each 
routine; each method has its own decision 
points, using the service units in some 
special order. As each new word enters 
the input register, the associated selection 
command causes a large switching to take 
place which essentially rewires large por­
tions of the central control area, although 
many segments remain unchanged. The 
switching is done with relay contracts. 
The switching affects the control in three 
ways, as indicated by the three switches 
in Fig. 8: 

1. It interconnects the components to 
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represent the logical structure of the opera­
tions to be performed (i.e., the decision 
points, the sequence of operations-following 
each alternative, the convergence points, 
and the parallel operations). 

2. It directs to each state the timing signals 
and service-unit status signals required for 
initiation and termination. 

3. It connects each active state to drive 
one or more service units, with the following 
possibilities: 
a. Several states may drive the same serv­
ice unit through buffers. 
b. A control state may either drive on a 
service unit directly, or may gate the output 
of one service unit to trigger another. 
c. A control state may drive any number 
of service units; if a data transfer is re­
quired, the state may have to energize all 
gates required to complete the data paths 
when the service unit triggered is not re­
stricted to a specific data path. 
d. A control state also may do no external 
work, but act only as a synchronizing or 
delay state. 

The counter shown in the foregoing ex­
ample will be used in other routines. 
Some uses may be identical, but the 
counter may be pieced together with other 
counters in different arrangements. 
Some uses may be similar; for example, 
the work of one state may be inhibited by 
transferring its output bus to the zero 
level with a relay contact. In other uses, 
the majority of the input and output leads 
may be switched. An initial survey of the 
number of operations performed in con­
secutive groupings led to the switching of 
counters in blocks of four states each. 
The drum posting program unit handles 

its 26 routines with 19 counter blocks 
and 24 flip-flops. The longest routine 
uses eight counter blocks and 20 flip-flops. 

ERROR-CHECKING FEATURES 

The fact that ERMA is a bank account­
ing machine and operates on-line means 
that errors are not merely inconvenient. 
Because all error cannot be prevented, and 
because ERMA must have all accounts in 
perfect balance by the end of the working 
day, errors must be found and corrected 
as quickly as possible. Since the best 
time to correct an error is when the paper 
document is in the hands of the operator, 
error checking should not be postponed. 
Because of the on-line nature of its opera­
tion, downtime must be minimized. 

The following are some general tech­
niques utilized in error-checking the 
drum-posting area: 

1. Parity-check monitors are located at 
the output of all registers and drum-read 
amplifiers and may be switched onto 
commonly used busses. Each binary­
coded decimal digit carries an even-parity 
redundancy bit. 

2. Every addition or subtraction is fol­
lowed by the opposite operation, using the 
sum read back from its permanent store. 

3. All non-arithmetic postings, such as 
"temporary storage" write-on, are followed 
by reading back from the drum and com­
paring with the original items. If the 
source is a keyboard, the comparison is 
made using duplicate contacts on the 
key stems. 

4. For certain lists, the keyboard is used 

The Logical Design of a 1-Microsecond 

Parallel Adder Using 1-Megacycl e 

Circuitry 

A. WEINBERGER 

Synopsis: The logical design of a parallel 
adder is developed which is capable of 
adding two 53-bit numbers in 1 micro­
second. The design makes use of basically 
the same I-megacycle circuitry which has 
been used successfully in the National 
Bureau of Standards' SEAC and DYSEAC 
computers. An analysis of the functional 
relationships of the carry digits to the 
augend and addend digits shows that it is 
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feasible to form many carries simultaneously 
at the expense of relatively few components. 
The Boolean expressions for many successive 
carry digits can be expanded as explicit 
functions of some one lower-order carry, 
and of the relevant augend and addend 
digits. These somewhat complicated ex­
pressions are simplified by making substitu­
tions for the common t.erms and factors 
they contain. These common terms and 
factors, called auxiliary carry functions, 
are implemented separately. All func-
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as an output printer. Here, each key 
setup is verified by reading the key contacts 
back for comparison with the original 
source. 

Summary 

The ERMA computer is neither a 
stored program computer nor a plug­
board computer, but it does contain 
some features of each. It is like a plug­
board machine in that its program steps 
are wired in, and it is like a stored pro­
grammed machine in that each mode is 
called up by a coded instruction, which, 
however, is not subject to modification by 
the program. 

It is a special purpose machine in that 
its detailed logical design directly reflects 
the external operational requirements. It 
needs a very large drum store to perform 
its operations on-line; the volume of data 
handled is large; many steps are required 
for processing each item and for accuracy 
checks; the data on the various files is 
essentially random, and the time allowed 
is short. Taken together, these condi­
tions require performing numerous opera­
tions simultaneously rather than serially; 
each operation, however, can be performed 
by a simple unit operating at the moderate 
drum clock rate. Establishing service 
units which are unchanged in the various 
machine modes and switching the inter­
connections of the central control circuits 
to change programs provides a relatively 
inexpensive way of conducting the various 
modes of the data handling processes. 

tional forms fit within the wide limits of 
gating complexity allowed by the type of 
circuitry to be used. 

THE development at the National 
Bureau of Standards of the diode 

capacitor memory,1,2 which is capable of 
being read or written into at the rate of 
one word per microscecond, has made it 
worth while to build devices capable of 
processing information at comparable 
rates. Since the basic -micro-operation 
common to most arithmetic processes is 
the adding together of two numb~rs, it 
seemed reasonable to design an adder hav­
ing a cycle time no greater than 1 micro­
second., 

The major timing bind in an adder is in 
the production of carries, and in this paper 
the problem is attacked from the stand­
point of logical organization. Although 

103 



GATING STAGE 

CLOCK 

~_-.CT,RANSFORMER-COUPLED 
PULSE AMPLIFIER 

Fig. 1. One stage of SEAC.type circuitry 

GATING STAGE GATING STAGE 

···ETC. 

Fig. 2. Gating stages clocked with different 
clock phases 

elsewhere work is being done on this sub­
ject using newer and faster basic circuit 
elements, the analyses to be described 
show that it is both feasible and economi­
cal to achieve I-microsecond addition 
times for 53-bit words using the 1-mega­
cycle circuitry which has been successfully 
utilized in SEAC3 and DYSEAC.4,5 

The increased complexity of the logic 
of this adder necessitated the extensive 
used of Boolean algebra in arriving at the 
design itself. Because the procedure 
used in developing the final design is an 
interesting example of the practical appli­
cation of Boolean algebra, the actual logic 
of the design process is described in con­
siderable detail. 

Before discussing the adder, a brief 
description of the ll)gical capabilities of 
the SEAC drcuitry6 is in order. As 
shown in Fig. 1, the basic electronic unit 
consists essentially of three levels of diode 
gates in an OR-AND-OR logical array 
followed by a transformer-coupled pulse 
amplifier. The rate at which successive 
pulses pass through such a stage is deter­
mined by the clock frequency which is, 
in this case, 1 megacycle per second. The 
transit time of a pulse through a stage, 
however, is much less than 1 microsecond. 
For this reason, the clock pulses are made 
available in several phases. The way in 
which different stages may be controlled 
by clock pulses of different phases is 
illustrated in Fig. 2. In SEAC, for ex­
ample, I-megacycle clock pulses are avail­
able in 3 phases, 1/3 microsecond apart. 
In DYSEAC, 4-phase clock pulses are 
used, while in the adder to be described a 
5-phase clock is used. Fig. 3 shows 
graphically these timing relationships for 
SEAC. Signals resulting from different 
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stages clocked at different times must be 
synchronized by means of electrical delay 
lines before they are gated in a common 
stage as shown in Fig. 4. Both positive 
and negative signals are available from a 
stage, the negative signals being used for 
inhibiting. (See Fig 5.) 

The maximum gating complexity used 
for a stage in the adder to be described 
is essentially the same as that employed 
in the packaged building blocks used in 
constructing DYSEAC, and, therefore, in 
the OR-AND-OR gating configuration of 
a stage, up to four AND-gates, and up to 
six inputs to an AND-gate, are per­
missible. 

Boolean notation of the sort described 
by Richards7 will be used hereafter to 
describe the gating configurations. In 
Fig. 6 is sh~wn a typical gating stage and 
the corresponding Boolean expression for 
the output in terms of the inputs. There 
are three terms in the expression, each one 
corresponding to an AND-gate; the first 

term, (A + B)CDEF, corresponds to the 
top AND-gate, the second term, (G + H)J 
corresponds to the middle AND-~te, and 

the last term, J(K + L + M)N, corre­
sponds to the bottom AND-gate. The 
factors of a term represent the inputs to 
the corresponding AND-gate. For ex­
ample, the five factors of the first term 

(A + B), C, D, E, and F, correspond to 
five inputs to the top AND-gate. When­
ever a factor consists of more than one 
term, it is represented by an oR-gate. 
For example, the factor (A + B) of the 
first term corresponds to the 2-input OR­
gate of the top AND-gate. A factor could 
also be a negative or inhibit signal, and in 
this case it is denoted by a bar on top; e.g., 
C and jj are two factors of the first term 
corresponding to the two negative signals 
which may inhibit the top AND-gate. For 
the sake of simplicity in the discussion of 
the Boolean expressions which follow, no 
distinction is made between delayed and 
undelayed signals. 

Fig. 4. Synchronizing by means of electrical 
delay line 
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Fig. 5. Use of negative signals for inhibiting 

Sequential Carry Propagation 

Let 

A =AnX2n-l+An_lX2n-2+ ... + 
A2 X21+A1 X2°=augend 

B=BnX.2n-l+Bn_lX2n-2+ ... + 
B2 X21+ Bl X2° = addend 

S=SnX2n-l+Sn_lX2n-2+ ... + 
S2X21+S1X2°=sum 

C = carry digit 

The well-known rules for forming the 
sum and carry digits are presented in the 
form of a function table (Table I). 

Table I. Function Table for Binary Addition 

Augend ........... A k ••• • 0 .. 0 .. 0 .. 0 .. 1 .. 1 .. 1 .. 1 
Addend. . . . .. . ... Bk .... 0 .. 0 .. 1 .. 1 .. 0 .. 0 .. 1 .. 1 
Previous Carry .. . Gk_l . . 0 .. 1. . O .. 1. . O .. 1. . O .. 1 

Sum ..... " ...... Sk ••. . 0 .. 1 .. 1 .. 0 .. 1 .. 0 .. 0 .. 1 
Carry ............ GTc • ••• 0 .. 0 .. 0 .. 1 .. 0 .. 1 .. 1 .. 1 

From these, the binary sum and carry 
can be expressed in Boolean notation as 
follows: 

Sk=AkBkCk-l+AkBkC\-l+AkBkCk-l+ 
AkBkCk- 1 (1) 

Ck = AkBkCk- 1 + AkBkCk- 1 + AkBkCk- 1 + 
AkBkCk- 1 

= AkBk+ AkCk- 1 + BkCk- 1 

= (A k+ Bk)(Ak+ Ck-1)(Bk+ Ck- l ) 

=AkBk+(Ak+ Bk)Ck- 1 (2) 

Equations 2 show how the carry function, 
Ck • can be reduced from four terms of 
three factors each (corresponding to four 
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ing Boolean expression 
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Fig. 7. 5-bit parallel binary adder 

AND-gates with three inputs each), as 
shown in the top line of equations 2, to 
three alternative forms each involving 
fewer terms and factors. 

Since the expression for 5k in equation 1 
can be implemented in one gating stage, 
any sum digit can be made available dur­
ing the clock phase immediately following 
the formation of the preceding carry, Ck - 1• 

The speed with which successive sum 
digits are formed is therefore determined 
by the speed with which successive carries 
are generated. 

Since each carry is explicitly dependent 
upon the immediately preceding one in 
equations 2, successive carries can be 
generated one clock phase apart, i.e., at 
the rate determined by the time interval 
between stages. Using anyone of the 
equations in equations 2. if C1 is formed 
during the first clock phase, C2 can be 
formed during the second clock phase, C3 

during the third clock phase, etc. 

Simultaneous Carry Generation 

It will now be shown how Ck can be 
expanded so as to be independent of the 
previous carry. For the moment the 
dependence of a carry upon the appro­
priate augend and addend digits will be 
neglected. Then, from equations 2, Ck 

is a function of Ck-l, Ck- l is a function of 
Ck - 2, etc., so that Ck can be expressed as a 
function of Ck - 2• In fact, Ck can be 
further expanded in this fashion until it is 
a function of Ck - 3, then' of C k-4, etc. The 

1st. 
CLOCK 
PHASE 

2hd. 
CLOCK 
PHASE 

3td. 
CLOCK 
PHASE 

4th. 
CLOCK 
PHASE 

CARRY 
GENERATION 

SUM 

Fig. 8. 9-bit parallel binary adder 

limit to this expansion is set by the limit 
to the gating complexity permitted with 
the circuitry. 

The last of equations 2 is particularly 
important because of the ease with which 
it can be expanded so that Ck will be 
independent of a number of previous 
carries. Equations 3 show how each 
additional order of expansion adds only 
one term to the expression for Ck and only 
one factor to the largest of the terms. 

Ck =AkBk+(Ak+ Bk)Ck- 1 
=AkBk+(A k+ Bk)Ak-IBk-1 + 

(A k+ Bk)( A k- l + Bk- l ) X Ck- 2 

=AkBk+(Ak+ Bk)Ak-IBk-1 + 
(A k+ Bk)(Ak- 1 + Bk-I)Ak-2Bk-2+ 
(Ak+Bk)(Ak-I+Bk-l) 
(Ak-2+Bk-,,)Ck-a 

=etc. (3) 

Applying the foregoing method for 
expanding the carry function, how many 
successive carries can be generated sim­
ultaneously is next determined. Be­
ginning with the least significant carry, 
C1, four successive carries are shown in 
equations 4 to be functions of Co and to 
consist of no more terms and factors than 
can be implemented by the physical gating 
structures outlined previously. 

CI=AIBI+(AI+BI)CO 

C2=A2B2+(A2+B2)AIBI+ 
(A2+B2)(AI+BI)CO 

Ca =AaBa+(Aa+Ba)A2B2+ 
(Aa+ Ba)(A2+B2)AIBI+ 
(Aa+ Ba)(A2+ B2)(A 1 + BI)CO 

C4=A4B4+(A4+B4)AaBa+ 
(A4+ B4)(Aa+ Ba)A2B2+ 
(A4+ B4)(Aa+ Ba)(A?+ B2)AIBI + 
(A4+ B4)(Aa+Ba)(A2+B2) X 
(AI+BI)CO 

=A4B4+(A4+B4)AaBa+ 
(A4+ B4)(Aa+ Ba)A2B2+ 
(A4+B4)(Aa+Ba)(A2+B2) X 

(AI + Br)(AI + CO)(BI + Co) (4) 

It can be seen that the first expression for 
C4 in equations 4 consists of five terms 
and therefore cannot be formed in one 
gating stage in this manner. However, 
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Fig. 10. 21-bit parallel binary adder 

the last two terms can be combined into 
one term by means of equation 5, 

AIB1+(AI +BI)CO = (AI +BI)(AI + Co) X 
(BI+CO) (5) 

thereby permitting C4 to be formed in one 
gating stage as shown in the second ex­
pression for C4 ip. equations 4. 

(Co is equivalent to a digit which. to­
gether with the least significant augend 
and addend digits, forms the least signifi­
cant sum digit, thus: 

SI=AIBICO+.,LBICO+AIBICO+AIBICO. (6) 

Co is used during addition cycles requiring 
the adding of 1 to the sum, such as the 
adding of negative numbers in "ones­
complement" form.) 

Fig. 7 shows in block-diagram form the 
five least significant digits of a parallel 
adder utilizing the above principle. 
Note that the carries C1 through C4 are 
obtained during the clock phase following 
that of the augend and addend digits. 
Also, the least significant sum digit, 51, 
can actually be obtained during the second 
clock phase according to equation 6 be­
cause it is a function of AI, B 1, and Co, all 
three of which are available during the 
first clock phase. However, it is desirable 
in this parallel adder to obtain all of the 
sum digits at the same time. Con­
sequently, delaying 51 to occur at t.he 
same clock phase as the other sum digits 
is arranged. 

The succeeding four carries, Cs through 
Cg, can be formed one clock phase later in 
a similar fashion using C4 as the last pre­
vious carry, as shown in equations 7. In 
the case of Cg, the reduction from five to 

105 



four terms is made by combining the first 
two terms instead of the last two as in the 
expression for C4 in equations 4, in order 
to stay within the circuitry limitations 
for OR-gating delayed signals. (All signals 
passing through the same OR-gate must 
originate at the same time.) 

C&=A5B5+(A5+B5)C4 
C6=A6B6+(A6+B6)A5B5+ 

(A 6+ B 6)(A 5+ B 5)C4 

C7=A7B7+(A7+B7)A6B6+ 
(A7+ B7 )(A6+ B6)A5B5+ 
(A 7+B7)(A 6+ B 6)(A5+ B 5)C4 

Cs =AsBs+(As+ Bs)A7B7+ 
(As+ Bs)(A7+ B7 )A6B6+ 
(As+ Bs)(A7+ B7 )(A6+ B6)A5B5+ 
(As+ Bs)(A7+ B7 )(A6+ B6) X 
(A 5+B6)C4 

= (As+ Bs)(As+ A7 )(As+ B7 )(Bs+ A7) X 
(Bs+ B7 )+(As+ Bs)(A7+ B7 )A6B6+ 
(As+ Bs)(A7+ B7 )(A6+ B6)A5B5+ 
(As+Bs)(A7+ B7 )(A 6+ B 6) X 

(A5+ B5)C4 (7) 

Fig. 8 extends the previous block dia­
gram to include a parallel adder accom­
modating nine binary digits. Again, the 
formation of the sum digits SI through S5 
is delayed to coincide with the rest of 
the sum digits. 

Use of Auxiliary Carry Functions 

Of signal importance is the use made of 
the clock phase available between the 
input digits and the carries C5 through Cs. 

This f'xtra time can be used to form certain 
auxiliary carry functions which enable us 
to generate additional carries during the 
third clock phase simultaneously with C5 
through Cs. More specifically, Cg, C10, 

etc., can be formed during the third clock 
phase as functions of C4 if some of the 
terms in the expanded relations for Cg, ClO, 

etc., are combined as auxiliary carry 
functions in separate stages during the 
intervening clock phase. 

For example, the expression for Cg is 
expanded in equations 8 to be a function 
of C4• 

C9 = A9B 9 

+ (A9+ B 9)AsBs 
+ (A9+B9)(As+Bs)A7B7 
+ (A9+ B 9)(As+Bs)(A7+B7)A6B6 
+ (Ag+B9)(As+Bs)(A7+B7)(A6+B6)A5B5 

the second clock phase. Furthermore, 
the single factor enclosed within the 
rectangle, called Y9. can also be im­
plemented during the second clock phase 
in one gating stage. By means of these 
two auxiliary carry functions, C9 can be 
formed quite easily in one gating stage 
during the third clock phase according to 
the second equation in equations 8. 

Similarly, CIO through C13 can be formed 
during the third clock phase by utilizing 
these auxiliary carry functions. The 
most complicated of these expressions, C13, 

is illustrated in equations 9 where further 
combinations must be made to bring the 
number of terms down to four. 

C13 =A13B13+(A13+ B13)A12B12+ 
(A 13 + B13 )(A12 + B12 )A llB ll + 
(A 13+ B 13 )(A12+ B 12 )(A ll + B ll) X 
AlOBJo+(A13+ B 13 )(A12+ B1?) X 
(All + Bn)(AlO+ B 10 )X 9+ 
(A 13+ B 13 )(A12+ B 12 )(A ll + Bn) X 
(A lO+ B 10 ) Y9C4 

= (A13+B13)(A13+A12)(A13+ B 12 ) X 
(B13+A12)(B13+B12)+ 
(A 13+ B 13 )(A12+ B 12 )AllB ll + 
(A 13 + B13 )(A 12 + B12 )(A ll +Bll ) X 
A10BlO+(A13+ B 13 )(A 12+ B 12 ) X 
(All+Bll)(A10+BlO)(X9+ Y 9)X 

(X 9+C4 ) (9) 

Fig. 9 illustrates a parallel adder han­
dling 14 binary digits using one pair of 
auxiliary carry functions. 

By means of additional auxiliary carry 
functions it is possible to extend "till fur­
ther the sequence of carries to be formed 
in one clock phase. For example, as 
shown in equations 10, C14 can also be ex­
pressed as a function of C4 with the aid 
of auxiliary carry functions Xu and Y14. 

them to be generated during the third 
clock phase as functions of C4• 

If the number of auxiliary functions 
were of no concern, a total of 25 carries 
could be generated simultaneously as 
functions of C4 during the third clock 
phase. However, by limiting the number 
of simultaneous carries to 16, only three 
pairs of auxiliary carry functions are 
required. Fig. 10 illustrates a parallel 
adder handling 21 binary digits utilizing 
this scheme. 

Two Levels of Auxiliary Carry 
Functions 

To extend the parallel adder to accom­
modate 53 binary digits, only one addi­
tional clock phase is necessary. During 
the fourth clock phase the carries C21 

through C52 can ,all be generated as func­
tions of C20• The entire parallel array 
of sum digits, SI through S53, is then 
formed during the fifth clock phase. 

The ability to generate all of the carries 
C21 through C52 during the fourth clock 
phase stems from the fact that two clock 
phases are available between these 
carries and the input digits. This per­
mits the formation of two levels of 
auxiliary carry functions. The first level 
consists of sets of X and Y values which 
are functions of only the appropriate 
augend and addend digits, as previously. 
The second level of auxiliary carry func­
tions consists of sets of stages labeled Z 
and W which are functions of certain first­
level functions. 

Fig. 11 illustrates in block-diagram 

C14 = A 14BJ4 C14 = f-X_1_4 .--:;" 

+ (A14+BJ4)A13B13 + 
+ (A14+B14)(A13+BI3)AI2BI2 
+ (A 14+ B 14 )(A I3+ B I3 )(A 12+ BI2)AnBn 
+ (A I4 + B J4 )(A I3 + B I3 )(A I2 + BI2)(An + Bn)Al0BJO 

+ (A14+B14)(AI3+BI3)(AI2+B12)(An+Bn)(AJo+BJo) X q 

+ (A 14+ B J4 )(A 13+ B I3 )(A 12+ B I2 )(A ll +Bu)(AlO+BJO) Y9C4 

(8) 

(10) 

+ (A9+Bg)(As+Bs)(A7+B7)(A6+B6)(A5+B5) C4 

form the complete 53-bit adder which 
makes use of second-level auxiliary carry 
stages. As. in the case of the preceding 
carries, C21 through C32 are generated as 
functions of the appropriate augend and 
addend digits, some of the first-level 
auxiliary carry stages, and C2O• For 
example, the most complicated of these, 
C32, is shown in equations 11 to be reduc­
ible to four terms. 

The outlines drawn around the various 
parts of equations 8 serve merely to 
correlate the corresponding parts. The 
five terms enclosed within the triangle and 
represented by X 9 can be reduced to four 
terms by combining the first two. The 
reduced 4-term expression can then be 
implemented in one gating stage during 
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These again represent the terms within 
the triangle and rectangles, respectively. 
C15, C16, and C17 can also be implemented 
in single stages as functions of C4 using 
the two pairs of auxiliary carry functions. 
CHI, C19, and C20 require still another pair 
of auxiliary carry functions in order for 

CS2 = A32B32+(As2+ BS2)As1B31 + 
(A 32+ B 32 )(A sl + B31)A30B30+ 
(A 32+ B 32 )(A 31 + B31)(Aso+ B SO )X29+ 
(A 32+ B 32 )(Asl + B31 )(A30+ Bao) X 
Y29X25+(A32+ B 32 )(Asl + B 31 ) X 
(Aso+ B30 ) Y29 Y25C20 
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= (A a2 + B a2 )(A a2+ A 31 )(A a2 + B a1 ) X 
(Ba2 + A a1 )(Ba2+ B 31 )+ (A 32+ Ba2 ) X 
(A a1+B31 )A aoBao+ (A a2+Ba2 ) X 
(Aal+Bal)(Aao+Bao)(X29+ Y29 ) X 
(X29+ X 2s )+(Aa2+ B a2 )(A al + Ba1 ) X 

(Aao+Bao)Y29Y2sC20 (11) 

The next higher order carry, CS3, requires 
a third pair of auxiliary carry functions, 
Xa3 and Ya3, as shown in equations 12. 
However, at this point it becames econom­
ical to form a pair of second-level auxiliary 
carry functions, Zaa, consisting of terms 
within the solid-line triangle, and Waa, 
consisting of the single term within the 
solid-line rectangle. C33 can then be 
easily generated by means of Z33 and W33 

as shown in equations 12. The elements 
enclosed within the broken-line triangles 
and rectangles correspond to the first-level 
auxiliary carry functions, X33 and Y33• 

The subsequent carries, C34, Ca5, etc., 
are similarly generated by means of these 
and, when necessary, other second-level 
auxiliary carry functions. For example, 
for the carries up to C37, one pair of second­
level functions is sufficient, as seen from 
equations 13. Cas requires the formation 
of another pair of first and second-level 
functions, as shown in equations 14. 

Caa = AsaBaa 
+ (Aaa+ Baa)Aa2Ba2 
+ (Aaa+ Baa)(Aa2+Ba2)AalB al 
+ (Aaa+Baa)(Aa2+Ba2)(Aal +BadAaoBao , 

Table II. Auxiliary Carry Functions 

X9=F9+RgRsD7+RoRsR7D6+RgRsR7R6D6 
Xl4 = Fl4+ Rl4R13DI2+ R14R13R12Dll + Rl4Rl3Rl2RllDIO 
XIS = DIS + RISD17 + RISR17DI6+ RISRl7Rl6Dl6 
X26 = F26+ R26R24D23 + R26R24R2aD22+ R26R24R2aR22D21 
X29 = D29 +R29D2S+ R29R28D27+ R29R28R27D26 
Xaa = Da3 + RaaDa2+ R33Ra2D21 + R33Ra2RaiDao 
Xa8 = Fa8+R38Ra7Da6+ R38Ra7Ra6Da6+R38Ra7Ra6Ra6Da4 
X43 = F43 + R4aR42D41 + R4aR42R41D40+ R43R42R4lR4oDa9 
X4S = F4S + R4SR47D46 + R4SR47R46D46 + R48R47R46R46D44 
Za3 = Xaa+ YaaX29 + YaaY29X26 
Zas = Xas+ Y3SXa3+ Y3SY33X29+ Y a8Y83Y29X26 

Y9 =R9RsR7R6R6 
Yl4 = R14R13RI2RnRlO 
YIS = RISRl7Rl6Rl6 
Y26 = R26R24R2aR22R21 
Y29 = R29R2sR27R26 
Ya3 = RaaRa2RalRao 
Yas = RasRa7Ra6Ra6Ra4 
Y4a = R4aR42R4lR40R39 
Y4S = R4SR47R46R45R44 

Waa = Y3aY29Y26 
Was = Y3SY33Y29Y26 

Z4a =X4a+ Y4aX38 + Y4aYasX3a+ Y4aYa8Yaa(X29 + Y29) (X29+Xn) 
Z4S = X48+ Y4SX43 + Y4SY4a(Xas+ Yas) (Xas+Xaa) + 

W43= Y43YasYaa Y29Y25 
W4S= Y4sY4aYa8Ya3Y29Y26 

Y4sY4aYa8Yaa(X29+ Y29) (X29+X26) 

Fk represents (Ak +Bk) (Ak+Ak-l) (Ak+Bk-l) (Bk+Ak-l) (Bk+Bk-l) 
Dk represents AkBk 
Rk represents (Ak+Bk) 

Ca7 = Aa7B37+(Aa7+ Ba7 )A36Ba6+ 
(Aa7+ B37 )(A a6+ Ba6)AasBa5+ 
(Aa7+ Ba7 )(Aa6+ B a6 )(A a5 + Bas) >\ 
Aa4Ba4+(Aa7+Ba7)(Aa6+Ba6) X 
(Aas+ Bas)(A34+ B 34 )Zaa+ 
(Aa7+ Ba7 )(A a6+ Ba6)(Aas+ Bas) X 
(Aa4+ Ba4) Waa C20 

= (Aa7+ Ba7 )(Aa7+ A36)(Aa7+ Ba6) X 
(Ba7+A36)(B37+Ba6)+(Aa7+Ba7) X 
(A a6+ Ba6)AasBas+(Aa7+ Ba7 ) X 
(A a6+ Ba6)(Aa5 + Ba5 )Aa4Ba4 + 
(Aa7+ Ba7 )(A a6+ B a6 )(A a5 + Bas) X 
(A a4+Ba4 )(Za3+ Waa)(Zaa+C2o) (13) 

(12) 

The last digit position where auxiliary 
carry functions are introduced is at 48. 
The carry at this position, C48, is shown in 
equations 15 to be a simple function of 
the last pair of second-level auxiliary 
carry functions. 

The number of stages required to im­
plement the adder in this fashion can 
easily be determined from Fig. 11. Each 
box in the diagram represents one gating 
stage. In addition to the four registers of 
gating stages for the augend digits, 
addend digits, carry digits, and sum digits, 
only 26 gating stages, equivalent to one­
half of a register, are required to create the 
auxiliary carry functions. 

+ (A:a +~Ba~)( A ;2+ B~2)(A 3~+ B~l )( Aa;+ B~): X 29 ___________________ - -------1 

The expressions for the auxiliary carry 
functions of this particular adder as well 
as its final carry functions are shown in 
Tables II and III, respectively. 

+ (Aa3+Baa)(Aa2+Ba2)(Aal+Bal)(Aao+Bao): Y29X 25 

+ (Aa3+Ba3)(Aa2+Ba2)(Aal+B81)(Aao+Bao) ' Y29 Y25 

Caa = _~3!: 
+ !:3~:X29 
+ Yaa' Y29X 2S 

+ C20 
'----'------' 

CI =DI+RICO 
C2 =D2+R2DI+R2RICO 
Ca = Da + RaD2 + RaR2Dl + RaR2RtCo 
C4 =D4+R4D3+R4RaD2+R4RaR2Rl(AI+CO)(BI+CO) 
C6 =D6+R6C4 
C6 =D6+R6D6+R6R6C4 
C7 =D7+R7D6+R7R6D6+R7R6R6C4 
Cs =Fs+RsR7D6+RsR7R6D6+RsR7R6R5C4 
Co =X9+Y9C4 
CIO = DIO + RIO(X9+ Yo) (X 9+ C4) 
Cll = Dll + RllDIO+ RllRlO(X 9+ Y 9) (X 9+ C4) 
Cl2 = D12+ R12Dll + RI2RllDlO+ R12RllRIO(X9+ Y 9) (X 9+C4) 
Cla=F13+R13RI2Dll+R13RI2RnDlo+RlaRI2RnRlO(X9+X9)(X9+C4) 
C14=X14+Y14X9+Y14YoC4 
C16 = DI6+R16X14+R16Y14(X9+ Y9)(X9+C4) 
Cl6 = D16 + R16Dl6 +RI6R16XI4+R16R16Y14(X9+ Y9)(X9+C4) 
CI7=F17+R17R16DI6+RI7RI6R16XI4+RI7RI6RI6YI4(X9+Y9)(X9+C4) 

Table III. 

Cl8 = XIS+ YISX14+ YIS Y14X9 + YISY14Y9C4 
Clo=DI9+RI9(X18+YIS)(XIS+X14)+RI9YtSYI4(X9+Y9)(X9+C4) 
C2o=D20+R20DI9+R20RI9(XIS+YI8)(XlS+X14)+R20RI9YISY14(X9+ Y9)(X9+C4) 
C21 = D21 + R2lC20 
C22 = D22 + R22D21 + R22R21C20 
C2a = D23+ R23D22 + R23R22D21 + R2aR22R2lC20 
C24 = F24 + R24R23D22+ R24R23R22D21 + R24R23R22R2IC20 
C25 = X26+ Y26C20 
C26 = D26+R26X26+R26Y26C20 

Fk represents (Ak+Bk)(Ak+Ak-l)(Ak+Bk-I)(Bk+Ak-I)(Bk+Bk-l) 
Dk reprel>ents AkBk 
Rk represents (Ak+Bk) 

Weinberger, Smith-Logical Design oj a Parallel Adder 

The top line of Table IV gives some 
statistics on the number of components 
required for the adder represented in Fig. 
11. Two other slightly different versions 
have been worked out in which fewer gates 
need to be driven by the most heavily 
loaded tube. As Table IV shows, these 

Carry Functions 

C27 = D27+R27D26+R27R26X26+R27R26Y26C20 
C28=F28+R28R27D26+R28R27R26X26+R28R27R26Y26C20 
C29 = X29+ Y29X26+ Y29Y26C20 
C30 = Dao+Raa(X20+ Y20) (X29+X26) +RaoY29Y26C20 
Cal = Dal+R31D30+R31Rao(X20+ Y29) (X29+X26) +Ra1RaoY29Y26C20 
C32 = Fa2+Ra2R31Dao + R32R3lRao (X29 + Y29) (X29+X26) + Ra2RalR3 OY29Y26C20 
C3a = Zaa + WaaC20 
C34 = Da4+R34(Zaa + W3a) (Z33+C20) 
Ca6= D36+Ra6D34+Ra6R34(Zaa+ Wa3) (Z33+C20) 
Ca6 = Da6 + Ra6Da6 + R36R35D34 + Ra6Ra6Ra4(Z3a + W33) (Z33+C20) 
C37=Fa7+R37R36Da5+R37Ra6R3~Da4+R37R~6Ra6R34(Z83+ Waa) (Z3a+C20) 
Ca8 = Zas+ W38C20 
C39=Da9+Ra9(Za8+ Was) (Za8+C20) 
C40 = D40+R40Da9+R40R39(Za8+ Was)(Z~8+C20) 
C41 = D41 +R41D40 + R41R40D39 +R41&oR39(Za8 + Was) (Z38 + C20) 
C42 = F42+R42R41D40+R42R41R40D89+R42R41R40Ra9(Za8+ W38) (Za8+X20) 
C43 = Z43+ W43C20 
C44=D44+R44(Z4a+W4a)(Z4a+C20) 
C46 = D46 + R46D44 + R46R44 (Z4a + W(3) (Z43 + C20) 
C46 = D46+R46D45+R46R46D44+ R46R46R44(Z4a + W4a) (Z43+C20) 
C47 = F47+ R47R'6D46+ R47R46R45D44 + R47R4sR45R44(Z43 + W(3) (Z4a + C20) 
C48 = Z48+ W48C20 
C49=D49+R49(Z48+ W(8) (Z48+C20) 
C50=D60+R60D49+R60R49(Z48+ W(8) (Z48+C20) 
C61= D61 +R61D60+ R6lR60D49+ R6lR60R49(Z48+ W(8)(Z48+C20) 
C52 = F62 + R52R61D60 + R62R6lR60D49+ R62R61R50R49(Z48 + W48) (Z48 + C20) 
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Table IV. Component Requirements for a 
53-bit Parallel Binary Adder 

Delay 
Max. No. of Lines (in Germanium 

Load* Stages Tubes ILsec.) Diodes 

25 ....... 238. . . .238 ...... 300 ...... 10,000 
19 ...... 253.. . .253 ...... 250. .. . .10,000 
14 ....... 285 .... 285.. .. .150 ...... 10,000 

* Unit of load = one gate-load. 

versions also require different proportions 
of components. 

If the adder is to be used for multiplica­
tion, division, and other operations re­
quiring the recirculation of the sum digits 
back into one of the inputs, the dock 
must be available in five phases in order 
to complete the addition as well as the 
recirculation in 1 microsecond. 
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The T ransfluxor 

J. A. RAJCHMAN A.W.LO 

IN a recent paperl the authors have an­
nounced a novel device showing that 

completely new switching and storing 
functions can be performed by employing 
magnetic cores with two or more aper­
tures,2 (Magnetic circuits using multi­
aperature cores have also been reported 
elsewhere.2,3) instead of the conventional 
single-aperture cores, thereby creating 
a number of distinct flux paths via the 
legs of the core. The new device oper­
ates by the controlled transfer of flux 
from leg to leg in the magnetic circuit 
and was consequently named "trans­
fluxor." 

One of the most important properties 
of the transfluxor is its ability to store a 
level of control established by a single 
electric pulse. An energizing a-c drive 
will or will not produce an a-c output 
depending upon the nature of the last 
setting pulse to which the transfluxor was 
subjected. Furthermore, intermediate 
setting is possible for which an output of 
any desired level in a continuous range 
between almost zero and a maximum 
level will be produced according to the 
amplitude of a single setting pUlse. 

In the present paper, after a short 
review of the principle of the new device, 
its operation is illustrated in detail by 
the characteristics of a typical 2-aper­
tured transfluxor and some of its applica­
tions. Several examples of logical func­
tions attainable with multiapertured 
transfluxors are also included. 

Principle of the 2-Aperture 
Transfluxor ' 

Consider a core made of magnetic ma­
terial such as a molded ceramic "ferrite" 
which has a nearly rectangular hysteresis 
loop and consequently a remanent induc­
tion Br substantially equal to the satu­
rated induction Bs. Let there be two cir­
cular apertures of unequal di~meter 
which form three distinct legs, 1, 2, and 
3, in the magnetic circuit, as illustrated 
in Fig. 1. The areas of the cross sections 
of the legs 2 and 3 are equal and the cross 
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section of leg 1 is equal to, or greater 
than, the sum of those of legs 2 and 3. 

The operation of the device previously 
explained1 is reviewed here for conven­
ience. Assume that at first an intense 
current pulse is sent through winding 
W1 on leg 1 in a direction to produce a 
clockwise flux flow which saturates legs 
2 and 3. This is possible since the larger 
leg 1 provides the necessary return path. 
These legs will remain saturated after 
the termination of the pulse since rem­
anent and saturated inductions are almost 
equal. Consider now the effect of an 
energizing alternating current in winding 
W3linking leg 3, producing an alternating 
magnetomotive force along a path sur­
rounding the smaller aperture, as shown 
by the shaded area in Fig. 1. When this 
magnetomotive force has a clockwise 
sense, it tends to produce an increase in 
flux in leg 3, and a decrease in leg 2. 
But no increase of flux is possible in leg 
3 because it is saturated; consequently, 
there can be no flux flow at all, since 
magnetic flux flow is necessarily in close 
paths. 'Similarly, during the opposite 
phase of the alternating current, the mag­
netomotive force is in a counterclockwise 
sense and tends to produce an increase of 
flux in leg 2, but in the case leg 2 is satu­
rated. Consequently, flux flow is blocked 
as the result of the direction of saturation 
of either leg 2 or 3. The transfluxor is in 
its blocked state and no voltage is induced 
in an output winding Wo linking leg 3. 

Consider now the effect of a current 
pulse through winding W1 in a direction 
producing a counterclockwise magneto­
motive force. Let this pulse be intense 
enough to produce a magnetizing force in 
the closer leg 2 larger than the coercive 
force He, but not large enough to allow 
the magnetizing force in the more distant 
leg 3 to exceed the critical value. This 
pulse, called hereafter the "setting pulse", 
will cause the saturation of leg 2 to re­
verse and become directed upwards 
(Fig. 1), but will not affect leg 3 which 
will remain saturated downward. In 
this condition, the alternating magneto­
motive force around· the small aperture 
resulting from the alternating current in 
winding W3 will produce a corresponding 
flux flow around the small aperture. 
The first counterclockwise phase of the 
alternating current will reverse the flux, 

the next clockwise phase will reverse it 
again, etc., indefinitely. This flow may 
be thought of as a back-and-forth trans­
fer of flux between legs 2 and 3. The 
alternating flux flow will induce a voltage 
in the output winding Woo This is the 
unblocked or "maximum-set" state of the 
transfluxor. 

It is seen that the transfluxor is blocked 
when the directions of remanent induction 
of the legs surrounding the smaller aper­
ture are the same, and unblocked when 
they are opposite. In the blocked state 
the magnetic material around the small 
aperture provides essentially no coupling 
between the primary (W3) and secondary 
(Wo) windings, while it provides a rela­
tively large coupling between these two 
windings in the unblocked state. It 
is interesting to note that the informa­
tion as to whether the transfluxor is 
blocked or unblocked can be thought of 
as being stored in terms of the flux through 
leg 1, and that this stored flux does not 
change when output is produced by inter­
change of flux between legs 2 and 3. 

The transfluxor can also be set to any 
level in a continuous range in response to 
the amplitude of a single setting current 
pulse. Once set, it will deliver indefinitely 
an output proportional to the setting. 
This may be explained in a simplified 
manner as follows: Consider first the 
transfluxor in its blocked condition. Let 
there be a setting current pulse through 
winding W1 of a chosen amplitude and, 
of course, of a polarity opposite that of 
the original blocking pulse. A magne­
tizing force H, proportional to this cur­
rent, is produced around the large hole. 
This force in the magnetic material is 
greatest at the periphery of the hole 
and diminishes gradually with distance. 
In the case of a circular aperture it is 
inversely proportional to the radius. 
Therefore, for the given selected ampli­
tude of the setting current pulse, there 
will be a critical circle separating an inner 
zone, in which the magnetizing force is 
larger than the threshold magnetizing 
force He required to reverse the sense 0 

flux flow, and an outer zone, where this 
field is smaller than the threshold value. 
These two zones are shown in Fig. 2. 
Consider now the alternating magneto­
motive force on leg 3 p'roduced by an 
indefinitely long sequence of pulses of 
alternating polarity. The first pulse, 
applied to leg 3 in a direction to produce 
downward magnetization in leg 2, can 
change only that part of the flux in leg 
2 which is directed upwards, namely 
that part which has been set or trapped 
into that leg by the setting pulse. This 
changing part of the flux will flow through 
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Fig. 1 (above). Principle of transFluxor 

Fig. 3 (right). The prototype transFluxor 
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leg 3 until leg 2 reaches its original 
downward saturation. The amount of 
flux set into leg 2 is therefore transferred 
to leg 3. The next pulse, applied to leg 
3, will saturate it to its original downward 
direction and thereby retransfer the 
trapped amount of flux back to leg 2. 
There is no danger of any transfer of flux 
to leg 1, since the magnetizing path is 
much longer through that leg, and, once 
leg 3 is saturated, no further flux flow is 
possible however intense this second pulse. 
It is apparent, therefore, that the suc­
cession of pulses of alternating polarity 
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on leg 3 will cause an interchange be­
tween legs 2 and 3 of an amount of flux 
just equal to that initially set into leg 
2. This will produce across the output 
winding Wo an indefinitely long train of 
voltage pulses. The magnitude of the 
output or the analogue information can be 
thought of as stored in terms of the flux 
in leg 1 (or algebraic sum of fluxes in 
legs 2 and 3), just as was the case for the 
on-off information. This stored flux 
is not affected by the output-producing 
interchange of flux between legs 2 and 
3. 

There is a possibility that, in the 
blocked condition, or any intermediary 
set condition, a sufficiently large alter­
nating current in the phase tending to 
produce counterclockwise flux flow could 
in fact change the flux in leg 3 by trans­
ferring flux to leg 1. There is, therefore, 
a limit to the permissible amplitude of 
the energizing alternating current be­
cause of the possibility of spurious un­
blocking. The limiting amplitude is 
increased by the use of unequal hole 
diameters rendering the flux path via 
legs 1 and 3 much longer than via legs 

Fig. 2 (left). Setting 
the transfluxor to a 
level in a continuous 
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2 and 3. There is no danger of spurious 
unblocking by the alternating current 
in the phase tending to produce a clock­
wise flux flow, since in this phase leg 
3 is being magnetized in the direction in 
which it is already ,saturated. There­
fore, there is a considerable advantage 
in using asymmetric-energizing alternat­
ing current or a train of interlaced rela­
tively large driving pulses (clockwise) 
and relatively small priming pulses (coun­
terclockwise). The driving pulses, which 
cannot possibly spuriously unblock a 
blocked transfiuxor, can be arbitrarily 
large, with the result that, when the trans­
fluxor is unblocked by proper setting, 
these pulses may not only provide the 
required minimal reversing magnetizing 
force around the small aperture, but 
also provide substantial power to deliver 
large output currents. The priming 
pulses must be of sufficient magnitude 
to provide the required magnetizing 
force around the small aperture, but 
insufficient to provide it around both 
apertures. 

The Prototype 2-Aperture 
Transfl. uxor 

INHERENT CHARACTERISTICS 

The core of the transfluxor for which 
the characteristics are given in the follow­
ing was made of magnetic ceramic mate­
rial (manganese-magnesium ferrospinal; 
30 per cent MuO, 30 per cent MgO, 40 per 
cent Fe20a), of composition and processing 
identical to those used for memory cores. 
The dimensions a~e shown in Fig. 3. 

The knowledge of the actual amounts 
of flux set in leg 2 and leg 3 by a pulsed 
magnetomotive force applied to leg 1 
can be used to evaluate the idealized 
explanation of the operation given in 
the foregoing as well as to predict the 
detailed operation. These inherent set­
ting properties, illustrated in Fig. 4, 
were obtained as follows: Leg 1 was 
subjected first to a relatively large 
blocking pulse of 5 ampere-turns mag­
netomotive force, and then to a setting 
pulse the amplitUde of which is the ab­
scissa of the plot. The instantaneous 
voltages on l-turn windings linking 
legs 2 and 3 were integrated throughout 
the duration of the setting pulse, in­
cluding the rise and decay ~f the pulse. 
These integrated values are the irrevers­
ible, or net, flux changes CP2 and CPa pro­
duced by the setting, and are shown as 
the ordinates of the plot. 

Ideally, the variations of the fluxes 
CP2 and CPa can be predicted by considering 
the location of the closed line of mag­
netic induction passing through leg 1 
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along which the magnetizing force, be­
cause of the set current, is just equal to 
the threshold magnetizing force required 
to reverse the sense of flux flow, as was ex­
plained in the foregoing. This boundary 
between reversed and nonreversed senses 
of flux flow is approximately a circle the 
radius of which increases linearly with set­
ting current. No flux change occurs until 
this circle reaches the edge of the large 
aperture (r:f>2 = r:f>3 = 0). After this first 
threshold is exceeded, the flux in leg 2 
increases linearly with the radius of 
the limiting circle as it sweeps across the 
width of the leg, while the flux in leg 3 
remains zero. When the limiting circle 
has reached the smaller aperture, the 
direction o~ flux across the entire width 
of leg 2 is reversed. A further increase 
of setting current will increase the length 
of the boundary, which may then deviate 
somewhat from a circle, until it reaches 
the inner edge of leg 3. A t this second 
threshold value, the flux in leg 3 will 
start to increase linearly until the bound­
ary has swept across the entire width of 
that leg. 

The 'curves of Fig. 4 only approximate 
the sectionally linear curves predicted by 
the above idealization, because the real 
material is characterized by a family 
of hysteresis loops deviating appreciably 
from the ideal rectangular shape. The 
rounding-off of the corners and the 
asymptotic saturation characteristics are, 
therefore, not surprising. It is worth 
noting that leg 3 exhibits a substantial 
flux setting before leg 2 reaches saturation 
and also that its saturated value is smaller 
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because the width of this leg happens to 
be somewhat narrower than that of leg 
2 (see Fig. 3). 

Operating Characteristics 

The amount of flux which is inter­
changed between legs 2 and 3 for a given 
setting by priming and driving pulses, 
determines the output from the trans­
flux or and will be referred to as the output 
flux. The setting pulse will determine 
the maximum interchangeable amount of 
flux while the priming and driving pulses 
will determine what part of that flux is' 
actually interchanged. It is convenient 
to consider as setting characteristics 
the plots of the output flux as a function 
of the setting magnetomotive force for 
given priming and driving pulses, and 
as driving characteristics the plots of 
the output flux as a function of the driving 
pulse for given setting and priming pulses. 
The main mode of operation consists of 
blocking and setting on leg 1, priming and 
driving on leg 3, and deriving the output 
from leg 3. There are two cases of in­
terest: (1) asymmetrical energization 
consisting of unequal drive and prime 
pulses useful when efficient loading is 
desired, and (2) symmetrical energization 
consisting of equal drive and prime pulse 
or sinusoidal current encountered in small 
signal a-c transmission. 

The setting characteristics for asym­
metrical energization shown in Fig. 5, 
can be explained as follows: the flux 
change r:f>lS in leg 1, set into it by the 
setting pulse, will divide itself, in general, 

between legs 2 and 3 where the changes of 
flux r:f>2S and ¢as will be produced (r:f>lf;= 
1>.s+r:f>as). When the set flux r:f>lS is 
smaller than the maximum flux contain­
able in the narrowest leg, (in this case leg 
3, which is slightly narrower than leg 
2) the setting is referred to as normal. 
For normal setting the first prime pulse 
on leg 3 will saturate leg 2 in its original 
blocked direction of saturation, trans­
ferring the flux r:f>2S set in leg 2 to leg 3, 
thereby concentrating the amount of flux 
equal to r:f>lS in leg 3. When the drive 
pulse is of an amplitude just sufficient 
to saturate the entire width of leg 3 
(1 ampere-turn), the flux concentrated 
in that leg by the prime pulse will be 
retransferred to leg 2. The steady-state 
interchanged output flux between legs 
2 and 3 will, therefore, be precisely that 
set initially in leg 1, which in turn is 
equal to the sum of fluxes 1>2 and r:f>3 shown 
on the inherent set curves of Fig. 4. 
This flux increases linearly up to the 
limit of normal setting which is about 
1.5 ampere-turns. 

When the drive is not sufficient to 
transfer all the flux of leg 3 back to leg 
2, only a part of the interchangeable 
flux set in leg 3 will be, in general, ac­
tually interchanged. This explains the 
shape of the setting characteristic for 
lower drives (less than 1 ampere-turn). 
These curves follow the main character­
istic only up to the value of drive for 
which the whole set-in flux can be trans­
ferred. 

When the flux ¢lS set in leg 1 exceeds 
that containable in the wider of the two 
legs, 2 or 3, it over sets the transfluxor 
by starting to reverse the fluxes in all 
legs, producing blocking. Therefore, the 
amount of output flux interchanged be­
tween legs 2 and 3 diminishes. The rate 
of decrease of the output flux with in­
creasing setting current is smaller in the 
over set region than the rate of increase in 
normal region because of the asymptotic 
nature of the curve near saturation (see 
Fig. 4). The loss of output flux due to 
oversetting may be corrected by over­
driving. A large enough driving pulse 
on leg 3 will saturate it completely in the 
original blocked downward direction by 
transferring flux first to leg 2 until it is 
saturated and then the excess to leg 1. 
Therefore an overset and overdriven 
transfluxor will produce the maximum 
output, as shown by the characteristic 
curves of Fig. 5. 

The driving characteristics of Fig. 6, 
for the same asymmetrical energization, 
show that arbitrarily large driving pulses 
may be used without disturbing normal 
setting as was explained before. There 
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i~ a threshold value of 0.2 ampere-turn, 
corre_sponding to the value of magnetomo­
tive force producing a magnetizing force 
just equal to the coercive force at the 
periphery of the small aperture, below 
which there is no interchange of flux 
between legs 2 and 3. Each curve ex­
hibits a sharp threshold followed by an 
approximately linearly rising curve. 

The setting characteristics for sym­
metrical energization with equal drive and 
prime pulses, shown on Fig. 7, may be 
explained by considering first the idealized 
situation for a normal setting in which 
two zones are created in leg 2; one near 
the large aperture where the flux is 
reversed, and one near the smaller aper­
ture where it remains unaffected (see 
Fig. 9). When the prime pulse on leg 
3 is insufficient to produce a magnetizing 
force greater than the coercive force at 
the location of the boundary between the 
two zones, no flux will be transferred to 
leg 3. There will be a definite value of 
prime for a given setting, for which trans­
fer will start to occur. The amount of 
transferred flux will be proportional to 
that portion of the cross section of leg 2 
which is included between the boundary 
separating the set and nonset zones 
around the larger aperture, and the 
boundary between the primable and non­
primable zones around the small aper­
ture, as shown in Fig. 9. This flux in­
creases with setting, for a given prime, 
at a rate which is independent of the 
priming value. When the priming pulse 
becomes large enough to produce inter­
change of flux between legs 3 and 1, 
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it will effectively produce a setting of 
leg 1 even when no previous setting on 
leg 1 was applied. This is the spurious 
unblocking due to symmetrical drive 
and prime mentioned earlier. The char­
acteristics of Fig. 7 have approximately 
the shape to be expected from these con­
siderations. 

The driving characteristics for the 
symmetrical energization case are shown 
in Fig. 8. The range of the priming 
pulses, and consequently also of the 
driving pulses, is restricted to the values 
(up to 1 ampere-turn) which do not 
produce spurious settings. F or a given 
setting, the amount of interchangeable 
output flux is proportional to the flux in 
leg 2 which is both set and primable. 
The threshold value of prime, below 
which no flux is interchanged, is smaller 
the greater the set, since the boundary 
between set and nonset zones is closer 
to the small aperture in this case. 

In the main mode, with either asym­
metrical or symmetrical energization, 
the input control (setting) circuits are 
completely separated from the output 
circuits, since the block and set winding 
is on leg 1 and the priming, driving, and 
output windings are on leg 3. There is 
negligible coupling between the control 
and output circuits because there is 
practically no interchange of flux be­
tween legs 1 and 3 in normal operation. 
For example, in the prototype transfluxor 
set to maximum, the back-and-forth 
interchange of flux between legs 2 and 3 
is 1.5 volt-microseconds, and this is 
accompanied by only 0.01 volt-micro-

second of flux change in leg 1, or less than 
1 per cent. Furthermore, normal setting 
pulses produce only slight changes of 
flux in leg 3, of only about;) per cent of 
the flux set into leg 2 by maximum set­
ting. If blocking occurs after driving, 
rather than priming, it produces a 
negligible flux change in leg 3 since the 
drive pulse has already saturated that 
leg in the direction of blocking. 

An arbitrarily large priming pulse, 
rather than one needing to be of a pre­
scribed amplitude, can be used by priming 
on leg 2 rather than on leg 3. After 
normal setting, the prime pulse will 
saturate leg 2 downward to its original 
blocked direction and transfer flux to leg 3 
rather than leg 1 because the :flux path is 
shorter. A further increase of the prime 
pulse on leg 2 produces no further flux 
change because leg 2 is saturated. When 
the transfluxor is overset, the prime pulse 
on leg 2 transfers to leg 3 that part of its 
:flux that leg 3 can accept and forces the 
excess flux to leg 1, where it readjusts the 
setting. Over setting is thus corrected 
for by the first prime pulse which causes 
the trans:fluxor to be set for maximum 
output. In this mode of priming on leg 
2, the setting pulse induces a voltage in 
the prime winding. Thus, there is an 
interaction between setting and priming 
circuits. This interaction can be toler­
ated in the many practical cases in which 
the priming winding is in the plate circuit 
of a vacuum tube. 

In some on-off applications of the 
trans:fluxor, it is convenient to set on leg 2 
rather than on leg 1 to avoid the possi-
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bility of oversetting. The setting ampli­
tude is not critical as long as it is greater 
than some required minimum (about 1.3 
ampere-turns) . In this case the large 
setting pulse producing an upward mag­
netomotive force on leg 2 forces the flux 
of leg 2 to reverse its blocked direction. 
Since flux flow through leg 3 is impossible, 
necessary continuity of flux is satisfied by 
an interchange of flux between legs 2 and 
1, which leaves leg 1 with practically zero 
flux and leg 2 with an upward saturation. 
This is the unblocked state of the trans­
fluxor. The pulses on legs 1 and 2 serve 
respectively as the blocking and unblock­
ing pulses and close or open the trans­
fluxor gate. In this mode there is direc't 
coupling between the setting winding on 
leg 2 and the output, since the output 
flux is precisely the interchangeable flux 
between legs 2 and 3. Here again this 
coupling is tolerable in many practical 
cases, e.g., when the setting winding is in 
the high impedance circuit of a vacuum 
tube. It is possible also to use leg 2 both 
for setting and priming. 

Output From the Transfiuxor 

The transfluxor exercises control by 
means of the amount of flux which can be 
transferred for an indefinitely long time 
between legs 2 and 3, and which amount 
can be set by a single pulse to any desired 
value in a continuous range. This back­
and-forth transfer of flux between legs 2 
and 3 can be considered also as a back­
and-forth reversal of flux around the 
small aperture along a path which is 
effectively the output magnetic circuit 
and may be characterized by a conven­
tional hysteresis loop relating the flux 
flow and the magnetomotive force on 
leg 3 producing it. Fig. 10 shows 
oscilloscope traces of a family of such 
loops, each obtained for a different set­
ting, including the blocked and maximum 
settings. 
. It is apparent that the transfluxor 
operates as if the output magnetic circuit 
consisted of a conventional I-aperture 
core with the essential property that the 
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effective cross-sectional area of that core 
can be adjusted by a single set pulse to 
any desired value from practically zero 
to a maximum value equal to the physical 
cross-sectional area of its smallest leg. 

The relations which exist between the 
primary and secondary circuits of a pulse 
transformer apply equally well to the 
output circuit of the transfluxor, provided 
account is taken of the definite set cross­
sectional area of the equivalent core and 
the properties of the material of the core. 
These include the shape of the hysteresis 
loops and the intrinsic possible rates of 
flux reversal. The .salient properties of 
the output circuit can be illustrated by 
the cases of very high and very low 
impedance loading. 

Output voltage wave forms are shown 
in the oscilloscope traces of Figs. lla and 
lIb for the case of an open-circuited out­
put winding, i.e., a very high impedance 
load. The traces are for the various 
values of setting, as indicated. For the 
relatively large (5 ampere-turn) and fast 
rising (3.3 ampere-turns per microsecond) 
drive of Fig I1a, and for the relatively 
small (1 ampere-turn) and slow rising 
(0.7 ampere-turn per microsecond) drive 
of Fig. lIb, the voltage peaks vary 
linearly with the current settings. The 
unloaded transfluxor may therefore be 
considered as a device furnishing a 
controllable voltage. The short flux­
reversal time of 0.1 microsecond for 
large drive is noteworthy. 

The ratio of voltage output at maxi­
mum setting (1.5 ampere-turn) to that" 
at zero setting or blocked condition, is 15· 
to 1 for the large drive of Fig. lla, and 50 
to 1 for the smaller drive of Fig. 11 b. 
The slight voltage output in the blocked 
condition results from the elastic or 
reversible flux excursion because of the 
lack of perfect saturation at remanence 
of the material composing the trans-

"fluxor's core. There is actually no 
measurable irreversible output flux for 
zero setting. (See Figs. 5, 6, 7, and 8.) 

The output voltage wave forms, de­
veloped across a very low resistance load, 
for different settings, are shown in Fig. 
I2a. The setting is seen to control the 
duration of the pulses rather than the 
voltage maximums which are very flat and 
almost the same for all settings. This 
results from the fact that the counter­
magnetomotive force due to the secondary 
current tends to keep the rate of change 
of flux constant. The output current in 
a low resistance load for a transfluxor set 
to maximum is shown in Fig. 12b for 
different drive currents. The output 
current increases linearly, with drive 
current; the heavily loaded transfluxor 
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Ca) Large drive 
(b) Small drive 

may therefore be considered to be a 
current transformer. The efficiency of 
power transmission is high for large 
drives since only a small part of the drive 
is wasted in magnetizing the output mag­
netic circuit and the major part neutral­
izes the secondary countermagnetomotive 
force and produces the output current. 
Efficiencies of 75 per cent have been 
obtained. This important property of 
the transfluxor reflects the advantage of 
using unsymmetrical output circuit ener­
gization, i.e., small and slowly rising 
priming current pulses producing negligi­
ble output and no spurious setting, and 
fast-rising large-amplitude drive pulses 
producing the useful output. 

In the foregoing illustrations the trans­
fluxor was used as an adjustable trans­
former with a primary winding energized 
by a current generator and a secondary 
winding carrying the load. In many 
applications it is convenient to use it as an 
adjustable inductance with a single 
winding (on leg 3) in series with a voltage 
generator and the load. In that case a 
high output is obtained when the trans­
fluxor is blocked and a low output when 
it is unblocked, but besides this inversion, 
all operations as an inductance or as a 
transformer are similar. 

The material composing the core of the 
prototype transfluxor permits short 
switchover times. Conventional mem­
ory cores, made of this material, switch 
in about 1.5 microseconds when driven by 
a current giving optimum discrimination 
in a 2-to-l driving system. In the 
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range of setting pulse amplitudes shown 
in the operating characteristics, the 
setting requires about 2 microseconds. 
As was noted, very much shorter output 
pulses are possible when strong drives are 
used. The repetition rates of the driving 
and priming pulses or the frequency of 
sinusoidal a-c energization can be 1 
megacycle or more without any appreci­
able heating of the core of the trans­
fluxor. There is no lower limit to the 
frequencies used in the output circuit, 
other than that imposed by the practical 
use of the low voltages resulting there­
from. 

Applications of the Transfiuxor 

INFORMATION REGISTERS FOR DIGITAL 

COMPUTERS 

The transfluxor can be operated as an 
on-off gate utilizing only the blocked and 
the set-to-maximum or unblocked set­
tings. The amplitude of the blocking 
pulse on leg 1 is not critical provided it is 
greater than some minimum. Similarly, 
the unblocking pulse can be rendered 
uncritical if applied to leg 2, as was men­
tioned in the foregoing, or if a third 
setting aperture is provided, as will be 
described. In this operation the trans­
fluxor performs the same function in 
digital computing applications as does a 
gate controlled by a conventional tube or 
transistor flip flop. Once set, the gate 
remains open or closed without requiring 
any holding power. A bank of trans­
fluxors constitutes a register for storing 
a number of binary signals from which 
read-out signals can be obtained any 
number of times without destroying the 
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stored information. These signals can 
be conveniently generated from a com­
mon source gated by the individual trans­
fluxors. No signals in the setting circuits 
result from the interrogation when proper 
arrangements are made. 

RANDOM-AcCESS MEMORY WITH NON­

DESTRUCTIVE READ-OUT 

An array of transfluxors can be used as 
a random-access memory with so-called 
nondestructive read-out, i.e., where the 
read-out is obtained without changing at 
any time the physical state representing 
the information. The two stored states 
are the blocked and unblocked remanent 
conditions of the transfluxor. Current 
coincidence can be utilized for selection, 
as is done in conventional core memories. 
Consider two selecting windings on leg 1 
and two selecting windings on leg 3 of 
each transfluxor. Let these windings be 
connected in series by rows and columns 
as shown for simplicity by single linking 
wires on Fig. 13. Address-selecting writ­
ing pulses are applied simultaneously to 
one row and one column winding linking 
leg 1. The additive effect of these 
pulses on the selected transfluxor at the 
intersection of' the row and column 
windings is sufficient to produce a setting, 
but the amplitude of the pulses is in­
sufficient to affect the transfluxors on 
which they act singly. The direction of 
the writing pulses determines whether 
the selected transfluxor is set to the 
blocked or unblocked condition. Read­
ing, based also on current coincidence 
selection, is obtained by applying pulses 
of the proper amplitude to the selected 
row and column winding linking leg 3. 
A read-out is obtained by a pair of 
pulses on each selecting line, one in the 
prime and one in the drive direction. 
As a result, fluxes in legs 2 and 3 reverse 
back and forth and return to their initial 
state, if the transfluxor is unblocked, or 
remain in that initial state, if the trans­
fluxor is blocked. These flux reversals 
can be detected as induced voltages on a 
common read-out winding linking leg 3 
of all transfluxors. (See Fig. 13.) 

Coincident current selections for write­
in and read-out are possible because there 
are thresholds below which pulses linking 
leg 1 and leg 3 produce negligible flux 
changes. Satisfactory operation is ob­
tained with the prototype transfluxor 
when the selecting currents are approxi­
mately equal to the threshold values of 
setting and prime drive shown on the 
characteristic of Fig. 7. Somewhat bet­
ter results are found when the blocking 
write-in pulses are larger than the setting 
write-in pUlses. The coincident current 

WRITE ADD~ESS .. INES 

READ ADDRESS LINES 

Fig. 13. Array of transfluxors used as random 
access memory with nondestructive read-out 

selection principle can be extended to the 
simultaneous addressing of many plane 
arrays used in parallel by using selective 
inhibiting of the planes, as is customary 
with core memories. 

Read-out from a magnetic storage 
device must necessarily be dynamic, since 
induced voltages are possible only by 
changing flux. Nevertheless, in the 
transfluxor memory, the read-out may be 
considered to be nondestructive, because 
the flux in leg 1 is not altered by the 
interrogating pulses, retains at all times 
the stored information, and yet its value 
determines whether or not flux in legs 2 
and 3 will be interchanged as a result of 
interrogation. The second interrogating 
pulse is necessary to restore the altered 
states of legs 2 and 3 due to the first, in a 
manner similar to the rewrite pulse in 
destructive read-out memories required 
when a read-out signal is obtained, but 
with the essential difference that its un­
conditional occurrence at every read-out 
is not dependent on the presence of the 
read-out signal. 

In the transfluxor coincident current 
memory the read-out circuits are very 
simple since no feedback into the write-in 
circuits are required. A further, perhap.s 
more important, advantage, is the possi­
bility of simultaneously writing-in and 
reading-out on two unrelated addresses, 
by energizing the proper lines of the 
independent write-in and read-out select­
ing grids. This possibility may speed up 
the operation and simplify the logic of 
some types of computing machines. 

CHANNEL SELECTOR 

Transfluxors may be used with ad­
vantage to select one channel out of 
many for transmission of modulated 
signals. The transmission from, or to, a 
common channel to, or from, each one of a 
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number of selectable channels is con­
trolled by a transfluxor. All transfluxors 
are blocked except one which is set and 
which determines the selected channel. 

A channel selector for selecting one 
out of N = 2n channels in response to n 
binary pulsed signals is illustrated in 
Fig. 14 for the case of eight channels and 
three binary inputs. The selection sys­
tem is similar to that used in combina­
torial decoding switches3 using conven­
tional cores. For each binary input there 
is a pair of conductors, one of which links 
leg 1 of half the transfluxors and the 
other, the other half. The division of 
transfluxors in halves by the various input 
pairs is by juxtaposed halves, interlaced 
quarters, interlaced eighths, etc., so that 
the pattern of linkages is according to a 
binary code. To select a channel, cur­
rent is sent through one or the other 
conductor in each pair in a direction 
tending to block the transfluxors which 
are linked by these conductors. For 
every combination of inputs there will be 
one transfluxor, and one only, which is 
not linked. by conductors carrying the 
blocking currents. The transfluxor, thus 
selected, is set by a current pulse sent 
through a winding which links leg 2 of all 
transfluxors. The setting pulse, occur­
ring while the selecting current pulses are 
on, has insufficient amplitude to over­
come the blocking effect of even a single 
one of these blocking currents and there­
fore sets the selected noninhibited trans-
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( b) 

fluxor only. The setting is to maximum, 
but there is no danger of oversetting, 
since leg 2 is used for setting, and the 
region of flux change during selection is 
around the large aperture only. The 
selected transfluxor remains set until a 
different combination of input pulses is 
applied to the selector, at which time a 
new transfluxor is set, and the previously 
selected one is automatically blocked. 

Flux changes around the small aperture 
are possible only in the selected un­
blocked transfluxor of which the output 
magnetic circuit may be considered to be 
a regular transformer. Since a trans­
former transmits in either direction, the 
selector can be used either to transmit 
from the common channel to a selected 
channel or vice versa, depending on 
which channel corresponds to the primary 
winding. The primary winding can be 
energized by symmetric alternating cur­
rent, provided that the resulting mag­
netization around the small aperture 
exceeds a certain threshold, but does not 
exceed a value producing spurious un­
blocking. In the prototype transfluxor 
the permissible range is from 0.25 to 1 
ampere-turn. With asymmetric primary 
excitation a greater efficiency of power 
transmission is possible, as was explained 
in the foregoing. In this case it may be 
convenient to prime the transfluxor by a 
common winding linking leg 2 of all units 
(not shown on Fig. 14), to use a fixed 
amplitude prime pulse (1 ampere-turn for 
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the prototype) and to modulate by the 
amplitude of the drive pulse. 

The selector of Fig. 14 is shown with 
tube drivers to illustrate fully a concrete 
example. For simplicity, single turn 
windings are shown. Fig. 14b is a sim­
plified representation of the selector, 
shown conventionally in Fig. 14a. The 
apertures of the transfluxors are repre­
sented by heavy horizontal lines which 
are assumed to be linked through by the 
vertical conductors when a 45 degree line 
is drawn at the intersection, the direction 
of inclination of the line denoting the 
direction of linkage. 

I t is possible to use the channel selector 
not only to gate sustained modulated 
signals, but also to control the amplitude 
of the transmitted signal in the selected 
channel according to the amplitude of a 
single-control current pulse. To accom­
plish this, the control pulse is sent through 
the set winding linking leg 2 of all trans­
fluxors simultaneously with the selecting 
pulses, and sets the noninhibited selected 
transfluxor to a particular level in a con­
tinuous range dictated by its amplitude. 
Constant amplitude energization of the 
output circuits of all transfluxors pro­
duces through the selected one a sustained 
output of an amplitude determined by 
this level. The energization can be 
symmetric or asymmetric, a-c or by 
pulses. 

The arbitrary selection, in any desired 
order, of the transmission channel in the 
channel selector described earlier is 
accomplished by considering the large 
aperture of the transfluxor as if it were a 
simple core and linking it through systems 
of selecting windings known in conven­
tional core decoding switches. Simi­
larly, a commutator switch for estab­
lishing transmission through the channels 
in ordered succession can be made by 
coupling the large aperture of successive 
transfiuxors by the circuits used in con-
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Fig. 16. 5-aperture "flower" transfluxor 

ventional magnetic shift registers. In 
the core switches the selected core pro­
duces a transient output at the instant 
of selection only, while in the analogous 
transfluxor switches, the selected trans­
fluxor opens for as long as desired a chan­
nel for bidirection~l transmission of a-c 
or pulsed signals. 

Such channel selector switches for 
routing modulated signals, either in an 
order depending on a code, or else in a 

. predetermined succession, can be useful 
in a variety of applications, for example: 
multiplexing system for telegraphy or 
telephony communications, multiplexing 
for telemetering or automatic controls, 
switching of heads of a magnetic drum, 
central exchange in large systems han­
dling digital information, telephone ex­
change systems, and so forth. 

OTHER ApPLICATIONS 

In digital computers, the transfluxor 
can also be used as a logical element as 
well as an auxiliary to energize incan­
descent lights for providing bright visual 
indicators with negligible loading on the 

\ pulse circuits. 
The transfluxor is inherently an indi­

cator of the peak pulse in an arbitrarily 
long pulse train. This property can be 
useful, for example, in nuclear instru­
ments. In pulse-modulation systems, in 
addition to channel selection, the trans­
fluxor can convert pulse into amplitude 
information or convert randomly occur­
ring pulses into regularly spaced pulses. 
The control of automatic mechanisms by 
single command pulses, often a pre­
requisite for automation systems operated 
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from a central computer, may easily be 
obtained with transfluxors. 

These examples are cited to illustrate 
the variety of applications of the trans­
fluxor. 

M ultiaperture Transftuxors 

The 2-aperture transfluxor has been 
discussed in detail to illustrate the 
principles of operation and the general 
properties of the device in one of its 
simplest forms. The use of more than 
two apertures creates many new modes of 
flux transfer and broadens the kind and 
number of switching and storing func­
tions, making possible many novel 
applications. A few illustrative exam­
ples of multiaperture transfluxors are 
described in the following. 

A transfluxor with three apertures in a 
row, as shown in Fig. 15, can be operated 
as a 2-input sequential gate. An output 
is produced if the two inputs A and Bare 
applied to it in the order AB, and no 
output is produced if either input is miss­
ing or if the two inputs are applied in the 
order BA. The operation is illustrated 
by the symbolic diagrams, Figs. 15b, 
15c, and 15d. After a clear pulse the 
legs 2, 3, and 4 are saturated downward. 
The output flux path around the last 
aperture via legs 3 and 4 is blocked and 
neither the prime nor the drive pulse can 
produce any flux change. The flux 
path around the second aperture via legs 2 
and 3 is also blocked so that, the signal B 
cannot produce any flux change. How­
ever, the flux path around the first aper­
ture, via legs 1 and 2, is not blocked and 
the signal A can reverse the direction of 
flux in leg 2 by transfer of flux to leg 1. 
If A was present and leg 2 was reversed, 
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Fig. 18. Setting with a pulse of either polarity 

the flux path via legs 2 and 3 is unblocked, 
with the result that the occurrence of B 
can now reverse the flux of legs 2 and 3. 
This returns leg 2 to its original downward 
direction, reverses leg 3 and unblocks the 
flux path via legs 3 and 4. Conse­
quently the output flux path is now un­
blocked, and a succession of priming and 
driving pulses will produce an output for 
as long as desired. This 3-aperture 
transfluxor ~an also be operated with 
intermediate setting. The analogue in­
telligence can be carried by either signal 
A or B or both. 

The transfluxor with five apertures 
arranged in a flower-like pattern, Fig. 16, 
can be operated as a 4-input AND gate. 
The occurrence, in any order, of all four 
input signals A, B, C, and D is required 
to open the gate. The principle of opera­
tion depends upon the fact that the out­
put flux, via legs 1, 2, ~ and 4, around 
the central aperture can be blocked by 
anyone of the four legs and is unblocked 
only when the senses of flux saturation 
around the central hole in all legs are the 
same. There are two unblocked states 
corresponding to the two senses of flux 
rotation around the small aperture. In 
many applications it is convenient to use 
one leg as a reference, yielding a 3-input 
gate, and to eliminate one of these states. 

A third aperture added to the two of 
the transfluxor described earlier, in de­
tail, can eliminate any possibility of over­
setting. The four legs 1, 2, 3, and 4 of 
the transfluxor illustrated in Fig. 17 are 
of equal cross section. The amount of 
flux that can be set is limited by the 
width of leg 1 to precisely the amount 
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which leg 3 can accept. Therefore, when 
the setting pulse on leg 1 becomes larger 
than required to transfer flux to the first 
filled closer leg 3, no further flux is avail­
able for transfer to leg 4. In this 4-
legged translluxor, leg 2 is a dummy 
which remains always saturated in the 
same direction and provides the necessary 
return path for continuity of flux flow. 

A transfluxor which can be set by 
either polarity of setting pulse can be 
obtained by using four apertures, as 
shown in Fig. 18. It is apparent that 
either a positive or a negative set pulse 
will cause leg 5 to reverse its flux. For a 
positive set pulse this will occur with 
corresponding reversals of legs 2 and 4, 

and for a negative set pulse with reversals 
of legs 1 and 3. The output flux path 
via legs 5 and 6 is unblocked by the 
setting of leg 5. Blocking can also be of 
either polarity. 

Conclusion 

The transfluxor has the unique property 
of being able to control the transmission 
of electric power according to a stored 
level established by a setting pulse. In 
contrast to the magnetic amplifier in 
which the input command is not stored 
and must be present at all times, the 
transfluxor require~ only a single setting. 
In contrast to the conventional memory 

Bilateral Magnetic Selection Systems 

for Large-Scale Computers 

A. H. SEPAHBAN 

SELECTIVE writing of information on 
a chosen channel of a large memory 

system (e.g., a magnetic drum memory) 
and selective reading of information from 
one out of many such memory channels 

A. H. SEPAHBAN is with the Philco Corporation, 
Philadelphia, Pa. 

can be accomplished by use of a single 
2-way magnetic pyramid made solely of 
high quality magnetic saturable cores. A 
description is given of a working magnetic 
selection unit used in a large inventory 
control system with a few thousand 
magnetic drum channels. 

The Megacycle Ferractor 

T. H. BONN 

THE ferractor is a magnetic amplifier 
designed to replace vacuum tubes in 

digital computer pulse circuits. Opera­
tion at information rates as high as 21/2 
megacycles with moderate power gains 
and power levels has been achieved. 
This development represents an increase 
in the operating gain-bandwidth of mag­
netic amplifiers between one and two 
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orders of magnitude over ~hat has pre­
viously been reported. 

This large. step forward was due to a 
number of factors: 

1. Improved circuits. 
2. Improved methods of analysis of high­
frequency magnetic amplifiers. 
3. Improved magnetic materials and new 
developments in core construction. 

core, the transfluxor is not only capable of 
storing a given amount of set-in flux, 
but also is capable of furnishing on de­
mand, and for an indefinite length of 
time, an output according to the stored 
setting without affecting that setting in 
the least. In a sense, the translluxor 
combines the functions of a magnetic 
amplifier and a memory core. 

The multiaperture transfluxor core, 
made of square hysteresis-loop material, 
used at present for ring-shaped cores, 
is simple to manufacture. Like other 
magnetic elements it is a solid-state 
passive element which is rugged, stable 
in operation, and immune to permanent 
deterioration due to accidental overdriv­
ing of its associated circuits. 

For these reasons it is believed that 
there is a great future for the transfluxors 
described in this paper, and similar ones 
that can be made with artifices based on 
manipUlating the flux distribution in 
cores of square-loop-magnetic material 
having a number of apertures in various 
geometrical configurations. 
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Ferractors are readily adaptable to 
modular construction. In using them as 
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constructed with a minimum number of 
circuit types. All typical computer cir­
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nearing completion. This machine uses 
approximately 1,500 ferractors, 9,000 
germanium diodes, and several dozen 
transistors. Only a few vacuum tubes 
are used in the circuits which generate the 
carrier essential to the operation of the 
magnetic amplifier. The information 
rate of the machine is 660 kilocycles. 
This was chosen as a conservative figure 
for the first attempt at a large system. 

The basic circuit is the series magnetic 
amplifier in which the output circuit is 
fed from a low impedance source. This 
type of amplifier has the following ad~ 

vantages: 

1. Power is distributed from a constant­
voltage low-impedance pulse power supply 
instead of a constant-current high-imped­
ance power supply as heretofore used in 
magnetic circuits. It is much easier to gen­
erate and distribute high frequency pulse 
power at a low-impedance level than at a 
high-impedance level. 

2. Each amplifier performs the functions 
of pulse shaping and timing, in addition to 
power amplification. 

3. The zero output signal is easy to 
handle by straightforward amplitUde clip­
ping techniques. 

4. The circuits are simple and require a 
minimum of components. 

The analysis of the high frequency 
operation of magnetic amplifiers includes 
consideration of all core and circuit toler­
ances as well as the high frequency 
properties of magnetic materials and the 

associated diodes. In order that system 
reliability be realized a standard mini­
mum output signal from an amplifier 
with maximum load is assumed. The 
design is such that the minimum output 
signal which is obtained under worst 
operating conditions is sufficiently large 
to operate the intended circuits in the 
computer. The zero signal is effectively 
suppressed by the amplitude clipper 
referred to in the foregoing. Furthermore, 
the magnetic cores have the property of 
integrating the effects of signals applied 
to them. Therefore, they are not as 
sensitive to high frequency noise as other 
types of circuits. 

An exhaustive study of the character­
istics of all commercial magnetic ma­
terials and some specially made in the 
laboratory showed the superiority of 4-79 
molybdenum permalloy for magnetic 
amplifier applications. The analysis or the 
gain of magnetic amplifiers shows clearly 
the detrimental effect of space factor on 
magnetic amplifier gain. The gain goes 
down as the ratio of magnetic material cross 
section to air cross section in the amplifier 
output winding decreases. A realization 
of the importance of space factor led to 
the use of a stainless steel bobbin as a 
support for the magnetic material and 
wire. It is possible to fabricate stainless 
steel with much thinner walls than the 
ceramics which are customarily used as 
bobbins for magnetic amplifiers. Diffi-

Purpose and Application of the RCA 
BIZMAC System 

W. K. HALSTEAD J. W. LEAS 

THIS presentation before the 1956 
Western Joint Computer Conference 

is the first complete public presentation of 
the RCA (Radio Corporation of America) 
BIZMAC system. In November 1955, 
the system passed acceptance tests and 
was delivered in December to the Ord­
nance Tank-Automotive Command (OT­
AC) of the U. S. Army Ordnance Corps 
in Detroit, MiCh. 

This set of papers covers the system 
philosophy embodied in the equipment. 
It attempts to set forth the reasoning and 

J. N. MARSHALL E. E. MINETT 

planning behind the development of the 
data-handling equipment. 

The RCA BIZMAC system is an ac­
counting system in the broad sense that it 
aims to mechanize all the functions of 
record keeping, handling of data, calcula­
tion and decision, summarization, and 
prediction whiCh are the basic functions of 
industrial paper work. I t is a system de­
veloped to meet the requirements of such 
work, and not an attempt to apply an 
available component to the extent that it 
can be useful. The measure of its suc-
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culty is experienced in machining ce­
ramics to a thickness smaller than 0.015 
inch. As this thickness is approached 
the ceramic loses strength and becomes 
as fragile as an egg shell. On the other 
hand, stainless steel can be fabricated 
into bobbins with walls of thicknesses as 
small as 0.003 inCh. These bobbins 
have adequate strength if they are 
handled with care. 

A typical design of a core for the com­
puter referred to above has 13 wraps of 
l/8-mil 4-79 molybdenum permalloy 
tape, 1/32 inch wide, wound on a stain­
less steel bobbin, 0.1 inch diameter. The 
cores are machine wound and potted in 
hermetic seal headers. The headers are 
then mounted on printed circuit boards 
which also contain associated diodes and 
resistors. These printed circuit boards 
are plugged into the computer frame 
work. 

Laboratory experience with the com­
puter has shown the magnetic circuits to 
be very reliable. In low frequency 
applications magnetic amplifiers have 
been unsurpassed in reliability when prop­
erly designed and packaged. N ow that 
high speeds have been achieved with 
magnetic amplifiers, speeds that are com­
parable to those which can be obtained 
with any other available method of power 
amplification, the magnetic amplifier will 
find wide use in high -speed pulse handling 
systems. 

cess is cost reduction to its user. By mak­
ing a machine do routine "mental" work, it 
will help to free many people from tasks 
whiCh are dull and repetitious, to be 
available for more creative and challeng­
ing work. 

In the Ordnance application, the job to 
be performed is supply and stock control 
of tank and automotive parts. It is a 
task of some magnitUde. The system 
must be able to keep inventory records on 
250,000 items. Each item contains data 
of stock on hand at.a number of depots, 
shipments made, goods received, back 
orders, stock-leveling action taken, vari­
ous condition codes signifying such things 
as whether an item is new, or used, ear­
marked for overseas shipment, etc., as 

w. K. HALSTEAD, J. W. LEAS, J. N. MARSHALL, and 
E. E. MINETT are with the Radio Corporation of 
America, Camden, N. J. 
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Fig. 1. RCA BIZMAC system 

well as the stock number, noun descrip­
tion, and total national inventory. The 
average number of characters used to de­
scribe a stock item is 300, but in some 
cases runs as high as 1,500. Each day up 
to 65,000 transactions must be handled, 
the inventory corrected, the reordering 
and stock leveling action taken reported, 
action on special cases indicated, and a 
daily transaction record printed out. 
In fact up to 254,000 lines of printing 
must be put out each day. 

A business machine system which em­
ploys a serial file is particularly well 
adapted to cyclic operation. Therefore, 
routine operations tend to be handled in a 
cyclic manner. Yet in any business data­
processing task there are many times 
when data must be examined singly with- . 
out regard to the main procedure which 
may be in process. In data-processing 
systems where reference data are con­
tained in some sort of readable form, 
handling of the look-ups can be accom­
plished manually with relatively little 
cost. With the necessity to record data 

in an invisible form on magnetic tape in 
order to process them rapidly, the prob­
lem of handling look-ups must be faced. 
Obviously, duplicate files in readable 
form can be maintained. The cost of 
keeping such files up to date can soon out­
weigh their value. If, on the other hand, 
it is possible to interrogate a magnetic­
tape file, the look-ups which must be 
handled quickly and yet specifically can 
be accomplished. Without such means, 
look-ups can only be handled in a batch 
after accumulation, which, of course, de­
lays actions considerably. To cover the 
need for rapid random look-up, another 
special-purpose machine called the inter­
rogation unit was designed. In the Ord­
nance application this unit will perform 
some 100 demand look-ups in an 8~hour 
day. 

Now how these new machines and con­
cepts fit into the over-all data-processing 
system will be examined. This can per­
haps be done best by tracing the flow of 
data as it is processed through the RCA 
BIZMAC system. 

RCA BIZMAC Equipment 

In looking at the RCA BIZMAC input 
equipment, there are two basic types: 
manual and automatic. Manual input is 
through what is termed a tapewriter, 
which is a keyboard device producing 
punched paper tape and hard copy. A 
similar machine can be used to verify the 
input of the first one. This is called a 
tapewriter-verifier. The operation is 
similar to key verification of punched 
cards. Not only does the punched paper­
tape output from the tapewriter provide 
a ready means of verification, but it pro­
vides an economic means of transcription 
from readable data to magnetic tape. 
This is accomplished through the unit 
known as the paper-tape transcriber. 
It can actually transcribe the normal out­
put of about 35 tapewriters. The paper­
tape transcriber reads the code punched 
in the paper tape and directly records it 
on magnetic tape as the paper tape is 
punched in the RCA BIZMAC machine 
language. I t transcribes data at 200 
characters per second. To save key 
stroke operations, the intermessage space 
on the magnetic tape is introduced auto­
matically in the paper-tape transcriber 
rather than having this put on the paper 
tape by the tapewriter operator. 

Automatic input is handled through 
the unit called the card transcriber. It 
reads punched cards at the rate of 400 per 
minute, and has the ability not only to 
split columns and add more data prior to 
recording on magnetic tape, but also per­
mits rearrangements of data before re­
cording on magnetic tape. While this 
rearrangement can be accomplished by a 
computer pass, it is less costly to do this at 
the card transcriber by means of plug­
board connections. 

The data are recorded in machine lan­
guage on plastic-based magnetic tape. 
Each reel of tape is mounted at a tape 
station, and a pool of such equipment is 
called the tapefile. This is the reference 
and working file for the system. 

The data are recorded 125 characters to 
the inch on a 5/8-inch-wide tape, and the 
tape is run at 80 inches per second giving 
the rate of data transfer of 10,000 char­
acters per second. It may be of interest 
to point out that all data are recorded 
twice on the tape. Read-back of either 
recording will give satisfactory operation. 
This is accomplished by having 14 chan­
nels across the 5/8 inch width of the tape, 
thereb¥ recording each of the seven chan­
nels twice. No more electronics is re­
quired to accomplish this, as the seven 
pairs of head coils are joined immediately 
outside the magnetic head. The dupli-
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Fig. 2. Paper tape transcriber 

Fig. 3. Card transcriber 

cate recording is displaced half the width 
of the tape and 1/8 inch along the length 
of the tape. As only one or the other of 
the dual recordings need be read to ob­
tain satisfactory operation, dual recording 
is a very effective means of avoiding data 
loss due to any imperfection in the mag­
netic tape. 

As mentioned before, all tapes requiring 
frequent access are mounted on tape sta­
tions which can be electrically connected 
to other equipments. These trunk con­
nections are made remotely through a 
switching unit containing telephone-type 
relays. 

For reasons of flexibility and ability to 
alter schedules rapidly, the system central 
is manwillly controlled. With this flexi­
bility comes the necessity for accuracy 

Fig. 4. Computer 

Fig. 5. Sorter 

control. Consequently each setup of a 
trunk line connection, each instruction to 
a particular machine, is either machine­
checked or independently operator­
checked. The system central concept and 
design has been human engineered for 
more efficient and accurate operation. 

The RCA BIZMAC sorter will not be 
described in detail in this paper, and 
hence a few words of explanation may be 
appropriate. While it is called a sorter, 
actually its major use is in extracting by 
list or class, and merging. It actually is a 
wired program machine which has some 
13 separate modes of operation including 
a simultaneous merge, substitute, extract, 
and delete mode. This is the method 
used to update the reference file and to ex­
tract from it the active accounts for the 
next processing cycle. The sorting 
method used' builds up progressively 
longer strings of messages arranged in 
ordered sequence. It takes advantage of 
any inherent order in the list of messages 
to be sorted. 

In practice, business data often contain 
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much ordered data. Depending on its 
modes of operation, the sorter may have 
anywhere from two to six tapes connected 
to it. Once the appropriate tapes are 
connected to the sorter for sorting, the 
successive passes through the data on the 
tapes are accomplished automatically by 
the sort~r without system central inter­
vention. It is only when the sorting is 
completed and the data are recorded on 
the output tape that the system central 
switches that one tape to the next opera­
tion. I t is possible on the sorter to sort, 
merge, or extract on a criterion consisting 
of up to 32 characters in the first 50 char­
acters of the message. This criterion may 
be a composite one consisting of more than 
one data item. To give an idea of speed, 
assuming random order of messages, the 
sorter can sort 16, 000 lOa-character mes­
sages in approximately 90 minutes. It 
can merge 150 such messages into 16,000 
in 41/4 minutes. Similarly, it can extract 
the same number of messages in 41/4 
minutes. 

As can be seen, the sorter can relieve 
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Fig. 6. Tapefile 

Fig. 7. Operator-verifier console 

the computer of many of the data-shuf­
fling processes and, of course, perform 
these simultaneously with computer oper­
ations. The saving in elapsed time in the 
OT AC application is considerable. There 
are three sorters in the Ordnance installa­
tion to handle the required amount of 
data shuffling. 

The RCA BIZMAC computer is 
shown on the chart (Fig. 4) and will be 
discussed later in greater detail. One of 
the characteristics to point out at this , 
time is that up to five tapes may be con­
nected to the input of the computer, and 
up to ten tapes to the output of the com­
puter. When so connected through the 
system central, the use of these tapes is 
entirely under the control of the com­
puter, and no system central intervention 
is required until the computer is finished 
with the use of a tape. It is a binary-
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coded alphanumeric machine, handling 
data serially by character with a 3-ad­
dress program. The rate of computation 
is such that two decimal digits may be 
added in 40 microseconds. It has both a 
high-speed magnetic-core memory and 
auxiliary internal storage, primarily for 
program instructions. 

The interrogation unit can have any 
tape station within the tapefile connected 
to it, and any particular message re­
corded thereon can be extracted. To ac­
complish this, an operator connects the 
appropriate tape file from the control con­
sole of the interrogation unit by referring 
to an index. Incidentally, the interroga­
tion unit can prepare its own tape station 
index. Once the tape station is selected, 
the operator then types in the identifica­
tion of the particular data desired and 
presses the "interrogate" button. The 
tape is run and comparisons made until 
equality is obtained, at which time the 
data are read from the magnetic tape, 
and then are used to actuate the same 
tapewriter on which the operator typed 
the identification number. Provision is 
also made for printing the interrogation 
output at remote points. The over-all 
time for a complete interrogation aver­
ages approximately 4 minutes. 

Looking at the output side of the RCA 
BIZMAC system, two types of outputs 
are indicated. The first, the electro­
mechanical printer, is a multiple-wheel 
rotating-shaft printer which will print at 
the rate of 600 lines per minute up to 120 
characters per line. Editing for horizontal 
and vertical tabulation is accomplished at 

Fig. 8. Interrogation unit 

the printer and up to three carbon copies 
can be obtained. 

The other type of output provides 
means for translating data from magnetic 
tape into punched paper tape. The unit 
for accomplishing this is called the mag­
netic-tape transcriber. The paper tape is 
punched in the RCA BIZMAC machine­
language code. It can be fed into an out­
put device known as the document 
printer. Besides providing suitably tabu­
lated hard copy output, it can print both 
lower and upper case letters. In the par­
ticular application at the Ordnance Corps, 
this feature is used to provide copy for 
typesetting catalogues where upper and 
lower case letters are desired. In addi­
tion there is a 7-hole to 5-hole paper-tape 
converter known as the paper tape coder, 
which can transform the data into code 
suitable for teletype winter transmission 
or for input to tape-to-card converters. 

A final point is the important system 
consideration of accuracy control. Its 
implementation must be related to the 
accuracy requirements of business data 
processing. These, we believe, do not call 
for either the extreme of complete dupli­
cation of hardware or the opposite ex­
treme of complete dependence on pro­
grammed or procedural checks. Where 
uniform procedures of accuracy control 
can be applied repetitively, automatic 
hardware checks should be employed, con­
sistent with the cost of such hardware. 
Such hardware can usually save heavy 
programming and processing costs. On 
the other hand, where flexibility of check­
ing is desired to suit varying conditions, 
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programming and processing checks are 
usually best. The philosophy in the sys­
tem has been reflected in various ways, 
which will be covered in the four 
following papers. 

About 1,300,000 messages or 230,000,-
000 characters of reference information 
must be processed daily. An additional 
7,500,000 characters are handled to proc­
ess the day's transactions. Keeping up­
to-date information on all open orders: 
vendor's name, material ordered, shipping 
dates, destinations, performance against 
purchase orders, etc., calls for record 
keeping on 120,000 ordered messages. 

System Innovations 

To accomplish these mass data-han­
dling tasks, certain new concepts were in­
dicated. 

It was realized that there were several 
special characteristics in business data 
handling for which special system and 
equipment provision were then made. 

First of all it was realized that business 
data themselves were highly variable in 
content as well as length of data items. 
This can be an asset if handled in the 

~ right manner. If one makes provision in 
the recording of the data for actual length 
of data, rather than. maximum possible 
length, very significant savings are 
realized in length of magnetic tape used 
and processing time. This approach was 
pursued and the entire RCA BIZMAC 
system was planned to handle variable 
item and message lengths of data. (An 
item is a single piece of data such as a 
stock number of quantity. A message is 
all the information relating to a particular 
stock number or transaction.) In the 
Ordnance application, the ratio of maxi­
mum to average length of inventory mes­
sages is 5 to 1. Since a basic limitation on 
speed of data processing is the rate at 
which useful data can be read from-the 
file, the advantage of having data re­
corded in the compressed form indicated 
is obvious. With the same instantaneous 
rate of data flow, a fixed word organiza­
tion of data would require approximately 
five times as long to process as variable­
data-length organization. Similarly, the 
data compression has made it economi­
cally feasible, for the first time, to leave 
tapes mounted at their tape stations and 
to provide enough tape stations so that 
all tapes which are to be used regularly 
can be mounted simultaneously. The 
design of the tape station has been con­
siderably simplified and reduced in cost. 
For instance, one amplifier control unit 
can service up to five tape stations on a 
time-shared basis, and one power supply 

Fig. 9. Electro-
mechanical printer 

can handle seven amplifier control units. 
Leaving tapes at tape stations requires 

a form of switching to connect a tape sta­
tion first to one processing machine and 
then to another. This permits the im­
position of centralized control over the 
entire system operation. The switching 
unit and control consoles are called the 
system "central." In basic concept this 
is similar to a telephone exchange. Trunk 
connections can be made between any 
tape station and any operating equip­
ment. To handle a large flow of data, 
such as in the Ordnance application, this 
was found to be the only method to ac­
complish the task in the available time. 
There are over 1,000 trunk connections to 
be made daily. In addition, machine 
setups as required are made by the system 
central. 

Another important characteristic of 
business data processing is the relatively 
large amount of rearrangement of data 
that takes place. When data are recorded 
serially on magnetic tape, it is necessary 
to arrange these data in different ways for 
various parts of the job. For instance, 
inventory messages need to be extracted 
from a reference file according to a list of 
stock numbers, or according to a classifi­
cation such as new or used. The RCA 
BIZMAC system has termed these opera­
tions "extract by list" and "extract by 
class." Two message sequences need to 
be merged together, such as updated in­
ventory messages being merged into a 
master file, either together with the previ-
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ous data or replacing them. These opera­
tions are called "merge" and "merge­
substitute." Incoming transaction mes­
sages may require sequencing in an order 
different from the order in which they are 
transcribed into the system. This is 
known as sorting. These various opera­
tions must not only be performed rapidly, 
but they must be performed using varying 
criteria, i.e., sort on stock number, then 
on depot location. In the particular in­
ventory control job of the Ordnance 
Corps, this kind of data shuffling operation 
is approximately three times the amount 
of computational operations. While it is 
true that the various functions of sorting, 
extracting, and merging can be accom­
plished in most computers, these opera­
tions are not strictly computing. 

In order to handle these operations more 
efficiently, a special purpose machine has 
been designed which is called a sorter. 

System Flexibility 

The innovations in the RCA BIZMAC 
system bring to the large-scale data­
processing field a flexibility of operation 
which has not, heretofore been available. 
This ranges all the way from the detailed 
but important structure of information as 
it is recorded on tape, through a highly 
flexible programming system for the com­
puter, to the manner in which the system 
as a whole is operated from a centralloca­
tion. These subjects are described in 
detail in following papers (pp. 124-42). 
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Functional Organization of Data in the 

RCA BIZMAC System 

A. D. BEARD W. K. HALSTEAD J. F.PAGE 

BASIC to the data-handling pattern in 
the RCA (Radio Corporation of 

America) BIZMAC system is the highly 
flexible arrangement of data on magnetic 
tape. This arrangement was established 
after careful study of actual business 
data and processes to be handled by the 
system. It was found that business data 
have two major characteristics: 

(a). Various parts of the data composing a 
record differed from each other in their 
maximum length. 

(b). Each part of the data might vary from 
time to time from nothing up to the maxi­
mum length called for by the characteristics 
of the data. 

The usefulness of a business machine 
system in a given application ultimately 
can be expressed in terms of cost of per­
forming the job. The costs of entering 
information into the system, storing it, 
and retrieving the information represent 
important items in the over-all cost. 
Whatever can be done to reduce the num­
ber of manual key strokes at the input, to 
reduce the amount of magnetic tape used 
to store a given volume of information, 
and to reduce the time of passing through 
this information in processing will pro­
duce large dividends in holding down the 
cost of a job. 

Arrangement of Data on Tape 

Data in the RCA BIZMAC system are 
represented by binary-coded characters 
consisting of 7 bits each, 6 information 
bits plus a parity bit. Inclusion of the 
parity bit is one part of the RCA BIZ­
MAC accuracy control system. It is 
used as a means of insuring accuracy in 
the transfer of data. It is chosen to be a 
one or a zero so as to make an even num­
ber of binary ones in every character. 

Characters include the decimal digits, 
the letters of the alphabet, punctuation 
and certain other special marks, and a 
group of control symbols used in organ­
izing data in the system. The code as­
signments permit alphabetic, numeric or 
alphanumeric sorting. 

Data to be processed by the system 
are inscribed through one of several in-
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put devices and are recorded on magnetic 
tape mounted at tape stations. The 
7 bits of each character are recorded 
simultaneously onto 14 parallel channels 
on the tape. Each bit of the character 
is recorded on two separate channels pro­
viding an added increase in the reliability 
of the tape recording. 

Groups of one or more characters hav­
ing some particular significance, such as a 
numerical quantity, an alphabetic name, 
a stock number, etc., are called items. 
An item is always preceded by a control 
symbol called an item separator. 

All characters are recorded on tape, 
and read from tape serially so that the 
characters making up an item follow one 
another in sequence from the most signi­
ficant to the least significant. Char­
acter spacing on magnetic tape is 125 
characters per inch. The tape speed is 
80 inches per second, giving a data rate of 
10,000 characters per second. 

One or more related items are called a 
message in the RCA BIZMAC system. 
A message is delineated by always having 
a "start message" symbol as the first 
character and an "end message" symbol 
as the last character. Each message 
usually consists of a number of discrete 
items of information, some of which may 
or may not be present each time. Each 
of these items can vary in character 
length from one to some sensible max­
imum. The maximum for one item may 
be different from the maximum of an­
other. The use of item-separator sym­
bols allows the use of variable item 
lengths, but does not preclude the use of 
fixed item lengths. 

It is important to distinguish between 
two separate concepts included in the 
term "variable item length." First, 
this implies that different items of infor­
mation may have different maximum 
lengths. This may be referred to as the 
nonstandard maximum item length. 
Each item will have some maximum 
possible length. Secondly, variable item,.' 
length implies that each item of informa­
tion may have a varying number of char­
acters from zero (not present) up to this 
assigned maximum length in any particu­
lar message. 

The items of a message follow one 
another in sequence, each being pre-

ceded by an item-separator symbo1. In 
every message of a given type the nth item 
always has the identical connotation, 
e.g., date. Therefore, a count of the 
item-separator symbols, starting with 
the first which follows immediately after 
the start-message symbol, permits identi­
fication of the meaning of any item. 

If any particular item of information 
should not occur in certain messages, its 
item-separator symbol only is recorded 
on the tape in its proper sequence, ex­
cept that it too may be omitted if 
the items that follow it are missing also. 
In this case, the end-message symbol may 
follow immediately after the last active 
item. This avoids writing an unnecessary 
number of consecutive item-separator 
symbols at the end of a message. Thus, 
with such a system, a further gain is 
achieved by arranging the most fre­
quently used items at the front of the 
message. 

Fig. 1 illustrates the layout of a typical 
message on magnetic tape. The message 
consists of a start-message symbol, 
followed by an item-separator symbol, 
and the characters of the first item, the 
succeeding items (each preceded by an 
item-separator symbol) and an end­
message symbol in that order. 

It is frequently desired to read mes­
sages individually from magnetic tape 
and to record messages individually on 
tape, stopping for a period of time be­
tween messages. Therefore, sufficient 
blank tape must be provided between 
successive messages to allow stopping 
and starting the tape between messages 
without missing characters. The design 
of the tape station is such that 5/8 inch is 
adequate for this purpose. 

Fig. 2 illustrates the difference between 
systems which use either the fixed word. 
the nonstandard maximum, or the variable 
word used in the BIZMAC system. In 
the fixed-word system each word must be 
equa' in length to the maximum word ex­
pected to be processed. In the example, 
this is 12 digits. In the second example 
(nonstandard maximum) a saving of 
digits is realized by requiring each item or 
word of a message to be equal only to the 
maximum length expected for that par­
ticular word. In the example chosen this 
is seven digits. The variable word used 
in the BIZMAC system however, re­
quires only the meaningful digits for any 
item. 

Influence of Data Pattern on 
System Design 

I t should be clear from the preceding 
sections that the variable item and mes-
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sage length concepts lead to extraordinary 
savings in tape space, and hence in tape­
file processing time. In a large inventory­
control operation, ratios of maximum to 
average message lengths have been en­
countered which have exceeded 5 to 1. 
This ratio, in fact, applies to the main in­
ventory file composed of approximately 
250,000 messages. 

Obviously, these concepts of data pat­
tern influence the design of the data­
processing equipment. The special sym­
bols which indicate start message, end 
message, and item separator are used as 
sentinals to convey to the processing 
equipment the meaning of the accom­
panying information, and to control 
equipment action in accord with pre­
viously established programs or machine 
settings. In this sense, the special sym­
bols replace character counts so com­
monly used in fixed-word-Iength com­
puting systems. 

In the sorter, for instance, the selection 
of the sorting (or merging, or extracting) 
criterion is based on a recognition and 
counting of item-separator symbols, rather 
than characters, beginning with the item 
separator immediately following the start­
message symbols. (U nder certain cir­
cumstances, the criteri.on can be a part 
of an item, in which case it is necessary to 
count characters within the designated 
item to arrive at the start of the criterion.) 

In the computer, the high-speed 
memory is laid out on the basis of the 
maximum number of items in the in­
coming, and outgoing, messages, and of 
the maximum assigned character count 
for each item. Since that much memory 
must be available anyhow to handle the 
maximum-maximum case, fixed memory 
assignments are made, since they simplify 
programming and speed up processing. 

The computer "read-in" instruction 
has associated with it a series of addresses 
giving the starting (leftmost) positions in 
the memory for consecutive items on the 
input tape. In this manner, the com­
pressed information on the tape can be 
spread out to permit fixed-address pro­
gramming for the remainder of the com­
puter processing job. Since the series of 
read-in addresses does not have to be 
monotonic, the read-in process can be 
used simultaneously for editorial re­
arrangements, preparing for subsequent 
printing, for example. 

For the "write-out" operation, the re­
verse requirement exists, at least in those 
instances where a file or intermediate 
storage tape is created. In these in-

START/STOP 
SPACE 

o Item NumberoOnHand Alnounto---etc.> 

o A 23456781/ 0 0 421540 

Fig. 1. Organization of data on magnetic tape 

stances, it was found most expeditious to 
precede the write-out instruction by a 
"compress" instruction. This shifts all 
meaningful information close together in 
one area of the high-speed memory, elim­
inating all unnecessary space characters 
and, if so programmed, also suppressing 
all zeros which may have built up to the 
left of the most significant character in 
some results of arithmetic operations. 

Another peculiarity of the compression 
of information on tape is that left-justi­
fied and right-justified numbers are not 
readily distinguished from each other. 
An example of left-justified numbers ex­
ists in the Dewey Decimal System of book 
cataloguing where places of equal signi­
ficance are measured from the left end of 
the number. Alphabetic lists (telephone 
books) are also usually left justified. 
Right-justified numbers, typically, are 
dollars-and-cents amounts, or other in­
tegral' numbers in columns which are to 
be added. Few, if any right-justified 
alphabetic items exist in practice. 

In the computer, right justification be­
comes important in connection with 
arithmetic operations. All items are 
read left-justified from tape to high-speed 
memory, i.e. with the most significant 
digit immediately to the right of the 
item separator. Arithmetic operations, 
on the other hand, proceed from right to 
left, and the memory for the numerical 
items involved is addressed at the right­
most location, where the least significant 
digit would appear if the item were long 
enough to occupy all allocated memory 
positions. If the actual item is shorter, 
space characters appear in the remaining 
memory positions to the right. In 
carrying out an arithmetic operation, 
the computer skips over any such unused 
position, and then works with the numeri­
cally significant digits, automatically 
"lining up" the least significant digits of 
the two operands. Since the computer 
only works with the significant digits of a 
word, considerable savings in computer 
time are realized. This concept of 
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mation to and from mdgnetic tape 

variable operation time in the computer 
is discussed in a later paper (Bensky et at.). 

The foregoing examples show the ex­
tent to which the major equipments have 
been specially designed to accommodate 
the basic data organization. This was 
thought to be particularly important in 
connection with the computer. 

In some of the peripheral devices, com­
promises have been struck in favor of 
equipment simplification. In the electro­
mechanical printer, for instance, item­
separator symbols are used to cause 
horizontal tabulating of information in a 
line, but right justification of an item can 
be obtained only by previously inserting 
on the tape the required space symbols to 
the left of the numeric digits. This is 
done in the computer. Similarly, in the 
card transcriber, some unnecessary space 
symbols, derived from blank card col­
umns, are recorded on the magnetic tape. 

Although the system is designed to 
take full advantage of variable item and 
message lengths, with the restrictions de­
scribed above, this does not preclude the 
use of fixed lengths where convenient. 
The card transcriber for example, pro­
duces fixed item and message lengths, 
since data read from punched cards are 
arranged in fixed fields. After tran­
scription, this information may be read 
directly into the computer memory and 
compressed as desired. 

Summary 

In summary, the variable item and 
message lengths concepts lead to a highly 
efficient tape-storage system. 

Extremely significant savings in tape 
space and hence tape-file-processing time 
are achieved. The quantity of manual 
input operations is held to a minimum. 
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The RCA BIZMAC System Central 

J. L. OWINGS 

THE RCA BIZMAC system is a prod­
uct line of fully-integrated electronic 

data-processing machines, which has been 
designed to meet the large volume re­
quirements of commercial applications. 
A typical large installation may have 
about 200 separate RCA BIZMAC units. 
To operate such a large assemblage of ma­
chines, a means must be provided for 
integrating them into an operating unity 
and for controlling their operation at all 
times. For the RCA BIZMAC system 
the "system central" is the integrating ele­
ment and the focus of all operating ac­
tivity. 

The design of a system central was based 
on the concept of centralized control of all 
elements in the system. This concept is 
well known in other fields for obtaining 
optimum performance from assemblages 
of equipments and operators, and is well 
suited to the field of electronic data-proc­
essing machines. A review of the design 
of the system central that was provided 
for the RCA BIZMAC system which was 
supplied to the Ordnance Tank and 
Automotive Command (OTAC) will show 
how it is made and how it is used to con­
trol the operation of the system. 

The RCA BIZMAC Machines 

Before looking into the data-processing 
task itself, a knowledge of the function of 
the machines in the system and whaI 
system central has to do to operate them 
is necessary. Fig. 1 shows, the RCA 
BIZMAC equipments. They consist of 
input machines for transcribing data into 
the system, a magnetic-tape storage file 
for both long-term and short-term stor­
age of data in the system, processing 
machines for computing on and rear­
ranging data, output machines for trans­
cribing data from the system after proc­
essing, and auxiliary machines which ful­
fill special system functions. 

System Central Functions 

To transcribe data into the system it is 
necessary to select one of the input ma­
chines and one of the magnetic-tape-stor­
age units, connect them together, set up 
the input machine, and operate the two 
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machines. To reduce both operating and 
equipment costs, the tape units have been 
designed for automatic operation under 
the control of the data-processing machine 
to which they are connected. This is an 
important system feature, because it 
means that there need be no occasion for 
an operator to attend anyone of the tape 
stations during periods of normal opera­
tion. This considerably reduces the cost 
of operating an RCA BIZMAC system. 

To process data on one of the major 
machines in the system, it is necessary to 
select the proper kind of machine for the 
job and the particular tape stations which 
contain either the data to be processed 
or the reels of magnetic tape which will 
be used to carry the processed data to the 
next operation, connect the tape stations 
to the correct input and output trunks of 
the data-processing machine, instruct the 
machine, and proceed with the operation. 
During the operation it may be necessary 
to supply more than one reel of data (on 
magnetic tape) to one or several informa­
tion trunks of the machine. When one 
tape is exhausted, the major machine 
automatically initiates rewind of the tape 
and requests the next tape. I t is then 
necessary to select the proper tape sta­
tion from the storage file and the ma­
chine trunk which needs the tape, con­
nect the two, and continue with the opera­
tion. 

To transcribe data from the system it is 
necessary to select an output machine 
and the tape station which contains the 
data to be transcribed, connect the two, 
set up the output machine, and transcribe 
the data. 

These functions, i.e., selecting, con­
necting, instructing, and operating, are 
fundamental in the operation of an RCA 
BIZMAC system and, as such, must be 
provided in the design of system central. 
Another essential function is over-all con­
trol of the operation of the system. The 
principal areas for control which system 
central is responsible for are: the orderly 
execution of data-processing operations, 
the location of all data which are on mag­
netic tape, the setup and operation of all 
machines in the system, and the work 
which operators do. With th~se func­
tions in mind, a typical example of a par­
ticular job is given, and the resulting de­
sign of a system central is presented. 

The Task for System Central 

The task for the RCA BIZMAC system 
encompassed all the bookkeeping for the 
OTAC depot located at Detroit, Mich. 
This consisted of stock control, supply 
control, catalogue changes, cross-reference 
filing, etc., on some 250,000 catalogue 
items. The work load for the system in­
volved processing approximately 80,000 
transactions per day. This required 
about 100 machine operations and 1,000 
individual tape connections. To do this 
amount of work each day required a highly 
integrated and controlled system. 

First, the task must be stated. This 
is done without reference to any form of 
implementation. What must be ob­
tained from the system, what available 
data there are to work with, and what 
must be done with these data to get the 
desired results is determined. The next 
step is to determine how to do this with 
the RCA BIZMAC machines. This 
leads to a chart of the form shown in 
Fig. 2. Here the flow of data is shown in 
a general way and only machine types are 
referred to. However, before the job 
can be given to the system it must be 
reduced to much greater detail. In 
Fig. 3, a block diagram of the task in the 
form needed by system central is shown. 
Each block represents a single machine 
operation, and the lines which inter­
connect the blocks show the flow of data 
from trunk to trunk of each machine 
operation. This diagram is prepared 
by a planning group and shows all the 
data-processing operations which are to 
be done on one batch of input data. In 
addition to this chart, the planning group 
supplies system central with detailed in­
structions for all machine operations. 
These consist of data loads on the input 
and output of each machine operation, 
machine setup instructions for all opera­
tions, the approximate operating times 
for each machine operation, and the 
priorities and prerequisites among all 
operations. This information is supplied 
to the system central in the form of 
charts and decks of operation cards. 
An example of an operation card for the 
sorter is shown in Fig. 4. The operation 
number, machine type, and priority 
number are located on the card tab. The 
setup instructions for initiating the opera­
tion are located in the solid color area of 
the card. The connections needed to 
supply additional data to the machine 
during an operation are shown in the area 
titled "subruns." This card, when it 
has been filled out completely, contains all 
the information needed by the system 
operators to set up the system and do the 
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Fig. 1. The RCA BIZMAC electronic accounting system 

operation. When this card reaches sys­
tem central, it contains all the informa­
tion needed for operation except the num­
bers of the tape stations which will be 
connected to the machine trunks during 
the operation. 

As mentioned previously, data are 
processed through the system in batches. 
Each batch may be released to the system 
as soon as the detailed plans for operation 
have been completed. Therefore, there 
may be ~ore than one batch of data in 
process on the equipments at one time. 
Fig. 5 shows how, in a typical operating 
situation, cycles may overlap during 
normal system operation. Cycles are 
introduced into the system at irregular 
times. The time needed to complete a 
cycle is only roughly known at the outset 
and may be radically changed by unfore­
seen or unanticipated operating condi­
tions. This means that detailed schedul­
ing of the use of data-processing machines 
and tape stations is not practical or de­
sirable. The most desirable situation is 
to use 'the machines and tape stations 
when they are available, and control the 

order in which things are done instead of 
the time at which they are done. This 
then, is the situation which system central 
was designed to accomplish. 

The System Central 

Fig. 6 is a diagram of the system central 
which was designed for this system. This 
diagram shows system operation under 
control of system central. The lightning 
strokes show the system operator's con­
trol over both the operating team and 
the system machines. The broad arrows 
show the flow of operating instructions 
from the operating team into the system, 
and the feedback from the system to the 
operators. In addition to these operators 
there is another group of operators located 
at the various input and output machines 
which require manual setup and opera­
tion. The work of these operators is 
strictly controlled and co-ordinated with 
the activity in the system central control 
room through procedures and the use of 
the operation cards. 
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F.ig. 2. RCA BIZMAC OT AC acceptance 
test 

To assist the operators in performing 
the functions of selection, connection, 
instruction, and operation, system central 
contains a switching unit, an operation 
control unit, and a set of consoles and 
control panels for the operators. The 
switching unit consists of electromagnetic 
relays of a special design to provide relia­
ble operation for long periods of time. 
Fig. 7 is an example -of the kind of relay 
which was the basic element used in the 
switching unit to connect tape stations to 
machine trunks for operation. The opera­
tion control unit supplies the checking, 
lockout, transfer, and other functions 
needed to set up elements of the system 
for operation, guard the system against 
improper operating routines and operator 
mistakes, and return the monitoring in­
formation needed by the system opera­
tors. The consoles, as shown in Figs. 8 
through 10, provide the work space and 
control panels needed by the system 
central operators to perform their duties. 
These consoles were human-engineered 
to make operation simple and straight­
forward for the operators, and to be 
comfortable to work at for long periods 
of time. The operating functions of di­
rection, setup, and monitoring were 
separated and provided on separate con­
soles on the basis of the amount of op­
erating load which was required for each 
of these functions in this system. 

Human Engineering 

The system central provisions for select­
ing, connecting, instructing, and operat~ 
ing machines have"been reviewed. Now 
the provisions for controlling the proces-

121" 



D 

CARD 
TRANSCRIBER 

PAPER TAPE 
TRANSCIlIBER 

SPUrR 

C~ C<lMPUTfR 

V EL EC T RO-
MECHANICAL 

PRINTER 

~ 
MAGNETIC 

TAPE 
TRANSCRIB£R 

0 TAPE 
DUPLICATOR 

0 REFERENCE 
FILE 

sing of data and the operators who do the 
work should be reviewed. This area of 
system central design leaned heavily 
upon know-how in the field of human en­
gineering, because it was very important 
that the system be easy to operate and 
at the same time protected from mistakes 
which the operators might make. It is 
easy to see that a wrong connection, or a 
wrong machine setup, or an operation 
done out of order, might cause destruc­
tion of valuable data and great loss in 
time. To avoid these things, tight con­
trol was provided for all operator ac­
tivity. Fig. 11 shows the flow of operat­
ing instructions among the system opera­
tors, and the checks used to guard the 
system against operator mistakes. This 
is a closed-loop type of operation, and is 
based upon a scheduling technique which 
was developed specifically for this job. 
It permits the use of both data-processing 
machines and tape stations on essentially 
an availability basis, yet provides tight 
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Fig. 3. Consolidated flow chart-one cycle 

control over the flow of data through the 
system. It also permits the processing' 
of several batches of data through the 
system at the same time. 

Schedulers 

The schedulers receive, from the plan­
ning group, sets of detailed instructions 
for processing batches of data, and, from 
the operating group, both status indica­
tions on the progress of work already in 
process on the machines, and indications 
of tape stations which were available for 
handling new data. With this informa­
tion, they complete the preparation of 
operation cards for all the operators. 
To avoid the consequences of human error 
in doing this work, two schedulers are 
used. They 'work independently at fill­
ing out identical decks of operation 
cards and the correctness of their work 
is checked by the interim scheduler, who 
inspects completed cards for identity and 

rejects cards containing errors. This 
procedure, ~alled verification through 
independent duplication, is a powerful 
tool for checking the accuracy of opera­
tor performance. It enables the opera­
tors to work quickly at simple tasks and 
is quite effective for spotting errors made 
by either of the two people who do identi­
cal work. 

Interim Scheduler 

The interim scheduler controls the dis­
tribution of operation cards to all opera­
tors. He has to make sure that the sys­
tem is ready for each operation before he 
releases the cards. To do this he receives 
operation cards for completed operations 
from the operators and checks them off 
against a list of prerequisite operations. 
Each operation card has a list of pre­
requisite operations which must be com­
pleted before it can be released. This list 
is prepared by the planning group and 
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Fig. 4. Sorter operation card 

SYSTEM CENTRAL 

CONTROL ROOM 

forwarded to the control room as part of 
the operating instructions. The purpose 
of the list is to provide a routine pro­
cedure for controlling the order in which' 
operation cards are released to the opera­
tors, and thereby control the order of 
processing data through the system. 
When the cards are delivered to the sys­
tem operators, the system is ready to 
handle the data as soon as machines are 
free. The work described thus far re­
quires judgment and decision-making by 
the schedulers. In this system also, there 
is a considerable time lag between the re­
lease of operation cards and the actual 
setup and operation of the machines. 
This time lag is a very important factor 
in allowing enough time for judgment in 
filling out the cards, checking them, and 
determining when to release each card. 
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Fig. 5. Cycle overlap chart 

System Operators 

Fig. 6. System cen­
tral diagram 

The actual setup and operation of ma­
chines is done by the system operators. 
These people consist of a system operator 
who selects machines for operation and 
directs all operation, a monitor who 
keeps track of the progress of operations. 
in the system as well as the operating 
status of machines, two teams of operator· 
verifiers who set up machines and con­
nect tape stations to machines for opera­
tion, and a group of input, output, and 
auxiliary machine operators who set up 
and operate the machines which are not 
directly operated from the control room. 
All the operators work from operation 
cards. 

The monitor receives operation cards 
from the interim scheduler and checks to. 
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Fig. 7. Wire spring relay 

Fig. 8. System operator console 

make sure that the prerequisites have 
been met for each operation before he re­
leases the card to the system operator for 
action. This checking procedure, called 
double checking, is useful for finding 
errors in very simple tasks. It is not so 
effective as verification through independ­
ent duplication, but it is faster. 

The system operator receives cards 
from the monitor, selects machines for 
operation, and releases the setup to an 
available operator-verifier team. The 
selected operator-verifier team refers to 
its operation cards, and then each one 
proceeds independently to make identical 
setups on different consoles. The sys­
tem central operation-control unit checks 
the identity of the setups, rejects errors, 
and transfers correct setups to the ma­
chines in the system. This is another 
form of verification through independent 
duplication, only, this time, a machine is 
used to check the identity of the work 
of the operators. This not only checks 
the operator and verifier but also pro-
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Fig. 9. Monitor console 

Fig. 10. Operator-verifier console 

vides a second check on the identity of 
the work of the schedulers. When the 
setups are complete, the monitor checks 
his displays to make sure that the equip­
ment functions properly, then signals the 
system operator that the operation is 
ready to proceed. The system operator 
starts the machine and then goes on to 
other work. At times of peak activity 
in the system, the system operator has 
both operator-verifier teams busy making 
setups for different operations at the same 
time. 

The activities of the operators of the 
input, output, and auxiliary, machines 
are co-ordinated with the control room 
through the handling of the operation 
cards. The operation cards contain de-
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tailed instructions for machine setups, 
and each operator has to supply a written 
record of certain critical information with 
regard to how he did his work. This is 
checked by a floor supervisor before other 
dependent operations are permitted to go 
ahead. 

All these operating procedures de­
scribed were reduced to simple routine ac­
tions, and the procedures were made 
similar for all operations. This made 
them easy to learn, and easy to do. The 
operators at the consoles had very simple 
decisions to make, and could work fast to 
keep machines busy. The procedures 
used and equipment checks provided the 
necessary safeguards to protect the sys­
tem against the consequences of mistakes 
by both the schedulers and the operators_ 
Thus, human engineering provided the 
know-how for operating the equipments 
and controlling the processing of data 

through the system in a manner which 
was easy for operators to learn and do. 

Consoles 

The design of the consoles for the 
operators who work in the control room 
was an important factor in making the 
work easy for the operators and enabling 
them to work quickly and accurately. 
Fig. 12 is a dose-up view of the system _ 
operator's console. On the left side of the 
vertical section are status indications for 
the most heavily used machines in the 
system. On the right side of the same 
panel are control buttons for the more im­
portant machine functions. In the cen­
ter of the sloping panel is a register con­
trol for indicating the operation the sys­
tem operator wants to initiate, and for 
selecting the machines he wishes to do the 
work. On the right and left sides of the 
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fig. 15. Indined section of monitor console 

fig. 13. Operator-verifier control panels 

fig. 16. Paper tape transcriber before human engineering 

fig. 14. Ver~ical section of monitor console 

same panel are the team-control sec­
tions. The controls and indicators on 
these panels are arranged in the sequence 
for normal use, and follow the same design 
principles used in connection with the de­
sign of the control panels fur the input 
and output machines. 

Fig. 13 shows the control panels for the 
operator-verifier consoles. The vertical 
panel contains directions for action and 
registers for displaying the number of the 
operation card which is to be used for the 
machine setup. The sloping panel con­
tains the controls used for connecting tape 
stations to machines and for setting up 
the computers and sorters. The controls 
are arranged for sequential operation from 
left to right. Color is used to separate 
the function of tape connection from ma­
chine instruction, and indications are 
provided to tell the operator whether or 
not his work is in agreement with his 
partners'. A call button is provided for 

fig. 17. Paper 
tape transcriber after 
human engineering 

signaling the system operator if there are 
operating difficulties. To make the work 
at these consoles even easier, the opera­
tion cards were designed so that the in­
formation was displayed on the cards in 
the same arrangement as the controls on 
the console. (See Fig. 4.) 

Fig. 14 shows the vertical section of the 
monitor's console. This panel displays 
the operating status of each tape station 
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in the system. Fig. 15 shows the slop­
ing panel of the same console. This panel 
displays both the operating status of the 
sorters and computer, and the status of 
the data-processing operation which is in 
progress on each of these machines. 

The human engineering of the system 
was carried beyond the system central 
control room to include all those areas 
where operators work with machines and 
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must be directed and co-ordinated from 
the system central. This included the de­
sign of control panels for operating the 
input, output, and auxiliary machines in 
the system. A brief review of the results 
of this effort will show how human-engi­
neering principles lead to good equipment 
design. 

The controls and indicators needed for 
the operation and maintenance of each 
machine were first divided into two 
classes, i.e., operation and maintenance. 
Where possible, those needed for opera­
tion were grouped on an operating panel, 
and those needed for maintenance on a 
maintenance panel. 

The operating panel was made easily 
accessible to the operator and the main­
tenance panel accessible to the mainte­
nance man. On the operating panels, con­
trols were limited to a single design of 
push-button light which contains a light 
inside the button. This push-button light 
was specially designed for the RCA BIZ­
MAC system. Indicators were limited to 
three colors: green, amber, and red. 
Throughout the system, green generally 
means: go, the situation is normal, or, 
proceed with the operation. Amber in­
dicates normal operation-no operator 
action required. Red indicates trouble, 
an operating status which is not normal. 
The names of similar controls and indica­
tors were made the same on all control 
panels. Directness of meaning, common 
usage, and avoiding the use of abbrevia­
tions were important considerations in 
choosing names. N ames were chosen for 
controls to tell the operator what would 
happen when the control was activated. 
The indicator names tell the operator 
what has happened or what was happen­
ing. All control panels were designed with 
large readable letters and good contrast 
between letters and the background. 
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Careful attention was paid in the selection 
of material to avoid glare. 

The control panels for the input, out­
put, and auxiliary machines were all 
similar in design and laid out so that an 
operator could easily learn to operate any 
machine. The panels were divided into 
three sections. The section on the opera­
torts right contains all the controls and 
indicators which are used for normal 
operation and which are similar among 
all machines. The section on the opera­
tor's left contains all the controls and the 
indicators associated with abnormal or 
faulty operation. Wherever possible, the 
indicators for similar functions on the 
right and left side are opposite each other 
to make it easy to notice the cause of 
trouble. The center section of each panel 
contains the controls and indicators which 
are peculiar to the specific machine, or 
were placed in the center section to 
focus attention. 

The basic pattern for arranging the 
controls and indicators follows the simple 
sequence: (1) an indicator to indicate the 
requirement for operator activity, (2) a 
control to effect the required action (push 
button), and (3) a feedback (light inside 
the push button) to indicate the successful 
accomplishment of the act. Where possi­
ble, the controls and indicators were ar­
ranged in sequences from top to bottom or 
left to right, in the order of normal use, to 
guide the operator and provide simple 
habit patterns. This procedure makes 
machine operation simple, straightfor­
ward, and easy to learn. When followed 
on all machines in the system, each opera­
tor can easily learn to operate any ma­
chine. Operators are interchangeable. 
New operators can be quickly trained. 

An example of the control panel for the 
paper tape transcriber will illustrate some 
of the human-engineering design features 

which were mentioned. Two panels are 
shown for this machine to emphasize the 
value of styling, proper panel layout, and 
lettering. Fig. 16 shows the panel before 
human-engineering design. Fig. 17 shows 
the panel after the studies had been com­
pleted. The basic design shown in Fig. 17 
was used on all input, output, and auxil­
iary machines in the system. 

Summary 

To summarize what has been said, re­
turn to Fig. 6. The system central is the 
focus of all operating activity for an RCA 
BIZMAC system. Its design includes 
providing the means for selecting ma­
chines for data-processing tasks, and tape 
stations for working with these machines, 
for connecting tape stations to machines, 
for setting up machines for operation, for 
operating the system, and for controlling 
all the things which contribute to co­
ordinated and integrated system per­
formance. Human engineering played a 
large part in making the system easy to 
operate and providing the know-how to 
protect the system from the effects of 
operator mistakes. 

Through the use of the system central, 
the task of operating the system has been 
reduced to the point where a few operators 
located in a centralized control room can 
control the operation of about 200 ma­
chines, and rapidly process large quanti­
ties of data through complicated operat­
ing routines in a controlled and orderly 
fashion. This facility permits high utili­
zation of data-processing equipment, 
provides effective control over the 
accuracy and efficiency of all aspects of 
data processing, makes it easy to accom­
modate changes in requirements, and does 
this all for a low investment in provision 
for operation. 

Owings-The RCA BIZMAC System Central' 



Characteristics of the' RCA BIZMAC 
Computer 

A. D. BEARD 

D. L. NETTLETON 

THE RCA BIZMAC computer has been 
developed as a major element of the 

RCA BIZ MAC system which is primarily 
intended to handle cyclical accounting, 
such as inventory control, as employed 
at the Ordnance Tank and Automotive 
Command in Detroit, Mich. The com­
puter resulting from this development is 
a large-scale data-handling device of 
speed and versatility which economically 
fulfills the requirements of the system. 
The design also permits the computer to 
be used in areas other than cyclical ac­
counting; e.g., digital system simulation 
and statistical analysis. 

The RCA BIZMAC system philosophy 
dictates that the computer: 

1. Be capable of handling large amounts of 
alphanumeric data at high speeds. 

2. Be proficient in making complicated 
logical decisions. 

3. Possess facility in editing and organiz­
ing data. 

4. B~ moderately agile in arithmetic proc­
esses. 

5. Be able to process varia ble item and 
message lengths in order to work efficiently 
with the remainder of the system. 
6. Be competent in preparing data for 
specialized functions; e.g., sortin.g or dQCl1-

ment printing, although the computer need 
not be highly competent in these functions 
~rse. 

The RCA BIZMAC computer may be 
described as a large-scale serial 3-address 
stored-program digital machine. It has.a 
magnetic-core memory and employs mag­
netic tape as its basic medium for input 
and output. Certain specialized features 
which make it especially adept in cyclical 
accounting applications are: 

1. Completeiy variable word length in all 
internal operations. 

2. Highly flex-ible instrnction complement 
directed toward editing ,and organizing 
facility. 

3. A control philosophy which o£6ers ex­
treme operational flexibility and simplifies 
trouble shooting and maintenance. 

Description of the RCA BIZMAC 
ComtlUter 

Within this pa:p:er it is impossible to 
transmit .all :of the design features em-

L. S. BENSKY 

G. E. POORTE 

bodied in the computer. Hence this 
paper will describe briefly the organiza­
tion of the computer and emphasize some 
of the features which distinguish it from 
other machines. 

BASIC OUTLINE 

The RCA BIZMAC computer proc­
esses items, defined as a group of one or 
more characters having some particular 
significance; e.g., a numerical quantity, 
an alphabetic name, a stock number com­
posed of mixed letters and numbers, and 
messages, consisting of one or more re­
lated items, of completely variable 
length. Each alphanumeric item is 
handled on a character-by-character basis. 
Each character consists of six binary digits 
plus a parity digit. Instruction execu­
tion time is a function of the item length; 
for example, an addition of two lO-digit 
numbers consumes approximately 500 
microseconds, while the addition of two 
5-digit numbers consumes only 280 micro­
seconds. 

The machine employs a 3-address in­
struction code and possesses 22 distinct 
operations each of which has several vari­
ations. . Th.e principal input and output 
is thmugh magnetic tapes operating at 
10,DOO character·s per second. As many 
a'S l,5 individual tapes can be .connected 
to the computer at .one time. The mag­
netic-.core memory of the machine is 
comprised of two banks .of 2,(,)48 eharae­
ters each with 20 micmsecond-s access 
time, backed up by a 32,768-character 
auxiliary memory of .5 milliseconds aver­
age access time. The logic of tILe com­
puter is implemented by use of approxi­
mately 5,000 vacuum tubes and 18,000 
diodes. 

The block diagram is shown in Fig. 1. 
The A, B, and C counters are used to 
address the memory., A being associated 
with the left bank, B with the right bank, 
and C with either bank. Each memory 
location, ca:p.able.of storing one character, 
is individually addressable by these 
counters. 
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The program counter keeps track of the 
next program step to be executed and is 
used to locate groups of instructions to be 
transferred from the auxiliary memory 
into the high-speed memory. The pro­
gram subcounter functions as a conven­
tional program counter only for those in­
structions which have been stored in the 
magnetic-core memory, which will be re­
ferred to as the high-speed memory 
throughout the remainder of the paper. 
The memory registers, left and right, re­
ceive characters read to or from the 
memory and serve to supply the adder, 
symbol recognition, and the magnetic 
tapes with information. Symbol recog­
nition is used to determine the end of op­
erands, sign of operands, and similar func­
tions. The adder and converter work in 
excess-3 code and produce a checked re­
sult which is temporarily held in the adder 
output register prior to its transfer to the 
high-speed memory. The tape logic, in 
conjunction with the adder output regis­
ter, accepts characters arriving from tape 
at an asynchronous rate and transfers 
them to the high-speed memory. An ex­
planation of storage and flow of instruc­
tions and data follows. This will serve 
to illustrate more fully the functions of 
the blocks just described. 

INSTRUCTION STORAGE AND FLOW 

1 nstructions 

The 3-address instructions of the com­
puter are fabricated from the informa­
tion contained in eight RCA BIZMAC 
characters. The operation code is com­
posed of two characters, the first speci­
fying the basic instruction, the second 
specifying variations of the instruction. 
Twenty-two basic instructions are pro­
vided in the computer. However, the 
programmer by use of the variation code 
may exercise 0ptions on these basic in­
struct10llS, thus providing valuable p{'o­
gramming flexi'b1lity with consequent re­
ductions in computing time. Each of the 
three addresses consists of two characters 
whose 12 usable bits (the parity bits 
are used for checking only) permit the 
s.election .of one of the .4,0-96 .individual 
memory locations. Each address in gen­
eral specifies one of the limits of an item 
and may be selected by the programmer 
for optimum memory usage. 

Surge of Instructions 

The extensive program for a giv:en com­
puter run is economically stored in ·the 
auxiliary memory. However, in order to 
achieve a r.easonable average instruction 
access time, a relatively small ohain of 
instructions comprising that portion of 
the program in process is transferred from 
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the auxiliary memory and stored in the 
high-speed memory. This is referred to 
as a surge of instructions. When these 
instructions have been executed, an auto­
matic surge of the next group from the 
auxiliary memory into the high-speed 
memory occurs, The number of instruc­
tions surged is programmed in multiples 
of four up to a maximum of 64. 

Addressing of Instructions 

Instructions for transfer from the auxil­
iary memory are selected by the program 
counter which maintains the number of 
the instruction next to be executed. 
Transfer of control may be effected by 
setting this counter to an appropriate 
instruction number. Once a group of 
instructions has been transferred from the 
auxiliary to the high-speed memory, the 
program subcounter functions to address 
the high-speed memory TIuring the rapid 
read-out of instructions to the operation 
registers and the addressing counters. 
By 'programming, the contents of this 
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Fig. 1. Computer block diagram 

sub counter may be changed to effect a 
transfer of control to other instructions 
already contained in the high-speed mem­
ory storage. Another important function 
of the subcounter is to determine when the 
last instruction in the surge has been exe­
cuted, and thus initiate the next surge of 
instructions from the auxiliary memory. 

Staticizing of Instructions 

The initial st-ep prior to every instruc­
tion execution is to read out of the high­
speed memory the proper instruction and 
store it in the operation and variation reg­
isters and the A, B, and C counters. 
This will be referred to as "staticizing an 
instruction." During the read-out from 
the high-speed memory, both banks are 
addressed in parallel by the program sub­
counter. Four 20-microsecond cycles are 
required to staticize the instruction since 
two characters are read out simulta­
neously. When the staticizing has been 
completed, the program control signals 
for the execution of the instruction. 

.. 

I 8 I COUNTER 

I ADDRESS I 
HIGH SPEED • 

MEMORY RIGHT 
2048 CHARACTERS 

I MEMORY I REGISTER 
RIGHT , 

I SYMBOL I 
RECOGN ITiON 

DATA STORAGE AND FLOW 

Data enter the computer from magnetic 
tapes via trunks specified by the program. 
Characters from tape enter a I-character 
buffer and are then transferred to memory 
registers, left or right, and then to the 
high-speed memory. Under the control 
of the program, items are assigned indi­
vidually to various high-speed memory lo­
cations thus enabling the programmer to 
arrange the information as it enters the 
computer. 

Internal data may be transferred within 
a memory bank, from one bank to the 
other, or ~etween the high-speed and 
the auxiliary memories. All characters 
transferred internally or externally flow 
through the memory registers where they 
are checked for even parity, and special 
symbols are recognized. Data to be 
transferred are specified by indicating the 
address of one limit of an item and are 
terminated by either recognition of a 
control symbol or a specified limit. In 
arithmetic processes, data flow is from the 
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Fig. 2. Three levels of intelligence: operation level, status level, and time pulses 

ROOI 
R002 
R003 
R004 

RO 

IU 

Ie 

ITEM SEPARATOR 
HAS BEEN 
SENSED IN RO 

ITEM SEPARATOR 
HAS NOT BEEN 
SENSED IN RO 

Fig. 3. Status flow diagram of the transfer 
of data instruction 

memory through the memory registers to 
the adder, then to the adder-output 
register." From the adder-output regis­
ter data are returned directly to the mem­
ory. Data flow in the arithmetic proc­
esses is controlled by recognition of 
special symbols. 

Information is read out to magnetic 
tape from the memory through the mem­
ory register right and then to the trunk 
specified by the programmer. A return 
signal derived from the current passing 
through the tape recording heads is re­
turned to the memory register left and a 
comparison is made between the two 
memory registers to insure the correct 
receipt of information at the recording 
head. 

Computer Concepts 

The RCA BIZMAC system requires a 
computer that can. accept and generate 

Fig. 5. RCA 
BIZMAC computer 

magnetic tapes with variable item and 
message lengths. In order to conserve 
high-speed memory, and to minimize 
operating time, variable item lengths are 
used internally also. This leads to a 
machine of advanced design, embodying 
several original concepts. 

THREE LEVELS OF INTELLIGENCE 

Three levels of intelligence exist within 
the computer. First are the 22 individual 

Table I 

Status 
level Function 

ROOI . .. Read out first part of an instruction 
R002 .. . Read out second part of an instruction 
R003 . .. Read out third part of an instruction 
R004 . .. Read out fourth part of an instruction 
RO . .... Read from the memory 
ROM . .. Read out a multiplier digit 
RS . .... Read out and search for a significant 

character 
RI . ..... Read into the memory 
RIC . ... Read a special character into the 

memory 
RE . .... Obtain new instructions or data from 

auxiliary memory 
RD . .... Dummy cycle 
IC . ..... Instruction complete-prepare for next 

instruction 
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ADDEND 

• 
1004 1003 1002 1001 1000 

AUGEND 

6037 6036 6035 6034 6033 

Fig. 4. Arithmetic operands addressed re­
spectively at locations 1000 and 6033 

operations, some o{ which have several 
variations. Next are the twelve status 
levels which cause the machine to perform 
a simple function. These status levels, 
with a brief description of each, are found 
in Table r. 

Finally, there is a repetitive chain of 
eight time pulses which time the elemen­
tary operations during a status level. In 
general, control gates have at least these 
three levels of intelligence applied: an. 
operation, a status level, and a time pulse. 
Fig. 2 shows the time relationship be­
tween these three control levels. 

Most digital computers have the ability 
to select for subsequent execution one or 
two or more sequences of instructions. 
Not only does the RCA BIZMAC com­
puter possess this ability, but it also pos­
sesses the ability to select during the ex­
ecution of a given instruction the most 
productive sequence of status levels. This 
selection is made on the basis of the data 
upon which the computer is operating, 
and provides the means for eliminating 
nonproductive steps in data processing. 
Use of the status level concept also makes 
possible economic mechanization of in­
structions and variations thereof. 

135 



A simple transfer of data within the 
high-speed memory will be used to ex­
emplify the use of status levels. See Fig. 
3. First, status levels R001, R002, 
R003, and R004 are executed, thus 
staticizing the instruction. Then a se­
quence of RO and RI levels is executed to 
transfer successive characters of an item 
from one group of memory locations to 
another. After each RI a choice, based 
on the absence or presence of an item 
separator symbol, is made either to con­
tinue the sequence of RO through RI, or 
next to use status level IC denoting the 
end of the operation. In this way only 
the time necessary to transfer tb~ item in 
question, regardless of length, is used in 
instruction execution. 

V ARlABLE ITEM LENGTH 

The RCA BIZ MAC system employs 
variable message and item lengths on all 
tapes. The computer, which must accept 
and generate such tapes, uses variable 
item lengths internally also. This per­
mits optimum use of high-speed memory, 
and minimizes instruction execution times 
as well. 

In general, the computer operates only 
on those digits which are present in an 
item, terminating operations, when the 
lack of significant characters is recognized. 
If a single digit is present in a certain item 
location, the computer takes only the 
time to process that digit. If in that 
same location in the processing of a suc­
ceeding message, four digits are present, 
the computer will take the longer time 
necessary to process the four digits. 

A simple example involving the addi­
tion of two positive numbers will suffice to 
show the way in which the computer proc­
esses items of variable length. Assume 
that the operands have been placed in 
the high-speed memory as shown in Fig. 
4. In this example the addend has been 
assumed to have been addressed at high­
speed memory location 1000, and the 
augend at location 6033. These addresses 
are supplied by the addition instruc­
tion. In processing these operands the 
computer first examines, simultaneously, 
the characters in locations 1000 and 6033. 
Upon finding a space in 1000, the decision 
is made to continue the search for a digit. 
The existence of a digit in location 6033 
causes the digit, in this case a 2, to be 
stored in the memory register until the 
search for the least significant digit of the 
addend is completed. Once the least 
significant digits have been located, addi­
tion proceeds in a normal fashion until 
the end of the operands is sensed. In 
the case of the addend the terminating 
symbol is an item separator symbol while 
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in the augend a space serves to notify 
that digits have been exhausted. 

Thus, the concept of variable item 
length is instrumented not only in input 
devices and storage and work tapes but 
also within the, RCA BIZMAC com­
puter. Here, it permits a flexibility in 
the use of the memory, allowing maximum 
use of available locations together with a 
minimum operating time not set by some 
fixed word length or even by the possible 
maximum length of given items, but by 
the number of significant digits actually 
present in an item. 

INPUT-OUTPUT 

The RCA BIZMAC computer must be 
able to accept data from input tapes and 
to generate output in the form which is 
standard for the RCA BIZMAC system. 
Therefore, an input tape for use with a 
given program may contain items of vari­
able length, within a message of variable 
length, and the precise location in terms 
of the number of characters after the 
start of the message is not known. Since 
information is read from tape with the 
most significant digit first, the memory 
location which must necessarily be speci­
fied for each item is that of the item sep­
arator which precedes the most signifi­
cant character of that item. These mem­
ory locations are contained in a block of 
addresses that are stored in the auxiliary 
memory together with the program. 
These addresses are transferred to the 
tape control logic, an address at a time, 
as each item separator coming in from 
tape is sensed. Should an item be of less 
than the assigned length, spaces will re­
main in the memory to the right of the 
item. 

A compress instruction is therefore pro­
vided which removes all excess spaces to 
the right of an item in a specified assem­
blage of data prior to read-out. Hence, 
the RCA BIZMAC computer accepts 
messages in the most compact form, dis­
tributes these items in the memory in lo­
cations of nonstandard maximum length, 
and then compresses all items to be read 
out into the most compact form which is 
used on all tapes. 

EDITING 

Automatic editing of messages and 
items is a prominent feature of the RCA 
BIZMAC system. It is instrumented 
primarily by the computer. Automatic 
editing results in minimization of the com­
plexities of input transcription and out­
put printings, and helps maintain mag­
netic tapes of minimum lengths. Some 
provisions for editing messages and items 
are as follows: 

Read-In From Magnetic Tape 

Of the several means at the program­
mer's disposal for rearranging items of a 
message the most versatile is "random 
composition" during "read-in" from mag­
netic tape. By random composition the 
programmer may reorder all or some of 
the incoming items, and also leave blank 
areas for those items to be generated by 
computation if desired. Thus he may 
compose an output document or abstract 
a message intended for another device in 
the system; e.g., an output printer or a 
sorter. 

Computational Editing 

To some degree, editing is also accom­
plished by the computer during compu­
tation proper. Since a 3-address instruc­
tion code is used, arithmetic instructions 
can place items to conform with desired 
output message format. This method of 
editing must of necessity be restrained by 
computational programming demands. 
Transfer item and internal block transfer 
operations can also aid the editing proc­
ess. 

Write-Out to Magnetic Tape 

A third means for accomplishing editing 
is provided in the computer's flexible 
write-out-to-tape operation. Segments 
of a message may be gathered from sev­
eral areas of the computer high-speed 
memory and composed into one message 
on the output tape by using a combination 
of several of the variations on the write­
out operation. 

HIERARCHY OF MEMORIES 

To satisfy the RCA BIZMAC system 
requirements, large amounts of storage 
and fast processing of data are necessary. 
Since no one storage medium is available 
which has the' characteristics of fast 
access time and large storage capacity 
(108 to 1010 bits), the requirements must 
be met by the proper system integration 
of several types of storage media. These 
media include magnetic tape and magne­
tic cores. 

The bulk store of the system is the mag­
netic-tape file. The'data from tapes are 
read into the high-speed random-access 
core memory of the computer. Once 
within the memory, the data can be proc­
essed and manipulated at high speeds. 
The fast random-access feature of this 
memory is an underlying factor in the 
flexibility that the computer achieves. 
It is used to match the data rates of the­
tapes to the computer, it makes possible 
the random composition of items as they 
arrive from tape, it provides rapid access 
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to instructions and data, and it relieves 
the arithmetic unit from providing stor­
age and shifting registers. The auxil­
iary storage is a backup store for the core 
memory. It provides an economical means 
to store data and instructions thereby 
effectively increasing the internal mem­
ory capacity and achieving a compromise 
between cost and access time. 

EXTERNAL CONTROL 

The over-all system operating philos­
ophy is /hat of centralized control. Ap­
propriate remote indicators and controls 
from most of the equipments, including 
the computer, are provided at the sys­
tem central consoles. Control of the 
system is under the direction of a central­
ized team. To control the system effi­
ciently, and to minimize potential hu­
man operating errors, simplified controls 
and proper operating techniques have 
been designed. The computer itself has 
a console designed primarily for mainte­
nance and checking operations, and in­
cludes a wide variety of status indica­
tors, as well as the necessary controls to 
test properly and service the computer. 

Fig. 5 shows the RCA BIZMAC 
computer. 

ACCURACY CONTROL 

The system philosophy of centralized 
control with its concept of minimum 
human intervention makes automatic de-

tection and correction highly desirable. 
The problems involved in providing such 
a feature are many and complex. De­
tection circuits are necessary to insure re­
liable output. Once an error is detected, 
a correction must be made. The correc­
tion is a direct function of where the error 
occurred in the program, what caused it, 
whether it was a transient or permanent 
failure, etc. To simplify this complex 
problem, errors are classified in two gen­
eral groups. The first group includes 
errors resulting from a known permanent 
component failure or major malfunction 
of external equipment. The machine is 
stopped immediately and suitable main­
tenance is performed or replacement is 
made. The second group includes those 
errors that result from either transient or 
questionable permanent-component fail­
ure, or voltage transients. This group 
generally requires a rerun of a portion of 
the program to determine if a shutdown 
is required. All errors in this group are 
handled in the same manner. A com­
plete rerun of the transaction (computa­
tion) in process takes place automatically. 
The necessary clearing, backing up of 
tape, and other appropriate operations 
required are performed prior to the rerun. 
Programmed counters are provided to 
limit the number of reruns that can be 
performed. 

Examples of the type of error detection 
found in group one are as follows: 

Programming a V ariable-Word-Length 

Computer 

L. S. BENSKY T. M. HUREWITZ 

INVESTIGATION of commercial appli­
cations for electronic data-processing 

systems has revealed certain basic charac­
teristics. Very high volumes of input 
and output data are handled with a mod­
est amount of data calculation. Varia­
bility in data length, data occurrence, and 
in procedures for handling of these data is 
another major characteristic. 
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The manner in which the RCA 
BIZMAC computer handles variability in 
all of its aspects has provided a uniquely 
adaptable tool for commercial applica­
tions. The intermediate function of pre­
paring the computer for these applica­
tions, programming, is therefore unique 
in many respects. 

Working with clear and concise defini­
tions of commercial applications. the pro­
grammer is concerned with applying com­
puter flexibility in an optimum manner. 
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1. Magnetic tape moving forward when it 
should be moving in reverse, or vice versa. 

2. Magnetic tape circuits not operable. 

3. End of magnetic tape. 

4. The counter which addresses the high­
speed memory during instruction read-out 
is not cycling properly. 

Examples of error detection found in 
group two are as follows: 

1. P8rity failures. 

2. Adder comparator (arithmetic is per­
formed twice. The second addition is per­
formed using complemented operands and 
the results are then compared). 

3. Verify operation where data are com­
pared bit for bit. 

4. Arithmetic overflow. 

Conclusion 

The RCA BIZMAC computer is a 
major element of the RCA BIZMAC 
data-handling system. The several novel 
features which it incorporates permit it to 
fulfill its missions in data conversion, data 
editing, and data generation. It is de­
signed to operate upon variable item and 
message lengths in order that the system 
may maintain the economy in reduced 
tape lengths, and that the computer may 
achieve maximum useful data rates. 
Every attention has been given to make 
it a part of an integrated data-handling 
system. 

The variable-word-Iength computer per­
mits concentration of effort in applying 
flexibility to the handling of data. Pro­
gramming results may be measured in 
terms of effectiveness in computer-time 
and storage utilization, and accuracy con­
trol tempered by the availability of well­
defined problems and programming time. 

Efficiency in Program Composition 

One of the prime objectives in the 
writing of data-processing programs is 
minimization of the over-all computer 
time required to accomplish a specific task. 
In commercial applications, where the 
work load for the computer is essentially 
of a cyclic nature, significant cost reduc­
tions may be realized from effective equip­
ment utilization. These gains take the 
form of a smaller complement of equip­
ment, or the performance of more tasks 
with existing equipment. 
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It has previously been stated that com­
mercial applications are characterized by a 
high volume of input messages. Each 
of these messages is handled individually 
by the computer until all have been proc­
essed. Programs for such applications, 
then, are used in a repetitive fashion, with 
each cycle representing action taken on a 
single message. A shortening of the 
message cycle by only a few milliseconds 
will have a significant cumulative effect if 
the cycle is repeated many times. For 
example, 36 milliseconds cut from a 
cycle which is repeated 100,000 times 

, amounts to a total saving of 1 hour of 
computer time. 

A complete and well-organized defini­
tion of the problem is the starting point 
from which an efficient program can 
be obtained. Characteristics of data 
handled by the computer (as shown .on 
standard data sheets) directly affect the 
efficiency of programs. One outstanding 
example of this is the format of output 
messages to be printed. A good format 
will make maximum use of tabulating 
stops, thus reducing the programmed steps 
needed for line composition. The co­
lumnar alignment of items is another 
criterion of an output format which may 
be used to relate the problem definition to 
efficiency in the program. 

Messages entering the computer fre­
quently contain coded items which serve 
as the basis for decision-making. For 
example, a I-digit decimal code may be 
used to distinguish ten distinct types of 
transactions. In a computer where in­
struction modification is easily performed, 
the choice of values for such codes permits 
reduction of decision-making sequences of 
instructions. With latitude in establish­
ing such codes, it is possible to make each 
value correspond to an address in either 
the high -speed memory or the auxiliary 
memory. Decision-making would then 
consist of modifying a transfer of control 
(or other instruction) with the particular 
code value for each message. Other 
features which facilitate a reduction in the 
number of instructions executed, but not 
in the number provided, are consecutive­
ness, and ordering of codes by relative 
volume of appearance. 

From descriptions of input and output 
data, the statement of intermediate opera­
tions may also be examined for areas 
affecting efficiency in the program. Inas­
much as the majority of commercial pro­
grams are executed in a cyclic fashion, the 
establishment of volume figures assumes 
major importance in selecting operation 
sequences. Emphasis is placed on 
optimizing those operations which repre­
sent major streams of data flow. Con-
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versely, infrequently used sequences may 
be complex at small cost in over-all com­
puter time. 

Unique Characteristics of Variable­
Word-Length Programming 

INTRODUCTION 

It has been stated previously that two 
basic requirements necessary for the 
production of efficient programs are: (1) 
a knowledge of the problem; and (2) a 
knowledge of the equipment to be used 
in the solution of the problem. Some 
of the flexibility available to the program­
mer in the RCA BIZMAC computer is 
briefly described and illustrated in the 
remainder of this section. Utilization of 
the instructions is explained in terms of 
the application of the RCA BIZMAC 
equipment to business problems. 

A functional subdivision is made into 
the three broad categories: computer 
handling of programs, computational 
aspects, and editing of data. 

COMPUTER HANDLING OF PROGRAMS 

Programs for the RCA BIZMAC com­
puter are stored permanently on magnetic 
tape. The initial preparation of the 
magnetic tape is accomplished in exactly 
the same manner as the initial input of 
data to the system. That is, a 7-channel 
paper tape is first prepared and verified, 
followed by transcription to magnetic 
tape. The indexed programs are then 
stored in what may be called a magnetic­
tape program file. It is possible to store 
up to 2,500 different programs on a single 
reel of tape. 

Part of the initial setup of a computer 
operation consists of transferring the 
proper sequence of instructions from the 
magnetic-tape program file to the auxiliary 
memory. This is accomplished by a short 
routine which will search the tape for the 
desired program and make the transfer. 
Excluding tape search time, it takes 
approximately 1 minute to load the auxili­
ary memory completely. Programs that 
require less than the full capacity of the 
auxiliary memory take proportionately 
less insertion time. 

For most business applications, the 
entire program for a particular computer 
run will be loaded initially. In cases 
where many irregularities are to be 
handled automatically as part of one 
computer operation, those portions of the 
program used infrequently may be stored 
on magnetic tape. When necessary, 
these portions may be entered without 
any appreciable time delay. 

It is quite probable that some applica­
tions will require that the program be 

modified at regular intervals, that running 
control totals be maintained, that dates 
be changed, etc. In these cases, a new 
program tape may be prepared at the 
conclusion of a computer run. Undoubt­
edly, changes will be made in existing pro­
grams as systems and procedures are 
altered. Changes of this nature can be 
made through the use of special service 
routines designed for this1purpose. 

Instructions are "surged" from the 
auxiliary memory into the high-speed 
memory in groups (multiples of' four) of 
up to 64 instructions. The quantity of 
data transferred during a surge contrib­
utes to the time required to perform the 
surge function. There are cases where 
the large surges would be wasteful because 
only a few instructions are used before 
transferring control, and other cases where 
a part of the high-speed memory usually 
reserved for the storage of instructions is 
needed for data storage of temporary 
work area. It is clear that the ability to 
change the length of the surge automati­
cally during the running of a program is 
an extremely useful tool for minimizing 
running time. 

An excellent way to reduce program­
access time is to refrain from surging. 
This can be accomplished through effec­
tive use of the instructions and data that 
are· already stored in the high-speed 
memory, by transferring control to in­
structions that are stored in the memory, 
and by appropriate modification of in­
structions. 

Address modification, or the ability of 
a computer to operate on its own in­
structions in the same manner as it op­
erates on data, is an extremely important 
characteristic of efficient programming. 
It is useful where an identical sequence of 
instructions must be repeated in each 
case using operands stored in different 
memory locations. For example, it may 
be required to advance an address or series 
of addresses by a count of one pre­
ceding each cycle through a "loop." It 
may be required to advance or decrease 
an address by any constant amount. In 
any event, this can be accomplished 
through the use of the "binary add" or 
"binary subtract left-justified" instruc­
tions. 

As has been mentioned, the "binary 
add" instruction adds RCA BIZMAC 
characters according to their binary 
equivalents. For example, excluding 
parity bits, K + $ = (101010)2 + 
(000111)2 = (110001)2. Octally, this 
would be K + $ = (52)g >\- (07)g = (61)g. 
A bit is carried into the next addition cy­
cle if the sum of two characters is greater 
than (77)s. Both auxiliary and high-speed 
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AREA OF HIGH-SPEED •••••••• 
MEMORY CLEARED TO SPACE 

PRIOR TO READ-IN 

SAME AREA 
AFTER READ-IN 

memories are addressed octally in the 
program, and each address is expressed as 
four octal digits. Therefore, to advance 
an address by one, two, six, etc., it is 
necessary to store (0001)8, (0002)8, (0006)8, 
etc., in the high-speed memory. Each 
constant uses only three memory loca­
tions (including one for the item separa­
tor). In cases where unused instruction 
addresses are available for the storage of 
the constant, no additional high-speed 
memory locations are required. For 
decreasing an address by a constant 
amount, "binary subtract left-justified" is 
employed in the same manner as the 
"binary add" instruction. 

It is very convenient in many cases to 
generate the address instead of modifying 
an existing address. This can be accom­
plished quite simply by a "transfer of 
data" instruction to the surge area. 

One application for this technique is in 
pigeonhole sorting where the numbers to 
be sorted are converted to addresses 
which are then placed in a "transfer of 
data" instruction prior to its execution. 
The same technique saves considerable 
program-running time, instruction storage 
and programming effort, wh~n applied to 
problems involving the posting of amounts 
to one of a number of totals. For ex­
ample, in life insurance accounting it may 
be necessary to accumulate the' premium 
amounts received by state. The amounts 
need not be arranged in state order. A 
code indicating the state total to which 
each amount is to be posted may be asso­
ciated with each amount. If the program­
mer is free to establish the state code for 
internal processing, a 2-character code 
may be used that corresponds to the 
storage location of the state total. The 
code is now transferred to a single 
"decimal add" instruction (A and Cor B 
and C addresses). Thus, the posting is 
accomplished without the series of deci­
sions normally required for the accom­
plishment of similar tasks. Only three 
instructions are used, including the 
completion of the addition. If the code 

INFORMATION 
RECORDED ON 
MAGNETIC TAPE 

Fig. 1 (left). Status of 
high-speed memory 
locations allotted for 
an item with a maxi­
mum length of ten 

decimal digits 

is fixed by the procedural requirements it 
is often possible to establish a transforma­
tion procedure for conversion to memory 
addresses. 

In computer handling of programs, a 
major concern in the use of subroutines 
is the return to the main routine after 
execution of the subroutine. Calling in 
a particular subroutine is no problem since 
it may be stored at a fixed location on the 
auxiliary memory. However, since a 
particular subroutine may be required in 
several different parts of a program, the 
return to the main routine necessarily 
must be variable. The return to the 
main routine is handled in' the RCA 
BIZMAC computer by storing the address 
of the point of return in an unused portion 
of the high-speed memory prior to execut­
ing the subroutine. This is conveniently 
accomplished with the use of the "set up" 
instruction. The last instruction in the 
subroutine then must be a "refer" instruc­
tion which scans the high -speed memory 
address containing the point of return to 
the main routine. 

The procedure outlined in the foregoing 
serves as a convenient tool in the initial 
development of a program. It represents 
a scheme whereby a rather complex and 
lengthy programming task can be sub­
divided into a number of simpler tasks. 
These simpler tasks may be programmed 
and coded individually. Two unused 
memory locations are assigned to each 
routine. 

Each routine is terminated with a 
"refer" instruction which scans these 
locations. This assignment also serves 
to identify the particular routine. When 
each of these subroutines has been written, 
the program may begin with a series of 
"set up" instructions (one for each rou­
tine) in order to tie each of the parts to­
gether to form the whole program. 

This method is particularly efficient in 
those types of problems that require these 
subroutines to be related in a variety of 
ways, depending on certain decisions and 
conditions which are established only 
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AUGEND 

FIELD ALLOCATED FOR SUM 
(CLEAR PRIOR TO ADDITION) 

I 2 9 0 

LOCATION OF SIGN 
(SPACE--- PLUS) 

Fig. 2. Addition-operands justified left 

ADDEND 

AUGEND 

SUM 

1324_ 

Fig. 3. Addition-operands justified right 

during the running of the program. In 
these cases, the proper series of "set up" 
instructions must, follow the decision­
making portions of the program occurring 
within the main routine. Each "set up" 
instruction controls the "refer" action 
from one subroutine to the next. 

Computational Aspects 

An important and fundamental cop.­
cept of a variable-item-Iength computer 
is the complete flexibility available in the 
definition of items for a given problem. 

In an insurance company's billing 
operation, the policy holder's name and 
address may be defined as an item. One 
need only consider the names and ad­
dresses of a few friends to see that this 
particular item could range in length 
from less than 20 characters to more than 
100. On the other hand, to facilitate ar­
rangement of last names in alphabetical 
order, it may be desirable to define the last 
name as a separate item. Similarly, 
identifying information such as stock 
numbers or policy numbers, with their 
associated handling codes, maybehandled 
as one item. I t should be emphasized 
that item definition depends primarily on 
the meaning ~nd intended use of the in­
formation. 

Since the RCA BIZMAC computer is 
basically a serial machine and the high­
speed memory is used to perform the func­
tions of registers for the storage of all 
operands and results of arithmetic opera­
tions, the number of digits involved in 
arithmetic operations is unlimited. The 
use of multiple precision techniques in 
programming is wholly unnecessary. For 
example, to program the 'addition of two 
positive numbers of 100 decimal digits 
each requires one instruction that specifies 
the locations of the least significant digits 
for each of the operands and for the sum. 
This applies also in the event the numbers 
are each one decimal digit in length; or 
are of unequal length with no restriction 
on the degree of inequality. 
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SUM LOCATION PRIOR 
TO ADDITION 

I· 

Fig. 4. OverFlow in addition operation 

A 
(3 DECIMAL PLACES) 

B 
( 2 DECIMAL PLACES) 

1,,2 3 

Fig. 5. The computation of y = ax + b 
involving decimal points 

When considering the lengths of the 
various items to be processed in a particular 
computer run, it is necessary to determine 
the maximum number of digits that may 
occur in each item. Although this is not 
a requirement for magnetic-tape storage 
a field consisting of one or more memory 
locations must be established in the high­
speed memory for the storage of each 
item. This field must be capable of 
storing the longest of the items for which 
it was allotted. Thus, if an item is less 
than maximum length it will be read in to 
the memory as indicated by Fig. 1. In 
this case the item is said to be left-justified 
with reference to its field. 

If the item in Fig. 1 is to be added to a 
second item with a maximum length of 
five characters, it is necessary only to 
address the least significant locations of 
the fields containing the two operands in 
one "decimal add" instruction. No pro­
gram routine is required to locate the 
least significant digits of the items, 
no instruction to justify the items right 
is necessary, and no extraction of digits 
is needed prior to the addition. Accord­
ing to the logic of the RCA BIZMAC 
computer the characters are read out from 
each of the fields serially. The actual 
addition takes place only when two non­
space characters are recognized. This is 
illustrated in Fig. 2. 

Gains in programming facility are 
accompanied by the minimization of the 
time required for the computer to 
execute the addition. Time is minimized 
because the addition is performed on 
significant digits only, and the time 
required to search each location for the 
least significant decimal digit is only half 
that of the addition of each pair of digits. 

Let it be required to add the sum ob­
tained in the above illustration to another 
2-digit number where both operands are 
justified right. This operation is illus­
trated in Fig. ::L 
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MAGNETIC TAPE (INPUn 

AREAS IN HIGH-SPEED 
MEMORY 

Fig. 6. Compression of output data for 
maximum tape utilization 

WITHOUT 
VARIATIONS 

WITH ZERO SUPPRESSION 
AND LEFT JUSTIFICATION 
VARIATIONS 

Fig. 7. Illustration of zero suppression with 
left justification 

Spaces to the left of each of the operands 
add nothing to the sum. In the RCA 
BIZMAC computer, the addition opera­
tion ends on recognition of spaces or item 
separators to the left of both operands. 
Only those digits representing the sum 
are written into the field allocated, and 
the spaces to the left of the sum are those 
that were present prior to the addition. 
"Decimal subtract" and "multiply" are 
handled in a similar manner making 
optimum use of variable item lengths. 

The ability to multiply and accumulate 
(i.e., x = ab + c) with one instruction 
is incorporated in the RCA BIZMAC 
computer. This is accomplished by ad­
dressing the product (ab) to a location in 
which another item is stored (c). This 
particular feature evolves from the use 
of high-speed memory locations as partial­
product registers in the multiplication 
process. 

Although the number of digits occurring 
in the results of arithmetic operations is 
usually predictable, there may be certain 
instances, particularly in the case of some 
accumulated totals, where the capacities 
of the fields allotted for the results may be 
exceeded (see Fig. 4). In order to avoid 
such a possibility, a variation of the 
decimal arithmetic operations is provided 
to detect overflow. It will actuate an 
overflow alarm, indicating that a result 
has exceeded the capacity of its field. 

The handling of decimal points in the 
RCA BIZMAC computer can be con­
sidered neither floating-point nor fixed in 
the strict sense of these terms. It em­
ploys the advantage of both and might be 
termed "absolute variable." All arith­
metic operations treat the operands as 
whole numbers, and decimal points per se 

are entirely excluded from the operations. 
I t is the function of the programmer to 

determine the magnitudes of each operand, 
and by proper addressing, to insure that 
the correct results of operations involving 
decimal places are obtained. In most 
business applications, this is easily accom­
plished. In scientific computation this 
could be accomplished using well known 
floating-point tecnniques. The computa­
tion of y = ax + b involving decimal 
points is illustrated in Fig. 5 where" 1\ " 
indicates the theoretical location of the 
point. 

In business data processing there is a 
definite need for handling alphabetic in­
formation in a manner similar to numer­
ical data. This is illustrated quite vividly 
in the sorting of names into alphabetic 
order, and determination of the relative 
order of items such as stock numbers, 
policy numbers, etc., where the items 
consist of both alphabetic and numeric 
information. In addition, considerations 
relative to address modification (pre­
viously explained) require the inclusion of 
binary operations. 

The numbers and letters in the RCA 
BIZMAC code have been assigned binary 
codes such that the commonly accepted 
ordering (i.e., 0, 1, 2, ... , 9; A, B, C, ... , 
Z) corresponds to increasing numerical 
values of their binary equivalents. Thus, 
the ability to handle the characters of an 
item according to their true binary values 
implies the ability to determine the nor­
mal alphanumeric ordering of a pair of 
digits (e.g. 3A, CM, AB, etc.). 

To determine which of two items con­
taining combinations of alphanumeric 
characters is of larger magnitude, it is only 
necessary to subtract one from the other 
and examine the sign of the results. The 
"binary subtract" instruction is used. 
The test of the sign is accomplished with 
the "conditional transfer of control." 
Thus, a combination of only two instruc­
tions is sufficient to determine the relative 
magnitudes of two items regardless of 
lengths and alphanumeric composition. 

Editing of Data 

Consideration must be given to the form 
and content of data handled by the vari­
ous pieces of equipment comprising the 
system. Messages entering these equip­
ments must have proper control symbols, 
item ordering, and positioning to insure 
that output information is correctly 
produced. The process of adding, delet­
ing, and rearranging data within a message 
for subsequent operations is defined as 
editing. Most of the editing work is 
handled by the computer, since it is the 
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most flexible unit for data processing. 
Many of the problems in editing in­

coming data for the cO!1ilputer are handled 
by the "read-in" instruction. It was pre­
viously noted that items in an incoming 
message may be placed randomly in the 
high-speed memory under the direction 
of the program. Random composition on 
the read-in is used to store items in such 
a manner that subsequent data transfers 
are minimized. For example, arithmetic 
instructions require operands to be located 
in opposite banks of the high-speed 
memory. When two incoming items are 
to be added, they are initially placed in 
opposite banks by the read-in instruction. 
In the same way, items may be stored in 
correct order for writing out to tape. The 
best arrangement of the read-in is made by 
deciding how each incoming item is to be 
subsequently used. 

Items in a reference file which are not 
required for a particular computer opera­
tion may be discarded by the "read-in" 
instruction by addressing to a special dis­
card location. In some operations where 
long, consolidated reference file messages 
enter the computer for summarization or 
modification, several hundred high-speed 
memory locations and clearing operations 
for these locations may be saved. Item­
separator symbols which are required as 
control symbols for subsequent operations 
may be generated by providing item ad­
dresses in excess of input message require­
ments. Otherwise, these additional con­
trol symbols must be placed in the high­
speed memory as part of a special editing 
subroutine. 

Although it is possible to arrange the 
items of an input message in a form suit­
able for output, it is frequently the case 
that more than one arrangement is 
desired. This happens where several 
types of output documents and an up­
dated reference file are to be produced by 
the computer operation. Intelligent use 
of the rather potent transfer-of-data in­
struction is called for here. 

The amount of processing that can be 
accomplished during one computer opera­
tion is dependent to a large extent on the 
amount of storage that is available. This 
refers to the number of tapes that can be 
utilized as well as internal storage. In 
the RCA BIZMAC computer, as many as 
15 separate magnetic tapes can be con­
nected at the same time. Five of these 
are input tapes and ten are output tapes. 
The output tapes may be used in a read 
or a write status. This multiplicity of 
input and output tapes makes it possible 
to prepare many different output docu­
ments in a single computer operation, 
thus eliminating other machine interven-

tion between the computer and the high­
speed printer. 

Maximum tape utilization is obtained 
by using the "compress" instruction to 
eliminate nonessential space symbols from 
the data to be written out (see Fig. 6). 
Such space symbols represent the differ­
ence between the maximum number of 
locations allowed for items in the high­
speed memory, and the actual number of 
characters in the items. 

Composition of messages routed from 
computer to printer presents a somewhat 
different problem. Here, the emphasis is 
shifted to line and page composition. 
Left or right columnar alignment of items 
(justification), item ordering, and the 
insertion of control symbols are the ele­
ments to be considered in programming 
for a specific printed format. A require­
ment in business data processing, partic­
ularly with regard to output documents, 
is the suppression of excess zeros in 
numeric quantities. 

The suppression of zeros in the RCA 
BIZMAC computer is automatic and is 
included as a variation of the "decimal 
add" and "decimal subtract" instructions 
(see Fig. 7). Each item to be written out 
must be examined for its justification. 
If an item is left-justified (having the 
most significant character next to the 
item-separator symbol) and is to be 
printed with right justification, a "justify 
right" instruction must be executed. 
When items must be left-justified, an 
arithmetic operation using the justify 
left variation will provide the necessary 
shift. 

Evaluation of Variable-Word­
Length Programming 

In programming for commercial data­
processing problems, minimization of 
over-all computer time is the major 
criterion for evaluation. 

INSTRUCTION UTILIZATION 

The RCA BIZMAC computer provides 
a list of instructions specifically designed 
to handle variability in data and variabil­
ity in processing requirements. An illus­
tration of this versatility is furnished by 
considering the decimal arithmetic in­
structions. The foregoing text mentions 
in detail the following functions: 

1. Operands are located and results are 
stored by one instruction (A + B = C), 
eliminating the need for special registers. 

2. No shifting (justification) of operands 
is necessary since instructions opera te on 
significant characters only. 

3. There is no preparatory extraction of 
characters before operation. 
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4. The operations are algebraic and sign 
handling is automatic. 

5. Decimal points are program-handled in 
an absolute variable fashion. 

6. Automatic suppression of zeros may be 
included. 

7. Results may be automatically justified. 

In addition, the particular features of 
the computer which reduce instruction 
requirements for total data-processing 
functions are important to the program­
mer. For example, storage of the pro­
gram in the high-speed memory assists in 
the use of address modification tech­
niques which are an important require­
ment of commercial data-processing pro­
grams. Random composition of data 
entering the computer is another feature 
which makes possible more efficient com­
binations of instructions in subsequent 
data processing steps. 

Another category of instruction func­
tions is useful for purposes of data-proc­
essing economy outside of the computer 
operation proper. For example, use of 
the "compress" instruction is related 
specifically to tape-storage economies. 
It should be noted this also provides 
subsequent reduction of read-in time 
throughout the system. 

STORAGE UTILIZATION 

As mentioned previously, the use of 
variable and adjustable-field item lengths 
permits appreciable savings. Magnetic­
tape space is saved by putting on {he tape 
only these characters that actually ap­
pear in the input, thus reducing the length 
of tape necessary to hold a given piece 
of information. This implies a reduction 
in the number of reels of tape and con­
sequently fewer tape-handling devices 
required. It also results in saving of 
computer time since tape movement con­
sumes a large portion of the total time. 
(Savings up to 70 per cent over maximum 
field data storage are achieved.) Finally, 
a saving is achieved in the internal 
storage required by having to provide 
only sufficient storage for each item to 
accommodate the maximum length of 
that item, rather than having to provide 
the same maximum amount of storage 
for each item. In the former case, the 
storage required is merely the total of the 
maximum item lengths for all of the items 
to be handled, while in the latter the 
storage required would be the maximum 
required for the maximum length item 
multiplied by the number of items to be 
handled. 

The computer is designed to permit 
optimum use of internal storage facilities. 
The use of an auxiliary memory for the 
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storage of both data and instructions in 
any desired array, the variability of 
surge length, the unrestricted ability to 
transfer control within the high-speed 
memory, and finally the reduction in high­
speed memory work area requirements 
brought about by the ability to com­
pose output data randomly, exemplify the 
tools that are in the hands of the pro­
grammer to maintain an efficient balance 
between time and storage. 

ADAPTABILITY TO THE PROBLEM 

Throughout this paper, pertinent char­
acteristics of commercial data-processing 
problems have been mentioned when 
descriptions of functional and program­
ming features called for them. A review 
of these characteristics in retrospect com­
pletes the evaluation of variable-word-
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length programming by the RCA 
BIZMAC. 

Variability in data (size and occurrence) 
and in procedural requirements is 
handled by providing a list of instructions, 
and other computer characteristics, espe­
cially designedf or flexibility. This makes 
it possible to write very compact programs 
for handling business problems. Flexi­
bility in assignment of internal storage at 
several levels is the necessary corollary to 
the efficient programming of commercial 
data-processing problems. 

From detailed analyses of many types of 
commercial data-processing problems, it 
has been found that some categories of 
procedures are related to the end use of 
output\data. Of greater importance, con­
siderable similarity of procedures among 
apparently unrelated applications is evi­
dent. It turns out that these similar 

procedures are composed of basic opera­
tions which are identical in nature. This 
simplifies the programming task partic­
ularly where equipment functions are 
specifically designed to respond to problem 
data-characteristics. 

Detailed programming for many com­
mercial data-processing problems will 
furnish the final evaluation of variable­
word-length programming. It is certain 
that this expansive phase in the art of 
programming will be marked by further 
advances in programming techniques; 
these new techniques in turn will influence 
future equipment design. Such advances 
will be based on substantially improved 
knowledge of data characteristics, the 
standardization of routine business proc­
esses, and the acceptance of mathematical 
techniques as tools in scientific manage..; 
ment. 

Bensky, Hurewitz, Lane, Kranzley-Programming a Computer 
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