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MEMORIAL TO JOHN VON NEUMANN

The 1957 Western Joint Computer Conference herewith honors the memory of Dr. John
Von Neumann. One of the world’s greatest mathematicians in our age, Johnny, as we ad-
miringly called him, made many basic contributions to both the theory and practice of elec-
tronic digital computers. While we are sad when we think of the tragic loss from his early
death, we recall with much pleasure the brilliant and beautiful example which he set us in
his work. Let us emulate his humble behavior, his clear logic, and his deep penetration as we
carry on the important work on automatic computation.

Y



a

FOREWORD

For a number of years the East and West Coasts have been the setting for Joint Computer
Conferences, sponsored by the Institute of Radio Engineers, the American Institute of Elec-
trical Engineers, and the Association for Computing Machinery, where designers, users, and
other interested personnel exchange information on electronic computing equipment. As in
the past, a balance between analog and digital computing techniques is maintained. The
theme this year is K

“Techniques for Reliability.”
JornN L. BARNES
Conference Chairman



8 1957 WESTERN COMPUTER PROCEEDINGS

TABLE OF CONTENTS

Introductory RemMAarks. . .. ...ttt ettt e Edward P. Coleman
Keynote Address—Techniques for Reliability in Computers for Weapon Control... .......... ... ............ James M. Bridges
Computers with European ACCENtS. .. ...ttt ettt et e et e Arthur L. Samuel
Reliability from a System Point of View. . .. ...ttt e e e Alexander W. Boldyreff
Design of Experiments for Evaluating Reliability. .. ... ... i e John Hoffmann
Reliability and the Computer. .. ......cuuuii ittt it e Willis H. Ware
A Digital System SImMUIatOr. . . . ..ottt ettt e e e e William E. Smith
A New Input-Output Selection System for the Florida Automatic Computer (FLAC).................. ... ........ C. F. Summer
The IBM 650 RAMAC System Disk Storage Operation.............. .ottt David Royse
The IBM 650 RAMAC Inquiry Station Operation. .. ..........oiiiuii i e Henry A. Reitfort
An RCA High-Performance Tape-Transport System. .......... ... .oiiiiiniiiiiienn... .S. Baybick and R. E. Montijo, Jr.
A Medium-Speed Magnetic Core Memory . ... ..ottt e e Gabriel E. Valenty
Millimicrosecond Transistor Current Switching Techniques....... ... ... ........ ... ... ..H. S. Yourke and E. J. Slobodzinski
The Utilization of Domain-Wall Viscosity in Data-Handling Devices .. ......... ... ...t Vernon L. Newhouse
Reliability in Business Systerms. .. ...\ uut ettt et et ettt et e Herbert T. Glantz
On Prediction of System Performance from Information on Component Performance.......................... Joan R. Rosenblatt
Evaluation of Failure Data. ... ... . i e e e Herbert 1. Zagor
Accuracy Control Systems for Magnetic-Core Memories. . .......... ... ... ... . ... o A. Katz, A. G. Jones, and G. Rezek
Design of a Basic Computer Building Block. .. ...... ... .. ... .. .. .. .J. Alman, P. Phipps, and D. Wilson
Error Detection in Redundant Systems. . ....... ...ttt it S. Schuneider and D. H. Wagner
Analog Logarithmic and Antilogarithmic Circuits Using Switching Transistors. ............... ... ... ... A. J. Schiewe and K. Chen
High-Speed Digital-to-Analog Conversion by Integration of a Variable-Rate Pulse Train.................... ... ... A. Dean Glick
A Reliable Method of Drift Stabilization and Error Detection in Large-Scale Analog Computers.................. Everett E. Eddey
A New Method of Verifying Analog Computer Problems and Performances. . .............................. Willard C. Meilander
The Lincoln TX-2 Computer Development. .. . ... ... .. e e e Wesley A. Clark
A Functional Description of the Lincoln TX-2 Computer..... ... . J. M. Frankovich and H. P. Peterson
The Lincoln TX-2 Input-Output Systemml. ... ...ttt e et James W. Forgie
Memory Units in the Lincoln TX-2.................. ..o e Richard L. Best
Transistor Circuitry in the Lincoln T X 2. .. .. e e e Kenneth H. Olsen
Diagnostic Techniques Improve Reliability... ......... .. ... i i M. Grems, R. K. Smith, and W. Stadler
Error Detection and Error Correction in Real-Time Digital Computers.......... ... .. ... i . Anthony Ralston
The FORTRAN Automatic Coding System........... J. W. Backus, R. J. Beeber, S. Best, R. Goldberg, L. M. Haibt, H. L. Herrick,

........................................ R. A. Nelson, D. Sayre, P. B. Sheridan, H. Stern, I. Ziller, R. A. Hughes, and R. Nutt
The Interpretation and Attainment of Reliability in Industrial Data Systems. ..., Bruce K. Smith
Accuracy Control in the RCA Bizmac System........... ... ... oot o I Cohen, J. G. Smith, and A. M. Spielberg
Continuous Computer Operational Reliability. ... .. ... .. e i et Robert D. Briskman
Field Performance of a New Automatic Fault-Locating Means. .......... ... ..., J. F. Scully and L. P. Colangelo

The Variable Word and Record Length and the Combined Record Approach on Electronic Data-Processing Systems. . . Neal J. Dean
Empirical Explorations of the Logic Theory Machine: A Case Study in Heuristic. . ........ A. Newell, J. C. Shaw, and H. A. Simon
Programming the Logic Theory Machine. . ... ... ... . i A. Newell and J. C. Shaw

10
14
18
20
27
31
37
43
49
52
57
68
73
81
85
94
105
110
115
121
128
133

138

143
146
156
160
167
172
179

188
198
202
207
211
214
218
230



1957 WESTERN COMPUTER PROCEEDINGS 9

Introductory Remarks

EDWARD P.

WHAT does reliability mean? It is not strange to

find that the term “reliability” means many

things to many people. However, we hope to
illuminate a number of these meanings which relate to
the art, science, and industry of computing. Typical of
many definitions in use today is the following:

“Reliability is the probability of a system performing
its purpose adequately for the period of time in-
tended under the environmental conditions en-
countered.” '

In introducing the subject, one should speak briefly of
some of the past and present trends in reliability. First,
we mention the concept of improvement of reliability
by the detection of unreliability. In order to isolate,
examine, and improve reliability of a system, the reli-
ability engineer puts his best efforts on the unreliability
problem. He studies the failures in the system for it is
only through corrective action on failed elements in a
given system that significant improvement can be
made. This technique is an old problem to quality
control engineers, who have worked out many standard
procedures for detecting unreliability based upon the
Shewhart Control Chart and other fundamental con-
tributions of the last quarter of a century.

A second concept, which is almost an economic deriva-
tive of the first, is that of improvement of reliability by
the prevention of unreliability. Significant advances in
reliability procedures are being made today, many of
which have as their underlying principle the prevention
of unreliability before hardware is put into production.

The placement of emphasis on unreliability appears
to be a negative approach, which is standard practice in
quality control organizations and which uses this so-
called negative approach. In the quality control division
of manufacturing industries, parts may be classified as
“defective” or “nondefective.” At the end of any such
inspection, the number of defective parts are counted.
If the number of defective parts exceeds a predetermined
allowable number, the production process is halted, and

t Univ. of Calif., Los Angeles, Calif.

COLEMAN'{

it may not be resumed until the assignable cause for
defective products is found and removed. Thus, the
tradition in quality control of “detecting defects” and
“preventing defects” seems to have a continued lon-
gevity in modern reliability techniques.

This point suggests what might appear to be a para-
dox. As an organization approaches its objective of the
total prevention defects, it would appear to have less
and less work to do in the future and ultimately none at
all. This kind of thinking has manifested itself in indus-
trial organizations in many forms. It has caused some
quality administrators to not proceed first directly to
the most important reliability problems. Moreover, it
has caused some to attempt to build beautiful and
permanent procedures for processing unreliability in-
formation. One moment of reasoning will show that
reliability engineers are needed most where the going is
most difficult and where reliability is least predictable.
It goes against better nature to leave a beautiful, con-
sistent, and predictable process with little or no un-
reliability and proceed to one which is ugly, inconsistent,
and unpredictable; but this is the lot of the modern
reliability engineer.

There are many terms being used today in reliability
considerations. Let us list a few of these:

Physical Terms—Part, item, subassembly, assembly,
and system.

Merit Terms—The term reliability itself as applied to
general effectiveness of system. Reliability in sup-
porting equipment and in operations. Minimum
acceptable reliability and mean-time to failure.

Mathematical Terms—Risk, hypothesis, test, random
variable, probability, population parameter, sam-
ple, and statistic.

Acceptance and Control Terms—Quality characteristic,
rational subgroup, attributes, variables, process
average quality, sampling plan, sample size, and
operating characteristics function.

We first turn our attention to the fundamental con-
cepts of reliability and then to the various details of the
problem.

CRO=7D
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Keynote Address—Techniques for Reliability

in Computers for Weapon Control
JAMES M. BRIDGESt

HE RAPID advances made in computer develop-

il ments during the past few years have had a pro-

found effect upon the security and economy of the
country and upon all our lives. Today, the influence of
the high-speed, high-capacity computing machine is
being felt throughout our total society: in industry,
commerce, science, education, medicine, and in many
other areas of human existence and progress. The most
significant use of the computer, however, in this era of
international instability, is its vital role in maintaining
our national security.

Because of my association with the Department of
Defense, I am naturally most interested in those com-
puter applications which are of the greatest importance
to our defense. I wish I could discuss in detail all the
different ways in which various kinds of computing
machines are being used throughout the military organi-
zation. Since that would not be appropriate here, I am
going to limit my remarks to the types of computers
used for the dynamic control of weapons and weapons
systems.

Since the computer is now essential to the effective
performance of all modern weapons and weapons sys-
tems, it is obvious that a very high level of reliability is
essential. I can assure you that we in the Department of
Defense consider that the theme “Techniques for Re-
liability” is completely appropriate for this Joint Com-
puter Conference.

I shall begin my discussion by presenting a little more
detail on the widespread usage of computers in weapon
control, together with a few highlights of their develop-
mental history. Perhaps I should make it clear at this
point that I use the expression “weapons and weapons
system control” to include all computers involved in
direct control of weapons such as guns, missiles, tor-
pedoes, rockets, bombs, or aircraft and those involved
in such functions as tracking, threat evaluation, and
weapon assignment.

Although computing machines have received much
publicity over the past few years, I seriously doubt that
the vital role they have played in the development of
military weapons is generally appreciated.

It is probably not widely known that the fire of naval
and army artillery was being controlled with computing
devices even before World War I started. I doubt if
many appreciate the fact that the precision and capa-
bilities of these weapon control computers have ad-
vanced steadily since Hannibal Ford started develop-

1 Office of the Assistant Secretary of Defense, Washington, D. C.

ment of his first computer for naval fire control in 1915,
until today practically every offensive or defensive
weapon depends for its effective operation upon one or
more of these computing devices, some very simple and
others even more complex than the largest machines in
commercial use today.

On one end of the size-complexity scale is the tiny
computer that is packed into the nose of a medium-
caliber bullet to compute the point in space with respect
to an air target at which detonation should occur. On
the other end of this scale are the huge digital computers
in the ground environment of the air defense system,
which employ tens of thousands of electron tubes and
occupy thousands of square feet of floor space. Between
these two extremes of size and complexity are scores of
different kinds and sizes of computers, each performing
a specific function in the dynamic control of some
weapon or weapons system. Although the performance,
complexity, and packaging requirements of these many
types of control computers differ widely, the need for a
high degree of precision and operating reliability is
common to all.

Until very recently, all these diversified weapon con-
trol computers were of the analog type. Although much
development work has been done on digital weapon
control computers, to my knowledge there is no digital
weapon control computer in actual military service
operation.

Because the history of weapon control is truly the
history of analog computer development, it may be of
interest to review very briefly some of the development
highlights. As I mentioned before, the history of the
fire-control computer in this country started in 1915
when Hannibal Ford began to develop the first com-
puter to control naval surface-to-surface guns. His early
computers, known as “rangekeepers,” represented the
first application of precision analog techniques to the
solution of the gun fire-control problem.

At the conclusion of World War I, the need for con-
trol of surface guns against aircraft became apparent,
and Ford again pioneered with the development of the
first antiaircraft-gun fire-control system. This system,
completed in 1926, was designed to handle aircraft hav-
ing a maximum speed of 95 knots.

The computation in these early analog computers was
performed entirely with mechanical cams, differentials,
multipliers, component solvers, and integrators. With
the exception of the electrical contact-type servos, the
reliability of these mechanical analog computers was
controlled almost entirely by the mechanical designer
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and the people in the machine shop. Improvements in
the performance of these computers were obtained over
the years through a better mathematical understanding
of the dynamic fire-control problem and more precision
in the design and production of the various mechanical
components. In service, the reliability of these mechani-
cal computers was very good.

Just prior to World War II, a basic advance was
made in analog computer technology—the introduction
of the electrical-electronic computer. These computers
used electrical components such as shaped potentiome-
ters, electrical resolvers and synchros, and the servo-
mechanisms were electrically driven with vacuum-tube
amplifiers. This new concept resulted in the more rapid
solution of the fire-control problem and some reduction
in size, weight, and manufacturing cost. Unfortunately,
these computers were much less reliable than their
mechanical predecessors, primarily because of the poor
reliability of the amplifiers. The reasons for this are
clear now, although they were not at that time. The
problem was twofold. First, the amplifiers were de-
signed by engineers with little background of experience
in the design of electron-tube devices and, second, the
pressure of war and the rapid changes in requirements
did not permit redesign to improve reliability before
attempting production. Some of these computers, ex-
tremely promising in concept and basic performance,
never reached service use because their electronic ampli-
fiers were so unreliable. I might add that even more de-
velopmental failures in fire-control computers occurred
during World War II because of a reverse situation in
which experienced electronics companies tried to design
fire-control systems without the necessary background
in the basic fire-control problem. The lessons learned
were very expensive, but they helped to establish one
of the fundamental principles of the modern reliability
concept. We know now that to develop a satisfactory
and reliable military device requires a thorough under-
standing of the operational area involved as well as ex-
perience in the design techniques employed.

After the basic electrical analog principles were first
developed, improvements in analog computers for
weapon control came about largely through improved
reliability, reduced size, and increased precision of the
computing components and, most significantly, as a re-
sult of a more sophisticated and scientific understanding
and treatment of servomechanism design.

World War II and its forced-draft research and de-
velopment effort, together with the development of fire-
control radar and more advanced weapons, pushed com-
puter development forward rapidly. Before the war was
over, the control of guns, aircraft, bombs, torpedoes,
mines, rockets, and even guided missiles was being ac-
complished with the aid of analog computers.

Near the close of the war, a most significant weapon
control concept was developed—the integrated fire-
control system. Prior to this development, it was the
practice for military agencies to build up a fire-control

system from various pieces procured separately from
different companies. As the speed and maneuverability
of targets increased, with a corresponding increase in
the performance and complexity of a weapon control
system, it became necessary to develop the entire system
under one system engineering management. The inte-
grated weapon control system, now a more or less uni-
formly accepted concept, resulted in improved per-
formance and substantial savings in size and weight.
This principle of integrated system design must be given
careful consideration in all future weapon control
developments.

Between World War II and the beginning of the
Korean conflict in 1950, the Military Services embarked
upon a new era of weapon development generally based
upon the kind of war that might be fought in 1960.
Development programs which offered only marginal
improvement in performance over World War II de-
vices were discontinued, and emphasis in air defense
was placed on weapons capable of engaging targets of
near-sonic or supersonic velocity in mass saturation at-
tacks. Guns gave way to guided missiles; manual con-
trol of interceptor aircraft was considered obsolete and
the lethality of nuclear weapons was multiplied many
times over.

Requirements for computers for the dynamic control
of these new warfare concepts advanced rapidly, and a
new kind of computer emerged, one which had the
functions of keeping track of a multiplicity of targets,
evaluating their threat to certain defended areas, assign-
ing defensive weapons to individual targets and, in some
cases, controlling the weapons themselves. The success-
ful instrumentation of a computer to perform this com-
plex of operational functions indicated the desirability—
if not the necessity—of going to digital techniques.

This was the beginning of the era of “push-button
warfare,” and with it began a rapid transition in engi-
neering thinking from analog to digital computers for
weapon control. There was a lot of opposition to this on
the part of many knowledgeable people in the weapon
control field, both in the military and outside, most
strongly pressed by those involved in airborne weapon
control. It was argued that a digital computer of the
size and complexity of the then current general-purpose
machines could not possibly be condensed into a size
and weight that could go into any aircraft. Furthermore,
it was argued, even if by some miracle of engineering it
could be so compressed, such a machine would contain
so many vacuum tubes and other electronic components
that it would be completely unreliable in service. (I
might add that some of these thoughts are still prevalent
among military people.) However, with the promise of
more reliable computer components, such as semi-
conductors and magnetic devices, this opposition
gradually softened and a few visionary people through-
out the military departments initiated experimental de-
velopments of weapon control systems around digital
techniques.
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Looking at the weapon control picture today, I be-
lieve that the change to digital computing techniques is
desirable and inevitable. In view of the rapidly increas-
ing complexity of weapons of all kinds, I am convinced
that digital methods offer the greatest promise for solv-
ing the control problems. Furthermore, the state of the
electronic component art justifies the development of
digital devices for all new weapon control programs. I
believe that, in the future, analog weapon control will
play a minor role in the support of digital systems.

I doubt that it is fully appreciated in the weapon con-
trol field that the digital computer promises many ad-
vantages over the analog device in addition to its
greater performance capabilities. By the very nature of
its instrumentation, the digital computer has far
greater flexibility than an analog device; as a result, a
single basic computer design, with only minor modifica-
tions, can be applied to the solution of a number of
different weapon control problems. This capability has
very significant implications with regard to standardiza-
tion of design, which would result in economy of engi-
neering effort, improved reliability, and enhanced pro-
duction and logistic posture.

Another advantage that is of some significance in
these times of steadily increasing cost of national de-
fense is the fact that a digital computer is considerably
cheaper to manufacture and will require less skilled
labor. Also, the lead time to get a newly developed
digital computer into production should be much less
than for an analog device.

To substantiate these advantages, I have some com-
parative information on an airborne digital computer
which is now entering pilot production as a direct re-
placement for an analog computer in an existing
bombing-navigation system. It is estimated that the
quantity production cost of this digital computer will be
about 40 to 50 per cent less than that of the analog com-
puter it replaces. Capital equipment required for pro-
duction of the digital computer is expected to be reduced
by 70 per cent; the requirement for skilled manufactur-
ing labor should be reduced by almost 70 per cent, and
the lead time for new production is expected to be re-
duced by 60 to 70 per cent.

These many potential improvements in the digital
weapon control computer are very attractive. But there
is a matter of major concern to many military people
and systems engineers, which could seriously delay the
widespread application of digital computers in weapon
systems; that is the fear that system reliability may be
seriously decreased. The reliability of electronic devices
has not acquired a good reputation among military peo-
ple, and they know that digital computers are electronic
equipments.

I also share this concern, not because the reliability
of digital computers cannot be made as good as, or
better than, the best analog device now in service, but
because, in entering this new field of digital technology,
we may not fully use the knowledge of weapon control

systems engineering and equipment reliability which
has been developing in the electronics and weapons sys-
tem industry.

The relatively new field of digital computers has been
built up primarily around the requirements of the
general-purpose machine. As in any new and highly
specialized branch of engineering, there is a tendency
here that a tightly bound group of specialists may de-
velop, speaking its own language and tending to some
extent to break away from other branches of the elec-
tronics industry. This has the effect of decreasing the
interchange of technical experience—a potentially seri-
ous deterrent to both the reliability and systems per-
formance of digital computers in weapon control
systems.

As weapon and target capabilities have increased, the
basic weapon control problem has changed little. The
problem has become* more complex and the require-
ments for solution more exacting, but the fundamental
principles are the same. The only thing we are doing
differently with digital techniques is to solve an old
problem with new mechanization. We can waste a lot
of time and engineering resources in this inevitable
transition from analog to digital computing techniques
if we do not make maximum and continued use of the
weapon control know-how that has been built up in this
country over the past quarter of a century.

We can suffer even greater losses if the proven reli-
ability concepts and techniques established through
years of hard work and cooperative effort on the part
of industry and the military departments are not applied
to the fullest extent in the military digital-computer
field. After all, to obtain reliability, the techniques which
must be applied in design, test, manufacture, operation,
and maintenance are no different for a digital computer
than for any other military electronic device of com-
parable complexity. Unquestionably, such methods as
self-checking, which can be applied so readily to digital
computers, will greatly assist in service maintenance,
but they will not improve the operational reliability of
a weapon system such as a guided missile or a high-
performance interceptor aircraft.

With present techniques and components, I am con-
vinced that we can design digital weapon system com-
puters which will be more reliable than the best elec-
tronic equipment now in service. In a progress report on
reliability of military electronic equipment, given before
the Third National Symposium on Reliability and
Quality Control on January 14, 1957, I used data on a
digital bombing computer as an example of reliability
improvement made over the past year. This kind of
reliability can be achieved, however, only when the
basic design of a device is thoroughly engineered for
reliability and adequately tested before production is
initiated.

Many times in the past two years I have discussed the
basic steps in design, testing, production, procurement,
maintenance, and use that are required to obtain a
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highly reliable military electronic device. I need not
repeat these in detail here since they have been pub-
lished widely in the technical press. But I do want to
emphasize that the reliability of any electronic equip-
ment is critically dependent upon the design engineer.
If computer designers do not take into proper account
the engineering principles controlling reliability, which
are now well known, designs will very likely be unrelia-
ble in service, regardless of how sophisticated the logic
may be and in spite of anything that can be done in the
production line or by maintenance. Reliability can be
controlled in manufacture and it can be maintained in
service, but it can be established only by sound basic
engineering in design.

One of the most promising techniques for obtaining
reliability in digital computers appears to be the ex-
ploitation of their basic inherent flexibility to develop
standardized designs of system building blocks. The
basic geometry of many weapon control problems is
quite similar and can be solved by proper system group-
ing of similar computer elements. Such a standardized
design would make it unnecessary to develop a com-
pletely original computer for every new weapon system
project and would permit the use of standard computer
elements of proven reliability—reliability which could
be brought to a very high level through extensive
engineering, testing, reengineering, and continued pro-
duction.

It may be argued that such a philosophy would seri-
ously impede the advancement of digital computer tech-
nology. I do not agree. The real advance of digital com-
puters in the weapon control field is going to result from
more sophisticated weapon system engineering, ad-
vances in logic and improved component parts, not from
a continued redesign of circuits and packaging.

At any given time, the same component parts are
available to all computer designers—or, at least, they
should be. Once circuits and packaging techniques, de-
veloped around these components to perform a particu-
lar computer function, have demonstrated a high de-
gree of reliability, these circuits and packaging designs
should be standardized and used in all applications to
weapon control computers where an unacceptable com-
promise of weapon system performance would not re-
sult. Obviously, as new and improved components or
techniques become available, new standardized designs
should be developed around them. These designs, when
proved to be better than those already in existence,
should be adopted immediately.

In summarizing the advantages that can accrue to
the military users from a design standardization pro-
gram (some of which I have already mentioned), these
factors are significant. The amount of engineering effort,
cost and time required to develop a new weapon system
would be substantially lessened. Also, the cost of pro-
duction could be reduced because larger quantities of
similar items could be manufactured, thus permitting
the utilization of more economical manufacturing proc-

esses such as automatic assembly. Furthermore, the
lead time required to get a newly designed weapon con-
trol system into production would be shorter. Another
advantage to be gained from such a standardization
program would, of course, consist of improvements in
logistics, supply, and service maintenance.

I urge that those who are engaged in the development
of digital computers for military weapons systems give
careful consideration to this challenging problem of
establishing and maintaining design standardization in
this field. I can assure you that my office will make every
effort to assist in bringing such a standardization
philosophy into being as early as possible.

Another important need in connection with reliability
in weapon systems employing digital computers is for
increased emphasis on systems engineering. At present,
digital computers are being developed to work in weap-
ons systems in which other major system components
were designed to function with analog computers. The
input and output elements of these systems are analog
and must be converted to operate with a digital com-
puter. These conversions are costly in equipment com-
plexity and they penalize over-all system reliability.
Much more emphasis is needed on the development of
various weapon system elements specifically designed
to operate in a digital environment so that these costly
conversions will not be necessary.

The last technique for reliability that I will present
is simplicity. This, again, is a reliability axiom which is
not unique to the digital computer field—but I suspect
that it may be more difficult to achieve in this field than
in other areas of military electronics. By careful design
of logic and programming, much can be done to simplify
the computer instrumentation in a weapon control sys-
tem. We must have very careful systems engineering to
make certain that we have the simplest system possible
and that some of the solutions in the over-all weapon
control problem cannot be obtained satisfactorily with
less complexity and more reliability by using analog
techniques.

In summarizing I would like to present these pertinent
conclusions.

1) Because computers are vital to the operation of
every modern weapon and weapons system, an ex-
tremely high level of operational reliability in these de-
yices is absolutely mandatory.

2) The trend in weapon control is definitely toward
the digital computer, because of its greater flexibility
and higher accuracy and its advantages of lower cost,
better producibility, shorter lead time, and lower re-
quirements for skilled manufacturing labor.

3) The cooperative effort of the military departments
and industry must be directed toward the immediate
goal of standardizing the design of digital computer
functional building blocks for application to weapon
systems.

4) The successful use of digital techniques in weapon
control will depend to a large extent upon the applica-
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tion of combined experience in weapon control and
digital technology.

5) The techniques for obtaining reliability in a digital
computer are fundamentally the same as for any other
electronic equipment of similar complexity. The princi-
ples for obtaining reliability of military electronics
equipment through sound design, testing, and produc-
tion controls are now fairly well established and should
be applied to the fullest extent in new computer
designs.

6) Careful attention should be given to systems en-
gineering in the development of a weapon system em-
ploying digital computers to ensure that all system
components are designed so as to minimize conversion
of information between analog and digital forms.

7) Careful consideration should be given to logical de-
sign to obtain optimum simplicity of equipment design.
Analog techniques should be employed for mechanizing
functions where they are best for the purpose.

In closing, I would like to emphasize that they who
are working in this relatively new field of digital com-
puters have a great obligation in the defense of the
country.

Many of the computing devices which are being de-
signed are absolutely essential to military weapons and
weapons systems, and they will become progressively
more important as the capability and complexity of
these systems continue to advance.

Although the challenge of making these new devices
sufficiently reliable to be acceptable for military applica-
tions is great, there is a substantial background of
knowledge and experience in reliability engineering to
draw upon.

I see no reason why these new devices should not be
completely reliable as they first become available to the
using military services. If they are not, the future of
digital computers for the dynamic control of weapons
may be seriously affected.

Computers with European Accents
ARTHUR L. SAMUEL{}

humor but there is really nothing very funny

about some of the European computer develop-
ments which are offering competition to certain un-
named American firms that are trying to peddle their
wares in Europe. One of these competing computers,
known as the GAMMA 3, is manufactured in France by
an organization known as Compagnie des Machines
Bull. Compagnie Bull has some 350 of the GAMMA 3
machines in the field. It is primarily a plugboard ma-
chine with 64 single-address instructions and can be com-
pared in a general way with the IBM 604, although,
more strictly speaking, it occupies a position inter-
mediate between the 604 and the 650, particularly when
an 8000-word drum extension unt is attached. The in-
teresting features of this machine are not, however, the
size, speed, or relative cost, which after all are quite
comparable with American developments, but rather
the extensive use of techniques which have never found
wide acceptance in the United States. This refers
particularly to the use of electromagnetic delay lines as
storage elements, and a number of other techniques, the
use of which has enabled this moderately small organi-
zation to compete with organizations many times its
size. This is a virility which belies the all-too-prevalent
impression of French decadence.

&_S THIS is a luncheon talk, it should contain some

t Internat'l Business Machines Corp., Poughkeepsie, N. Y.

The same company has recently announced a com-
plete data processing system called the GAMMA 60
which includes a central processing unit with magnetic
corestorage. The peripheral equipment includes magnet-
ic drums, magnetic tape units, both card and paper tape
readers and punches, lined printers, etc., all under in-
ternal stored program control.

Professor F. C. Williams of Manchester University
has made many contributions to the computing art,
perhaps the most well-known being the cathode-ray -

.storage system to which his name is customarily at-

tached. He has gathered around him at the University a
small group of very competent men who have made and
are continuing to make substantial contributions. The
main location of the Ferranti Company happens to be in
Manchester, and, as one might expect, a cooperative
arrangement has developed in which Ferranti contributes
to the support of a computer project at the University.
It profits, in turn, by the developments made there, and
manufactures commercial computers embodying some
of the University’s developments. Several machines of a
first design, known as the MARK I, have been made and
are in operation at such diverse places as Toronto,
Canada, and Rome, Italy. This computer was followed
by the MARK I STAR, and more recently the Ferranti
Company has announced a new large-scale computer
known as the Ferranti MERCURY Computer. This is
a high-speed computer, using floating point, with a
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1024-word core memory, a 16,000-word drum, and 7
index registers and is quite comparable with the larger
machines made in this country. A weakness of this, as
well as of nearly all other European computers, is its
dependence on punched paper tape as the primary input
and output medium. This observation may, however,
be biased because no one in the United States appears
to have produced paper-tape equipment equivalent to
that manufactured by the Ferranti Company. Several
MERCURY machines are being constructed at the
present time. One of the first machines is to go to Man-
chester University. A second is to go to the Norwegian
Research Institute for Defense; a third will be installed
at a Computing Center now being planned for the
University of London, while Oxford University is get-
ting a fourth. Mr. Brian Pollard, who is in charge of this
activity at Ferranti, tells me that they have orders for
17. Altogether, there are some ten different industrial
concerns in Great Britain making computers and they
are reported to have orders for over 84 large computers
on their books at the present time.

During the same symposium, Mr. Bill Elliott covered
up a similar display of the letter “F” on the Ferranti
PEGASUS Computer, or FPC, by saying that it stood
for “Fast.” Incidentally, the letter “P” originally stood
for “Package.” This was later changed to PEGASUS
when the Ferranti Company waxed poetic and decided
to name all of their computers after stellar constella-
tions.

The Ferranti computer FPC I (to differentiate it from
the FPC 3, a commercial version) is an amazingly fast
computer in terms of its ability to get work done, al-
though it is basically a small, fairly low-speed machine.
These computers are currently being produced; 30 are
on order, 2 have been delivered to customers, and one
has been installed in a company-operated Computing
Center at 21 Portland Place in London. )

Most of the computers of Europe are binary rather
than decimal. For example, the Swedish Board for Com-
puting Machinery, after first building a relay computer
called the BARK, later designed and built an electronic
machine called the BESK. As originally built, the BESK
was a 40-bit, parallel, asynchronous computer using
Williams tube storage; in concept, very much like the
Princeton machine.

However, here the resemblance ends. The construc-
tion details, the exact circuitry, and all the many dif-
ferent features which give a machine its character were
distinctly original. Some of the more original features of
this machine are the use of a dielectric paper tape reader
which operates at 400 characters a second, and an un-
usual record for economy in the use of vacuum tubes to
achieve the desired results with, of course, an astound-
ing record for reliability. They quote figures like 85 per
cent good time on a three-shift basis.

For years the Swedish Board for Computing Machin-
ery has been living on year-by-year appropriations, not
unlike the situation confronting certain government-

supported activities in this country. Possibly for this
reason the situation became critical roughly a year ago
and almost the entire engineering staff left in a body and
joined an industrial organization known as Atvidabergs
Industries. Dr. Havermark tells me that the present
staff consists of 35 members, these being 13 mathema-
ticians, 11 engineers for running and maintenance, 3
keypunch operators, and 8 employees for general ad-

ministration. This group at Atvidabergs is now busily

engaged in building a copy of the BESK to be called the
FACIT which will form the nucleus of a second com-
puter center in Sweden. This machine is an exact copy
and, consequently, incorporates all of the improvements
which have been made to the original BESK in the last
three years, such as the use of a 1024-word magnetic
core memory. In addition to this work at Atvidabergs,
the BESK is being copied elsewhere in Sweden and in
several different places in Europe. The Svenska Aero-
plan AB, known as the SAAB, had, prior to the trouble
at the Board, arranged to build a copy for their own
use to be called SARA. Another, to be known as the
SMIL is under construction at the University of Lund,
although this is a stripped down version without core
storage.

The Danish Academy for Technical Science is plan-
ning a copy of the BESK for their Institute of Comput-
ing Machinery, which is to be called the DASK. The
Board for Mathematical Machines of the Royal Nor-
wegian Council for Scientific and Industrial Research
has also been considering a BESK to supplement the
small magnetic drum computer called the NUSSE
which was completed in 1953. However, the most recent
information seems to indicate that the Norwegian
Defense Research Institute is purchasing a Ferranti
MERCURY and this may obviate the need for a BESK.

Over-all developments in Europe are following an
amazingly similar course to that pursued in the United
States, with some striking differences in timing. Many
of the earlier machines were built by schools, others by
government laboratories—perhaps rather more in pro-
portion than here—and very few by industry. These
machines were all plagued by difficulties of completion
similar to those experienced in the United States. Re-
cently, industrial concerns have been entering the field
in Europe so that there are appearing a number, or are
shortly to appear a surprisingly large number, of dif-
ferent machines, some of which are decimal.

Elliott Brothers in Great Britain had early exploited
the possibilities of using nickel delay lines for storage
and had built a computer known as the NICHOLAS
using these lines. As a result of this work, this company
was commissioned by the NRDC (the National Re-
search Development Corporation) to build a small
computer. This computer, known as the 401, was unique
at the time, for its use of a limited number of differently
designed package units. After making three copies of
the 401, the Elliott organization has gone ahead with a
more pretentious design for commercial applications
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which is now being marketed as the 405 series of ma-
chines and for which there are said to be a dozen orders.

Having successfully launched the PEGASUS and the
405, the NRDC is now turning its attention to com-
mercial data processing assemblies, with the word
“assembly” used advisedly.

It has contracted elsewhere for the desigii of an all-
transistor-driven core logic and core-store data proc-
essing assembly in which the main feature will be a
marshalling yard for information external to the com-
puter. The strategic object of this will be to provide a
device to which a number of independent keyboard op-
erators can send information in an uncorrelated fashion.
This is still in an early stage.

The main preoccupation of the Manchester Univer-
sity group at present is with the input-output facilities
of the computer which, as I have indicated, follow
European rather than American practice. For example,
the Manchester Group has found that a fair proportion
of the results printed by their MARK I computer had
to be subsequently plotted. They are, therefore, building
a cathode-ray plotter which is 80 per cent completed.
This plotter uses a 9-inch tube for visual observation
and a second tube to be photographed by an automatic
camera. Each coordinate of the beam is specified by the
least significant 8 digits of a 10-bit word, thus providing
a 256 X256 array of dots which may be used.

Not content with this unit only, they are also build-
ing a roughly 10-inch square electroluminescent matrix
panel which will plot an array of 512X 512 points using
the power law voltage characteristic of the phosphor to
provide the discrimination. They hope to use direct
contact photography for recording.

For high-speed numerical output, they are building
magnetic tape units which operate at a maximum rate
of 1000 characters a second, each character consisting
of five binary digits. The magnetic head actually con-
sists of two heads, one for writing and one for reading,
separated by 20 mils, the read head being of the static
reading variety. Characters are recorded on the tape at a
fixed packing density of 50 per inch independent of the
tape speed.

Using this same magnetic reading head, they are also
constructing a tape editing unit entirely transistorized,
with an input power of less than 10 watts, which can be
used at teleprinter speeds of approximately 6.7 charac-
ters per second.

Turning to storage devices, the Manchester group has
obtained a magnetic tape drive unit built by the Pye
Company which drives the tape in either direction at a
maximum speed of 100 inches a second. They intend to
use addressed records, each containing 1280 digits, with
the records sequentially addressed and provisions being
made to exclude automatically imperfect regions of the
tape.

This group is also turning to evaporated ferromagnet-
ic ﬁlm&s as a storage medium and they have built an

evaporation unit which has all necessary facilities for
rotating large substrates at elevated temperatures, etc.

The Manchester group attaches a great deal of im-
portance to its autocoding system which they expect
will virtually replace direct coding at a maximum ex-
pense for the worst possible case of a factor of 2 in
computational speed. They have written a translation
program which they liken to the IBM FORTRAN
system and they are attempting a general program
which will automatically solve any linear second order
partial differential equation by finite difference tech-
niques. All in all, this is quite an ambitious program for
a small group at a University, but this is the way things
are done in England.

Professor Wilkes at Cambridge University built the
first modern stored-program computer in England,
known as the EDSAC I. This computer is still in opera-
tion after many years of useful service, but its days are
now numbered, since Professor Wilkes and his able
associates are in the midst of building a second com-
puter, the EDSAC II. In fact, that portion of EDSAC
II which has been completed has been linked up with
a temporary decoder using an abbreviated order code,
and this is actually operating. Since this is a portion of
the IT machine, and since like all machines only 80 per
cent completed, Professor Wilkes, in the true British
tradition of understatement, calls this machine EDSAC
1.5. Professor Wilkes’ group has programmed and has in
operation an interpretative routine which will accept
program codes for EDSAC I and will execute them
faster than they can be run on EDSAC I. A problem in
stellar structure is in process on EDSAC 1.5 which is
similar to the problem that Hoyle and Haselgrove have
just been doing on a 704 in Pasadena.

EDSAC II uses the microprogramming technique in
its decoder which came out of the Cambridge work and
has been described in the literature. The computer
employs a rather unique packaging arrangement in
which all of the components for each stage of the arith-
metic unit are contained in one pluggable unit. Forty
of these units are used to make up the 40-bit accumula-
tor and a substantial number of the same units are used
in various other parts of the machine. In terms of order
complexity and speed, this machine compares favorably
with the better commercial machines. The EDSAC 1.5
will remain in its present form for two or three months
when they will begin to install the EDSAC II control
matrix.

Professor Biermann of Gottingen is an astrophysicist,
and he and his able technical leader, Dr. Heinz Billing,
at the Max Planck Institute, have built a series of
computers known as the G1, the G1-A, the G2, and now
the G3. The Gl is a small drum machine and has piled
up an impressive record of 28,000 hours of operation
with 82.3 per cent of this as useful time. The G1-A, a
modernized version of this machine, is ready for its trial
runs. This machine is controlled by photoelectrically
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read paper tape. Their second machine, the G2, has
also been in operation for some time, although it is at the
moment down for a general overhaul. However, the G3
is currently of the greatest interest. This is a parallel
40-bit binary machine with floating point arithmetic,
designed, as were all of the Gottingen machines, for
scientific computing. It will have a core memory for
4096 words and will have adequate indexing features for
automatic address modifications. Incidentally, this ma-
chine uses a whole word for each instruction, thus re-
versing the previous practice almost universal in Europe
up to now of following the Institute for Advanced
Study’s practice of confining each instruction to a half
word. Wired microprogramming is to be extensively
applied in this machine and they are, at the moment,
entirely revising their projected order code in an at-
tempt to make it especially efficient for the use of
computer programs.

The Max Planck Institute Computer group in Gottin-
gen is shortly to move to Munich. This will make
Munich quite an important center as far as computers
are concerned since one machine, the PERM, con-
structed at the Munich Institute of Technology, is
already located in this city.

The PERM, a parallel magnetic drum machine, is a
cooperative venture between the Electrical Engineering
Department under Professor Piloty and the Mathema-
tical Department under Professor Sauer, now Chancel-
lor of the Institute. This is a fine example of a fast drum
machine which, with some projected improvements,
will become a very good machine indeed. Their drum,
which runs at 15,000 rpm, is extremely quiet. At the
moment they are just recovering from troubles with the
contacts on their pluggable units, these being ordinary
tube sockets which had to be replaced—quite a for-
midable task for such a small group.

One other group in Germany deserves special men-
tion, this being the Institute for Practical Mathematics
at Darmstadt under Professor Walther. Their machine,
the DERA, a magnetic drum machine operating in
floating decimal, is complete as far as construction is
concerned and is now going through the final debugging
stage. This group has also recently acquired a commer-
cial machine of American design but manufactured in
Germany. Work at these three places in Germany has
been supported by the German government. A much
larger number of universities are shortly to get com-
puters of commercial manufacture. Some of these will
be of foreign design, some even of foreign manufacture,
but a substantial number of German firms are cur-
rently entering the computing field.

The firms of Siemens and Halske in Munich, and
Standard Electric of Stuttgart (actually an affiliate of an
American firm) are reported to be building transistor-
ized computers. Two firms of the A.E.G. group, Olym-
pia-Werke at Wilhelmhaven, and Telefunken at Back-
nang, are developing electronic computers. The firm of

Zuse KG in Hunfeld, after a successful experience in
producing relay machines, is now accepting orders for
their Z-22, an electronic computer, about equal to its
G1-A.

The ERMETH Computer which was designed at the
Swiss Federal Institute of Technology is also a magnetic
drum machine, decimal with floating point, which is
currently running with a 400-word drum, although
ultimately intended to operate with a 10,000-word drum
which is currently not in operation because of magnetic
head difficulties.

In Holland the Mathematical Center under Dr. van
Wijngaarden and the P.T.T. have done work that is
particularly worthy of mention. At the P.T.T. a group
under Dr. van der Poel has designed a drum computer,
called ZEBRA, based on the principles published by
Dr. van der Poel. The S.T. & C. organization in England
is building several of these machines; the first one should
be completed during the next few months. Dr. van der
Poel’s ideas were quite novel when first proposed, and
have been used in the Zuse machine.

There are some transistorized computers in Europe,
such as the all-transistor machine built by E. H. Cooke-
Yarborough at Harwell in England. There are perhaps
a half a dozen other places in Europe where transistor
computers are in operation or in an advanced stage of
construction. Most of these are rather small experimental
machines, and almost without exception they are rather
slow by American standards. Transistor production in
Europe has lagged behind that in the United States.
This is particularly true with respect to high-frequency
units, and this lack of transistors has inhibited their
extensive use.

There are many other machines that should be men-
tioned, for example, the work done in the government
laboratories in Great Britain, such as the National
Physical Laboratories. Their first attempt, known
originally as the ACE, was used as a basic design for the
machine now being manufactured by the English Elec-
tric Company as the DEUCE. Meanwhile, the N.P.L.
is going ahead with a new ACE machine which will be
several times as fast as the DEUCE.

Europe is perhaps behind the United States in com-
puter developments and we need fear no immediate
reversal in relative positions. However, there are many
clever people in Europe; they have a tradition in Eng-
land of achieving a lot with a little, in Germany of
thoroughness, and in France of mathematical intuition,
to name but three countries. These people are not going
to permit us to continue in undisputed mastery of this
expanding field. We can expect many new ideas to come
from Europe. European accents, this time in computing,
may again be heard in this country. European concerns,
particularly those in England and in Germany, are
known to be looking with envious eyes to the American
market and it may not be long before they are offering
their wares at prices which will be highly competitive.



18 1957 WESTERN COMPUTER PROCEEDINGS

Reliability from a System Point of View
ALEXANDER W. BOLDYREFF}

electromechanical systems during the past fifteen
years has been guided primarily by considerations
of improved performance.

In this development, perhaps the most outstanding
factor has been a systematic effort to minimize human
error by a maximum utilization of automatic or semi-
automatic devices.

While the progress in this direction has been truly re-
markable, it has been achieved at the expense of ever
increasing complexity and cost. '

A few examples will illustrate this point:

THE DEVELOPMENT of complex electronic and

1) Number of vacuum tubes on one destroyer:!

Number
Year of Tubes
1937 60
1944 850
1952 3200

2) A modern mobile search radar for ground defense
is composed of :

500 vacuum tubes
2000 resistors
1500 capacitors

300 transformers

as a part of a complete itemization of more than
20,000 replacement parts.

3) The Norden bombsight of World War II could be
carried by one man and cost 2500 dollars. The
computing bombsights of today weigh between one
and two thousand pounds and cost more than a
quarter million dollars.

It is not surprising to find associated with this growth
in complexity an alarming rate of failure of equipment,
and an ever increasing requirement for inspection and
maintenance.

Thus, during World War II more aircraft were lost
due to deterioration than were lost in combat.? Again,
quoting from World War II experience:?

1) Sixty per cent of the British radars shipped to the
Far East were found defective on arrival. Of the

1 The RAND Corp., Santa Monica, Calif., and Univ. of Calif.,
Los Angeles, Calif.

! Prog. Rep. on “Reliability of Electronic Equipment,” by the
Ad Hoc Group on Reliability of Electronic Equipment for the Com-
mittee on Electronics of the Research and Development Board, EL
200/17, vol. 1 and 2; February 18, 1952.

2 D. C. Kennard, discussion of paper by J. M. Frankland on “Cri-
teria for Specifications,” Res. and Dev. Board, Shock and Vibration
Bull. No. 17, March, 1951.

3 R. R. Carhart, “The General Problem of Reliability in Missile
Systems,” The RAND Corp., paper S-4; July 9, 1951,

remaining 40 per cent, arriving in operating con-
dition, half deteriorated on the shelf.

2) For a set of U. S. bombsights, 60 per cent failed as
a result of poor packaging and rough handling, 15
per cent failed due to improper maintenance and
overhaul, another 10 per cent of the failures were
attributed to poor design.

The situation is no better today, and acceptable per-
formance standards for complex electronic equipment
are possible only at the cost of extensive repair and
maintenance facilities. For military electronics, an esti-
mate of the maintenance bill is from ten to one hundred
times the cost of original equipment. Considering the
number and the caliber of technicians required to serv-
ice adequately existing electronic equipment, it does not
seem possible that, if the present trends continue, the
training of technicians can keep in step with the de-
mands for their services, particularly in the event of
total mobilization.*

The seriousness of the reliability problem has been
thoroughly recognized now for a number of years. A
great deal of work has been done to acquire a better
understanding of this problem. Various methods of im-
proving reliability have been advocated during the past
nine or ten years.

It has been pointed out® that in the case of aircraft,
after nearly ‘half a century of experience, suitable re-
liability was attained only through redundant design;
so that in case of failure of one component, another
could be substituted in its place. In this way, even
though some kind of failure (requiring emergency serv-
ice outside the normal maintenance routine) may occur
in aircraft every seven and a half hours of flying, the
ratio of failure to disaster is ten thousand to one. This
ratio is one to one for the systems which are serial in
nature, such that the failure of any one component
leads to system failure, as, for example, in the case of
guided missiles. .

Considering the complexity of many systems in use
today or in the process of development, it is not sur-
prising that a great deal of emphasis has been placed on
the importance of component reliability -8

t G. B. Devey, “Reliability in electronic equipment,” Proc. IRE,
vol. 38, pp. 344-345; April, 1950.

§ L. N. Ridenour, “The Philosophy of Guided Missile Design,”
Res. and Dev. Board, Shock and Vibration Bull. No. 18; August,
1951.

8 R. Lusser, “A Study of Methods for Achieving Reliability of
Guided Missiles,” USNAMTC Tech. Rep. 75; July 10, 1950.

7 R. Lusser, “General Specifications for the Safety Margins Re-
quired for Guided Missile Components,” USNAMTC Tech. Rep.
84; July 10, 1951,

8 R. Lusser, “The Statistical Aspects of Reliability,” Electronic
Applications Reliability Rev. RETMA, no. 2; 1953.
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Particularly noteworthy in this connection are the
ARINC Study, the Signal Corps-Cornell University
Program, the Vitro Study, the Bell Laboratories
Studies, the RETMA, the JETEC, the AGREE, etc.?

At the same time, a great deal of effort has been and
is being expended on component testing and inspection
before they are employed in complex systems. But while
all this is highly necessary, it may be far from sufficient
to insure sufficiently high reliability of a complex high-
performance system.

Let us define reliability as the probability of failure-
free operation, for a specified length of time, in a
specified environment.

For a serial system of # components, such that the
failure of any one component causes system failure, it is
possible to estimate the system reliability in terms of the
(geometric) mean component reliability.

Consider a system of 500 components. For systems
with reliabilities of 0.70 and 0.95, the mean component
reliabilities are 0.99929 and 0.99995, respectively. Thus,
it may be argued that the reliability of a system can be
increased from 0.70 to 0.95 by an improvement in mean
component reliability of only 0.07 per cent. But, of
course, this reasoning is misleading. Component im-
provement means decreasing the probability of failure.
In the example under discussion, to improve system re-
liability from 0.70 to 0.95, we would have to decrease
the probability of component failure from 0.00071 to
0.00005, and this means that we must eliminate more
than 90 per cent of failures for components which are
already highly reliable. To do this for each of the very
many different components of many complex systems
now in the process of design is patently impossible, even
at a prohibitive cost in time and money.

Let us return to the definition of reliability. To be
operationally significant, this definition must be quanti-
tative; 4.e., the reliability of various components, or sys-
tems, must be represented by a number. For vacuum
tubes, this is frequently expressed in terms of mean life
to failure. Unfortunately, this quantity is not a charac-
teristic constant. Thus, a vacuum tube may have a mean
life of 10,000 hours in ground equipment, 2500 hours in
aircraft, and 13 minutes in a missile.

It is, therefore, impossible to speak of the component
reliability without specifying the particular system in
which it is employed, as well as the way in which the
system is going to be used. And this includes the
handling, packing, transportation, and storage, as well
as the operational use. Certainly the rest of the system
constitutes an important, sometimes the most impor-
tant, part of the environment in which a given com-
ponent must operate.

This brings us to the question of compatibility of
various components and subsystems. To use an exam-
ple, are the electromechanical, electronic, and optical

9 “Reliability Factors for Ground Electronic Equipment,” ed. by
i{g?gh Henney, McGraw-Hill Book Co., Inc.,, New York, N. Y.;

components of the guidance system in a guided missile
compatible with the ram jets or rocket engines of the
propulsion system?

Such questions cannot be answered except by a com-
prehensive systems approach; I believe that the problem
of reliability cannot be solved satisfactorily without the
use of systems approach, and this means both system
analysis and system synthesis.

Reliability, after all, is merely one of the parameters
of a given system, the other parameters being perform-
ance, complexity, cost, logistic requirements, etc. These
parameters are interdependent. Thus, improved per-
formance generally implies greater complexity, lower
reliability, and higher cost.

Let us consider the various steps in a system develop-
ment program. These are five in number:

1) Definition of system objectives in terms of per-
formance requirements.

2) Research, or investigation of alternate reasonable
means of achieving system objectives.

3) Development, or selection and perfection of the
best means.

4) Prototype test, or verification of performance, and
determination of causes of failures.

5) Design and production, or final choice and manu-
facture of well engineered, reliable systems, ca-
pableof reliably meeting performancerequirements.

Note that the degree of success in any step depends on
the preceding steps.

Thus, the choice of performance requirements will
usually dictate the complexity of the system and the
tolerances of all the components. Yet this is often done
in the absence of sufficient factual data or rational anal-
ysis and most often done by administrators or execu-
tives, who technically are the least competent to make
these decisions. It is my opinion that here is the greatest
source of low reliability, dooming many projects to
ultimate failure. Certainly the most crucial question is
whether the required performance is either actually
necessary, or even technically attainable at a reasonable
cost and in a reasonable length of time. Frequently, this
question cannot be accurately answered without con-
siderable research, development, and test, the feedback
from which should dictate necessary changes, although
in many cases substantial increase in reliability can be
bought by relaxing unnecessarily stringent performance
requirements. However, it is very difficult to point this
out to the project engineers. Altogether too many of
them treat the initial system objectives and exact per-
formance requirements as sacred, and insist on freezing
component and system design before there is a chance to
subject system objectives to a critical analysis or to ob-
tain feedback from actual performance tests.

The last and the most important point is that engi-
neering is an art that can be practiced successfully only
on a firm base of scientific fact. Reliable design is impos-
sible for an unknown environment.
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How much effort is expended on basic research? Let
us take as an example the annual budget of our Federal
government: of the seventy billions, forty-five billions,
or about sixty per cent, is spent on defense. Of this sum
about two and a half billions are earmarked for research
and development, and only six per cent of this figure is
to be devoted to basic research.!?

This was emphasized in a recent report to the Con-
gress by the Commission on Organization of the Execu-

10 “Federal Funds for Science” (The Federal Research and De-
velopment Budget, Fiscal Years 1953, 1954, and 1955), Natl. Science
Found., U. S. Government Printing Office, Washington, D. C.

tive Branch of the Government: “Among the Federal
Agencies devoted to research and development there is
but a minor amount of basic research into the laws of
nature and the nature of materials. Yet the safety, the
increase of productivity and the advancement of health
in our Nation must come from constantly increasing
knowledge through fundamental research. From these
explorations come knowledge, discoveries, invention,
and progress.”1

U “Research and Development in the Government,” a report to
the Congress by the Commission on Organization of the Executive
Branch of the Government; May, 1955.

Design of Experiments for Evaluating Reliability
JOHN HOFMANN{

THE NATURE OF EXPERIMENTATION

Introduction

HE consulting statistician is frequently charged
Twith the analysis of large masses of data, and

with drawing conclusionsand making recommenda-
tions from the results. The data are usually collected
according to the time-honored techniques peculiar to
the field of endeavor represented. This often means
that there have been collected, without control, ob-
servations on many variables. Some are related and
others unrelated to the problem at hand.

The statistician has techniques for the analysis of
such data, which sometimes are applicable after a few
assumptions are made. However, often the only recourse
is to curve fitting, or regression, 4.e., an attempt to
fit a surface to the data taken, assigning one variable as
dependent and the others as independent according to
some rationalization. The problem in such analyses is
usually the magnitude of the computations. Surface
fitting with statistical methods usually involves matrix
inversion, and it appears sometimes as though the matrix
associated with any worthwhile undertaking is invari-
ably large.

The design of experiments, with “design” used in the
statistical sense, can be considered a means of reducing
the computational problems by controlling the inde-
pendent variables. However, before we pursue this
point, it seems worthwhile to turn philosophic and to
probe the meaning of the word “experiment.”

Certainly, we are all familiar with experimentation.
We do it every day without philosophical probing.

1 Systems Labs. Corp., Sherman Oaks, Calif.

Asked to define an “experiment,” however, those who
are trained in physics or chemistry will give a far dif-
ferent answer than will an engineer or a microbiologist.
The meteorologists, astronomers, and biologists who
must deal with available data may be completely lack-
ing in ideas on the subject.

Webster defines an experiment as “a trial or special
observation made to confirm or disprove something
doubtful, especially one under conditions determined
by the experimenter; an act or operation undertaken
in order to discover some unknown principle or effect
or to test, establish or illustrate some suggested or
known truth.” From this definition, certainly an ac-
ceptable one, we can note at least two kinds of experi-
ment: the absolute experiment, exploratory in nature,
planned to add to our fund of knowledge some new
facts; and comparative experiments, designed to com-
pare two or more theories, processes, or products and
yield data on which to base an administrative decision.

The distinction seems, at first glance, to hold up.
Millikan, measuring the charge on the electron, or
Joule, measuring the mechanical equivalent of heat,
are adding to our knowledge of nature. On the other
hand, a production engineer, comparing the yield and
precision of two machines, or an electronic engineer,
comparing the output or service life of a black box to
corresponding specifications, is seeking data, by means
of a comparative experiment, on which he may base a
decision—usually one with important economic con-
sequences to him.

Actually, there are many in-between types of experi-
ment. For example, the determination of atomic weights,
apparently an absolute, knowledge-contributing experi-
ment, is in reality a comparative experiment since it
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involves the determination of ratios of atomic weight.
In fact, I suspect that most fundamental research is, in
effect, a compromise between a desire to discover some-
thing new and significant, and a need to provide a
basis or justification for making some administrative
decision. Fortunately, the distinction is not too impor-
tant since, in general, the statistical techniques, which
are the subject of this paper, are similar.

The Scientific Method

While we are digressing, it would seem worthwhile to
establish another idea at this point. Since we are scien-
tists of one kind or another, either theoretical or applied,
we all have some concept of the meaning of “scientific
methodology.” While it is true that there is room for
debate as to whether there is @ method, rather than
many methods, there is sufficiently general agreement
on some points to make a noncontroversial discussion
possible.

For example, we can define the scientific method
briefly as the application of logic and objectivity to the
understanding of phenomena. The basis of a scientific
method is the examination of what is known for the
purpose of deriving therefrom theories, or hypotheses,
which may be subjected to experimental verification.
The oft-stated quotation, “Statistics can prove any-
thing . .. ” is quite false. We can derive proofs only
by deductive logic in the manner of theoretical mathe-
matics, and the proven theses are adequate descriptions
of “nature” only to the extent that the assumptions
and axioms on which they depend are also related to
nature.

With a scientific method, then, we can only tend to
verify and to add strength to our belief in an hypothesis.
Therefore, we have in science a feedback system that
is not unlike those with which designers and users of
computers are very familiar. From past experience and
observation, our own and those of others, we derive, by
a logical deductive process, new theories or hypotheses.
From the consequences of such theories we arrive at
phenomena which should be observable if the hypothe-
sis is true. We perform experiments to observe these
phenomena and, from the results, our belief in the hy-
pothesis is either strengthened or shaken. This informa-
tion is fed back into the theory for the formulation of
new hypotheses.

The experiment plays a central role here, in the sense
that the results of the experiment to a large extent dic-
tate the next step. What is frequently not recognized
is that the experiment proves nothing. If the results
correspond closely to those predicted by the theory,
we are encouraged and our belief is strengthened.
Otherwise, we are led to wonder about the validity
of the theory.

We must recognize, of course, that much experimenta-
tion is done simply to explore. There is no hypothesis,
only a desire for more knowledge about the phenome-
non in question. The principles that we will discuss are

still applicable, however. The difference is that we
wish to estimate the parameters that describe the phe-
nomenon rather than test some hypothesis about it.
While this difference seems fundamental the basic
considerations for the design of the experiment are,
fortunately, much the same.

THE DESIGN OF THE EXPERIMENT
Preliminary Considerations

The one question that the statistician is most fre-
quently asked is, “How large a sample must I take?”
Usually, this question is not easily answered. Before any
answer can be attempted many other questions must
be answered, questions which are too seldom asked.

First, what is the purpose of the experiment? Al-
though generalization is seldom wise, a great many
experiments are conducted with no clear statement of
purpose. Even the phrase in the title of this talk is
too general to be useful. Evaluation of reliability is the
subject of an example discussed here.

There is the lack of a commonly accepted definition
of reliability. How can we establish the purpose of an
experiment if we cannot agree on the definitions of the
terms we use to describe it? Even assuming an accept-
able definition, however special, there are other questions
which must be answered. Our purpose may be to com-
pare the reliability of a proposed new component to
some previously established standard. In this case we
may plan to test the hypothesis that the component
reliability, 7, is greater than or equal to the standard, 7,
with the alternative that 7 is less than 7,. Or, we may
wish to measure the effect on reliability of variations in
the environment in which the component will have to
operate. Here we may have an estimation problem—
that of estimating a curve or surface relating reliability
to the severity of the environment; or we may wish to
test the hypothesis that the effects of environment do
not degrade reliability beyond a reasonable amount,
z.e., that the reliability in a severe environment is the
same as that in a relatively mild one. Or we may wish
simply to explore the relationship between reliability
and some factors which may affect it, such as input volt-
ages, minor design variations, etc.

It should be obvious that we must determine what
can be measured in the experiment and relate these
measurable quantities to the characteristic in question.
For example, if we chose to define reliability as “the
probability of satisfactory performance for the required
length of time,” then we must define satisfactory per-
formance unambiguously in terms of observable char-
acteristics of the test units. We must also relate these
characteristics to time and to the system of which the
component is a part. (As a simple example of the com-
plexity of this problem, consider an electronic assembly
whose output voltage is established as the sole criterion
of performance. If we are monitoring this voltage and
measuring operating time as the variable to be related
to reliability, we frequently encounter this situation.
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Performance specifications require that the voltage lie
between fixed limits. A momentary transient drives
the voltage outside these limits, but only for a short
time. Shall the unit be considered to have failed when
the output first went out of limits; or, since it returned
within limits, shall we not regard this as failure? The
answer, of course, can only come from consideration of
the effects of this momentary lapse on the performance
of the remainder of the system. This consideration may
require another experiment to obtain the answers
needed.)

As yet we have not even mentioned the considerations
which are usually related to experimental design. None
of the problems mentioned so far are statistical in
nature. However, without the most careful planning
and organization of thought on these preliminary prob-
lems, the remainder of the steps may hardly be worth
the taking.

There is one further consideration that must be
settled. What is the population that is being observed?
Do we have a sample, or are we observing the whole
population? This question is not so trivial as it sounds
since to a large extent it determines the kind of inference
that can be drawn from the observations. To make this
clearer consider an example.

Suppose in a simple system a given voltage input
should result in a certain measurable response—say an
output voltage, and we are concerned with the effect of
high ambient operating temperatures on the output.
If there are four units to test, then we must first ask,
“From what population can we consider these a sam-
ple?” (For reasons that will be more apparent later, it
would be preferable to consider this a random sample.)
“If they were made in a model shop and are prototypes
of a proposed new system, can we validly extend any
conclusions we may reach to include future units made
on an assembly line basis?” This is another of the ques-
tions that the experimenter must answer. His conclu-
sion should be based on careful thought, judgment, in-
tuition and experience—on every bit of outside informa-
tion available. It is not one to be arrived at lightly, as
recent experiences with missiles have shown. The same
sort of considerations are equally important in all other
types of experimentation and they must be resolved by
the subject matter specialist—the statistician can help
him only to the extent of advising on the risks involved,
and in the formulation of answers as to what the popu-
lations sampled may be.

In this example our test units may be a sample from
one or more populations, but by observing at one or
more temperatures we are creating several more—the
populations of output voltages of similar units operated
at similar temperatures. The problem is thus com-
pounded by the fact that it is to these populations that
our results pertain. In particular, we may establish the
hypothesis that temperature has no effect on output,
meaning of course no practical effect, within the tem-
perature limits that we expect to encounter. We are say=-

ing, in effect, that for the population from which our
units are a sample, the populations of output voltages
corresponding to the temperatures at which tests are
conducted are not different. To be a little more precise,
we are saying that these populations have the same
location (on the temperature scale) as measured by
the average or some other statistic, and the same vari-
ability as measured by, for example, the rms error about
the average.

To summarize briefly then, before the statistician
can be of much assistance, the experimenter must state
precisely his objectives, the hypotheses to be tested (or
the quantities to be estimated), the variables to be ob-
served and their relationship to the objectives, and
the populations to which inferences are to be induced
from the sample. '

The Role of Statistics

When we plan an experiment, our purpose is to
achieve one or both of these objectives:

1) To test an hypothesis concerning the magnitude
of an effect,
2) To estimate the magnitude of an effect.

In the first case we have an hypothesis which we will
accept or reject on the basis of our results. If we reject,
presumably we decide in favor of some prestated alter-
native. We can arrive at the wrong conclusion in either
of two ways. If the hypothesis is true, the inherent
variability of our observations and sampling errors may
lead us to reject it. Also, though the hypothesis is
false we may be led to accept it. Nothing in the experi-
ment itself can tell us if we are right or wrong. Thus we
are concerned with making the probabilities of com-
mitting these errors as small as possible. These probabil-
ities are functions of several aspects of the experiment
that we can control, and of some that are out of our
hands.

To the extent that generalizations are true, all other
things being equal, the greater the sample size the
smaller the chance for error. Most frequently, however,
the sample size is controlled not by desires for minimum
risks but by considerations of costs, manpower, available
test equipment, and test units and allowed time.

A second determining factor is the inherent variability
of the observed variables. In general, for the same sam-
ple size, all other things being equal, the less the vari-
ability the smaller the chances of error. The reasons for
this will be considered shortly.

Finally, the design of the experiment, the assignment
of values of the controlled test factors (treatments is
the word usually employed here—a carryover from
the fact that the statistical theory of design of experi-
ments was developed, primarily, for agronomists who
first recognized the need) can do much to reduce the
chances of error for fixed available resources. This last
consideration, an important one, leads to a specialized
branch of statistics—the design of experiments—that is
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in itself too complex a mixture of art and science to
discuss here in other than the most elementary terms.
In the example that we have been discussing we
may have the hypothesis that temperature has no
(practical) effect on output (within the range of temper-
ature considered). We may conclude that no effect exists
or that there is an effect. In either case we may be
wrong. The probabilities associated with each error
depend on the number of observations we take, the
variability of the test units, and the experimental design.
The most desirable situation is for the experimenter to
specify the risks he is willing to take and then, with the

statistician, to determine a design that provides those-

risks. More often than not, the only thing available to
vary is the design of the experiment, since sample size
is fixed by economic considerations and the material
available for testing, and the variability of the ob-
served quantities is inherent in the test units. In such
cases it is important that the experimenter realize that
there is risk of error and, where possible, try to obtain
some measure of that risk.

If the purpose of the experiment is estimation, the
design considerations are not much different. The prob-
ability that the estimate will be near to the unknown
quantity estimated depends on sample size, variability,
and in a less measurable way, on the design of the ex-
periment. We must recognize, however, that the estimate
is just that—it is a random variable and has a distribu-
tion (or is a sample of size one from some population)
which depends on the population sampled and the size
of the sample.

If we have given due consideration to the plan of the
experiment we will have an estimate which will, on
the average, be close to the unknown quantity estimated.
A properly conducted experiment will also give us an
estimate of the error of estimation, 7.e., the tendency of
the estimate to deviate from the quantity estimated.
This latter quantity is all too frequently ignored in the
presentation of experimental results. Although it seems
somewhat less than honest for the experimenter to
present his results as “fact” without any statement of
possible errors involved, the tendency to accept experi-
mental results as “truth” is a persistent one, and the esti-
mated error is frequently ignored or discarded.

There is an additional feature that the statistician
should insist on in the design of the experiment. This
feature is randomization—a word that is easy to use and
hard to define. At some stage in the planning of the
experiment, or preferably at several, a conscious effort
should be made to introduce randomization. Without
it the validity of the experiment is questionable regard-
less of other considerations. ‘

Randomization may take several forms. For example,
we should be able to regard our test units as being cho-
sen at random from the population sampled. If the
population is a real one—for example, the output of a
production run—then a random sample is one which
gave every member of the population the same chance

of being in the sample. Otherwise we cannot be sure
that the sample observed does not consist of items on
which special care has been taken in their assembly (this
has frequently happened). Thus to obtain a random
sample we could assign a number to each member of
the population and draw a corresponding sample of
numbers “out of a hat” or from a table of random num-
bers.

If the population is a conceptual one—for example,
all the observations of output voltage that might be
made on one of our units—under given conditions we
are on reasonably safe grounds in assuming random-
ness. But, if the unit is not a random sample from the
population of such units, our observation is not a ran-
dom sample from the population of all observations
that might be made on all such units, and our induction
must go from the sample to the population sampled
at random.

One may well ask, what of the case where our test
units are all that exist? Then we must define a concep-
tual population from which these units can be regarded
as a random sample. Then, as already stated, in extend-
ing our induction beyond that population to some other,
we are depending on our judgment in the field of appli-
cation and not on any statistical considerations.

There is another form of randomization that is im-
portant. This is the random assignment of treatments
or other experimental conditions to the observations.
This is best explained by illustration. In our example
of four test units we could consider two plans, among
many. First we can observe all units at one temperature,
then all at a second, and so on. In this case a random
assignment of conditions would consist of random order
for observing units at a given temperature and random
order of temperatures. As before, randomness can be
achieved by assigning numbers from a hat—with vigor-
ous mixing before and between draws. ‘

Alternatively, we might, if only two temperatures
were involved, observe two units chosen at random at
one temperature, assigned at random, and the other two
at the second temperature. Both randomizations would
be accomplished as above.

The purpose of this randomization is to assure that
the results are independent of any intended or acciden-
tal effects due to purposive choice and, in any event, to
assure the validity of any induction made from the
results. Although the validity of the interpretation of
the experiment depends in many ways on randomiza-
tion, this feature of statistical design of experiments
meets the greatest opposition. The reasons for the op-
position, though taking many forms, can be reduced to
one or more of these:

1) There is no reason to expect bias of any kind in
the experiment,

2) It means a great deal of bother,

3) Things are more likely to get mixed up,

4) It is not necessary.
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We can argue with equal validity that there is never
reason not to expect bias. At any rate, if the experiment
is worth doing at all, then it is worthwhile to take care
and precautions adequate to assure its validity. Why
waste time and money on a shoddy effort? Randomiza-
tion gives the only assurance of valid interpretation of
the experiment. If there is some unsuspected source of
correlation between observations, randomization de-
stroys the correlation mechanism and assures a valid
statistical analysis based on the assumption of inde-
pendent observations.

In our example, it may be that observations made on
the same unit are time correlated. This frequency oc-
curs with electronicdevices. In the first design— all units
observed at all temperatures—random order of apply-
ing treatments gives us assurance that if the average
over units at one temperature differs from that at an-
other temperature the difference is due either to chance
variation or to temperature, but not to some other un-
known effect. Random observation of units at the same
temperature guarantees that differences between units
occur solely due to chance and not to other unexplained
factors.

In the second design—two units at each of two tem-
peratures—if we assign the units without some mecha-
nism of randomization, we cannot separate differences
between units from different temperature effects by
any statistical method or ingenuity.

The Analysis

The appropriate analysis of the results of the experi-
ment is dictated primarily by the design. However,
whether our purpose is to estimate the magnitude of an
effect or to make a comparison (test an hypothesis) we
will want an estimate of the effects and of the associated
error of estimation.

If we want estimates it is not enough to give an aver-
age alone—a second sample of observations is very un-
likely to give the same results. In fact, if there is no
variation between results, there is no justification for
multiple observations. Thus, if we admit that variation
is present in the observations, we must admit to its
presence in the average. The average is an estimate of an
unknown quantity. An estimate of the variability allows
us to construct an “interval” and quote “odds” that
the interval includes the unknown quantity being esti-
mated. These “confidence intervals” should be as nar-
row as possible, a feature which is achieved either by
controlling error by appropriate use of the tricks of de-
sign of experiments, or by increasing the sample size.

If the purpose of the experiment is a comparison, we
are intending to compare estimates of similar unknown
quantities from two groups, or to compare a single
estimate to some standard. In either case, variation is
present. The statistician defines a significant difference
in terms of a comparison of the observed average differ-
ence to the estimated variance (mean square error) of

the difference. That is, to the statistician absolute dif-
ference is never significant. It is important to note, also,
that a significant difference is not always important.
A difference which is large compared to the variation
represents an improbable occurrence if there is no real
difference. Itiscalled statistically significant. The degree
of real difference that can be detected as significant with
reasonably high probability depends on the magnitude
of the variation. So here again, we improve our chances
of a “correct” decision by control of errors (design of
experiments), or by increasing sample sizes, or by a com-
bination of the two.

Thus, whether our purpose is estimation or compari-
son, close attention to error control, z.e., to the experi-
mental design, yields dividends in terms of increased
precision or increased chance of arriving at correct
conclusions. It seems useful here to emphasize the dis-
tinction between the words “validity” and “correctness”
as defined here. We are in a perpetual contest with na-
ture. A valid decision regarding the state of nature is one
which, whether correct or not, is properly arrived at
as the best one possible from the data at hand.

Until further evidence is available, we can only attach
a probability to the “correctness” of a decision. We can
improve our chances, however, by the use of many of
the available statistical tools. On the other hand, we
can be certain of the validity of our results and conse-
quent decisions by careful design and conduct of ex-
periments which have built-in assurances that the as-
sumptions essential to the planned statistical analysis
of the data will be fulfilled. One such assurance, as al-
ready mentioned, is given by careful randomization.

AN ExAMPLE

At this point we could continue in either of two direc-
tions. We have mentioned the statistical theory of the
design of experiments as a combination of art and sci-
ence, and could discuss many of the designs, and associ-
ate analyses, that have proven useful. However, since
many of the ideas presented here are not generally
known, it seems most desirable to illustrate them with
a simple example. It should be adequate to consider in
more detail the illustration discussed previously.

First we will remove the restriction on sample size
and plan for as many observations as needed. Also, we
will restrict the study to the effect of temperature on
output voltage. Suppose now that the unit to be tested
represents a proposed new design. We want to estimate
the effect of operation at high temperature and to com-
pare this effect to operation at room temperature.

Since our units represent a new design, we will place
a purchase order for the required number and these
will represent the only ones in existence (at the time).
However, although we recognize that we are sampling
a (conceptual) population of units produced under simi-
lar conditions of relatively skilled model shop assembly,
we are fairly certain that we can, with suitable allow-
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ance for increased variability of performance, extend
our conclusions to the population of units that are mass
produced. We might, for example, allow for a given
increase in variability by increasing the stringency of
our requirements on the prototypes.

Considering the availability of test equipment, man-
power, and funds, as well as the time required to “soak”
the units at temperature and take measurements, we
decide on a total of about 60 observations. If we had
a prior estimate of variability we could have considered,
also, the risks of wrong decisions, but since this is a
relatively complex procedure, let us assume instead
that the experimenter will settle for a fixed probability
of deciding that the design is inadequate, 4.e., that the
temperature effect is too large to allow. Since a fairly
large amount of money has gone into the design (a com-
mon consideration) and there is pressure to produce a
usable unit (particularly common in industry and de-
fense today) we establish that there is less than a 1
per cent chance of rejecting a satisfactory design (re-
jecting the hypothesis that temperature has no effect).
When we have established the plan of the experiment,
we shall be able to compute a curve giving the probabil-
ity of rejecting the design (the hypothesis) as a func-
tion of the size of the real, but unknown, effect. If this
curve is not satisfactory, we can modify the plan of the
experiment.

Since, if we accept the design of the unit, we shall
initiate production of it, we are concerned with variation
between units. We shall, therefore, want to test several
units at each temperature. Also since the unit, in use,
will be operated repeatedly, the reproducibility of ob-
servation on the same unit in the same conditions should
be estimated. This requirement calls for at least two
observations per unit in each set of conditions under
which it is operated.

Since reasonable judgment leads us to conclude that
performance will be degraded by high temperatures,
we decide that two temperatures, 70°-75°F and 180°
+2.5°F, will be satisfactory. If operation is satisfactory
at both extremes, we can safely assume satisfactory
operation at intermediate temperatures. This design
will only allow linear interpolation to estimate opera-
tion at intermediate temperatures, but we do not expect
to accept the unit unless operation is satisfactory at the
extreme.

We have two hypotheses of concern:

1) Temperature has no effect on average performance
(between 70° and 180°F),

2) Variability of performance is not dependent on
temperature.

In addition we wish to estimate the variability in per-
formance.

We are now ready to proceed to the design of the
experiment. We have an upper limit of 60 observations.
The units to be tested will, in normal use, be required to

operate at any or all temperatures in the specified
range, so we will want to operate the test units at both
temperatures. We may, therefore, consider an experi-
ment involving 4mn =60 observations with m observa-
tions on each of 2z units at each of 2 temperatures. If
we set =35 and m =3, we have 3 observations on each
unit at the upper temperature first and corresponding
observations on the remaining 5 at the lower tempera-
ture first. Such a design allows us to obtain additional
information as to whether high temperature has a lasting
effect on operation. If we operated all units at the lower
temperature first and then at the higher one, we would
be dependent on subjective judgment for “proof” that
any differences were due to temperature and not to some
“temporal trend” in the observations.

Now a comparison of the average of the observations
made at the upper temperature to that of observations
at the lower temperature validly tests the hypothesis
that there is no temperature effect on the average. A
comparison of the average of the 30 initial operations to
that of the second 30 checks for any time effect (a bit
of “free” information not asked for), since each unit will
be equally represented at each temperature, differences
between units will not affect this comparison.

Finally, a comparison among low-temperature aver-
ages for the group operated at low temperature first with
low-temperature average for the other group against
the corresponding high-temperature averages will test
for interaction between order of temperature applica-
tion and temperature. Essentially, an interaction here
means that the change in performance, if any, resulting
from change in temperature is different when tempera-
ture is increased from what it is when temperature is
decreased.

We require 10 test units (this could be reduced to 8 or
6 with resulting sacrifices in the protection against
wrong conclusions) to be divided at random into two
groups of 5. To accomplish this, we can draw 5 numbers
from a hat, or, equivalently, from a table of random
numbers and call this group I (low temperature first)
or group II (high temperature first) as a result of a coin
flip. These precautions are all that are needed to guar-
antee that differences between groups are due solely to
the order of temperature in the group and that differ-
ences between temperature averages are due to temper-
ature rather than to unconscious selection of units.

We will “soak” the 5 units in group II for sufficient
time, we think, to stabilize the internal temperatures at
180°F and at the same time make observations on the
group I units. If any initial warm-up of units is required
before operation we should try to make this warm-up
period uniform, but as an added precaution we can
randomize the order of observing the 5 units in each
group. (At the high temperature this will eliminate any
effect due to inefficient “soak” time, which might cause
the last units operated to have a higher internal temper-
ature than the first ones.)
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After the first operations are complete we will put
the group I units in the oven, removing the group II,
allow both to stabilize at the new temperature, and re-
peat the operation (and the randomization).

We must take account of the oven capacity in the
design. It has been assumed that the oven available
could accommodate 5 units. If this were not true ap-
propriate modifications in the design would be necessary.

This experiment, with the built-in balances in ob-
servations and randomization to assure independence
of observations and equal chance for uncontrolled effects
(such as input voltage fluctuations) to affect any unit,
is an example of a good experimental design for the
stated purpose. Presumably, the size of the experiment
has been limited by practical considerations rather than
considerations of involved risks, this being the more
common situation.

We have considered only one factor (temperature)
but have taken precautions against another that might
have caused trouble (time effect). We could, by further
modifications, have arrived at a slightly more complex
design to take into account any number of other factors
(input voltage, for example). The principles involved
for good design remain unchanged.

We can summarize this discussion simply by stating
a few principles of good experimental design:

1) Try to achieve balance to simplify analysis; i.e.,
try to have equal numbers of operations at each
level of each factor,

2) Try to accommodate in the design all controllable
factors that may conceivably be important, within
the limits of available time and funds,

3) Randomize to eliminate any other effects that can-
not be controlled,

4) If there is any reason to suspect that the effect of
one factor depends on the level of another (an
interaction exists between the factors) design to
allow estimation of the interaction as well as the
main effect, ,

5) Provide ample replication (repetition of observa-
tions under the same conditions) to obtain a good
estimate of the error of estimation.

CONCLUSION

By way of conclusion I would like to quote from Prof.
K. A. Brownlee of the University of Chicago a state-
ment that I would wholeheartedly endorse.

“One overriding feeling I have is that often we try
to do too much with too little. In our research work
I often yearn for a little more care and craftsmanship,
a little less haste, a little more thoroughness, a little
more thought and a little less haphazard leaping
around. The shoddy and inadequate experiment may
often get us the right answer, as often by good luck as
by good judgment, but I think that we would be
better off in the long run if we did a more thorough
job. Granted this may take a little more time, it is
only because the work should have been started six
months ago that we are in such a hurry today.’"
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Reliability and the Computer

WILLIS H. WARE+}

computer is far reaching and complex. The dif-

ficulties of designing and manufacturing comput-
ing devices which themselves exhibit long intervals of
trouble-free operation are now fairly well understood,
but many kinds of applications are yet to come in which
a computer is but part of a larger system. For these, the
consequences to the computer of a requirement for a re-
liable system may not yet be known. To some, reli-
ability and a computer are mutually exclusive, but
existing computing devices do operate trouble-free for
long periods, and it is more than an accident that this is
the case. This paper reviews a few salient aspects of the
computer reliability problem, contributes a new view-
point to some parts of the reliability question, and sug-
gests areas where the techniques of the previous papers
may be pertinent.!?

There are many kinds of reliability: component reli-
ability, which concerns itselfi with developing well-
behaved building blocks; design reliability, which is
concerned with the design technique and how, among
other things, it can successfully combat environment,
component drifts, and tolerances; manufacturing reli-
ability, which is concerned with the fabrication process
and how it deteriorates performance below design
standards; and system reliability, which is concerned
with the performance of the over-all system in opera-
tional use.

As a first attack on this discussion, it is appropriate
to point out that in some respects the reliability prob-
lem for the computer is different than for other large
classes of electronic gear. An example will be selected
from the digital field, although an equally striking one
might be found in the analog area.

It is customary in traditional engineering procedures
—such as those for home entertainment devices or for
some kinds of military equipment—to test the com-
pleted product exhaustively for operation under all con-
ditions of its expected environment; and to demonstrate
thereby its reliability. For instance, a radar set might
be subjected to all combinations of temperature,
humidity, supply voltage, supply frequency, and so on;
and, so long as the set continued to operate and to locate
targets within a prescribed tolerance, the design would
be accepted as good. If the set then operated successfully
and trouble-free for prescribed minimum intervals of
time, it would be tentatively labeled as reliable. Finally,
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after it had demonstrated itself over extended opera-
tional periods with certain prescribed minimum main-
tenance requirements, it might be accepted as a reliable
device. Notice, in passing, how different might be the
meaning of reliability to the original designer, to the
manufacturer, and to the operational or maintenance
crews. Further notice that even if this radar set were
required to demonstrate that it could locate all possible
targets under all sets of environmental circumstances,
it would still be possible to complete such tests within
a reasonable time limit. The worst that might happen
is that a large number of radial, circular, or spiral air
patterns might have to be flown around the radar an-
tenna while the set was subjected to various environ-
mental or operational conditions. In any event, it is
clear that a matter of months, or a few years at the
outside, would be adequate to perform such exhaustive
tests.

Consider in the same light the problem of reliability
tests for a digital computer. It is especially appropriate
for comparison, since the digital field has drawn many
of its people from the older fields of electronics. For this
example, assume a digital machine of very modest scale,
say one with only a hundred toggles. If it has been de-
signed as most machines of today, it will contain no
redundancy, and hence, the hundred toggles are essen-
tially independent variables. Each will contribute its
own bit of information, and thus the number of possible
internal configurations of the machine will be 219, One
can visualize each of these internal configurations of the
machine to be a vector in a 100-dimensional space; thus
the life cycle of any particular problem or sequence of
events within the machine will be represented by a path
in this multidimensional computer space. If exactly the
same approach to reliability testing is followed as was
used in the radar example, each of these configurations
will have to be checked. What does such a test program
imply?

Suppose that one could test each configuration of the
machine in 10 microseconds, which is a little fast even
for today’s achievements. There are of the order of 10
microseconds per year, so that points in the 100-
dimensional space could be traversed at the rate of 102
per year. Now 219 is roughly 109, so that, with no down
time of the machine, the entire space could be covered
in about 108 years! The age of the earth is only approx-
imately 10 years. Furthermore, the test described
would have checked the machine under only one com-
bination of environmental conditions.

Certainly this is unreal and an extreme example. It
does, however, have point. The number of degrees of
freedom of the typical digital device is so large that con-
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ventional methods of inspection and of verifying correct
operation are simply not applicable. Hence, design, in-
spection, and performance checks must unavoidably de-
pend on statistical methods. Here is certainly one area
where the techniques of experimental design should be
useful. These methods should permit a fuller return for
the amount of experimental effort expended.?

There is a further consequence of this inherent nature
of digital devices. The designer must regard the com-
puter as a statistical ensemble and admit that the param-
eters and characteristics of each kind of component
will be statistically distributed. There results an ex-
tremely conservative attitude toward use of com-
ponents in machines intended to give high performance.
Because of this conservatism, meaningful performance
statistics bearing on design faults are very slow to ac-
cumulate, and thus the feedback loop, which tells the
designer whether his set of design criteria was good or
poor, is extremely long. In one part at least of the com-
puter field, reliability is different in these two ways:
traditional techniques for evaluating it are not applica-
ble, and statistics bearing on it are slow to accumulate.

This discussion leads naturally to a comment on an
important difference between digital systems and some
kinds of analog systems, insofar as the meaning of reli-
ability is concerned. Consider, for the moment, how a
mathematical analog machine of the differential ana-
lyzer type is constructed logically. The differential
equation to be solved is expressed with the highest
derivative on one side of the equality sign and with all
else on the other side. The “all else” part of the equation
is then mechanized on the assumption that the highest
derivative already exists at some point. Finally, the
equality sign is enforced by taking the output terminal
of the “all else” mechanization and physically connect-
ing it to the terminal on which the highest derivative
had previously been assumed to exist. A particular kind
of feedback has been forced upon the analog computer,
namely, a logical or mathematical feedback which exists
whether the computer consists of mechanical parts,
electronic parts, hydrodynamic parts, or what not.
Nonetheless, this kind of feedback behaves like a circuit
feedback and may be positive or negative. Thus, if an
errant electron chooses to travel the wrong way along
a wire or to stop at the grid rather than at the plate of
an electronic tube, in those cases where the logical feed-
back is negative, the malfunction will be masked and
only a minor perturbation of the result will occur. The
Sform of the solution is not changed, although the pre-
ciston may be.

Every component of an analog computer is within at
least one of these logical feedback paths. Hence, the
analog machine, in many cases, is inherently tolerant of
minor fluctuations in the performance of its components.
Further, if the analog machine happens to be of the
electronic variety, there are additional circuit feedback
loops which encourage an amplifier to behave properly;
it cannot misbehave if it wants to. Thus, in many situ-

ations, the mathematical analog computer need only
have reliability on the average; instantaneously its com-
ponents may indulge in a variety of deviations from
normalcy and only minor consequences will result. Ob-
viously, none of this is true when the feedback is positive
or when a malfunction causes the feedback to change
sign. Just as obviously, this argument also applies to an-
alog systems other than differential analyzers, es-
pecially those analog systems in a closed-loop control
application.

What is the corresponding situation for the digital
system? If the computer is built as most of today’s
machines are—without redundancy—it must exhibit ab-
solute or instantaneous reliability, because any compo-
nent malfunction can cause difficulty. There are no
logical feedback loops within the hardware of the com-
puter to force the wayward component back into line.
There may still exist circuit feedbacks in some parts of
the machine—in video amplifiers for instance—but
there are no equipment-wide logical feedback loops such
as exist in the analog machine. There are, however,
times when pseudo-feedback loops do exist by virtue of
the particular routine in use; for instance, an error-
reducing iterative process with automatic control of
the error in the final answer will make the digital system
tolerate some kinds of malfunctions. But, in general,
such is not the case. In this respect, among others, the
digital system is markedly different from the analog.

Evidently, in some respects, redundancy is to the
digital machine what logical feedback loops are to the
analog machine. Offhand, however, there does not ap-
pear to be, for redundancy, a parallel to the notions of
positive vs negative feedback. It is interesting to specu-
late, however, on what deeper philosophical meaning is
common to these two concepts, and on what use, if any,
this might have in computer design.

As a result of this fundamental difference, the design
of digital devices must be regarded in a statistical light.
Components or whole assemblies of components must
be regarded as having statistically distributed parame-
ters and performance; the design technique must ac-
comodate this fluctuation. As suggested before, the
techniques of experimental design may be applicable.
To date, most designers have concerned themselves not
with the statistical distribution of the parameters of a
component or circuit, but only with limit or end-of-
life values of the parameters. Even so, experimental
design may have much to contribute.

A further point comes from this discussion. The over-
all reliability or performance of a digital system may
involve more than the reliability of the hardware alone.
The particular routine in use may conceivably accom-
modate certain types of machine malfunctions, and in
this respect, may better the apparent reliability. It is
interesting to conjecture to what extent sophisticated
programming of digital machines in this sense might
increase their reliability.

The preceding discussion is not meant to imply that
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designers of analog equipment can be casual in their
choice or use of components. While negative feedback
activity can mask many troubles, it cannot, for in-
stance, accommodate the catastrophic type of failure.
However, it would seem that the digital design tech-
nique is more exacting than the analog design technique.
While the analog designer tends to worry mostly about
catastrophic failures and not to concern himself overly
with long-term drifts and hardly at all with short-term
drifts, the digital designer must concern himself with
all of these and perhaps more. He must play the game
with stricter rules and with more care than his analog
colleague.

It does not necessarily follow that all analog devices
are necessarily of high reliability. The analog art is a
much older discipline than the digital art and has, there-
fore, tended to use the traditional techniques—for in-
stance, exhaustive testing of a completed device to de-
termine its reliability. The analog art also has tended
to be used sooner than the more recent and relatively
untried digital technique for the newer and more de-
manding applications. It was on hand and was used.
Thus, before success finally came, there were the strug-
gles and disappointments of the designers of airborne
autopilots, navigational systems, and other analog com-
puting systems. Further, at the time of the transition of

“the analog device from the laboratory to military and
industrial applications, the need for an exacting design
discipline was not fully realized, and many early efforts,
for this reason, suffered serious setbacks.

The digital art has been fortunate in a way. Because
the digital system inherently lacks the logical feedback
paths, the problem of careful design for maximum reli-
ability was evident from the outset. Consequently, a new
kind of designer evolved who established new methods
of design which could tolerate wide extremes of operat-
ing parameters. The whole of the electronic industry has
profited in this respect from the growth of the digital
field, but, unfortunately, the new wisdom and design
techniques of these people are not being disseminated
nearly widely enough nor rapidly enough.

Through the balance of the paper, the emphasis will
be on the problems of the digital field. This is not an
implication that the future of the analog device is
limited or even doomed; it certainly is neither. The
analog technique has successfully made the transition
out of the laboratory and is a rather well-grounded,
although perhaps not sufficiently documented, art. On
the other hand, not much has been stated about the re-
liability problems of systems containing a digital device.

The digital art again has been fortunate in two ways.
It was first applied to large-scale computing devices
which were destined for long apprenticeships in com-
puting installations where maintenance, environment,
and general care were optimized. Secondly, the digital
art had the advantage, during its early stages, of a much
improved and more sophisticated electronic art. Digital
devices now are beginning to appear in weapon systems,

in process control applications, in air-defense installa-
tions, and in other places where extremely high per-
formance and reliable operation are demanded. Al-
though there is a background of knowledge bearing on
reliability problems, and much remains to be learned,
the digital discipline is in a much better position than
was the analog discipline when it first entered into high-
performance applications.

With respect to reliability, one might catalog digital
systems in two ways: those for which the environment
is chosen to suit the digital system, and those for which
the environment is dictated by operational demands of
some larger or other type of system. The first kind of
environment may be called “optimum,” with the typical
computing installation for an example; and the second
kind may be called “operational,” with military or de-
manding industrial applications as examples. In the
former case, a great deal is known about ways of pro-
viding long periods of trouble-free operation. Recent
machine statistics indicate that the electronic parts of
5000-tube systems are exhibiting average times-
between-errors of many hundreds of hours. In military
and industrial applications, however, not much is known
as to reliability. The environment is more rugged and
the demands are higher; but in many cases the interval
over which proper operation is required is much shorter.
It is certain that digital devices will have some of the
troubles that any electronic discipline must encounter
when entering a new area, but this transition should
be greatly eased as a result of the excellent achievements
already made in optimum environment designs. It is
for just this transition into military and industrial appli-
cation that points made in the first paper have great
significance.t

Boldyreff suggests that a component must be evalu-
ated for reliability in its final environment, where this
final environment must be understood to include the re-
mainder of the system in its operational situation. Since
the optimum-environment machines for the most part,
are not parts of a larger system, but are themselves
the entire system, this point has not to date particularly
plagued digital designers. However, the airborne or sea-
borne digital computer either does or will have to face
the problem. Its designers must not only think of all
those things which designers of 704’s, 1103’s, JOHN-
NIAC'’s and other such machines thought of, but they
must face a whole host of problems, some of which they
may not appreciate or even know about until the first
computer is put into its system environment. A com-
puter, well-behaved in all laboratory tests for instance,
might go completely beserk when operated in proximity
to a source of electrical noise. Or some of the com-
ponents of the computer may fail to survive unusual
types of vibration.

A second point made by Boldyreff is that there must
exist a compatibility between reliability and perform-
ance. Some levels of performance may demand extreme
reliability from some part of a system, whereas a reallo-
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cation of performance requirements might greatly
change the situation. For instance, an airborne com-
puter as part of a weapon system may have the job of
providing an appropriate course for intercept of a target.
It is conceivable that, for the precision of control re-
quired, this machine would not have sufficient time to
use some iterative loop a few extra times to offset a
moment of weakness during which some part of the
machine committed an error. However, with some in-
crease in the lethal radius of the weapon proper, the
closeness of control could conceivably be relaxed. Then
the system could tolerate a more ill-behaved computer,
since it would then have an opportunity to correct some
of its difficulties through additional use of its error-
reducing iterations.

There is here a germ of an idea which may have value.
An analog computer when constructed and wired solves
exactly one problem; parameters may be varied, but the
problem may not. A digital computer, when wired, can
solve, by adjustment of its routine, many problems or
slight variants of the stated problem. Thus, some of the
give and take in adjusting system performance can be
accommodated by manipulation of the routine, even
late in the development period. Further, the influence
of the routine itself on the over-all reliability of the
digital computer-containing system must not be over-
looked. Many examples exist of routines which are
normally well behaved, but which on certain special
combinations of data input go completely wild. Thus,
the programmer, as well as thedigital design engineer, is
likely to be an essential part of the team which is dedi-
cated to providing digital computing devices for de-
manding applications.

Admitting then that the routine itself is part of the
reliability problem of a digital system, it is also true that
one way of experimenting upon a digital machine is
through its routine. In the previous paper,! Hoffman
showed how experiments can be designed to extract data
from systems which are reluctant to yield concise state-
ments of their performance or characteristics. One
wonders to what extent a designer of experiments might
prove valuable in constructing diagnostic routines, even
though there is probably no college curriculum in the
country that could produce this hybrid individual.

From this discussion, what might reliability mean to
each of the several designers of any large system which
contains a computer? To the component man, it means
basic components such as capacitors or terminal boards
or servo motors which meet certain tolerance speci-
fications, which exhibit prescribed short- and long-
term drifts, which can operate within specifications in a
prescribed environment, and which have a specified and
adequately small probability of catastrophic failure. The
analog-components man is in a fairly advanced state of
evolution, but the digital-components man has much
to learn about the behavior of his components in ad-
verse environments.

To the circuits man, reliability means circuits which
use the parts supplied by 'the components man, which
can accept input signals with a prescribed tolerance,
which provide output signals to a prescribed tolerance,
which tolerate specified supply fluctuations, and which
also tolerate those aspects of the environmental situa-
tion which are not applicable at the components level.
The digital-circuits man knows a great deal about de-
signing for optimum environment, but he has much to
learn about the operational environment. On the other
hand, the analog-circuits man has learned the hard way
and has evolved toward operational designs. He would,
however, do well to backtrack now and to learn to make
use of the conservative design philosophy which his
digital brother has been forced to evolve. But his digital
brother would also do well to hear what he has to say
about the problems of meeting adverse environments.

Next in the reliability chain is the computer designer
responsible for an over-all machine which he hopes will
get the right answer each time, and which tolerates all
of its environmental conditions—some of which may
have appeared for the first time. However, the digital
machine may not get the right answer each time, not
because of electronic difficulties, but because the routine
may malfunction on particular kinds of input data, or
because the input data may be incorrect.

Lastly, therefore, is the man with the systems re-
sponsibility who must consider such interactions as this
and guarantee over-all performance under the full en-
vironmental situation. Again some aspects of the reli-
ability problem as influenced by environment may ap-
pear for the first time, such as mutual electrical inter-
ference problems. At this level must be considered such
problems as, in the digital case, seeing that the gross
job of the computer is done properly. This now means
that the computer plus routine must be able to tolerate
its environment, where the environment now includes
such things as faulty input data and other misrepresen-
tations of information.

Reliability means a completely different thing in de-
tail at each of these levels and to each of these people,
although the reliability at each level builds on the reli-
ability of all which came before. Reliability in the com-
plex system is not a simple thing. Considerable progress
has been made with systems including analog comput-
ers. Much is to be learned concerning systems with
digital computers, but the experience with optimum-
environment digital machines has provided a good basis
for advancement.

To sum up, a number of points have been suggested
for consideration. The analog system, by virtue of its
inherent logical feedback loops, can in many instances
tolerate much that the digital system cannot; and in
many applications the analog system need only exhibit
reliability on the average. The digital system, because
of its absence of redundancy, demands instantaneous
reliability. This demand imposes new problems for the
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designer, since now short- and long-term drifts, initial
tolerance, and catastrophic failure must all be consid-
ered. Reliability of any over-all design starts with a
complete knowledge of component behavior, where, as
Boldyreff has remarked, this behavior must be dis-
covered in the final environment. Hoffman's techniques
for optimizing the yield of an experiment should also be
useful in learning the true statistical behavior of a com-
ponent. From this knowledge, the circuit designer may
then develop circuits which will operate under wide con-
ditions. With these, the final machine and eventually
the system can demonstrate its required reliability.
The digital industry to date has placed the bulk of its
products in optimum-environment installations where
careful maintenance, careful climatic control, and ex-
pert operation is routine. For these reasons, the digital
art has had an opportunity to build highly reliable ma-
chines, which, for the most part, themselves constitute
the entire system. However, new applications are ap-
pearing—such as military and certain industrial de-

mands—inwhich the environment is neitheroptimum nor
can the machine expect the care and maintenance of its
computing-center predecessors. The analog machine has
already made the transition from the sheltered labora-
tory to the world of real life, but even so it should profit
from the methods of experimental design, the notions
of large system reliability, and the new philosophy and
techniques of the digital designer.

The digital field is fortunate in having seen the dif-
ficulties which the analog field has experienced; it is
fortunate in having a more sophisticated and elegant
electronic art to use. All of these things will help make
its transition from the laboratory all the easier, but
none of us should for a moment feel that all of the an-
swers to reliability are known. It has been the purpose
of this paper to suggest new viewpoints to old problems
and to bring together some of the ideas about reliability
which have never been documented. Although many of
the principles of designing for reliability are clear, most
of the details are not.

A Digital System Simulator

WILLIAM E. SMITH}

INTRODUCTION
&_NY COMPUTER can be described by logical

Boolean equations and memory elements. The

computer can then be constructed from physical
components which realize these logical expressions and
memory elements. Some of the more conventional com-
ponents which are in use are semiconductor diode gates
interconnected to represent logical equations, and vari-
ous forms of the Eccles-Jordan flip-flop which provide
binary storage.

The digital system simulator provides binary storage
analogous to flip-flop storage in the form of magnetic
cells on the surface of a rotating magnetic drum. The
logical equations are also written onto the surface of the
magnetic drum in a coded form. Then, a minimal num-
ber of diode gates and actual flip-flops are required to
interpret the encoded logical expressions and pseudo-
flip-flops, thereby causing the simulator to behave as
the encoded digital system would behave. The size of the
memory alone determines the complexity of the digital
system which can be simulated.

1 Aeronutronic Systems, Inc., Glendale, Calif.

MEMORY

In the prototype simulator, four nonvolatile channels,
each extending completely around the magnetic drum,
serve as the coded logic channels. These are the J, K,
N, and O channels. See Fig. 1.

—

TEMPORARY
smeczsTER [ 1 stomace

OHE WOl FLIP-FLOP

. ?L F REGISTER STORAGE j

CHANNEL T
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0 CHANNEL
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# REGISTER TIMER

Fig. 1—The magnetic drum memory.
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One magnetic drum recirculating register, the Fregis-
ter, which is #41 bits in length, is used to store the
states of # pseudo-flip-flops; one bit position is not used.
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Another circulating register of the same length, the .S
register, is used for temporary storage of the new states
of the pseudo-flip-flops as they are derived from the en-
coded logic. This register is also capable of precession in
an # bit loop, which causes the contents to shift right one
bit per word when necessary. A third circulating register
of 41 bits, the M register, is used to derive a marker or
timing pulse at the end of each word.

EQUIPMENT ASSOCIATED WITH THE MEMORY

Each of the four nonvolatile logic channels, J, X, N,
and O has a read amplifier and read flip-flop whose desig-
nations are J, and Ji, K, and K;, N, and N;, and O, and
O, respectively. The read heads are also the write heads,
which can be driven from the write amplifiers J,,, K.,
Ny, and O,, when initially filling the channels. See Fig. 2.

EXCEPT DURING PRECESSION (Py')

DURING PRECESSION (Pp)

S CHANNEL MAGNETIC TRACK

¥ CHANNEL MAGNETIC TRACK

1 J CHANNEL MAGNETIC TRACK
2 K CHANNEL MAGNETIC TRACK
} N CHANNEL MAGNETIC TRACK

} 0 CHANNEL MAGNETIC TRACK

Fig. 2—Equipment associated with memory registers and
channels.

The F register stores # —2 bits on the magnetic drum
and three more bits in positions #, 1, and 0 by means of
flip-flops F., Fi, and Fy. A read and write amplifier, F,
and F,, complete the loop. The F register usually re-
circulates, but during word zero, W,, when computing,
it copies the contents of the .S register.

Fy 1fo = FsWC 4+ S1WC '
OfO = FlIWoIC + S1’WOC
Fu 1fn = FC
ofn = F¢'C.
The F register also serves a secondary function which
is described in the filling procedure.
The S register stores #—2 bits on the magnetic drum,
and the remaining three in flip-flops S,, Si, and Sy It
normally either precesses, P,, in an % bit loop, or recircu-

lates P’ in an #+1 bit loop. New information may be
written at the end of each word at time T,.

So 150 = SiC
oS0 = S/C

Sn 1850 = SoPo'TW'C + S1PoT,/C + To( -+ ).
052 = So'Po'TW/C + S/ PeT,/C+ TW( -+ ).

The M register similarly recirculates #--1 bits with
the aid of three flip-flops, M., Mi, and M,. A single one
in position zero of the M register identifies the time 7,
by its appearance in Mji; all other bits are zero in this
register.

WORD STRUCTURE AND CODING

All words are described in normal form, as they would
appeal in their appropriate registers at time T.

The F and .S registers remember the present and next
future states of the pseudo-flip-flops, respectively. Each
bit position is assigned a flip-flop to represent, except
bit position zero, which is not used. For convenience in
this presentation, all pseudo-flip-flops are designated Q
to avoid confusion with actual flip-flops. A word in the
F or Sregister is then as shown.

Qﬂ Qn—l Qn——2 M Q2 Ql

This representation is always correct for the F regis-
ter. It is initially correct for the S register (at T, W,) but
the pattern will be shifted right during subsequent
words, due to precession. Thus, after two precessions,
Qs will be in position # at time T in the S register.

Q2 0 Qn S Qs Qs

There are 64 words of #-+1 bits each on the J, K, N,
and O channels. A word may serve three functions.

Four ones in the zero position of word zero, W, in
J, K, N, and O identify the word as word zero or the
origin: accordingly, these set the word counter to zero.

word 00 N word 77 (octal)
Positon 2 1 0|z =n—1
Lot J
Loy b K
R N
I 0

A one in the zero position of any word on the J chan-
nel causes precession in the S register during that word
time, ’
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word 1 word 7—1

|
Position t 0|
|

The P, flip-flop senses this code and controls preces-
sion.

| J channel

Pg 1}"0 = JlTnC
oﬁo = J1,TnC.

Note that the origin encoding will always cause pre-
cession during word zero.

The third and principal use of these channels is to
encode and-gates. The encoding of an and-gate is accom-
plished as follows:

In a given word on the J channel “ones” are placed so
that they will occur in coincidence with the propositions
in the F register, which must be true to make the par-
ticular and-term true. On the K code channel “ones” are
similarly placed in coincidence with the propositions
which should be false, O, to make the same and-term
true. Thus, the and-term QuQsQ¢'Qs’'Q; is encoded as
shown:

Qn Q1| Qro| Q9| Qs | Q7| Qs | 05| Qs | Qs | Q2| O1 /I F
1 1 1 J
1)1 K

Other and-terms are encoded in successive words.

An and-term always triggers the flip-flop simulated in
the last bit of the word in the S register, which is Q, in
the previous example. Thus the complete logical
equation is

1Jn = QanQs'Qs’Qs-

This also implies that if no precession in the .S register
is called for between successive words, successive and-
terms will trigger the same flip-flop, so that these and-
terms are effectively or-ed together. If precession is
called for, the and-term will affect the next flip-flop in
succession.

By the proper use of the precession code all flip-flops
can be caused to obey their logical input equations in
sequence.

The J and K channels are used to encode 1-set terms.
The N and O channels are similarly used to encode 0-set
terms. For example, the term

0dn = Q3Q2'Q1

would be encoded:

AND-GATE SIMULATION

To obtain the function of an and-gate the coding must
be properly interpreted. A flip-flop D; determines
whether or not the coded and-gate is true in the follow-
ing manner:

The flip-flop D; is initially set true at the start of each
word.

D1 1d1 = DllTnC.

Then, as a word is read serially, if a code 1 in channel J
is not coincident with a true proposition (a 1 in channel
F), or if a code 1 in channel K is not coincident with a
false proposition (a 0 in channel F), the flip-flop D, is
reset. All conditions for the and-gate to be true have not
been met.

.D1 od]_ = (]1F1’Tnl + KlFlT,,,,) W(),C.

Flip-flop D, is sensed at the end of a word. If it is still
true, the and-gate is true. The J and K channels accom-
plish the 1-set triggering of the last simulated flip-flop
in the S register. Thus, at the end of a word, if D, is
true, the last bit in the S register is set to a 1.

Sn 1Sn = Sn,DlDolTnC.

Two similar channels, N and O, by an analogous
process, may instigate the 0-set triggering of the same
flip-flop. D, assumes the role of D; in this analogy.

Do 1d0 = Do/TnC
odo = (N1F1'Tn' + OlFlTn/) Wo'C
Sn oSn = SnDODI,TnC~

This particular prototype does not allow for simul-
taneous 1-set and 0-set logic as might occur when using
jk flip-flops. The type of flip-flop which it simulates is
the set-reset or rs flip-flop, which can receive either a
1-set or O-set trigger, but not both, during the same
iteration of the logical equations.

The next word in each code channel represents an-
other and-gate and may similarly instigate the 1-set or
0-set triggering of the same simulated flip-flop. Thus,
these two and-gates are functionally or-ed together
since they affect the same flip-flop. The extension of this
concept to any number of and-or gates which affect the
same flip-flop is obvious.

If successive one-word and-gates do not apply to the
same simulated flip-flop, a 1 code in the zero position of
the J channel causes the and-gate encoded in this word
to trigger the next simulated flip-flop in sequence by
causing the S register to precess. To be consistent, the
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first and-gate computed, encoded in W,, contains a
precess code (part of the origin code) so that flip-flop Oy
is the first flip-flop triggered, followed by Q., Qs etc.,
rather than Q, followed by Q1, Q2, etc. This precess code
transfers triggering to the next flip-flop by causing the
significant contents of the .S register to precess one bit
position to the right each word-time that the code is
employed.

TRANSFER OF NEwW DATA

After one revolution, 4.e., one solution of the complete
set of logical equations, all and-gates have been sampled
and all flip-flops have been set to their new values in the
Sregister. The J channel must have been coded for 7z —1
precessions so that the S register is now in normal form.

It remains to transfer this new information from the
S register to the F register in preparation for the next
iteration of the equations. This occurs during word zero,
W.

Fy 1fs = SiWC
ofo - Sl’W()C.
In order that gating with new values can proceed during

word zero, the D, and D, flip-flops must sample the new
values (not yet available in F) in Sy during W,.

Dl Odl = (JISIITn, + KISlTn,)WOC
Dy ody = (NISIITn/ + OISITn/) WC.
Note that this implies that the initial values at the

start of computation be set up in the S register, and that
the F register initial values are immaterial.

OriGIN FrLL

The origin key « causes a one to be set into each of
the four code channels, J, K, N, and O at the same time
by the following means: a flip-flop B; is set on by the a
key for just one clock period

B]_ 1b1 = OlB]_,Il,C
obl el OLB1C.
An interlock flip-flop I; prevents B; from being set

on more than once while the origin fill key is held down.
See Fig. 3.

Il 1’i1 = OCBlc
Oil = OZIC.

While aB; is true, a one is written into each of the
four code channels. At other times nothing is written

Jw = aB;
Ko = aB;
iNw = aB;
{Ow = aBi.

The four code channels must be cleared first by
pressing the code channel clear key, v, to erase any
previous origin indication.

Fig. 3—Origin fill waveforms.

o' =y
Ko =
N =
0w = 7.

The origin is then indicated by four simultaneous ones
in ]], Kl, Nl, and 01.

Xo = J1K1N101.
M anp F REGISTER F1LL

The origin pulse, X, is copied into the M register in
position zero when the ¢ key is depressed. At other times
the M register recirculates.

My my = XopB:C + (6B1)'M.C
ooy = M()C

Flip-flop B; causes switch ¢ to be effective at the
proper time.

B: 1b1 = ¢XB/I)C
ob1 = ¢XoBiC.

Flip-flop I acts as an interlock to prevent further
writing in the M register until after the ¢ key has been
released.

I, 1i1 = ¢B.C
ol = ¢'C-

The origin pulse, X, is also copied into the F register
but in position one when the ¢ key is depressed.

Fi 1fi = XopBiC + (¢By)'F.C

Ofl = F1C
At other times the one digit in the F register recircu-
lates.

The F and M register fill waveforms are shown in
Fig. 4.

J, K, N, anp O CHANNEL FrLL

When the control panel selection switch is set to JK
and one of the fill keys 0, 1, 2, or 3 is depressed, the J
and K channels are filled simultaneously in word W; and
in the position specified when Fy=1.

Jw Ju = (24 3)JKF,B,W;
o' = (04 1)JKF.B,W,
Ko iKo = (1 + 3)JKF.B,W;
K. = (0 4+ 2)JKF.B,W..
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Fig. 4—M and F register fill waveforms.

The fill keys 0, 1, 2, and 3 are decoded as indicated in
the logical equations above and also as indicated in the
following table.

Fill key | J K
0 0 0
1 0 1
2 1 0
3 11

The proposition W; is logically derived from switches
which sample the word counter for count 7.

W (switch logic)

Flip-flop B; causes the fill keys to be effective at the
proper time.
B 16y = \T,B/I,'C
ob1 = N W ;B:C
where

A=0+1+4+2+4+3

Flip-flop I; prevents another digit from being filled
until after the currently used fill key is released.
I, 11, = A\BC
o1 = NC.
As the selected digit is written into memory at time

(NF1W;B;) =1 the 1 code in F is delayed there by not
allowing it to be erased to zero,

Fy fy = NF.C
0f1 = ()\FIWiBI),Flc’

and not allowing it to be copied into Fo,
FO 1f0 = ()\FIW'LBI)/FIC
ofo = F{/C.
Therefore, when the next digit is to be filled, N\F1 W, B;
will be true one digit time later and cause filling of the

next successive digit. This term is true at time T just
after the marker has been written, when digit position

one is to be filled. It is finally true at time 7, when digit
n+1 (which is digit zero of word 741) is filled.

At the time that this last position is filled, the 1 in Fy
is immediately erased and not copied into Fy; therefore
the F register is cleared to zero and no further digits
will be written until the marker is again written in
position one.

Fy of1 = (WF W ;By) T FiC.

Also, during word 77 when the single one reaches posi-
tion 7 in F; the F register is cleared to zero by not copy-
ing it into F,, thus preventing filling in the origin
position.

Fo 1fo = WF W )'FC + BY(WT,)'F,C.

The N and O channels are similarly filled when the
fill selector switch is set to NO,

Ny No = (2 + 3)NOFB,W;
N = (0 + 1)NOF.B,W;
0w 0, = (1+ 3)NOF.B,W,
0.’ = (0 + 2)NOF,B,W;.

OPERATION

In operation, the simulator is first filled with the ap-
propriate data to solve the particular problem at hand.
A logical designer must reduce this problem to logical
equations and thence to J, K, N, and O channel coding.
To fill these channels the “Operation Mode” switch is
set to JK or NO and the “Word Selector” switches
are set to the word to be filled. See Fig. 5. The marker

© O

CLEAR
PILOT

2].e

FILL
ORIGIN

OPERATION MODE

@®@
o0 @

FILL COMPUTE

©

START

WORD SELECTOR

Fig. 5—Sketch of control panel.

button “¢” is depressed to establish the beginning of a
word, and then buttons “0,” “1,” “2.” or “3,” are de-
pressed as required by the coding. Each entry causes
the next successive character to be recorded.

After all logic is encoded, the “Operation Mode”
switch is set to .S and the initial setting of the flip-flops
to zero or one in the S register is undertaken by depress-
ing either the “0” or “1” buttons, respectively; with the
word selector switch set to the appropriate word,
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namely, to the word with the jth precess pulse in it, the
pseudo-flip-flop Q; is filled.

The simulator is now ready to compute. To start com-
puting set the “Operation Mode” switch to C and de-
press the “start” button. To stop the computer depress
the “stop” button or wait for a programmed stop caused
by the logical term D;D,T5. If the “Operation Mode”
switch is set to C; the computation will automatically
stop after each drum rotation.

Output is obtained by oscilloscope or by logical gating
plugs which select the desired output from a particular
flip-flop.

Uske

It is intended that the first prototype simulator be
used as a logical designer’s aid in designing and checking
out equipment; also, as a training device for logical de-
signers. Of course, many simple “games” and slow con-
trol problems may be coded into this simulator.

The speed of solution of a problem is relatively slow;
one iteration of the complete set of logical equations
takes one drum revolution. The number of flip-flops
which can presently be simulated is about 30 and no
simulated internal memory is available. These disad-
vantages will be relatively easy to obviate by logical
means in the second prototype except for the relatively
slow computation rate which is, however, adequate for
many slow real-time control problems such as traffic
control, production control, or logistics.
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Discussion

R. R. Johnson (General Electric): Are
you going to offer the services of this com-
puter for checking out equations, and how
large a computer can it simulate, and how
can you check the simulated results?

Mr. Smith: Possibly. This particular
model can simulate a computer of 28 flip-
flops in something like 128 gates. However,
we are thinking seriously of extending by
simply putting more J, K, N, and O channels
on this so that the number of gates would
be doubled. There will be this memory fea-

ture in the computer and we can adjust that
for various word lengths in your memory.

W. R. Smith (Datamatic): Have you
tried to use this computer to reduce the
amount of equipment in the simulated com-
puter?

Mr. Smith: I have thought of that, but
it seems you need the same amount of
equipment to interpret the logic that you
put into the computer.

A. Dinkel (Convair): What is the major
difference between this and, say, Cash
Register Corporation’s DDA?

CTIE=0O

Mr. Smith: This is a machine for process-
ing logic. The DDA is a machine which
essentially adds an overflow. They perform
two different functions. In addition, an
overflow can be shown to be an integration.
The DDA does additional integrations and
the simulator processes only logic for you,
whereas, the GP has a computing center
which processes methodic operations.

W. J. Willis (Atomics International):
What sort of selling price can be foreseen
for school labs?

Mr. Smith: This first one is costing us
around $12,000.
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A New Input-Output Selection System for the
Florida Automatic Computer (FLAC)

C. F. SUMMERt

INTRODUCTION

HE ULTIMATE goal of the original FLAC de-
Tsigners was to produce a fully coordinated instru-

mentation system and data reduction system with
a common data language. Their foresight has resulted
in a coordinated data gathering and data processing
system, capable of many evolutionary changes as the
“state of the art” progresses.

Radar data is presently collected in the field, on
punched paper tape, in a language which the computing
facility (FLAC) is capable of handling directly without
intermediate processing. Success has been attained in
recording field data from a classified electronic system
directly on magnetic tape. This recording, in digital
form, can immediately be processed by the FLAC with-
out any preliminary handling.

Data also gathered byeither photographicor electronic
means from several geographic sources on the test range
are all correlated by the central timing system. If 2 cine-
theodolites are employed in a net, then 2 separate
punched paper tapes are derived from the photographic
data. Using 2 high-speed punched paper tape readers,
the data collected from these sources can be collated,
with time, by the FLAC at computer speeds.

Basic position data derived from the mathematical
solution for a 2-station theodolite net is usually readout
to1 paper tape punch, velocity components are computed
and readout to a second punch, acceleration data is com-
puted and readout to a third punch, and other data
items such as first and second differences or mathemati-
cally smoothed quantities can be readout to other de-
vices. This entire processing cycle, from multiple read-
ins to multiple readouts, is accomplished with one “data
pass” through the computer. A tremendous time saving
in data processing can thus be realized.

PrESENT AND FUTURE INPUT-OUTPUT CAPABILITY

It becomes obvious from the example cited, that the
computing system, for the reduction of large quantities
of missile test data, in a timely and efficient manner must
be capable of communicating with a wide variety of in-
put-output devices; all under control of the computer
program. This philosophy was inherent to the original
logical design and therefore the input-output addresses
of FLAC can be made very extensive.

t RCA/Missile Test Project, Patrick Air Force Base, Fla.

Over the past three years the quantity and quality of
input-output devices has increased; from a single Flexo-
writer and magnetic wire readin units to a full comple-
ment of devices. In the expansion of the number and
types of input-output devices, it has been necessary to
add the new high-speed input-output selection system
to complete the computer input-output communication
and control link.

Future data acquisition plans point to a requirement
for at least the following computer input-output devices:

1) Four magnetic tape input-output handlers—4
addresses.

2) Three high-speed punched paper tape readers—
3 addresses.

3) Three paper tape punches (60 characters per sec-
ond)—3 addresses.

4) Two paper tape punches (120 characters per sec-
ond)—2 addresses.

5) One medium-speed punched paper tape reader
(60 characters per second)—1 address.

6) One Flexowriter—1 address.

7) A magnetic-tape bin memory (400,000 words with
a 60-sec mean access time to any word)—20 ad-
dresses. (10 additional addresses for rewind or-

ders.)

THEORY OF OPERATION OF SYSTEM

To appreciate the capability and versatility of the
FLAC with regard to multiple input-output devices
under control of the computer, a brief description of
some of the pertinent machine characteristics seems de-
sirable.

The modified FLAC is a series-parallel machine pat-
terned originally after the SEAC and the MIDAC sys-
tems. The remaining similarity is only in the type of
logical circuitry employed. The arithmetic unit is com-
posed entirely of dynamic logic type circuitry; 1 tube
type (computer grade 6ANS), one type of pulse trans-
former, and 10 resistor values. A new 4096-word mag-
netic core memory handles the binary information in a
parallel fashion and requires special circuitry to mate it
to the arithmetic unit (au) and center controls. A
FLAC word is composed of 44 binary digits, plus sign.
The pulses are timed at a 1-megacycle rate and the
basic computer timing is controlled by 4-phase 1-mega-
cycle source (computer clock).

The operational timing unit of FLAC is the “minor
cycle” which is 48 usec long. Thus, the computer word
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utilizes 45 one-usec pulses and there are 3 “blanks”
which are involved in certain logical operations.

The computer is a 3-address machine cycled through
4 operational phases (F1, F2, F3, F4), possessing 16
basic orders or commands. Some special features are:
complete binary-to-decimal and decimal-to-binary num-
ber conversion (as an order, not a subroutine), a tally
order which controls a base counter. Addresses can be
made relative to the base counter or control counter
by the special control group of the instruction. Readin
and readout orders make use of a special word counter
which allows from one to 4096 words to be read in or
out with only 1 instruction. The readin or readout then
makes addresses relative to the word counter as well as
control or base counter.

INPUT-OUTPUT SELECTION SYSTEM LocIc
Construction of Computer Word

A computer word can be used to represent either in-
structions or data. The composition of the instruction
word is such that 12 binary digits of the word are de-
voted to each of the address groups: alpha, beta, and
gamma. Four digits are for the operation code and four
digits are for the control group. The pulse positions of
the instruction word are as follows:

PwPu| Pi PrPs| PePs | PuPu | Pu-Pu | PuPu
Blank | Sign gg)d‘; %)lf:)turgl Gamma | Beta Alpha

Transfer and storage of words are made in a serial form
throughout the arithmetic unit and central controls.

Input-Output Address System

It is convenient within the computer and for pro-
gramming purposes to express the numbers utilized by
FLAC in the hexadecimal system. In this case 4 binary
digits are represented by one hexadecimal charac-
ter. Thus, an input-output address can be represented
by “01C” (a high-speed paper tape reader). In binary
form it is reduced to 0000 0001 1100. The following is an
example of the hexadecimal addresses of the various
FLAC input-output devices:

01B,01C,01D—The 3high-speed paper tape readers.

Instruction Storage-Loop Timing and Logic

The instruction storage loop (isl) is a 48-usec re-
circulation loop. This loop has several access points in
order that instructions contained therein may be sam-
pled by other units of central control (z.e., operations
staticizer, run-halt controls, address selector, and rela-
tive-address flip-flops).

An instruction is transferred from the memory or
shift register to the isl during the first minor cycle of
phase 1 (F1). This instruction then remains in the loop
(recirculated) until the next phase 1 (F1), at which time

it is erased (recirculation inhibited) as the new instruc-
tion is transferred in. Gates are available for erasing the
contents of the loop when desired by means of a switch
on the control console.

The position of a pulse being recirculated within the
isl can be referenced in time or loop position for logical
purposes. For example, the basic time (1) of a single
pulse may be expressed as Tss which essentially means
that it is the 22nd pulse time of the particular minor
cycle under consideration. Loop time (L) is also consid-
ered in the timing logic as well as pulse position (P) in a
particular minor cycle. It is convenient to relate these
three time elements (7', L, and P) in the following expres-
sion:

T—L=P. Thus at L=0, Ly, will be present at T
of a particular minor cycle. If L=3, Py will be pres-
ent at Tzz.

Fig. 1 (opposite) presents the basic logic of the input-
output selector. There are shown gating circuits which
are connected to the L =22 and L =343 access points in
the instruction storage loop. From the logic it is shown
that the first pulse of beta (B) is present at L =22 at the
input to that particular “AND” gate, but delayed 0.75
usec.

The first pulse of Gamma, (¥) is present at L =34% at
the input to the other “AND” gate, but also delayed 0.25
usec. T, Ty, T and (Manual) (termed “Manual Bar”
indicating absence of manualcondition) are conditions on
the particular gates shown for proper actuation. The out-
puts of both “AND?” gates are buffered in an “OR” gate
which is clocked at phase 4 (CP4). Either gate output
then is present for a readin or readout on the buss as
shown.

Shown also in Fig. 1 are 8 “AND” gates timed at T,
Ts, Ty, T1, Tus, Tur, Tus, Tus. Each gate is also checked
at CP; (Clock phase 1). Theoutputs feed 8 amplifiers and
alsopulsestretchingone-shotmultivibrators. The purpose
of the multivibrator is to lengthen the computer pulses
which appear at each input; the average output voltage
actuates the plate-circuit relay schematically shown as
(K, K., Ks, K, Ks, K¢, K1, Ks). Relays, gates, etc.,
pertaining to K; and K, are associated with the com-
puter electronic format circuitry and are not within the
scope of this paper. As long as an instruction (readin or
readout) is circulated in the isl, pulse patterns will ap-
pear on the output buss from the isl. K;, Ky, K, K, K7,
K are each activated by a particular binary pulse pat-
tern, depending upon the binary number associated
with the address of a particular input-output device.
Thus, the 8 relays form a “tree” feeding an 8 X8 matrix
which is capable of making 64 different selections. These
relays are termed “decoding” relays.

To illustrate the selection process, the input-output
address 001 (as represented in hex) is used. 001 is the
specific input-output address of the Flexowriter. The
binary pulse pattern for 001 will be 0000 0000 0001 and
is gated into the isl where it is recirculated. Fig. 2 indi-
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ADDRESS CODE TIMING
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FROM ISL

Fig. 2—Input-output address code timing.

cates the portion of the computer word which the ad-
dress chosen actually occupies in time. As the first
pulse of beta (8) (for a readin order) arrives at the Kj
position, it can be seen from the timing illustration in
Fig. 2 that a T pulse (T'4s) will also be present on the
other input to that gate. Conduction will occur as soon
as clock phase (CP;) comes up and K will be energized.
By circulating the remaining digits of the selection code
(in this example they are all “0’s”), it should be appar-
ent that all other digits will arrive at the particular gate
associated with the proper “T” time. However, the re-
lays do not energize since the gate-input conditions
(“0’s” in the remainder of the address) satisfy the prop-
er time relationship.

The circuitry shown in Fig. 1 will indicate that the
Kgrelay activated and the conduction path through the
matrix selection relay designated “01” was completed.
This matrix relay (or relays as is the actual case) picks
up and in turn completes the following circuits to the
input-output device 001 (Flexowriter) (these are not
shown in Fig. 1):

1) Information lines “1” #27” “3” “4” «5% from the
input-output shift register.

2) e—1, asignal remaining on until the proper number
of words have been transferred.

3) Flexo-sync, a signal which permits e—1 to exist on
readouts and synchronizes the Flexowriter to the
computer.

Check Circuitry

To give a positive indication of malfunction such as a
selection of more than one address (unit) etc., a circuit
was designed to detect an indication of this fact. It has
been aptly designated as the “only one” circuit, since it
indicates the correct selection of “only one” unit. Fig. 3

(opposite) presents a typical “only one” circuit. The
contacts shown connected to —65 v are contacts of the
select relays in the matrix. As long as only one contact is
closed there is a single 5.1 k resistor clamped (via the
diodes) to —10 v. If more than one contact closes then
the current drawn will be proportionately greater, thus
essentially biasing the following stage below proper
operating level. There is a 4.2-k “pull up” resistor con-
nected to +62 v and also clamped to +2 v. This line is
connected to the check circuit “AND” gate as shown.
The phase 2 (F2) signal drives a one shot multivibrator
which is cathode coupled to the “only one” line. This is
adjusted to provide approximately 20 to 30 milliseconds
of delay. The delayed “only one” signal also appears
elsewhere in the computer as positive “AND” gate con-
dition for selection of readin or readout functions. It
is necessary to provide this delay in order to allow switch-
ing transients to disappear before input-output selec-
tions are actually made in quick succession. Various
conditions are shown connected to the “check circuit”
gate which will recirculate every minor cycle until in-
hibited by Tys (indicating the absence of Ty). The out-
put of the following stage indicates correct selection.
This signal also provides an inhibit on the “wrong selec-
tion” light gate as shown. Thus, “correct selection” and
“wrong selection” cannot be “on” simultaneously unless
a malfunction has occurred.

SELECTION-MATRIX RELAYS

A most interesting element of this new input-output
selection system is the type of relay utilized in the
selection matrix. Specifications for this relay are gen-
erally as follows:

1) Operating time—approximately 3 milliseconds.

2) Hermetically sealed contacts which are individ-
ually replaceable.

3) Average operating current, approximately 10 ma
(20 milliwatts).

4) Reliable operating cycle—at least 4 million opera-
tions.

This relay utilizes the “Glaswitch” contact element
developed by Western Electric Company, and was man-
ufactured by Revere Corporation under Western Elec-
tric Company license.

Fig. 4 shows a scaled photograph of a single replace-
able “Glaswitch” element, a single relay unit manu-
factured by Revere Corp., and a 3-unit relay package
designed and fabricated locally for this particular ap-
plication. If less than 3 units are in parallel, a series re-
sistor must be incorporated for proper operation in the
matrix. The diodes are also mounted in the base of the
relay package and are used to prevent multiple-current-
condition paths to other relays and thereby cause mal-
functions. Fig. 5 presents a front view of the decoder
panel with the one-shot multivibrators and the decoder
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Fig. 3—Logical diagram—typical “only one” circuit.

Fig. 5—Decoder chassis—front view.

relays, K; through K. This panel is mounted within the
computer control console. Connectors for signal lines
and power circuits are shown. Fig. 6 presents a select
relay “stair step” for a total of 50 different addresses.
The available space dictated somewhat the peculiar
construction and layout. The bottom row of sockets con-
nect to various input-output units as indicated. This
unit is also mounted in the computer control console.

CONCLUSION

The multiple input-output system described has been
in operation on the FLAC for approximately four

Fig. 4—Relay package and components, selection matrix.
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Fig. 6—Selection matrix—relay stair step.

months. Service has been excellent with no relay failures
being evident in the select relay matrix. The “Glas-
witch” relay has proven to be a highly reliable device for
high-speed switching of multiple input-output devices
under programmed control of the computer.

Fig. 7—Florida automatic computer—FLAC 1.

This system permits a wide variety of input-output
devices to be addressed and controlled by the FLAC
and permits the reduction of massive quantities of mis-
sile test data from a number of sources in a reliable, effi-
cient, and timely manner. Fig. 7 presents an artist’s con-
ception of the entire FLAC.
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Discussion

R. R. Johnson (General Electric): Just
what are the input-output specifications on
data flow rate, etc., and how does this con-
trast with the computer speed?

Mr. Summer: The units control the rate
of flow of information in and out. The paper
tape has an input speed of about three

hundred characters per second, and the
output is about sixty characters per second
on the punches.
. A. B. Crawford (Signal Corps, Ft. Hau-
chuca): Are any of your multiple input-
output units remote, and is the FLAC able
to compute simultaneously with input?
Mr. Summer: None of the units are
remote.
R. A, Jensen (IBM): Are the punched

CT2EETO

paper tape punches located at the remot-
data gathering equipments, or is the digie
talized data transmitted from the theodolites
to punches located at the FLAC computer?

Mr. Summer: Currently, the theodolites.
The next step is to digitalize the position in
place on magnetic tape. In the case of radar,
it is digitalized in the punch paper tape or
perforated at the radar site. Eventually, this
also will go to magnetic tape.
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The IBM 650 RAMAC System Disk

Storage Operation
DAVID ROYSE?

Disk STORAGE OPERATION

HE IBM 650 RAMAC System combines the
Tcomputing flexibility of the Type 650 magnetic

drum data processing machine with the quick
random-access large-scale memory which may be assem-
bled from several of the Type 355 disk storage units.
The combination may be programmed to perform rapid
sophisticated jobs of in-line (single-step) data process-
ing. Briefly, this means that the punched-card or taped
record of each event is in turn completely processed
against all of the records, inventories, or summaries
which it affects. The various physical units which may
comprise the system are shown in Figs. 1-3.

Basic COMPUTER

The basic computer consists of the elements shown in
Fig. 2: from one to three of the three card inputs; card or
printer output units may be had in any combination,
each with or without alphabet. The 655 unit contains
the power supply for itself and for the 650 console unit.
It also contains input-output translating, and any asso-
ciated alphabetic equipment. The 650 console unit con-
tains the magnetic drum main memory and the principal
arithmetic, logical, and timing elements; it has the dis-
play console. (See Fig. 4, next page.) The 650 is the
nerve center of any of the expanded 650 systems which
may be assembled.

The basic computer is a stored program, single ad-
dress, intermediate speed machine. It is a serial by digit
parallel by bit machine with 125-kilocycle clock rate.
It has a main memory capacity of 2000 ten-digit words,
a very comprehensive list of commands (including auto-
matic table-look-up), and it is very easily programmed.!
Circuit design is conservative and the machine is
thoroughly self-checked.

653 StorAGE UNIT

The next unit in the system is the 653 storage unit,
which may contain automatic floating decimal arith-
metic, index registers, immediate access (core) storage,
or any combination of the three. (See Fig. 3.)

“Immediate access (core) storage” is a necessary part
of any system which includes tape or disk storage. The
core storage array has a capacity of 60 ten-digit words
(plus their signs). It is directly addressable from the 650.
Single-word access to transfer to or from the 650 re-

t Internatl. Business Machines Corp., Endicott, N. Y.

1E. S. Hughes, Jr., “The IBM magnetic drum calculator type
650, engineering and design considerations,” 1954 Proc. Western Joini
Computer Conference.

652
E ( fﬂN mu

“— §38§
INQUIRY

8‘63?&*?9#@5

Fig. 1—IBM 650 RAMAC.
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Fig. 2—The basic 650.
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T0 650 UP T0 10
355

blﬂ( STGRAGE

[ DISK STORAGE |

Fig. 3—650 RAMAC (basic 650 not shown).

quires the minimum execution time of any 650 instruc-
tion, which is two 96-microsecond word time. Block
transfers may be made directly between the core storage
and the 650 drum in increments of ten and 50 words.
Table look-up may be made directly on core storage, the
same as on the drum.,

In addition to serving as quick access storage for the
650, the 60-word block of core storage serves as a static
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Fig. 4—Flow of instructions and data in basic 650.

buffer for information transferred between the computer
and tape, between computer and disk storage or be-
tween tape and disk storage under computer control.

652 ContrOL UNIT

The 652 control unit, next in line, Fig. 3, may contain
electronic controls for tape; it may contain electronic
controls and a thyratron address buffer for disk storage,
and it may contain equipment necessary with the man-
ual inquiry feature described in a companion paper.2 A
discussion of tape operation is not included here, except
to say that tape units are extremely useful in the appli-
cation of the 650 RAMAC to in-line processing.

355 Disk STORAGE

The remaining element in the system is the 355 disk
storage unit. (See Fig. 5.) Each disk storage unit has a
capacity of six million numeric digits plus six hundred
thousand signs, or three million alphabetic and special
characters. Information is stored magnetically on both
surfaces of each of 50 oxide coated disks. The disks are
stacked and rotated on a common vertical axis at 1200
rpm. A description of the prototype disk array and ac-
cess mechanism has been given.® Capacity of each sur-
face is 100 concentric tracks; capacity of each track, as
used in the 355, is 600 numeric digits, plus 60 signs,
organized into 60, 650-sized, ten-digit words. (See
Fig. 6).

There are three independently and simultaneously
moveable access arms in each storage unit. (See Fig. 7.)
Each arm is forked to straddle a disk and contains a
spring-retracted air-extendable read-write head recessed
into the end of each “tine” for access to opposite faces
of the same disk. (See Fig. 8.)

2 H. A. Reitfort, “The IBM 650 RAMAC inquiry station opera-
tion,” this issue, pp. 49-51.

3 W. E. Dickinson and T. Noyes, “Engineering design of a mag-
netic-disk-random-access-memory,” 1956 Proc. Western Joint Com-
puter Conference, pp. 42—44.

Fig. 5—355 disk storage unit.

TRACK 00

Fig. 6—Track and word arrangement on a disk face.

TRACK 01 TRACK 99

Disk storage operation is controlled from the com-
puter-stored program by only three commands and a
six-digit disk-storage address. The commands are as
follows.

OP Code Command
85 seek
86 read
87 write.
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In each case the six digit disk-storage address is pro-
grammed into the six low-order positions of the 650 dis-
tributor, (Figs. 4 and 9), in a program step just preced-
ing any of the three commands. This departure from the
usual placement of the data address in the 650 address
register is made necessary by the fact that only four
places are available in eitlier the instruction word or the
address register. :

SEEK OPERATION

Seek is one of very few commands issued by the 650
which sets up access to a memory, but which does not
make the data transfer in the same step.

At the cost of a few more program steps, the speed of
the system is greatly increased by permitting move-
ments of the access arms to be overlapped with each
other and with read or write operations in other arms.

Appearance of the 85 in the OP code register sets up
seek-mode controls in the 652; thereafter, the seek com-
mand is executed in four steps.

1) Transfer of seek address from distributor to thyra-
tron matrix. Information is read out serial by
digit, parallel by bit, translated from 2/7 biquinary
code to 2/5 code and sent to the 652, where the
unit and arm digits are time sampled and cause
one of the 12 access thyratrons to fire. The four
disk and track digits are time-sampled and stored
in a thyratron matrix in a 2/5 code. (See Fig. 10.)

INSTRUCTION WORD

OP.CODE DATA ADDRESS INSTRUCTION ADDRESS
M\M/—\M—\

DATA WORD
+
Fig. 9—650 word-arrangement.
- 650 OP CODE
21s] REGISTER
UNIT (0-3) 7 ARM (0-2)
pxxxisizlef1]slo|x}— } 650 vist.
DISK TRACK
00-99 00-99 2/7
ARM, UNIT Xt } 650 TRANSLATOR
DISK, / —

ACCESS

THYRA-
TRONS

1/12

652 THYRATRON
MATRIX

Fig. 10—Seek: transfer disk—memory address from 650 to 652.

After the two word times required to initiate this
much of the seek operation, the 650 finds its next in-
struction and proceeds with its program.

2) Transfer of the disk and track address from the
thyratron matrix to a set of address relays cor-
responding to the proper arm is made via the con-
tacts of one of the 12 access relays. The address
relays are then held through their own contacts.
(See Fig. 11, next page.)

A two out of five validity check is made on the ad-
dress, a bit-for-bit comparison made between thyratrons
and address relays, and a one-and-only check made on
all the access relays. Satisfaction of these checks ex-
tinguishes the 652 thyratron matrix and resets the seek
mode controls. The 652 is then ready to accept a read or
write command or another seek command. This takes
about 30 ms from the initiation of the seek command.

3) Arm servoaction. The information contained in
the address relays is translated into a correspond-
ing arm position by action of the servo shown
much simplified in Figs. 12,2 13,2 and 14.

Power for both up-down and in-out arm motiens is
provided by a $ hp motor. Magnitude and direction of
the driving force are controlled by a pair of counter-
rotating magnetic clutches. The force is transmitted to
the arm by a single steel cable.
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Fig. 11—Seek: Transfer address from 652 to 355 address relays.

When new disk and track addresses are entered into
the address relays, new taps are grounded on both disk
and track potentiometers through trees of contacts on
the address relays; see Fig. 14. The disk error signal
causes the arm to be extracted radially clear of the disks,
locking the arm in its outermost radial position and un-
locking it for vertical motion. The disk wiper error sig-
nal then causes the arm to seek and find the new disk
null point. The vertical position is then digitalized and
locked opposite the proper disk by an air driven “disk
detent,” unlocking the arm for radial motion and trans-
ferring servocontrol to the track potentiometer and
wiper. The arm is then moved radially to the track null
position. There it is digitalized and locked in place by
a “track detent.”

4) Final step in the execution of a seek command is
to verify that the location of the arm corresponds
to the new address.

The arm location is brush-sensed directly in the 2/5
code from a pair of rhodium-plated printed circuit
strips. One strip is attached to the top of the arm, the
other is attached to the vertical way. A successful bit-
for-bit comparison on all four disk and track address
digits signals completion of the seek for that arm and
prepares it for reading, writing, or another seek.

Failure to get a proper comparison results in move-
ment of the arm to another location, after which it is
redirected to the true address and the position check is
repeated. Possible random servoerror is thus corrected
with a minimum of delay and no special programming.

TRACK DETENT

DISK DETENT ~—REFERENCE SURFACE (W‘Y)

& INTERLOCK

ACTUATOR GROUP
MOTOR,TACHOMETER,
CLUTCHES, & CAPSTAN

Fig. 12—Mechanical portions of arm-servo.
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Fig. 13—Electrical portion of arm-servo (simplified).

ADDRESS
RELAY TREES

TRACK POT.

Fig. 14—Electrical portion of arm-servo including disk
and track address trees.

Total time for completion of a single seek varies, de-
pending on how far the arm is required to move. Mini-
mum time consumed (for seeking from track to track
on the same disk) is about 150 ms.

Maximum, for movement from inside track, top disk,
to inside track, bottom disk, is about 800 ms. The statis-
tical mean seek time based on random addressing is a
little over one-half second.
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WRITE

The function of the write command is to cause the full
60-word content of immediate access (core) storage to
be stored on a disk-storage track. The information is
written there by a particular read-write head which was
placed over the correct track in a preceding seek
operation.

Presence of an 87 in the 650 OP code register (Fig.
15), initiates the disk-storage write command, which is
also executed in four steps.

1) The six-digit disk-storage address is again trans-
ferred from the 650 distributor to the 652 thyra-
tron matrix. The 650 then proceeds with its pro-
gram.

2) The address information stored in the thyratron
matrix is then used for two purposes (Fig. 15): To
establish a data flow path from the 652 by means
of access relay points to the proper read-write
head, and to check that the selected arm is in the
proper location. (This is a check on the program
to insure that the arm was not inadvertently re-
seeked between the intended seek and write in-
structions for that arm.)

3) Writing begins at whatever point on the track
happens to fall under the head at the time the ad-
dress check is completed. Writing on the track and
clocking of core read-out and regeneration are con-
trolled by an 83-kc LC oscillator in the 652.

First, a three-word gap is written, erasing any old in-
formation. (See Fig. 16.) Then one digit at a time, core
memory is read out and regenerated. Core information
is at the same time placed parallel-by-bit into a one-digit
buffer, which is scanned out serial-by-digit, serial-by-
bit into the read-buss line. (See Fig. 17.)

Information is written on the track in a modified
non-return-to-zero form. Presence of a bit is indicated
by a transition between the opposite remanent states.
(See Fig. 18.)

Writing is terminated upon run-out of the core timing
rings. Nominally the last 1} words of written informa-
tion overlap the first portion of the written gap. This
allows +1% word variation (in:63 words) between oscil-
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Fig. 16—Track writing overlap.
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Fig. 18—Modified NRZ recording.

lator frequency and disk speed and at the same time in-
sures the half-word of gap needed by the read circuits
to detect the start of a record. It also insures that all of
the previous record is erased.
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4) To insure that correct, readable information was
written, the track is read on the following disk
revolution as core memory is again read out and
regenerated.

Track infermation is converted from serial by bit to
parallel by bit in the 652, validity checked and com-
pared digit by digit with that from core storage. Satis-
faction of this check completes the write operation.
Otherwise the operation is repeated from the writing of
the gap until the check is satisfied or until the operator
intervenes.

Write execution, from initiation by the 650 to com-
pletion of the check, requires approximately 30-ms set-
up time plus two disk revolutions, a total of 130 ms.

READ

The purpose of the read command is to transfer the
60-word contents of a track into core memory. Execu-
tion is very similar to that of the write command.

Flow path set-up and address check are identical.

The beginning of the record is found by sensing the
gap. Reading and core timing are clocked by a pair of
83-kc LC oscillators in the 652, (one of which was used for
writing). When reading, each bit sensed turns one oscil-
lator off and the other one on, rephasing the clock with
the information twice every digit time. Information is
scanned serially into a one-digit buffer in the 652 dur-
ing 6, 3, 2, 1, and 0 bit times, then validity checked and

read into core memory parallel by bit during “S” bit
time. (Fig. 18.) Satisfaction of the validity check by all
digits read signals completion of the read operation. If
the check is not satisfied the operation is repeated from
the sensing of the gap on. Total time for a read operation
varies depending on how long the head must wait for
the gap. Average time is about 30 ms for set-up and
address check, 25 ms wait for gap, 50 ms for one disk
revolution, a total of 105 ms.

CONCLUSION

Disk-storage operation is controlled by three com-
mands from the computer, seek, read, and write. Aver-
age times required are 565 ms for seek, 105 ms for read,
and 130 ms for write.

Although access to this disk storage is inherently fast
compared to that for other comparable random access
memories, speed of the system is materially improved
by permitting arm servo actions to be overlapped with
each other and with other disk-storage operations.

Independent computer operation is permitted dur-
ing the execution of any disk-storage command.

All operations are thoroughly self-checked with re-
spect to addressing, valid data transmission, and com-
pletion.

Automatic recycling features, which are provided for
arm servo, read and write, prevent unnecessary down-
time for random errors, without complicating the pro-
gram.

Discussion

David Zeheb (General Electric): Is the
density of recording on a disk variable and
if not, does the number of words increase
with the distance from the center?

Mr. Royse: The density of recording is
variable. It is about a hundred bits to the
inch on an individual track and about fifty
bits to the inch on an outside track. Because
we use just one half of the total radius, the
distance is two feet in diameter, and we use
practically five inches of the outer area of
the disk. We also have sixty words recorded
in each track.

N. M. Blachman (Sylvania EDI): Why
is the RAMAC clock not recorded on a 51st
disk?

Mr. Royse: It was less expensive to do
it the way we did.

C. O, Carlson (National Cash Register):
What was the reason for three access arms
rather than more or less?

Mr. Royse: This seemed to give us an
overlap with three access arms, and we could
overlap seek operations so that the total
seek time, assuming a percentage overlap,
was of the order of two-hundred milli-
seconds.

W. C. Carter (Datamatic): Does the 653

have either floating decimal or index regis-
ters or core storage, or some combination
of these?

Mr. Royse: You can get any combina-
tion. You may have one, two, or three of
these features.

G. Barclay (General Electric): Would
stationary arms for each disk decrease the
access time and make the memory system
more economical?

Mr. Royse: They would decrease the
access time, but it is our belief that they
would increase the cost of the memory
system.

C. H. Richards (Convair): What is the
function of the “seek” command, if address
in information is given when reading and
writing?

Mr. Royse: By separating a seek com-
mand from a read or write, we are able to
send seeks out ahead. We are able to cause
seeks ahead of our need for the read or
write operation, and because we have mul-
tiple arms for each disk, we are able to
overlap. We need not wait for the com-
mencing of the seek if we are able to send
seeks out ahead.

Mr. Richards: Well then, what function
does the address information contain in the
read or write? Just a check?

Mr. Royse: It is a check principally on
the program and upon the operator. Even
in the in-line processing system, there are
times when you shut down for maintenance
operations. At that point, we lose the in-
formation from the address relation in the
355 units and after the maintenance opera-
tion is done, we must fire the system up and
get valid information back into these ad-
dress relations before we can proceed. The
nature of the system is that it must have
valid information back into these address
relations in order to get another seek com-
mand into the seek operation. Now, to take
care of the situation, we have a button on
the 652 which is reset, which puts the arm
over the zero track on the zero disk. Now,
suppose that the system had stopped be-
tween the seek which was not an all zero
seek, but some other locations in the mem-
ory, and the next operation to come up was
a read or write command. If we did not
have this check on the address, the system
might think the arm was correctly in posi-
tion and we might ruin some valid informa-
tion in the file. Another reason is that we
have to have part of that information in
order to prepare the proper data flow
pattern between a head and the core mem-
ory.
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D. L. Shell (General Electric): How long
does it take an arm to seek the same track
as present location, and how long to seek
the same track number on the opposite side
of the same disk?

Mr. Royse: We have found that when-
ever we resend, it takes a little less time
than we thought it would originally and
this time is in the order of one hundred
milliseconds for the complete search of the
surface. In other words, in answer to the
second part of the question, you have
already seeked the track and you have for-
gotten about it and you try to seek the same
location. This takes of the order of fifty
milliseconds to accomplish. We must go
through all the checking procedures. In
seeking the same track number on the op-
posite side of the same disk is approximately
the same time, five milliseconds.

C. F. Summer (RCA Missile Test Proj-
ect): Would it be possible to address individ-
ually any word on any disk? Further, how
far apart physically are the channels on each
disk?

Mr. Royse: In answer to the first part of
the question, no, not directly. The way we
handle this is to read an entire track into
the core memory and there we have very
powerful editing ability. We can make a
block transfer of ten or fifty words. From
core memory, we can make block transfers
in any amount, which includes words which
are successive words between core memory
and the drum. In addition, we can pull out
one word and we can do the reverse. So,
what we do to change one word is to read
out a track into the core memory, alter the
one word, and rewrite the contents of the
core memory on the same track. To the last

part of your question in regard to how far
apart physically are the channels on each
disk, they are five thousandths apart.

W. L. Martin (Marchant Research):
Does 838 typewriter have a mechanical
matrix for automatic typing or are the keys
each activated by individual solenoids?

Mr. Reitfort: They are activated by
individual solenoids.

A. A. Cohen (Remington Rand UNIVAC):
Please expand on how rotation is controlled
in servicing waiting inquiry stations.

Mr. Reitfort: As each increase station
makes a request, information is stored in
relays. Once this station has completed its
inquiry and released the typewriter, then
we look to see what next station has a re-
quest for.

The IBM 650 RAMAC Inquiry Station Operation

HENRY A. REITFORT{

Quick AcciEss VIA INQUIRY STATION TYPEWRITER

FEATURE of the IBM 650 RAMAC important
Ato “in-line” processing is the facility for quick ac-

cess to the data processing system from remote
locations without interfering with the daily routine.
This interrogation of the RAMAC is done through the
IBM 838 inquiry station typewriter from locations up
to 500 feet from the computer. (See Fig. 1.)

The inquiry station typewriter provides transmission
of data to the 650 system and automatic typing of data
replies from the system. Up to 10 inquiry stations are
available, arranged in one control or in two controls.
Each control independently communicates with the 650
system through its own inquiry station synchronizer.
Thus, by having two controls, up to twice the volume of
inquiries can be handled. By proper programming of the
two controls, inquiries and replies can be functioning
from both cortrols at the same time.

Several operating keys and lights are located at each
inquiry station which allow the operator to control the
various functions of the machine. The unit also contains
a regulated power supply and a small relay gate.

FLEXIBILITY OF INQUIRY STATIONS

The inquiry stations are completely flexible since they
can inquire into any record in the 650 system. By means
of the typewriter keyboard, data and instructions can
be provided to the system. Automatic typing of replies
to inquiries, miscellaneous messages, or productive out-
put printing can be accomplished.

T Internatl. Business Machines Corp., Endicott, N. Y.

{

Fig. 1-—838 inquiry station.

Each typewriter is addressable from the 650 program,
thus an inquiry received from one station can reply at a
different station, if desired. A program tape on each in-
quiry station provides for format arrangement of the in-
quiry and reply. The program tape also contains a con-
trol word that identifies the station and specifies the 650
program routine to be followed for the particular in-
quiry.

The inquiry stations are connected by multiconduc-
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tor cables to the IBM 652 control unit, and to each
other. Separate transmission channels are provided for
inquiries going to the 650 and for replies coming from
the 650 to the 838 unit. Thus, while one station is mak-
ing an inquiry, another station can be simultaneously
typing a reply for a previous inquiry.

The control unit contains a small relay gate and an
electronic chassis to synchronize the inquiry station with
the computer. This unit also contains the 838 check-
ing circuitry. All information from the 838 is buffered
with relays in the control unit prior to combining it in
the electronic chassis with timing pulses from the com-
puter.

The 652 control unit is an integral part of the 650
RAMAC system. The 650 computer contains the in-
quiry station input-output synchronizers which are
specific bands on the magnetic drum. Each 838 control
unit has its own assigned inquiry and reply synchron-
izers in the computer.

The control of the synchronizers used for inquiries
and replies is designed to accept and transmit one char-
acter at a time. On an inquiry, the 838 sends one charac-
ter at a time to the inquiry synchronizer as it is typed
by the operator. A reply to an 838 from the 650 consists
of transmitting one character at a time from the reply
synchronizers to be typed by the 838 at a rate of 600
characters per minute. Each synchronizer contains 100
digits of storage or 10 words of 10 digits each.

PrOGRAM TAPE

Each inquiry station has provisions for a program
tape that provides flexibility for 1) forms control
through carriage tabulations and spacing, 2) entry and
exit arrangement for data transmission, and 3) control
and identification of data for 650 processing.

The program tape is a 16-channel perforated plastic
tape, the maximum length being four feet long. Each of
the 16 channels has an assigned significance. Holes are
punched in the tape channels to control the assigned
functions. The tape is advanced in conjunction with the
programmed movements of the carriage or the control
keys on the inquiry station console. Separate program
tapes are prepared for each application and are easily
interchanged by the operator. (See Fig. 2.)

Each column of the tape is punched to correspond to
a given position of the data being sent to the 650 system
and all characters being typed in the reply. On an in-
quiry, as each character is typed, the program tape
designates the word and digit position of the input syn-
chronizer where the character is to be transmitted. On a
reply from the 650 to the inquiry station, the program
tape selects the word and digit position within the reply
synchronizer that is to be typed in that location on the
paper.

The ends of the program tape are joined together to
form a closed loop permitting the inquiry station to pro-
ceed automatically from an input format to an output
format.

Fig. 2—Rear view of typewriter showing tape lineup.

The 16 channels of the program tape are assigned the
following functions:

Channel Function
1-5 Inquiry synchronizer word location
6-10 Digit position within the synchronizer word
11 Designates an alphabetic character
12 Designates a digit of the control word
13 Start of the input format
14 Start of the output format
15-16 Control carriage functions. Tabulate, carriage return,
and space.

WorD AND DiciT LOCATIONS

The word and digit locations are punched in a 2-out-
of-5-bit selfchecking code. Any word or digit which does
not meet the requirements of the 2-out-of-3-bit code is
recognized as an error to stop the station during an in-
quiry. In a reply status, a validity check error prints an
asterisk in red in place of the character.

When a hole is punched in the control word channel,
the function of the word channels 1-5 are changed from
coded word to that of a digit emitter for that tape col-
umn for automatic entry of control word into the in-
quiry synchronizer.

650 RAMAC COMMUNICATIONS SYSTEM

The keyboard communication to the 650 RAMAC
system provided by the IBM 838 units begins with the
operator requesting permission to send the inquiry or
data to the 650. This is accomplished by the operator
depressing the request key. The request key checks that
the program tape is stopped in the channel designating
the start of the input format. If not, the unit auto-
matically advances the tape to the input hole. If the re-
quest key is held down when the tape reaches the input
hole, it then sends a signal to the 652 control unit asking
permission to transmit a message.

When this request is received through the control
unit, the 650 erases all information in the inquiry syn-
chronizer from the previous inquiry. It then enters
zeros in all positions of the 10 words, and automatically
checks that the 10 words of the synchronizer contain
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zero. If the synchronizer is properly loaded, the pro-
ceed light glows at the 838 to inform the operator that
the message can be sent. At the same time, the inquiry
transmission channels are connected to the inquiry sta-
tion by relay points. Only one station within a control
unit can be connected at one time.

The operator then proceeds to type her message. As
each character is transmitted by the 838 and recorded
in the particular word and digit position of the syn-
chronizer, as specified by the program tape, it is then
automatically read and checked against the character
sent by the station. For each character typed, contacts
operated by the keys transmit the character information
to the relay gate in the control unit. At the same time
the synchronizer storage location from the program tape
is transmitted to another set of relays. Both sets of re-
lays are checked for validity, and through points of these
relays, the information is combined and the character
code is transmitted to the inquiry synchronizer and re-
corded in the proper position on the magnetic drum.

If an error is detected, the entire message must be can-
celled by the operator and a new inquiry begun by re-
requesting the 650 synchronizer and retyping the mes-
sage.

When the message is typed and visually verified, the
operator depresses a release key to signal the control
unit that the inquiry is complete. This can occur only
if the program tape has reached the hole in the output
channel which is a signal to the system that the neces-
sary number of characters have been typed to satisfy the
particular format.

Two operation codes have been added to the 650 sys-
tem for inquiry stations: a branch-on-inquiry code, and
a reply code. The branch-on-inquiry code is located at
a convenient place in the normal processing routine.
The inquiry station program routines are subroutines
that the 650 will branch into if an inquiry is waiting.

The branch-on-inquiry code is a signal to the com-
puter to check the control unit for a released input syn-
chronizer. At this time the ten words of the synchronizer
are transferred to the working area of the magnetic
drum. The next instruction is the control word entered
from the program tape which determines which sub-

~routine is to be followed for processing the inquiry.

Every inquiry should be followed by a reply. There-
fore the last instruction of the subroutine should be a
reply code. Formulation of data for the reply is ac-
complished by normal programming The reply instruc-
tion transfers the processed data from the working area
of the magnetic drum to the reply synchronizer At this
time the 650 system returns to the normal processing
routine. The reply may consist of 10 words of informa-
tion or only a single character to indicate the input data
was processed.

DETERMINING THE OUTPUT FORMAT

To determine which station the reply is being sent to,
a particular digit of the control word, which has been

designated as the station number, is analyzed. This
will connect the proper station to the output transmis-
sion lines by means of relay points. When the station is
selected, the unit checks to make sure that the program
tape is at the start of the output format prior to start-
ing the reply. If not, the program tape is automatically
advanced until it senses a hole in the output format
channel.

The reply ic started when the first position of the out-
put format is sensed to determine the location of the
first character to be printed. The word and digit posi-
tion of the reply synchronizer, as designated by the
program tape, is analyzed, and by means of relays the
proper character is selected to be printed. As each char-
acter is printed, the program tape is advanced and the
next character location is transmitted to the control
unit for selection of the next character. As each charac-
ter is selected, a validity check of the location relays
and the information relays is made. If an error is de-
tected, the ribbon control is operated and an asterisk is
printed in red.

The reply continues to be printed until a hole is sensed
in the input format channel. This is a signal to the con-
trol unit that the reply has been completed and the in-
quiry station is released. The system is now ready to
process the next inquiry and reply.

INSTALLATION COMPONENTS

An installation can consist of many inquiry stations
and there will be occasions where several stations may
simultaneously request permission to make an inquiry.
The control-unit relay circuitry is designed to remem-
ber each request and accept only one request at a time.
Each request is processed in sequence based upon the
station number.

CONCLUSION

The system as outlined operates with a minimum of
650 RAMAC computing time. The interlocking of the
system is such that the inquiry process time through
the subroutine is the only time the 650 system is held up.

Two inquiry stations can be operated simultaneously
with one control unit, one on inquiry and one in reply.
If traffic from the inquiry stations is such that all in-
quiries cannot be handled fast enough, the second con-
trol unit can be added. This will permit two strings of
stations allowing four to be used simultaneously, two
on inquiry and two on reply.

The punched program tape provides the system with
vast flexibility as to the number of formats that can be
handled with a minimum amount of computer time
since no rearrangement of data is required in the sub-
routine.

This system, therefore, gives quick access to any or
all records in the IBM 650 RAMAC with the required
security necessary for combined records. The IBM 838
inquiry station is one more step toward complete facili-
ties for “in-line” data processing.
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An RCA High-Performance Tape-Transport System”

S. BAYBICKt anp R. E. MONTIJO, JR.}

INTRODUCTION
@NE OF THE severest limitations of data-proc-

essing systems today continues to be the low

input and output repetition rate capabilities of
the electromechanical devices available. While several
other forms of external storage have appeared on the
market recently, these units suffer in a depth-of-storage
and price-per-bit comparison with magnetic tape. Re-
cent advancements in the art of data collection and
telemetering techniques are producing a hopeless lag in
the data-reduction process with present day computers.
The characteristics of available computer-type digital
tape transports leave much to be desired in the way of
performance when one considers the tremendous
amount of data to be stored and processed. The subject
of this paper is the development of a specialized digital
tape transport intended for computer, data reduction,
and special data-storage applications, with the prime
purpose of reducing the severity of the problems men-
tioned.

GENERAL DESCRIPTION

This tape transport and its associated equipment is
an all semiconductor and magnetics device. Its elec-
tronics consist of germanium and silicon diodes, ger-
manium transistors, and magnetic amplifiers. The
equipment complement is such as to allow use of the
machine with any of six tape widths from 2-inch to
13-inches wide in i-inch multiples. Eight to eighteen
recording tracks are provided by the series of magnetic
heads that accompany the equipment. The main assem-
blies in the equipment are the tape drive panel, the reel-
servo system, the tape-control electronics, the power
supply, the local control panel, and the cabinet. Space,
air circulation, and power-supply capacity are provided
for the read-write electronics which are not included in
the package. Type of read-write system and the number
of recorded tracks are allowed to remain a function of
the application. A front view of the equipment is shown
in Fig. 1.

TAPE DRIVE ASSEMBLY

The tape drive shown in Fig. 2 (opposite) is a dual
capstan device symmetrically designed about a single
read-write head. Continuous rotation by the capstan
motors in opposite directions provides tape speeds of 100
inches per second and 33% inches per second in both di-
rections. Two capstan speeds are provided by 12-pole

* Work described in this paper was performed under contract
with the National Security Agency.
1 Commercial Electronic Products, RCA, Camden, N. J.

Fig. 1—Tape Transport equipment.

hysteresis synchronous motors with two-speed windings.
Magnetic tape buffer storage between the reels and cap-
stans is provided by two small bin assemblies located be-
low each reel. The servo-control system is described by
itself in a separate portion of this paper. Rapid start and
drive action is provided by jam-roller type clutches for
both forward and reverse. Braking is accomplished by
two brake shoes which straddle the read-write head.
When the tape is stopped, itis clamped between the shoes
and the stainless steel surface provided alongside the
magnetic head core area. Rough guiding of the tape is
provided by two hardened, parallel plates extending be-
tween the two capstans. Fine guiding as single-edged
referencing is obtained by providing two interference
points on the front guide surface to load the tape
against the rear guide surface. The tape-drive system
belongs to the tensionless-class introduced and used by
RCA on the BIZMAC Tapefile. The tape remains in a
tensionless condition throughout the tape path, except
for two points. Tension is artificially introduced as the
tape is unwound and wound on each reel. This action
is produced by the reel stripper mechanisms located on
each reel and its bin assembly. The reel strippers are
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Fig. 2—Tape Transport panel.

driven by reel rotation. When the tape is to be unwound
and fed into the bin assembly, the tape is gently pulled
from the reel utilizing the reel motion and an overdriven
slip clutch in the stripper mechanism. When the tape is
wound up on the reel, uniform winding tension is pro-
vided by a friction pad that is loaded into position
against the tape by reel motion and another slip clutch.
The stripper mechanism capstan motion is coupled from
the reel shaft through belting which provides a higher
peripheral velocity to the capstan than that possessed
by the tape as a function of the angular velocity of the
reel.

The tape drive is basically designed as a 1%-inch
mechanism. Changes in tape width are accommodated
by changing or adjusting various subassemblies. Inserts
are provided for changing the reel retaining device to
accommodate the six widths in three steps. Two guide-
posts are changed in each reel stripper area for each of
the six widths. Changes in the bin assembly are accom-
plished by providing slots for locating the bin covers and
by a set of three curved inserts for the internal tape
weighing structure. A separate read-write head and
guide assembly is provided for each tape width. This
assembly is held by two screws. The entire tape drive
can be converted from the narrowest to the widest tape
in less than one hour.

START MECHANISM

In order to achieve the fastest start time, the im-
portant variables are the mass to be accelerated, the
mass associated with the driving mechanism, and the
prime mover. Use of the tensionless system enables us

to neglect everything else except the mass of the tape
which is slight. The mass associated with the driving
mechanism consists of a pressure roller and holder
(fork) and a simple lever. In order to optimize this de-
sign, the pressure roller is kept in motion by means of
metal ridges on its periphery as shown in Fig. 3. To
reduce further the effect of the roller mass, the fork
driving linkage is adjusted so that the pressure roller
is only moved 0.003-inch to drive the tape. The same
roller, however, is used to drive all widths of tape.

/FORK

—PRESSURE ROLLER
/——CAPSTAN

—

4 /J
\ RUBBER

—METAL RIDGE

Fig. 3—Plan view of pressure roller and capstan.

Design of the prime mover represents the most diffi-
cult problem of all. To achieve fast start time, this de-
vice should deliver a large force in the shortest time
possible. On the other hand, the instantaneous power
demand should be minimized. The actuator that is used
is the result of a joint development effort with the
speaker development laboratory at RCA. This moving-
coil solenoid provides 0.9 pound of force at a stroke of
0.016 inch in 0.5 milliseconds. When this action is
converted to start time, it corresponds to starting a 13-
inch tape in less than 2 milliseconds. It was found, how-
ever, that a considerable improvement in start time
would result from a shaped current pulse with a high
starting peak current tapering down exponentially to a
steady driving level. When all factors, including actua-
tor life, were considered, a 50-watt instantaneous peak
and a 10-watt steady power were settled on to drive the
actuator. Use of the shaped pulse decreased the start
time to 1.2 milliseconds. Fig. 4 shows the read output of
a continuously recorded tape when it is accelerated in
this manner. The tape waveform exhibits what appears
to be a transient oscillation when the start rate exceeds
10 starts per second. When the tape is subjected to
1000 g accelerations of this type, many peculiar things
happen. This is an example of one of them. A combina-
tion of various similar effects costs 3 millisecond of start
time.

Several series of tests were conducted to determine
life and wear of the drive system components and the
tape. During the first series of tests, less than 10 million
actuations were provided by the actuators because of
spring failures. After changing the spring material from
aluminum to stainless steel, the next series of tests were
stopped after 100 million operations with the actuators
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Fig. 4—Output waveform on starting tape.

in excellent condition. Interestingly, tapes were still
usable after 100 million start operations at the 120 cps
rate.

THE StoP MECHANISM

The brake actuator is located in the rear of the tape
drive panel below the two capstan motors. Its motion is
coupled to the brake shoes by a long vertical rod which
drives a lever that extends through to the front of the
panel. The brake shoes are attached to the lever at a
point above the center of the read-write head as shown
previously. By braking the tape as close as possible to
the read-write head gap line, the brake-shoe assembly
acts as a mechanical filter for tape flutter during rapid
start-stop operations. The large mass of the brake shoes
and brake arms causes the brake shoes to ride on the
back of the tape at all times. With very little motion
required to brake the tape, very good brake times are
achieved. With the same driving power on the brake
actuator as was previously described for the drive actu-
ator, a stop time of 1.5 milliseconds is obtained. The
first half of this time is required to disengage the drive
roller and no deceleration takes place. Linear decelera-
tion follows during the next 0.75 millisecond.

START-STOP REPETITION FREQUENCY

Again, the fundamental problem involved in pro-
ducing high start-stop repetition rates involved the
actuator. The self-resonant frequency of the actuator
was 60 cycles, and it was accompanied by several other
minor ones in the springs. Through the use of mechani-
cal and electrical damping techniques and very rigid
mechanical structures in this area of the mechanism, the
start-stop repetition rate was extended beyond 200
start-stops per second.

TAPE-GUIDING EFFICIENCY

The most important feature in a tape transport is
tape-guiding efficiency. This feature also happens to be
the most difficult one to check. The guiding character-
istics of this tape transport were checked with a very
precise rack of read-write electronics whose internal

timing error was less than'1 microsecond. Skewness was
checked by electronically measuring the time difference
between the receipt of .the first and last bits in a single
character with both bits located at the extreme opposite
edges of the tape. This check was made in both direc-
tions over the full length of a reel of tape, the width of the
tape having been accurately checked on an optical com-
parator over its entire length. Using this method, skew-
ness was found to be less than + 2 minutes of arc when
the guides were widest and the tape was at the low end
of the specified +0.0015-inch width tolerance.

REEL-SERVO SYSTEM

The reel servomechanism loop is similar to the time-
tested system used on the BIZMAC Tapefile. Control
for the reel motors is derived from the weight of tape in
the bin buffer storage provided below each reel. Tape
weight is converted to electrical information by a differ-
ential transformer transducer. The balanced condition
for the buffer storage corresponds to the weight of ap-
proximately twenty-two feet of magnetic tape. Any
variation from null produces a positive or negative out-
put from the differential transformer which in turn is
amplified by three stages of transistor amplification.
The amplified sine-wave information drives a transistor
phase detector where amplitude and phase information
is converted to a dc level. Linear preamplification and
phase detection both take place on the servo preampli-
fier plug-in unit, NS-4. The output of each phase de-
tector is amplified by one stage of dc amplification on
the phase detector amplifier plug-in NS-9, before the
signal is used to drive a differential relay. At this point
the servo loses its proportional characteristic and be-
comes an on-off system. Input and output transfer
characteristics for the phase-detector amplifier are
shown in Figs. 5 and 6. The circuitry of the NS-9 is de-
signed not only to amplify but also to broaden the dead
zone for the loop. The output of the NS-9 is made to
approximate a step function so as to produce positive
and reliable operation of the differential relay contacts.

One might very logically ask the reason for using a
relay at this point. There are several reasons. First, the
differential relay is used as a high gain dc amplifier
stage. It performs this function with great stability and
reliability. It has a power gain of approximately 10,000
and its life is more than adequate. Secondly, functional
differences accruing from the use of an on-off loop as
opposed to proportional control are very slight. This is
attributable to the peculiarities of the error signal de-
rived from the weight sensing system.

The function of the differential relay is to drive the
power stage in the servo loop. The power amplifier takes
the form of a reversible magnetic amplifier whose 100-
watt output drives the reel servo motor directly. The
saturable reactor type magnetic amplifier has a power
gain of 200.

Stabilization of the servo loop is provided by inex-
pensive ac rate generators. The output of the rate gen-
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Fig. 6—Output from phase-detector amplifier,

erator varies directly with the surface velocity of the
magnetic tape as it passes through' the reel stripper
mechanism.

TAPE-CoONTROL ELECTRONICS

There are ten types of plug-in units for the tape con-
trol electronics shown in Fig. 7. Since all of the circuits
in this section employ transistors, the opportunity to
provide multicircuit plug-ins is taken. Thus, plug-in
units containing two flip-flops, three two-digital gates,
three indicator drivers, and seven other multiple circuits
are provided. A simplified tape control logic diagram is
shown in Fig. 8. Forward, reverse, and stop command
inputs accept either pulses or levels. Tape start and stop
action is a function of the forward, reverse, and brake
solenoids. These high-speed solenoids are driven with a
high current waveform as shown in Fig. 9. An impedance
of three ohms is presented by the actuator to its driving
circuit.

The actuator-driver circuit is a three-stage dc ampli-
fier with an over-all current gain of 1000. This unit is
capable of driving a solenoid with 6 amp peaks and 2
amps continuous with generously derated collector dis-
sipation on all components.

Fig. 7—Rear view of Tape Transport, showing plug-ins.
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Fig. 8—Simplified tape-control logic.
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Fig. 9—Input current for high-speed actuators.

Power SurpPLY

The power supply for the tape transport electronics
has the difficult requirements of supplying high-current
pulses and continuous loads to very low impedance cir-
cuits. These requirements result in the need for internal
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impedances limited to fractions of an ohm in order to
provide regulation of less than 5 per cent for load
changes of 0 to 200 per cent.

Six dc voltages are provided by the power supply in
the range from —48 to +48 volts. Regulation is pro-
vided on the input side of the power supply transformers
with a constant voltage transformer. Fusing for the sup-
plies is in the transformer primary with sensing relays
providing rapid “dc dumping” on the entire supply in
the event of the loss of a voltage. The basic power sup-
ply circuit is a full-wave rectifier circuit with an induct-
ance-input filter. The rectifying elements are silicon-
junction power diodes.

PERFORMANCE SUMMARY

Before summarizing, the machine characteristics that
have been mentioned will be specified and some applica-
tion data will be noted where it is useful.

Start time: This time varies from 1 millisecond at low
start repetition rates on narrow tapes to 2 millisec-
onds at the maximum repetition rate for the widest
tape.

Stop time: This time remains within 1.5 + 10 per cent
for all tapes at all rates.

Start-stop space: The interrecord space requirements
vary between 0.12 inch and 0.15 inch and is rated at
0.2 inch.

Start-stop rates: The start-stop rate may be varied
from 0 to 120 cps for the start-stop specification

above. There are no resonances throughout this band.
Reversal time: This time is less than 2 milliseconds.

Skewness: Skewness is specified as less than 4+ 2 min-
utes of arc with tape and head interchangeability
without adjustment. The timing error produced by
this machine allows packing densities of over 750
pulses per inch and character rates in excess of 75 kc

on 3-inch tape.

Tape speed variation: Less than 2 per cent, including
all effects.

Tape speeds available: 100 and 33% cps in two direc-
tions.

Equipment duty cycle: May be operated at highest
repetition rate continuously for extended periods.

Remote controls available: Tape-control commands:
“forward,” “reverse,” and “stop.”

CONCLUSION

The equipment described is expected to provide high
performance at low cost for general digital data-storage
applications. Great flexibility is provided to the user
through the wide range of tape widths and the number
of information tracks that are available. Reliability has
been provided through the use of reliable components
and techniques, generous derating practices, and simpli-
fied mechanical design. The large number of tracks,
high recording density, and extraordinary start-stop
characteristics provide powerful tools for using data-
storage techniques heretofore considered impractical
or too costly.

Discussion

David Zeheb (General Electric): How
long would it take an experienced operator
to change reels?

Dr. Montijo: A little less than a minute.

C. L. Baker (RAND Corp.): What pre-
cautions are taken to prevent oxide build-up
on the tape? How many passes can be made
on one tape?

Dr. Montijo: Oxide build-up is a very
peculiar problem, involving the magnetic
head surface, the shape of the surface, the
particular type of oxide that is being used;
the amount of pressure involved between
the tape and the magnetic head. We have
designed around this problem by using an
all-metal surface. The gap line is fairly sharp
so that there is space for trash that comes
off the tape surface to fall into. Further, we
have specified a hard oxide. The oxide will

wear off as a powder and blow away.

Kenneth Olsen (M.L.T.): Is an idler
used to keep the tape in contact with the
capstan?

Dr. Montijo: The pressure roller, with
about 16 pounds behind it, is tapered. Thisis
what is used to drive the tape. At this point
the effect of the wrap of the tape on the
capstan also provides the force to drive the
tape, so that the combination of the two
provides enough force to drive the tape.
There is no friction, or very little friction,
between the tape and these capstans; but
since we do have a rubber surface there, the
friction between the tape surface and the
capstan is rather high, and we do get a gain
in the drive as the result of that.

C. F. Summer (Missile Test Project):
What pulse packing factors can be used?
For a 7-channel head, what is an estimate
of cross-talk? Can you write and read on

adjacent channels simultaneously?

Dr. Montijo: The cross-talk for the head
designed for this machine is down 30 db
between the tape and track. The width of
the core is 0.032 inch, and the track spacing
is 0.063 inch. This is an all-metal surface
head, and the packing density is somewhat
a function of the head. Practically speaking,
it is limited by the quality of the tape surface
that is available,

As for the skew problem, the 750 pulses
per inch that I mentioned was used with
$-inch tape. Instead of the }-inch tape, we
used §-inch tape, because we had a ready
supply of it available—some that we used
in the Bizmac System, and could test its
width accurately. We did not go above 75
ke, because we had a number of circuits in
the equipment that would not operate above
that point. So that is the reason why we
stopped at that particular number.
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A Medium-Speed Magnetic Core Memory

GABRIEL E.

INTRODUCTION

HE STEADY evolution of the state of the art in

coincident current magnetic core memories leads

constantly in the direction of an all-transistor sys-
tem of appreciable proportions. Several organizations
have been at work in this field, but the system herein
described is the first of its type. It is presented to dem-
onstrate one of several possibilities in achieving an all-
transistor memory of 150,000 bits.

The engineering design and the construction of the
memory for the Transac S-1000 Computer was con-
tracted to Remington Rand UNIVAC. The computer it-
self is designed and constructed by the Philco Corpora-
tion. The memory requirements are for a 36-bit parallel
system with 4096 words of storage with special provi-
sions for reading and restoring specified thirds of any
word. Rigorous limitations on weight, volume, and
power input were imposed which together constituted
an extension in the state of the art when the effort was
originally started. Some of the circuit designs will un-
doubtedly seem awkward in view of the improved tran-
sistors now available; however, as computer units, they
represented the state of the transistor art and market.

GENERAL DESCRIPTION

The logical block diagram shown in Fig. 1 (next page)
is introduced here to present a general idea of the entire
system. The system is a conventional one using coinci-
dent current and inhibit digit control to operate on all
36 bits of the data word in parallel.

The information furnished to the memory by the
computer consists of the 12-bit memory address, an ini-
tiate signal, the type of operation to be performed
(either read, write, or partial write), and the data word
or partial data word which is to be written. These signals
enter the memory circuitry through buffer amplifiers
which convert the computer signals to signals which are
compatible with memory circuitry.

Address information is translated in two parts, that
which operates the X-coordinate lines and that which
operates the Y-coordinate lines. The results of the trans-
lation controls drive line switches (current diverters)
which provide the coincident current selection of the ad-
dressed word.

The initiate signal sets the lock-out flip-flop of the
memory timing chain which causes the generation of the
first timing pulse. Further stimulation of the timing
system is not necessary as additional timing pulses are
self-generated. Timing pulses are furnished to appro-

t Remington Rand UNIVAC, St. Paul Minn.

VALENTY?}

priate points to govern the sequence of events through-
out the memory cycle. The timing of the memory opera-
tion does not vary whether a word is being read from
memory or a word is being written into memory. The
difference between these two operations lies in the con-
trol of the gates at the inputs of the memory data register
(memory input/output register). To read the memory,
the read probe gates (RT',) are energized; to write into
the memory, the write probe (WT,) gates are energized.
These gates are controlled by the (WRITE), flip-flops,
which store information regarding the type of operation
to be performed.

The digit plane control contains all the circuitry nec-
essary to operate 1-bit plane. This includes the sense
amplifier, the memory data register and its input gates,
and the inhibit/disturb current generator. One-word
information transmissions to and from memory are
made through the memory data register.

Information furnished to the computer by the mem-
ory consists of the word read from memory, a transfer-
complete signal which indicates the word is available in
the memory data register, and a reference-complete sig-
nal which indicates the memory cycle is finished.

MEMORY CONSTRUCTION

The memory cores are assembled in 38 printed circuit
frames, each of which contains 4096 magnetic memory
cores. The cores are arranged in a 64 X64 configuration
(see Fig. 2), p. 59. Two of the core memory frames are
reserved as spares.

The magnetic cores are General Ceramics Type S-3
ferrite material which requires a magnetizing force of
approximately 350 ma-turns. This type core was se-
lected for its compatibility with transistor current
carrying capacity, power dissipation, and voltage and
current gain characteristics. Prior to assembly in a core
plane, all the cores are individually tested and selected
for uniform characteristics. During the test, the cores
are subjected to 320 ma full-amplitude current pulses
and 190 ma half-amplitude current pulses. When tested
with these current pulses, only those cores which met the
following specifications were selected for use in the
memory: (See Fig. 3)

1) Disturbed “1” output—14 to 18 mv after being
subjected to a series of half-amplitude read cur-
rent pulses.

2) Disturbed “0” output—7 mv maximum after being
subjected to a series of half-amplitude write cur-
rent pulses.

3) Switching time—4.5 +0.5 usec.

4) Peaking time—2.2 +0.25 usec.
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Fig. 1—Logical diagram, magnetic-core storage.
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Fig. 2—Magnetic-core matrix.
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Fig. 3—Memory-core output signals.

The waveforms of the “0” and “1” signals induced on
the sense wire are shown in Fig. 3.

Four wires pass through each core: an X-coordinate
drive line, a Y-coordinate drive line, an inhibit/disturb
drive line, and a sense wire, as shown in Fig. 4.

The sense wire of each core memory plane passes
through each core once and is wired diagonally in a sym-
metrical balanced arrangement so that nearly all un-
wanted noise signals of all cores except the core being
addressed tend to cancel.

The inhibit wire passes through all cores in each core
memory plane parallel to one of the coordinate drive
lines so that when an inhibit pulse (of opposite polarity
to the write pulse) occurs, the magnetic field established
on this coordinate line is cancelled.

Each line of the coordinate drive system passes
through 64 cores of each plane so that there are 64 X-
coordinate drive lines and 64 Y-coordinate drive lines.
Therefore, each drive line passes through 2432 cores.
The drive lines between planes are connected by a spe-
cial connector consisting of a number of contacts which

WRITE / RESTORE
INHIBIT/DISTURB

-—
-

\
N

WRITE/RESTORE
e —
YQ

CLEAR /READ
—
| Y

<
&
&

s

CLEAR / READ
————
-

x({

Fig. 4—Magnetic-core control wires. Arrows indicate direction cur-
rent flow during reading or writing.

resemble cotter keys mounted in a slotted plastic form.
This connector is shown in Fig. 5. The cotter key acts
as a jumper between the printed circuits of two adjacent
core memory planes making the drive lines continuous
throughout the length of the memory.

Fig. 5>—Memory plane connector.

The memory is mechanically divided into two sec-
tions because of space limitations. Each section consists
of 19 core memory planes and 2 printed circuit terminal
boards. The front terminal board of one section is used
to buss together all the drive lines of each coordinate.
Single wires from the busses are connected to the out-
puts of the X and Y read/write current generators. The
rear terminal boards are used to connect the two sec-
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tions, and the front terminal board of the second section
connects each drive line to the collector of individual
current-diverting transistors.

It has been determined that the magnetic coercive
force varies with temperature to such a degree that
operation with fixed drive currents over the full range
of ambient temperature would not be reliable. To over-
come this, the memory is contained in a thermally in-
sulated box and the temperature within the box is main-
tained constant, slightly above the highest ambient.

MEeMORY TIMING

A study of the sequence of timed events which occur
during a memory reference, revealed the fact that the
requirements for timed pulses and their duration re-
mains fixed regardless of the type of operation and the
repetition rate of memory references. This permits the
use of a timing device which is not synchronized with
computer timing. Therefore, the timing of the memory
can be separate from the computer timing, and requires
only the receipt of an initiate pulse from the computer.
A resume pulse must be supplied to the computer when
the reference is completed. This principle is used in the
timing system which employs magnetic switch cores to
create accurately shaped pulses and transistor switches
to set and read the cores. Fig. 6 shows the timing circuit
used in the memory.

Transistor @ is biased to cutoff, and a current 4; flows
in the primary winding of the magnetic switch core of
sufficient magnitude to hold the applied magnetic field
of the core at +Bs (point 4) on the hysteresis loop.
When transistor Q; is turned on by the positive going
input pulse, a saturation current, 4, flows which reverses
the applied magnetic field of the core. When this occurs,
the magnetic field rapidly traverses the hysteresis loop
to — Bs (point B) and sets the core in approximately 1
usec. A negative going pulse is produced at the output.
This pulse is not used. At the termination of the input
pulse, transistor Q; again cuts off, and read current 4
begins to flow, producing a positive going pulse in the
secondary. This voltage is clamped by diode CR;. The
waveforms shown in Fig. 6 illustrate the voltage rela-
tions of the transistor and magnetic core.

The output of the first stage is connected to the input
of a second stage so that during the interval that the first
core is being read out the second stage transistor is
turned on thereby setting its associated core. The sub-
sequent operation of the second stage is like that of the
first stage, but it is displaced by one pulse period. Simi-
larly, many stages could be connected in series produc-
ing as many pulses (time displaced from each other) as is
desired.

The emitter resistor, Re, serves the useful purpose of
providing the high input impedance (Beta X Re) nec-
essary to cause the clamping diode to conduct, without
seriously reducing reverse base current. In this manner,
the response of the transistor (rise and fall time) is made
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Fig. 6—(a) Magnetic-core timing-delay schematic diagram, (b) mag-
netic-core timing-delay block diagram, (c) magnetic-core hyster-
esis loop, (d) magnetic-core timing-delay voltage waveforms.

sufficiently fast so that there is no time lost between
pulses of adjacent stages.

The pulse width produced by this method of clamping
the output of a magnetic switch core can be accurately
controlled so that the pulses produced by many stages
are very nearly constant in width. Assuming that mag-
netic saturation 