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Foreword

For some time it has been customary to hear com-
plaints about the limited value of large technical
conferences. Despite this fact, I represent a group of
people who have worked assiduously to arrange this
affair. And over 2,300 people have expended consider-
able effort to attend. It is interesting to inquire
seriously as to the reason for so much effort. There
are, of course, a number of very cynical answers.
However, I would like to offer a less cynical one.

Perhaps it is only a convenient rationalization, but
I still find the computer field an exciting and stimu-
lating domain. The excitement about the computer
arises in much the same way as the excitement about
atomic energy ; one may almost feel the changes being
produced in society. For an applied scientist or engi-
neer, it is usually the applications which lend to a
discipline an aura of excitement. Well, then, I believe
that many of us are here because of a continued en-
thusiasm in the possibilities of the computer. The
number and importance of the potential applications
are still increasing more rapidly than the onset of
general boredom.

In the tiny span of years from the first to the ninth
EJCC, we have been witness to a wholesale change
in the techniques of scientific computation, witness to
a revolution in business data handling, and witness to
the use of computers for real time control of weapons
systems, industrial plants and space vehicles. Surely
these events are exciting enough to partially justify
our large conferences.

And yet I believe that the most important applica-
tions of the computer have not yet been realized.
Certainly computer inroads in the business world and
the industrial plant have only just begun. However,
for me, the most exciting applications are those which
threaten to affect all aspects of human progress. I
would like to point toward two such potentially
pervasive applications — two impending applications
that excite me considerably.

The first is the application of the computer in
studying and copying the characteristics of biological
systems. This is a doubly potent use of a computer,
involving useful feedback, because real gains in
understanding biological systems might lead to better
computer systems. The first steps in this direction

have already been taken. Computers are being used
for analysis of electroencephalograph data and will
be used to study many other types of clinical data.
Computers have been used to permit construction
and study of models of neuron assemblages. A whole
gamut of pattern recognition techniques is under-
going intensive investigation. People are trying to
learn about learning. (Actually, even if we don’t get
very far, we will have the harmless fun of construct-
ing more and better maze-solving programs and
chess-playing programs while trying.)

The second application may be characterized as
the library problem. I think that the proper way to
measure the importance of this application is to
think of it as a new way for people to tap the accu-
mulated knowledge of the recent and distant past.

The printing press was one such new way to tap the

experience of the past, but now there are difficulties.
The large number of printed books and journals, the
existence of important scientific communities sepa-
rated by language barriers and the inadequacies of
our present retrieval techniques have seriously
restricted our ability to connect pertinent information
to pertinent researchers.

The pace of scientific progress might well take a
large jump if, upon receiving a new project, a re-
searcher might receive a graded synthesis of all
human experience on that subject from the local
library computer. Similarly, a lawyer, faced with a
new case, would surely like to receive a relevance-
ordered listing of all applicable court experience, and
a doctor might be willing to trade clinical data and
careful reporting in return for ordered estimates of
diagnosis. In its present form, the technical journal
itself may be facing its last few decades. The library
computer concept is quite powerful, and it may some
day be expedient for an author to send a new tech-
nical paper only to the library, without the continued
expenditure of quite so much paper.

So, I don’t think the excitement is dying out; I
think it is increasing, and I expect that computer
conferences will be of interest and value for some
time to come.

Frank E. HEART
Conference Chairman
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Award for the Best Presentation

of a Technical Paper

Dr. Harold K. Skramstad was
born in Tacoma, Washington, in
1908. He received a B.S. de-
gree from the College of Puget
Sound and a Ph.D. in physics
from the University of Washing-
ton. He has been with the Na-
tional Bureau of Standards since
1935 and is presently Assistant
Chief for Systems, Data Proces-
sing Systems Division.

He worked in the field of aero-
dynamies until World War II,
when he turned his efforts to
guided missiles. He was a pioneer
in this field, playing a key role in
the development of the “BAT”
missile. He was responsible for
the development of one of the
first flight simulator facilities.

He is an Associate Fellow of the
Institute of Aeronautical Science
and a Senior Member of the In-
stitute of Radio Engineers. He
also served as a member of the
Air Force ‘“Advisory Board on
Simulation,” and he was first
chairman of the Eastern Simula-
tion Council.

In recognition of the fact that technical programs
are sometimes marred by careless or obtuse pres-
entation of papers, the Eastern Joint Computer
Conference Committee decided to emphasize the
importance of a good oral presentation by making
an award of 8300 for the best presentation at the
Conference of a paper describing significant work
in the computer field.

Awarded to

Dr. HaroLp K. SKrRAMSTAD

National Bureau of Standards
Washington, D.C.

for his presentation of a paper entitled:

““A Combined Analog-Digital Differential
Analyzer”

An analog-digital differential analyzer has been
designed which combines the analog advantages
of high speed and continuous representation of
variables with the digital capability of high preci-
sion and dynamic range. It is based on repre-
senting dependent variables by two quantities, a
digital number representing the more significant
part and an electrical voltage representing the
less significant part. As in the electronic analog
computer, time is the independent variable.

The design of components required to build a
computer of this combined type, such as inte-
grators and multipliers, are given, and examples
of how the solution of a few elementary differen-
tial equations would be carried out are presented.

7
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Computers of the Future

REX RICEf

INTRODUCTION

HIS PAPER considers the advances required in

many related technologies to revolutionize the

construction and use of digital data processing
systems. In the following discussion we are particu-
larly concerned with the radical change in fabrication
technology and wish to analyze the effect that this
change will have on our methods of computer design
and specification.

PRESENT METHODS

The manufacturing techniques used in the elec-
tronic portion of today’s digital data processing sys-
tems are illustrated in Fig. 1. The active devices are
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Fig. 1—Present method.

standardizedin these systems. Circuit standardization
is established at what may be defined as the Boolean
function level. Circuits for anp, or, Invert, Latch,
Trigger, etc., are standardized individually. The
pluggable packaging usually combines several cir-
cuits, either of the same type or in selected groups.
A major system function such as a complete working
storage register and all its controls, an arithmetic
processing unit and its controls, ete., is obtained by
agsembling a group of circuit packages on a panel and
interconnecting the circuit packages with individual
wires. At the time the individual circuits and pack-
ages are designed and optimized, very little informa-
tion is available regarding their specific employment
in systems functions.

A digital “system funection” may be defined as a

tIBM Research Laboratory, Poughkeepsie, N. Y.

combination of logical elements interconnected and
timed to perform major operational sequences in a
data processor. One of our future objectives is to
create major digital system functions in one continu-
ous, automated manufacturing sequence.

FuTturE METHODS

A possible future method for producing major sys-
tem functions such as complete working storage
registers, process units, memory arrays, etc., is illus-
trated in Fig. 2. We envision this manufacturing line
as a set of printing presses through which a conveyor
system passes. Substrate material is placed on the
conveyor and proceeds through the line. At each
stage one pattern of interconnections, insulation, or
active material is printed on the substrate. As re-
quired, bake ovens, etc., may be strategically placed.
Here, devices are standard by virtue of the materials
used. These materials are applied by a standardized
method to produce active elements, interconnections,
insulation, etc., in batches. The plates, inserted in
each press, are made in an automatic machine which
develops the appropriate layout under equation con-
trol for major system segments.

2T 77 A
(Ao Tc[o[])
BULK MAT'L
PLATES
. — —
4;; CONDUCTORS DEVICES DEVICES INSULATION [fer] CONDUCTORS
STANDARD

o DEVICE MATERIALS
o MANUFACTURING PROCESS
© FUNCTION SPECIFICATION METHOD

I

Fig. 2—A future method.

The figure illustrating future methods is only dia-
grammatic. The manufacturing method chosen will
probably depend on the basic component technology
and may be different for each type of component.
Before complete automation is realized it will be nec-
essary to manufacture active elements separately and
to rely on automatic testing and insertion. The field
will be dynamic and the illustration indicates a trend,
not a specific technique.
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Tlustrative Example of a System Function

A serial-by-digit, decimal adder is used to illustrate
a system function as shown in Fig. 3. This represents
a portion of an arithmetic processing unit. The digital
code assumed is a decimal “one out of ten” repre-
sentation, chosen because decimal matrix addition is
well understood. Other examples or codes would have
served equally well.

o —
A —
o——_|
INPUT [—-sanoa
00— - 0
B — ——— outPut
9 — — 9
r—
INPUT MATRIX CARRY CONTROLS ~ SECOND HALF ADD,
DRIVE FIRST HALF ADD DETECTION AND DELAY  CHECK AND DRIVE

DECIMAL ADDITION — SERIAL BY DIGIT

Fig. 3—Illustrative example of a system function.

In this function a pair of decimal digits enters a
process unit at A and B and the added result is ob-
tained at the output. A matrix, to be deseribed in
detail, performs the first half-addition. Other ele-
ments provide input drive, output carry detection,
recombination, and the second half addition. It is
also necessary to store the presence or absence of a
carry, so that as succeeding pairs of digits are proc-
essed, the second half-addition circuit may be acti-
vated. Let it be assumed by way of example that A4
equals 5 and B equals 6, as emphasized with heavy
marked lines. In the matrix the 5 on the vertical axis
together with a 6 on the horizontal axis activates an
AND circuit which places an output on the eleventh
diagonal. After passing through the carry detection
element, the eleventh diagonal is recombined with the

P
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Fig. 4—Standard “and-inverter” circuit (TRL).

output line 1. The carry condition is remembered for
later use. Let us now consider circuits for the matrix-
in more detail.

Matrix Utilizing Individual, Standardized Boolean

Circuits

The circuit in Fig. 4 is a Boolean standardized two-
way AND circuit with one transistor, four resistors,
and various internal interconnections. Several out-
puts may be wired together to form an appropriate
OR circuit. A two-way circuit is chosen, since for our
purposes in the addition matrix a three- or four-way
AND circuit has no advantage.
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Fig. 5—Matrix utilizing standardized “Boolean” circuits.

A ten by ten matrix of these AND circuits is illus-
trated in Fig. 5. For clarity, the internal circuit con-
nections and devices have been omitted. In the
matrix, addition is accomplished by the coincidence
of current on any pair of lines such as 4 = 5 and
B = 6. When the AND circuit at this intersection is
active, its output is placed on the eleventh diagonal.
For packaging purposes the designer has the choice
of packaging several AND circuits on a single plug-
gable unit. When the circuits were optimized, only
the two-way AND logic together with the output
loading conditions were known.

Let us now reexamine this same matrix from a sys-
tem rather than a circuit viewpoint (Fig. 6). In this
specific matrix element only one AND circuit in the
A = 5 column and the B = 6 row is “on.” This is a
system consideration and was not known at the time
the Boolean AND circuit was optimized. The vertical
column A = 5 will now be considered as a single
element.

System-Tailored Circuits
A circuit whieh is tailored to this system function
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Fig. 6—Matrix utilizing standardized “Boolean’ circuits.

is illustrated in Fig. 7. For convenience, transistors
have been shown, although other devices such as re-
lays, tubes, cryogenic devices, ete., could have been
used. The input A supplies current to a common con-
trol which goes to all the bases of the ten transistors.
Since only one line on the B input to the emitters is
active at any instant, only one transistor will be con-
ducting. Let us now examine the addition matrix
utilizing this “system tailored” circuit.

()]
)

AR

—l

Fig. 7—System tailored circuit (CS).

Maitrix Utilizing System-Function Circutts

The complete matrix is again shown in Fig. 8, this
time utilizing ten of the system-funection circuits. The
“A” entries on the vertical axis go directly to the
common control connections of the ten AND circuits.

1959 PROCEEDINGS OF THE EASTERN JOINT COMPUTER CONFERENCE

The ‘B’ entries are connected to the emitters of the
ten transistors in each of the ten circuits. The col-
lectors are connected to the output lines, which are
functionally equivalent to diagonals in the previous
matrix. Note the identical configuration of the wiring
to the inputs of all ten matrix columns. The outputs
of each ‘“system AND”’ circuit are connected in a
pattern which drops down to the next output line for
each successive group. Thus, to add 5 to the number
entering B the sixth AND circuit is activated. The
number 6 on the B entry is moved down five units on
the output, giving a sum of 11. Although the number
of transistors required in both matrix examples re-
mains the same, the passive elements are eliminated
and the packaging pattern for both interconnections
and devices is drastically improved.

Fig. 8—Matrix utilizing “system funection’ circuits.

In the illustration the solid lines represent a layer
of interconnections on the front of a printed substrate
and the broken lines, a second layer  on the rear.
Connections through the substrate are indicated by
dots. Inasmuch as ten system-function circuits are
used, ten component packages consisting of active
elements only may be mounted on a single substrate
that contains the complete interconnection wiring.

A computer may be described as “a bunch of wires
connected by active elements.” This second method
of matrix design underscores that definition. Three
important features become apparent in this example.
First, careful attention to system-function circuits
will lead to logical layouts that are much easier to
express algebraically for equation-controlled manu-
facturing. Second, the amount of packaging and inter-
connections, and the number of elements involved can
be reduced over present methods. Third, new system-
function device specifications will emerge.

System-Tailored Devices

The previous discussion presented an example in
which circuits and system-function logic were com-
bined using standard transistors. Present active de-
vices are individual elements packaged separately, as
shown in Fig. 9. The connections between the active
and passive elements are generally made by individ-
ual wires, although more recent systems use printed
wiring for circuit packages.
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PRESENT
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© WIRED INTERCONNECTIONS
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EARLY GENERATION
© MULTI-ELEMENT “SYSTEM TAILORED" UNITS
© PRINTED OR ETCHED INTERCONNECTIONS
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LATER—FILMS
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AND INTERCONNECTIONS
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FUTURE —MICROMINIATURIZATION
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Fig. 9—Devices “system tailored.”

In an early generation, multi-element system-
tailored devices will be available. In addition, a much
greater proportion of the interconnections will be
etched and printed. Multi-element miniaturized com-
ponents have been made available in small quantities
by American Bosch Arma, the Diamond Ordnance
Fuze Laboratory, Hughes Aircraft, RCA, Texas In-
struments, and others. Programs in molecular elec-
tronics to permit the use of plating and vacuum-
deposition processes are also receiving attention.
Much of this work is for military applications but will
probably be available for commercial use in the near
future.

The production of interconnections and active ele-
ments in one continuous manufacturing process will
occur with the introduction of films, either thick or
thin, into systems. At this time, semiautomatic
methods of manufacture will be mandatory. Here it
is obvious that separate considerations of system
functions, circuits, and devices may no longer exist.
Magnetic coupling is used to accomplish switching in
thin film cryogenic systems and speeds are very high.
One suspects that nature also provides a medium
speed and cost arrangement if we are clever enough
to detect it.

Further in the future we may anticipate true micro-
miniaturized systems constructed from automatic,
computer-controlled processes utilizing bulk mate-
rials. The late Professor Dudley Buck has defined a
microminiature computer as: “A computer on a scale
which could never be looked at in an optical micro-
scope.” In this technology, the cost of active elements
will approximate the cost of interconnections. Logical
designers may enjoy the luxury of utilizing thousands
of active elements to perform logical functions of a
complex nature.

One of our major objectives is to reach the future
system illustrated here. Let us now consider some of
the more important work to be done to make this
possible.

DigitarL DaTa PROCESSING
APPROXIMATE RELATIVE CoOSTS

The bar graph (Fig. 10, Line 1) shows the approxi-
mate relative costs of processing data in presently
available commercial general-purpose digital sys-
tems. Problem preparation and programming costs
are generally accepted as being approximately half
of the total. The remaining costs may be divided
into two major items: electronic main-frame costs
and electromechanical peripheral-equipment costs.
The percentages vary from system to system, but
are essentially as follows: The cost of main-frame
electronics varies between 15 and 25 percent of the
total, and includes the main random access storage,
the arithmetic and logic unit, and controls. In the
main-frame, the switching devices cost approximately
one-third and the packaging (which includes circuit
cards, panels, interconnections, frames, display,
covers, ete.), approximately two thirds. The cost of
the electromechanical portion of a system may vary
between 25 and 35 percent of the total and may be
divided into two parts. The first is bulk storage in-
volving mechanical motion. This part includes tapes,
dises, drums, ete., and their attendant electronic
equipment. The second part is the input-output
equipment, including communication devices.

TRANSLATION ELECTRONIC (ELECTRO-MECH,
(PROBLEM_TO MACHINE) (MAIN FRAME} (PERIPHERAL}
PRESENT |
GENERAL PURPOSE SYSTEMS PROGRAMMING packace  pevice| storace | 10
NEXT GENERATION
?‘I‘%YEFM ORIEggED CIRCUITS MACRO-INSTRUCTIONS P [g S ::
2ND GENERATION
SYSTEN ORENTED MATI-ELEVENT | SPEAL PURPOSE e s | w
INTERCONNEC¥IONS
3RD GENERATION
>y
FUTURE Qg
MICROMINIATURIZATION n E
LANGUAGE= MACHINE LANGUAGE

Present Generatron

General-purpose systems predominate at the pres-
ent time. This is probably due to the relatively high
cost of research and development coupled with long
design and manufacturing lead-times for initial pro-
duction, Instructions usually include an operation,
one or two addresses, and a few special control bits.
The instruction code at the machine language level
is relatively ‘“micro”’ due to the general-purpose
requirement and for other reasons not covered here.
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System specification normally starts with a market
analysis so that a potential product may be defined.
Performance, storage volume, input-output equip-
ment, etc., are established at this time. Available
standard circuits and packages are considered during
the specification of system logic. Outputs from the
system design are block diagrams, or equations, or
both. At this stage we do not know where each device
or circuit will be placed, nor the length of intercon-
nections.

In programming, present generation machines use
autocoders to translate from problem language into
machine language. The autocoders, in many instances,
involve execution time and occupy storage space.
This combination of autocoders and machine langu-
age 1s the result of the programmer’s desire to have
a machine language different from the one technology
is able to economically provide.

Devices used in present systems, both active and
passive, are individually manufactured by semiauto-
mated methods. This allows individual testing, selec-
tion, and replacement in the event of malfunction.

The circuits are Boolean optimized and the minor
packaging assemblages usually include several ele-
mentary functions. Recent trends as evidenced in
machines like the Philco TRANSAC, are toward the
inclusion of more Boolean-type circuits on each plug-
gable element. Interconnections are a mixture of
printed cards and hand inserted wires and cables.

The major mechanical design of a system starts
when logical specification and Boolean standardized
circuits are available. With this information, the
active and inactive elements may be located and
packaged. For the first time, lead lengths become
accurately known. The output from mechanical de-
sign is generally a complete set of blueprints which
go to the manufacturing engineering groups.

In the peripheral equipment area the bulk storage
usually involves magnetics and includes much me-
chanical equipment. Access to data in this type of
storage is either serial-by-bit or serial-by-character.
The input-output equipment is essentially mechan-
ical, taking data from a keyboard to a buffer storage
and, later, taking data from a buffer to a printer to
produce hard copy.

Servicing is usually done by a combination of elec-
trical tests and diagnostic programs. It involves
locating the defective active or passive elements and
substituting new pluggable cards.

The specification and design of present systems is
thus essentially a serial process in which most major
elements are individually standardized and then
assembled to make a system. The design feedback
loops, while many, have rather high impedance.

Next Generation

The next generation as illustrated by the bar
in Fig. 10, Line 2, may be characterized mainly by

system-oriented design and manufacturing techniques.
Commercial machines will probably remain general-
purpose in nature.

The bars illustrating approximate relative cost on
this and succeeding generations does not necessarily
indicate that the cost of an equivalent advanced
machine will be reduced. The length of the bars repre-
sents the relative proportionate cost for each of the
major elements in a system for a particular genera-
tion. Past experience has shown that as more power-
ful techniques become available we solve larger
problems; therefore, we have an option of obtaining
more computing for our millions or reduced ¢osts for
the same amount of processing. This is obviously a
designer’s choice and will be adjusted to suit require-
ments as he specifies a particular system.

A major change will occur in the specification of
systems. Logic and circuits will be merged to produce
new system function circuits utilizing standard de-
vices. The physical location of components, the inter-
connection lengths and paths, and layout of the
package will be specified as an integral part of logiec.
To attain these objectives a new ‘‘system-function
algebra’ is necessary. This algebra, which will begin
with the logical Boolean expressions, must be en-
riched to include the active and passive device char-
acteristics, the physical location of all components,
the interconnection paths and lengths, and timing.

Programming in this generation will be done with
more powerful macro-type instructions. Machine
language instructions will approximate the level
typified by coding systems such as FORTRAN.
Relatively speaking, more hardware will be in the
instruction controls with the objective of making
programming easy and fast.

Improved single-function devices and some use of
multifunction devices may be anticipated.

A major change in packaging as well as in logic-
circuit specification will occur in this generation.
Complete system functions will be packaged on one
replaceable element. Interconnections will be etched,
printed, evaporated, or batch produced by other
automated techniques. Manufacturing equipment,
methods, and mechanical design techniques must
undergo the appropriate changes.

Service will be accomplished by locating and replac-
ing malfunctioning major system functions. If the
individual devices are expensive, they may be re-
placed at a testing and service center so that the
system function may be returned to stock. If not,
the whole unit may be discarded. Extensive built-in
checking and automatic program diagnosis will be
included. The logic of the machine will require more
redundancy for checking and diagnostic purposes.

The next generation of systems thus involves major
improvements in logical design and packaging. New
devices or other research items are not necessarily
required.
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Second Generation

Two major changes characterize the second gener-
ation systems. (Fig. 10, Line 3). First, system-tazlored
multi-element devices will be used extensively. This
will influence mechanical design, packaging, and
manufacturing equipment. Secondly, special-purpose
machine systems to solve classes of problems will be
made on the same manufacturing line. The logical
specification of these machines will be generated by
computers utilizing system-function algebra. Exten-
sions of the algebra will control the manufacturing
setup. This combination will drastically reduce design
and production lead times and cost of the product.

The availability of special-purpose systems will
ease programming difficulties through the use of
application-tailored languages to solve related classes
of problems.

System-function design techniques and devices will
be applied to bulk storage. For input-output, elec-
tronics will replace mechanical equipment wherever
possible.

No on-line service will be performed since the
machine will be able to select alternate logical paths
in the event of a malfunction. At inspection periods,
previously-flagged defective system elements will be
removed and replaced.

Third Generation

The true revolution begins in the third generation.
(Fig. 10, Line 4). Here, device, package, and inter-
connections are inseparably merged. Major system
functions will be produced from bulk materials in
computer-controlled continuous manufacturing proc-
esses. Techniques such as vacuum deposition,
electron-beam writing, spraying, printing, etc., will
be utilized, depending on device technology chosen
relative to the speed and cost range desired. The use
of three-dimensional connections will alter packag-
ing concepts. Miniaturization for complete systems
may now be realized. This miniaturization will allow
dramatic increases in the number of active elements
available for both logic and storage.

The availability of vast amounts of homogeneous
storage with internal logical capabilities will drastic-
ally alter programming methods. In particular,
built-in symbolic addressing will eliminate the in-
efficient and tedious housekeeping associated with
present-day machines. Coupled with special-purpose
instruction sets, this will allow machine language to
approximate problem language.

The input-output equipment will now be reduced
to that which is used to communicate with humans or
from machine to machine, since bulk storage is now
merged with the main frame.

Service will be simple because automatic error
detection and correction by the machine will allow
continuous operation. Defective elements will be
replaced at the next service period.
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Future Generation

We may envision a few aspects of future gen-
erations now (Fig. 10, Line 5). True microminiatur-
izatton meeting Professor Buck’s definition will be
realized. Self-organizing systems will become possible
due to microminaturization and better understanding
of the logic involved. The use of self-organizing sys-
tems to find optimum solutions to problems will allow
us to synthesize more economical, special-purpose
systems for on-line use.

For programming, we may anticipate that machine
language will approximate or equal human language
if we have progressed properly to this point and if we
use self-organizing systems appropriately. A major
change in input-output techniques is required. Voice
and pattern recognition, and vastly improved display
and printing systems are needed.

In this generation, service will be accomplished by
throwing the whole computer away.

In summary, to progress from the present day data
processing capabilities to more desirable future sys-
tems, we require greatly increased logical capabilities,
vast amounts of storage, improved input-output
methods and more speed. All these elements tend to
require microminiaturization, batch-bulk processing,
automated logical synthesis, and equation-controlled
manufacturing. Consequently, both speed and system
cost require and benefit from this revolution.

EQUATIONS

CONTROL

COMPUTER

BULK
MAT'L

MANUFACTURING
EQUIPMENT

FUTURE COMPUTER
"ELECTRONICS"

STANDARDIZED ON-
© BULK RAW MATERIALS
© MERGED DEVICES AND INTERCONNECTIONS
© SYSTEM FUNCTION ALGEBRA
© MANUFACTURING METHODS—COMPUTER CONTROLLED

OBTAINING.
© EFFICIENT SPECIAL PURPOSE SYSTEMS
© PRODUCED RAPIDLY AND ECONOMICALLY

RESULTING IN-
© MORE BRAINPOWER ON DEFINING PROBLEMS
© CHEAPER PROBLEM SOLUTION

Fig. 11—Future computer “‘electronics.”
CONCLUSION

Future computers (Fig. 11) will be standardized as
follows:

1. Interconnections and active devices will be made
in a continuous process from bulk raw materials to
finished product.

2. The device, circuit, and interconnection tech-
nology will merge.
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3. System-function algebra will be used to specify all
aspects of design.

4. Completely automated, computer-controlled man-
ufacturing methods will be used.

From these techniques we will obtain efficient
special-purpose digital data processing systems. They
will be produced economically with short design and
construction lead-times through complete automa-
tion. This will result in more brain power being
devoted to discovering and defining new problems,
and in their cheap, efficient solution.

DiscussioN

J. H. Felker: (AT&T) 1 would like to hear you complete the job of
prophecy, Mr. Rice, and give us some idea of the timetable you en-
vision for these first, second, third (and) fourth generation machines.

Myr. Rice: 1 have given that question considerable thought. We are
working on the next generation right now in many research labora-
tories. The universities are probably ahead in some respects in their
thinking on research in this area. It is not necessarily true that each
generation requires the specific items at the same time as shown in
the paper. If we develop microminiature computer devices ahead of
new programming techniques, they may be utilized early. I suspect,
and this is a petsonal observation, that the first models of micro-
miniature computers are ten years off and the other items for the
next generation are scattered from three to five years away in
production. This is a guess on my part.

My. Felker: Thank you. With the three year period it takes to design
and get production of the conventional computer, how can you antic-
ipate anything as drastically different from what we do today as
your microminiature computer in only ten years? Where are the
people and the knowledge that will permit this in ten years?

Mpvr. Rice: T agree that the ten years is probably on the optimistic
side. However, you will note that the methods of specification for
what I call the “algebra’ of these systems includes the device char-
acteristics and the physieal layout. This implies that much of our
early work is in development of a new “system function algebra.”
Once this algebra is automated, the design of new systems will be
done rapidly, and we will be less dependent on present day design
techniques.

H. Richmond (System Development Corp.): What is mnieant by
“machine language is approximately problem language”? What is
done in this case if a new variable is needed and your hardware is
built?

Mr. Rice: We have to recognize in our future designs that problem
language is not static. In other words, FORTRAN, if I may use
that example, has already proven that we need extensions. There-
fore, I think the computer designers — and I happen to be one who
believes this — must design control sections which admit that pro-
gramming language is dynamic. We should be able to incorporate
new instructions without going back and completely rewiring. There
is mueh research work to be done on the type of control situation
implied. I, for one, am very anxious and excited about working in
this area.

J. Feitler (IBM): What about analog-computer logic with digital-
computer hardware with many arithmetic elements (100 to 1000-plus
arithmetic elements) using microminjature components at ‘‘3rd
generation level”’?

Mr. Rice: 1 am not certain that I fully understand the implication
of analog-digital computer hardware. If you mean we are working on
separate portions of the problem in parallel, using the accuracy.ob—
tained by digital techniques, I think there are existing machines
showing this tendency. Assuming that we can assemble these systems
to solve the classes of problems we have to solve, thisis an interesting
area for development. As to the 3rd generation I don’t think I would
hazard a guess.
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L. B.Harris (GE): How do you propose to implement self-checking of
system functions, that is, to pin-point the trouble?

Mr. Rice: Much work is being done on this subject in various research
and development laboratories. I think we have to reanalyze where
we want to spot errors. For example, in the talk a complete arith-
metic process unit is shown as a single system function. I purposely
chose the one-out-of-ten code in this example, because it is possible
to put a single check device at the far end of the system. If more than
one pulse arrives, there is trouble. If less than one pulse arrives, there
is trouble. If only one pulse arrives, I would assume it is correct,
because the logical paths do not cross. Much research remains to be
done in this srea, so I don’t have a complete answer. I believe we
should analyze how small or how large an element should be when we
look for trouble. We should probably diagnose trouble in major ele-
ments rather than at the Boolean circuit level. We should also
examine our need for a single code throughout a complete system.
That is to say, do we need the same bit code in the processing ele-
ment that we need in bulk storage. There are many ways of tackling
the problem, and I think we will have to look to future generations
for the complete answer.

C. H.Propster (GE): What reason do we have to think a self-organizing
computer will ever be produced?

M. Rice: Perhaps you are in a better position to answer this question
than I am. I believe that two things are necessary before self organiz-
ing systems are more than (if I may use the expression loosely) ideas:
First, we have to really understand what we want to do in the system
to make it self-organizing. This is the logical consideration. Secondly,
it is fairly obvious it will take lots of components, so we have to
develop the manufacturing techniques to produce large numbers of
components economically. Whether or not we will get to the most
blue-sky systems is hard to predict, and I will shy away from that.
I think that manifestations of self-organizing systems are possible,
and that they will be developed.

P. J. Scola (GE): On the throw-away computer, what will the input-
output wiring look like? Will there be any input-output?

Mr. Rice: This is a very difficult question to answer, even in an hour
and a half. At all stages in the future, we will need communications
from humans to the machine. We hope that voice recognition will
allow us to get from a human to the machine language. In the throw-
away portion, I am specifically referring to the electronic elements of
the computer: that which we now know as the main frame. In partic-
ular, the capacity of the bulk storage associated with the main
frame is drastically increased. This will reduce the peripheral equip-
ment such as tape, discs and so forth. So in effect we will be throwing
that section of I/0 away. The concept of throwing away is also hard
for me to accept. However, I ask myself how are we going to repair
mierominiature devices; and I come up with the answer that we had
better make them cheap enough so we can throw them away.

F. Panch: Would you care to speculate on what kind of computers
might be in use twenty to forty years from now?

Mr. Rice: Frankly, I have trouble envisioning what I ecall future
computers. I think that the major changes beyond these generations
will be in new uses for computing systems. If we can make computer
language approximate human language, or at least equal problem
language, the challenge will be in what we do with the system and
in making the systems cheaper so we can use them more frequently.

R.J. Brousseau (U of C): In saying that computer language should
approach problem language in future computers, are you suggesting
that the computer hardware should accomplish the functions now
being borne by present automatic programs, such as mnemonie
instructions, symbolic memory names?

Mr. Rice: The answer to that question, in terms of generalities, is yes.
First we need better devices to go into memory so we may perform

- logicin the memory itself. At a time when this techniqueis sufficiently

advanced, we may expect that instead of “addressing,” we can tell
the memory to find a particular field of data by specifying the “tag’’
inherent in the data. There are several other logical techniques which
may be used for symbolic look-up. The extent to which designers can
do this is dependent on the person specifying the problem. He must
establish a set of rules that is fixed.
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N egative-Resistance Elements as Digital Computer
Components™

MORTON H. LEWINY

INTRODUCTION

N DETERMINING the maximum repetition rate
l of a given switching circuit, the response of the
switching device and the effect of other circuit
parameters (including stray elements) must be taken
into account. Although the switching speed is ulti-
mately limited by the device, in many cases one
never reaches this theoretical maximum because cir-
cuit limitations play the dominant role. To solve this
problem, one is forced to devise extremely simple cir-
cuits with few components in order to minimize the
effect of stray reactance. The use of two-terminal
negative-resistance elements allows one to do this.

Shockley and Mason! have proposed that the ulti-
mate high-speed semiconductor amplifying device is
a two-terminal negative-resistance element. They
reason that, since the speed of semiconductor com-
ponents is basically limited by the transit time of
carriers, the physical dimensions of devices operating
in the highest frequency ranges must be extremely
small. In the limit, fabrication problems dictate two-
terminal active elements, where only one dimension
need be small.

This paper is first concerned with the general
problem of using two-terminal negative-resistance
devices as the only active switching elements in a
digital system.- Specific circuits are then discussed,
using a particular voltage-controlled negative-resist-
ance device as an example. Much of this treatment
can be adapted to other negative-resistance elements.

GAIN

A combinational switching circuit is defined as a
circuit whose outputs depend only on the present in-
puts. This is to be distinguished from a sequential
switching circuit in which the outputs depend not
only on the present inputs but also on the past his-
tory of inputs. Thus, a combinational circuit, by
definition, has no memory.

Consider a system of combinational circuits em-

* This work was supported by the Bureau of Ships, U. S. Navy,
under Contract NObsr 77523 with RCA. It is the basis of a dis-
sertation to be submitted in partial fulfillment of the requirements
for the Ph.D. degree at Princeton University, Princeton, N. J.

t RCA Laboratories, Princeton, N. J.,and Department of Elec-
trical Engineering, Princeton University, Princeton, N. J.

1'W. Shockley and W. P. Mason, “Dissected Amplifiers Using
Negative Resistance,” Journal of Applied Physics, Vol. 25, No. 5,
p. 677; May 1954.

ploying negative-resistance devices as the active
switching elements. The requirement of no memory
dictates either monostable operation of the negative-
resistance elements or bistable operation with a
built-in reset to eliminate storage. (The possibility
of combinational circuits composed of sequential sub-
circuits is ignored on the grounds that such compli-
cated circuits will reduce the maximum speed of the
system.)

For the case of monostable operation, if one re-
moves any one of the negative-resistance elements
from the circuit, measures the static V-I character-
isticseenlookinginto therestof the circuit from its two
terminals and then superimposes this on the negative-
resistance characteristic, there is always only one
stable intersection, for all input combinations. For an
all-passive circuit, such as a conventional diode gate,
one intersection (operating point) is assured. Assume
that this measured characteristic can be approxi-
mated by a straight loadline, in the region of interest
(A design to insure monostability is feasible only if
this characteristic is “well-behaved’ (i.e., monotonic)
in the region where it intersects the negative-resist-
ance characteristic.) This leads to a simple situation
which can be directly analyzed.

Typical voltage-controlled and current-controlled
negative-resistance characteristics are shown in Fig.
la. The two states for each device are most conven-
iently chosen as operation in the two positive-resist-
ance regions on both sides of the negative-resistance
region. Thus, for a voltage-controlled element, the
state is defined by the voltage across the device, and
for a current-controlled element by the current
through it. Under the conditions described above, the
circuits to be analyzed become those shown in Fig. 1b.
The combination of R and the power source repre-
sents the Thévenin equivalent of the linearized meas-
ured characteristic.

Monostable operation can be achieved in two ways
as indicated by the load-lines in Fig. 1a. In the first
case, labeled “I”, R < R, .. for the voltage-con-
trolled element and R > R, .. for the current-con-
trolled element, where R, = | dV/dI | in the negative
resistance region. In the second case, labeled “I1”’, R
does not satisfy this inequality but the power supply
values are chosen to result in one intersection. Thus,
for case I monostable operation results regardless of
the power supply parameters (assuming no reactance),
while for case II the power supply values must be
chosen to avoid bistable operation.
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Fig. 1—(a) Load-lines for monostable operation. (b) Equivalent cir-
cilits. (¢) Load and signal source included. (d) Addition of reactive
element.

A DC-coupled system with no reactive elements
will be assumed. The output terminals and equivalent
load resistance R are shown in Fig. 1c. Input signal
sources are also included. R, represents the load fur-
nished by other gate circuits in the net. R, represents
the contribution to R of the internal parameters of
the circuit under consideration. The series or parallel
combination of R; and R, as appropriate, yields R.
For the voltage controlled case, R, can vary from oo
to some minimum value and for the current-controlled
case, from 0 to some maximum value. The fact that
R, varies as indicated is a direct result of the two-
terminal nature of all components. For example, an
examination of the possible configurations using vol-
tage-controlled elements reveals that, in general, the
output current from a stage in a given state depends
on the states of the circuits being driven.

The values of R; and I, or V, must be chosen to
assure monostability for all loads. Thus, they must
be chosen such that only one intersection (of the
type shown in Fig. 1a) occurs for B, = oo in the
voltage-controlled case and R; = 0 in the current-
controlled case. If these conditions are satisfied,
monostable operation is assured for all R;.

Recall that any reactance in the circuit is assumed
negligibly small. For case I, looking into the circuit
from the output terminals, the load resistor R, sees
a net positive resistance for all voltage-current condi-
tions. Hence, there is no possibility that an increment
of energy delivered to the load will be greater than
that supplied by the signal source, for any value of
R ;. For case II, assuming a rectangular signal pulse
which raises the load-line sufficiently to cause the
operating point to switch to the other positive-
resistance region, a simple calculation? reveals that
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the input energy is at least as great as the output
energy. Thus, the requirement of monostability, in
the absence of adequate reactance, leads to a circuit
which has no gain.

If one now allows the use of appropriate reactive
elements (7.e., capacitance in parallel with the cur-
rent-controlled device and inductance in series with
the voltage-controlled device), as shown in Fig. 1d,
gain can be achieved. Note that the added reactance
cannot simply be greater than zero but must be
greater than a certain minimum established by stray
elements and the properties of the negative-resistance
device. (For an AC-coupled system, the reactive cou-
pling elements must also be taken into account.) In
this case the gain arises from the fact that energy
stored in the reactive element is delivered to the load
when the negative-resistance device is triggered by a
small signal. Such circuits have been treated in the
literature®*5, It is shown there that the recovery
time associated with the reactance is a factor which
limits the maximum repetition rate of the circuit.

Bistable-with-reset operation allows one to achieve
gain without the use of reactive elements. Since the
furnishing of a reset signal may be considered to be
an additional function of the power supply, effec-
tively a time-varying power source is now being con-
sidered. One possible arrangement is to let the power
supply (current or voltage) deliver a continuous
train of rectangular pulses, such that during each
pulse (excitation) the negative-resistance device can
go to either one of its two states, depending on input
conditions. The ‘“reset’’ is then the termination of
the excitation pulse. It can be seen that such a power
supply also serves as a master clock. If one now calcu-
lates® the transition and recovery times for such a
system and compares this to the system with DC
power supplies and reactive elements, it is evident
that the former scheme has the higher maximum
repetition rate.

DIRECTIONALITY

Another fundamental problem is concerned with
making the system unilateral. For example, since the
negative-resistance element is a two-terminal device,
when one terminal is grounded, the other must act as
both the input terminal and the output terminal.
One must therefore provide some means to dictate
the direction of flow of information in the system (:.e.,
to make a circuit directional, so that a signal propa-

2 See Appendix,

3B. G. Farley, “Dynamics of Transistor Negative Resistance
Cireuits,” Proc. IRE, Vol. 40, pp. 1497-1508; Nov. 1952.

t A, E. Anderson, “Transistors in Switching Circuits,” Proc. IRE,
Vol. 40, pp. 1541-1558; Nov. 1952.

5A. W. Lo et al,, “Transistor Electronics”; Prentice Hall, 1955.
¢ See Appendix.
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gates from input to output). Some possible techniques
for achieving directionality include use of passive
elements such as Hall-effect couplers or gyrators, use
of non-linear interstage coupling elements such as
conventional diodes, synthesis of three-terminal cir-
cuit configurations with some unilateral properties,
and separation of input and output functions in time
using a time-varying power supply. Some of these
techniques, as applied to circuits involving voltage-
controlled elements, are discussed in more detail fol-
lowing the treatment of basic logic circuits.

PowEer SuppPLY

Assuming the bistable-with-reset mode of opera-
tion, with the momentary removal of power supply
excitation as the method of resetting, the waveform
shown in Fig. 2a represents an acceptable source
waveform. The sequence of operations performed by
each stage is then as follows: having been reset, a
given circuit is energized to an initial state. If the
combination of inputs presented to it is favorable, it
will switch to its other state. The state of the circuit
is then detected by the next stages. Finally, the cir-
cuit is reset, energized again and ready to receive a
new combination of inputs.

POWER

SOURCE l
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a1 —1
l T~ "Tl‘l '
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Fig. 2—(a) Power supply waveform.
(b) Three-phase power source.

If the entire system is powered from the same
source, all circuits are reset simultaneously. The
energizing pulses must then be wide enough to allow
signals to propagate from the inputs of the system to
its outputs, so that the repetition rate is limited by
the longest signal propagation time expected. To in-
crease the repetition rate, the system is broken up
into small groups of gates such that each group is
reset immediately after it has performed its function.
A sequence of resets is then required in order that in-
formation will continue to propagate and will not be
erased. These requirements can be satisfied by a
multiphase power supply such as, for example, the
three-phase waveform shown in Fig. 2b. Using this
method, a given gate or group of gates is powered by

one phase, drives other circuits powered by the next
phase and is driven by still other circuits powered by
the previous phase. The excitation pulses overlap in
time such that information propagates between two
stages during the period when both are energized
simultaneously. Considering the block B in Fig. 2b,
one can see that the beginning of its supply pulse,
T,, corresponds to an ‘“‘input’ region and the end of
the pulse, T, to an “output’ region. The three-phase
arrangement shown is characterized by the fact that
there is always a group of circuits in the de-energized
condition at any given moment. As a result, in many
cases spurious signals are prevented from propagat-
ing. The similarity between this scheme and the
multiphase clock systems used in conventional ma-
chines is only superficial. Here the clock source is also
the power supply.

GENERALIZED ANALYSIS

Load-curves

Consider a two-terminal ‘“black-box” A whose
static V, I characteristicisgiven by either 7, = ¢,(V,)
or V4 = fi(I,). The box may simply hold a single
negative-resistance element or may include a more
complicated arrangement of elements whose compos-
ite two-terminal V, I characteristic is given by the
above equations. f; (or g;) may be any continuous
function and is not single-valued in both V and I if
there are any negative-resistance regions. Now con-
sider a second two-terminal ‘“black-box’’ B whose
static V,I characteristic is given by either I =
92(Vg) or Vi = fo(Ip). This will correspond to the
device which determines the load-curve. If g,(V3) =
Vs/R (¢.e., f2(Iz) = IzR), then the device is the re-
sistor R, mentioned before, and the load-curve is a
straight load-line. In general, however, both f; and f,
are non-linear, negative-resistance characteristics.
The two cases of interest are the following configura-
tions:

(a) A constant-voltage source V, across the series
combination of elements A and B.

(b) A constant-current source I, feeding the
parallel combination of elements A and B.

The pertinent equations are:

Case (a) Case (b)
I, =13 Vag=7Vs
Vs =Vai+ Vs Is =14+ 1p
Va=fila) (1] Iy = g:(Va)

Va=Vs—fills) [2]

The equilibrium points or quiescent operating points
for a circuit are determined by the intersection points
of the two curves [1] and [2]. In either case, curve
[1] is the characteristic of A and curve [2] is the load-
curve determined by the power supply and the

I, =15— 92(VA)



18 1959 PROCEEDINGS OF THE EASTERN JOINT COMPUTER CONFERENCE

characteristic of B. For case (a), the load-curve is the
image of B’s V, I characteristic reflected through the
current axis, translated in the positive voltage direc-
tion a distance V. For case (b), the load curve is the
image of B’s V, I characteristic reflected through the
voltage axis, translated in the positive current direc-
tion a distance Is. The only stable operating points
are those determined by the intersection of two
positive-resistance regions.

Composite Characteristics

The determination of the composite V, I charac-
teristic of two or more two-terminal elements, given
their individual characteristics, is important in the
analysis of negative-resistance circuits. To graphic-
ally obtain the composite characteristic from the
individual curves, one follows these simple rules:

(1) For two elements in series, each point of the
composite curve with coordinates V,, I, is obtained
by choosing any I, and letting V, = Va4 + Vg,
where V4, is the voltage across element A at the
current I, and Vjp, is the voltage across element B
at the current 7,. Thus, one adds the voltages across
the individual elements at the same current.

(2) For two elements in parallel, each point of the
composite curve with coordinates V,, I, is obtained
by choosing any V, and letting I, = I4, + Iz, where
14, is the current through element A at the voltage
V1 and Iz, is the current through element B at the
voltage V. Thus, one adds the currents through the
individual elements at the same voltage.

TuNNEL DIODE

The remainder of this discussion is concerned with
one particular voltage-controlled negative-resistance
element. Similar or “dual”’ treatment can be given to
current-controlled devices.

The device to be considered was first reported by
Esaki” and has since been investigated by others®.
Since the phenomenon responsible for the unique
characteristics of the device is the tunneling phe-
nomenon predicted by quantum mechanics, the de-
vice has been called the tunnel diode. It holds
promise of being an extremely fast element. Units
with time constants of a fraction of a millimicro-
second have been fabricated. Preliminary tests verify
that the device is capable of very high speed operation.

7 L. Esaki, “New Phenomenon in Narrow Germanium p-n Junc-
tions,” Phys. Rev. vol. 109, p. 603; Jan. 1958.
8H. S. Sommers, Jr.,, “Tunnel Diodes as High-Frequency De-
vices,” Proc. IRE, p. 1201; July, 1959.
K. XK. N. Chang, “Low-Noise Tunnel Diode Amplifier,” Proc.
IRE, p. 1268; July 1959.
Chang, Nelson, et al.Tunnel Diodes for Low Noise Amplifica-
tion,” Proc. IRE WESCON, Aug. 1959.
Aarons, Holonyak, et al., “Germanium and Silicon Tunnel
Diodes-Design, Operation and Application,” Proc. IRE WESCON,
Aug. 1959.

For the purposes of this analysis, the V, I charac-
teristic of the tunnel diode will be assumed. Descrip-
tions of the physical operation of the device are given
by Esaki” and Sommers?.

The static voltage-current V, I characteristic for a
typical germanium unit is shown in Fig. 3. Typical
values for the critical points are indicated. The in-
verse slope R, of each positive resistance region is of
the order of a few ohms.

Ve I
v TUNNEL DIODE
SYMBOL

\

I
(5ma)I, ]

I TS r—

STATE "0'_] STATE "{"

|
|
|
i
i
i
(5ma)L,| !
i

% % YoV
(50mv) (330mv)  (450mv)

Fig. 3—Tunnel diode static characteristic. (Number in-
dicated for typical Germanium unit.

Since the tunnel -diode is such a low impedance ele-
ment, it is not practical to assume that a constant
voltage source is available to supply power to many
units. In view of the fact that the source impedance
of any realizable voltage source will be of the order
of that of its load, it is more practical to assume that
the power to individual units is supplied from current
sources. In cases where a voltage source is desired,
an individual auxiliary device for each circuit is
necessary to simulate it. (This is demonstrated later.)
Therefore, in line with previous discussions, a three-
phase square-wave current source as shown in
Fig. 2b will be assumed.

TaRESHOLD GATE

Consider the circuit shown in Fig. 4. Assume the
input terminals are connected to output terminals of
other similar circuits. As long as the tunnel diode D
is in the O (low voltage) state, the current into D, in
addition to Is, is approximately M(V, — V,)/R,
where M is the number of driver units which are in
the 1 (high voltage) state and I,, V; and V, are de-
fined in Fig. 3. D will switch to the I state only if
Is + M(V, -V, /R > I,, the high threshold cur-
rent at which the resistance becomes negative. Once
it has switched to the 7 state, it will remain there
even though the current into D is substantially less
than Ig (corresponding to loading), as is evident
from an examination of the characteristic. Thus, the
circuit is capable of logical gain, since it can now
furnish a number of output current increments
(Vi — V4)/R to the next stages. The output of the
threshold gate, then, is I only if the total number of
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I inputs is greater than or equal to some integer T.
I is adjusted to result in the correct logical function
(1.e., the correct T). For an or gate, T is one; for an
AND gate, T equals the number of inputs; to generate
the caArRrY output in a full adder, for example, the
number of inputs is three and 7" equals two, ete. The
circuit must be reset back to the operating point
below the threshold in order to be able to perform
its function again.

Fig. 4—Single-ended threshold gate.

It is evident that the merit of this circuit depends
primarily on the uniformity of diode characteristics
and the power supply tolerances involved. The maxi-
mum variations in Iy, I's, V; and V, dictate the mini-
mum current increments for reliable switching.
Advances in fabrication techniques have already re-
sulted in high yields of diodes matched well enough
that a reliable logic system involving such circuits
appears readily realizable.

1

Is

..+ +._~LOAD CURVE

R
R /0,
INPUTS Y —0 QUTPUT YD,
i
i ! go,
R
Prer |
- .

Fig. 5—(a) Characteristic of two tunnel diodes in series and load-
curve formed by D3 and Is. (b) Bistable operation. (c) Balanced
threshold gate.

The operation of the ‘‘single-ended’’ threshold gate,
described above, relies on the accurate determination
of the operating point on the negative-resistance
characteristic. A balanced or symmetrical circuit
offers advantages in many applications. Consider the
series combination of two tunnel diodes. Their com-
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posite characteristic is shown by the solid curve in
Fig. 5a. If a voltage V' is applied across the series
combination, it is possible for the circuit to exist in
either of two states (.e., one diode in the high voltage
state and the other in the low-voltage state and vice
versa). This is depicted in Fig. 5b where D, and V,
determine the load-curve across the characteristic of
D,. If the voltage V, is applied as a pulse as is done
in the proposed system, one can determine to which
state the circuit goes by a small signal at the junc-
tion of D; and D,°. This can be explained by noting
that during the rise of the pulse, the current through
D, and D, builds up to the point where both are very
near the crest of the hill. The small current into the
junction is sufficient to determine which diode breaks
down. Thus if this current is positive, D, goes to the
1 state and if it is negative D, goes to the 1 state and
and D, is forced to the O state.

The difficulty in obtaining a constant-voltage pulse
source to drive a large number of such low impedance
circuits has already been mentioned. However, the
tunnel diode has another important property in that
it can simulate a low impedance voltage source, of
magnitude V,, if the current through it is greater
than I,, the high threshold current. This property
is utilized to arrive at the final form of the balanced
circuit, shown in Fig. 5c. As is shown in Fig. 5a, the
dotted load-curve formed by D; and I, intersects the
characteristic of the series combination of D; and
D, at the appropriate point, if 7, is large enough. The
circuit is now powered by the more realizable current
source.

The logical functions orR, AND and THRESHOLD are
achieved by requiring that the current into the junc-
tion be positive only when at least one, all or some
of the inputs are I’s, depending on the function de-
sired. This requires a reference current or bias as
shown. The source of this reference current can be
another tunnel diode again acting as a voltage
reference.

From the above description one can see that the
balanced circuit has several advantages over the
single-ended scheme. First, the sensitivity of the cir-
cuit depends only on the matching of the two nega-
tive-resistance elements and not on the exact values
of the critical points of the characteristic. Second, the
sensitivity is virtually independent of reasonable
power supply variations.

INVERTER

The composite characteristic of a tunnel diode D,
in series with a resistance R, is shown by the solid
curve in Fig. 6a. R, is chosen to be approximately
Ry, the magnitude of the linear approximation to the
negative-resistance (see Fig. 3). Suppose points a and
b were the only stable points for the circuit (corre-

9 This scheme was suggested by A. Lo.



20

s

V looutPut

P -

(d)
Fig. 6—(a) Characteristic of tunnel diode and resistor in series and

load-curves formed by D2 and Is.(b) Inverter circuit. (¢) Pro-
vision for obtaining elevated output. (d) Composite characteristic
of D1, D2 and Ri1.

sponding approximately to a voltage V, applied
across the series combination). Taking the voltage
across the resistor as the output voltage, we have that
point a yield as I output (high voltage; high current
through the resistor) and b yields a 0 output (low
voltage; low current through the resistor). Thus, if
the circuit is always at @ with an 0 input and at b with
‘a I input, it would realize the inversion function.

To make a and b the only stable operating points,
one can again use another tunnel diode D, to simu-
late a voltage source. The inverter circuit is then as
shown in Fig. 6b, and the intersections of the dashed
load-curve determined by D, and I, with the com-
posite characteristic of D, and R, in series are shown
in Fig. 6a. To clarify the operation further, one can
plot the composite V,I characteristic of the entire
configuration of D, D, and R;. It is shown in Fig. 6d.
The horizontal (constant-current) load-line formed
by I, is indicated.

Since the voltage at point z (Fig. 6b) is high for
both operating points, one must include some pro-
vision for adding a constant to the normal output
voltage levels of the driver tunnel diode, in order that
a ‘1" driver output can furnish the current necessary
to bring the inverter over the a-hill to b. This can
be accomplished for a single-ended gate by the addi-
tion of a resistor R. to the circuit, as shown in Fig. 6c.
The voltage of terminal T (during excitation) is
greater than the normal output voltage by a constant
amount I’,R,, assuming negligible loading at T. By
adjusting R, so that the 0 output voltage is approxi-
mately V,, the 1 output voltage is then approxi-
mately 2V,, and the required operation can be
achieved. ’
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Assuming the pulse excitation scheme described
before, the operation of the inverter is now clear.
Whenever the circuit is excited and the input is a 0,
the inverter moves to point a, stays there, and the
output is a 1. If the input is a I, there is sufficient
current input to bring the inverter over the hill in
the characteristic to point b and the output is a-0.
Note that for this latter case the output waveform
will show a transient high voltage before reaching
the low voltage 0 output. The next stage must there-
fore be powered by the next phase so that it is only
interested in the voltage level at the end of the pulse
(i.e., the “output function” region). For that case
such operation is satisfactory.

Note that the height of the a-hill in Fig. 6d de-
pends on the value of R;. By adjusting I, to lie suffi-
ciently below the crest of this hill and driving the
circuit from a number of “elevated’ outputs, one
can obtain the logical function of a threshold gate
whose output is inverted (¢.e., NOT, OR-NOT, AND-NOT,
ete.).

UNILATERALIZATION

Unilateral operation can be defined as operation in
which signals can propagate in one direction only.
This is required to insure that spurious signals are
not generated in the system. The most obvious way
to insure unidirectional operation is to use normal
diode rectifiers as coupling elements. Current be-
tween stages can then flow only in one direction.
Other methods are possible in which the coupling be-
tween stages is resistive. For example, considering the
inverter circuit driven by an elevated output, one
can see that when the input to the inverter is 0, there
is essentially no current in the coupling resistor.
When the input is 1, there is a relatively high current
in the coupling resistor. Thus, again, the current in
the coupling resistor flows only in one direction. By
reversing the positions of R; and D; (Fig. 6), so that
the output is taken across the tunnel diode, one has
a threshold gate with this unilateral property. An-
other unilateralization method is associated with the
ability of the power supply to separate input and out-
put functions in time. This scheme is effective for the
balanced type of threshold gate. The circuit is recep-
tive to an input signal only during a very short time
(z.e., the rise time of the power supply pulse), after
which it “locks’” into one state or the other.

MurtiLEveL CIRCUITS

Consider the inverter configuration (Fig. 6b) in
which I, is reduced so that a third stable operating
point ¢ exists. This is indicated by the dotted curves
in Fig. 6 (a) and (d). Note that point ¢ yields a 0
output. Assume that R, has been reduced sufficiently
to make the height of the q-hill, in Fig. 6d, compara-
ble with the height of the c¢-hill. Let the circuit have
two inputs, driven from the normal outputs of other
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tunnel diodes. The circuit operates in the following
fashion: If the two inputs are both 0, c is a stable
point and each time the circuit is excited the output
is a 0. If one of the inputs is a 1 while the other is
a 0, there is enough current input to make the cir-
cuit move over the first hill to point a where it is
stable and the output is a 1. When both inputs are
1, there is sufficient current input to make the cir-
cuit move over both hills to point b, and the output
is again 0. Thus, the output is 7 only when the two
inputs are different. This is the EXcLUSIVE-OR
(modulo-2 sum) function.

R INE 3 I
BINARY DIGIT o, ' s
R C) J—].O
(a) BINARY DIGIT oapn,
CARRY o AMA—] % ¥R
-oSUM OUTPUT
5 2R
I
LOAD-CURVE

Fig. 7—(a) SUM output circuit for full adder. (b) Determination
of operating points. (¢) Composite characteristic.

One can also realize the sum output for a full
adder using a slightly different configuration. Con-
sider the circuit shown inFig. 7a. The operating points
can be found by plotting the load-curve, determined
by I, and the characteristic of the series combination
of D, and D; (Fig. 5a), across the characteristic of
D, in series with R, (Fig. 6a). This situation is de-
picted in Fig. 7b. I, is chosen so that there are four
stable intersections, labeled 0., 1., 0, and 1,. These
correspond to 0 and I outputs as explained before.
The composite V,I characteristic of the whole con-
figuration of three tunnel diodes and the resistor is
shown in Fig. 7c. Note the four intersections with the
constant-current (horizontal) load-line I,. They are
also labeled appropriately.

There are three inputs corresponding to two binary
digits and the cArrY from the previous digit. The
circuit operates in the following manner: When all
three inputs are 0, each time the circuit is excited
it moves to point 0, and is stable there so that the
output is a 0. When one of the inputs is a I while the
others are 0, there is enough input current that the
circuit moves over the first hiil (Fig. 7¢) to point Ia,
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where it is stable, and the output is a 7. When two
inputs are I, the circuit moves over the first two hills
to point 0, and the output is again 0. For three I
inputs, the circuit moves over all three hills to point
1, and the output is again 1. Thus we have

Number of 1 inputs SUM output
0 0
1 1
2 0
3 1

This fulfills the sum function of a full adder. To real-
ize the cARRY function, one simply uses a threshold
gate, of the type described before, which has the
same three inputs and which gives a 7 output when
the number of 1 inputs is two or greater.

STORAGE

Since any negative-resistance element can exist in
two stable states with the proper DC load-line, it is
possible to use such a device to store information.
The term ‘‘static storage’”’ can be applied to this
situation (DC load-line), because the voltage or cur-
rent level of the negative-resistance device is fixed
when it is storing a particular bit. This type of
storage might be used in the memory of a digital
computer.

Storage is also necessary in the logic section of a
computer. Here another means of storage, known as
“dynamic storage,” is directly compatible with the
three-phase pulse-overlap system. Dynamic circuit
techniques are used in the SEAC and DYSEAC com-
puters'®. The method involves the circulation of in-
formation around a closed loop, so that a circulating
pulse represents a I and no pulse circulating repre-
sents a 0. In the original circuits using this technique,
the pulse is introduced at one end of a delay line. At
the other end it is amplified, reshaped and clocked
and is then returned to the delay-line input. The
delay-time is adjusted so that the pulse makes one
trip around the loop in one clock period.

Consider the circuit shown in Fig. 8. All blocks
under A are powered by phase A4, all under B by
phase B, etc. The block with the arrow represents a
delay gate (one-input or gate). This takes the place
of the delay-line. Because of the phase relationship
between the three power sources (see Fig. 2), it is
possible to close the loop as shown. The circulation
of a 1 or a 0 is thus made possible. The circuit has
built-in amplification, reshaping and clocking. The
particular circuit shown in Fig. 8 is a basie flip-flop,
there S is the ‘“‘set to 1”” input and R is the “reset to
0"’ input.

1 D. D. Elbourn and R. P. Witt, “Dynamic Circuit Techniques
Used in Seac and Dyseac,” IRE Trans. on Electronic Computers,
pp. 2-9; March 1953.



22

PHASE A

B c
I__I_. ANDI"—FOR}-:I
s
R

Fig. 8—Dynamic flip-flop.

The basic flip-flop can be included in more com-
plicated storage circuits. Fig. 9a shows a binary
counter and Fig. 10 shows one stage of a shift register.
Other circuits involving dynamic storage techniques
are possible.
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Fig. 9—Dynamic binary counter.
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Fig. 10—Shift register stage.

Note that no time need be lost in obtaining an
output from a dynamic circuit, even though the in-
formation stored is in the form of a circulating pulse.
For example, the binary counter of Fig. 9a may be
represented by a single block powered by the appro-
priate phase, as far as the input and output terminals
are concerned. This is shown in Fig. 9b where the

1969 PROCEEDINGS OF THE EASTERN JOINT COMPUTER CONFERENCE

input comes from a circuit powered by phase B,
the binary counter is considered powered by phase C
and the output goes to a circuit powered by phase 4.

EXPERIMENTAL VERIFICATION

In order to investigate the operation of tunnel
diode logic circuits in a small sub-system, one cell of
a simple experimental arithmetic unit was con-
structed and tested. A block diagram of the cell is
shown in Fig. 11. All of the fundamental logic cir-
cuits, including dynamic storage, are evident. The
cell contains a storage loop, a full adder and auxiliary
read-in and read-out gates for shifting right and left,
complementing the input from memory, and reading
out to memory.

A0 NOT

Fig. 11—Block diagram of experimental unit.

The schematic diagram for the unit is given in
Fig. 12. Fig. 13 contains photos of the complete ex-
perimental circuit. The unit contains 27 tunnel
diodes. Resistive coupling is used throughout. It is
powered from a transistorized power supply which
delivers a three-phase, l1-mec, 10-volt square-wave.
This repetition rate was chosen to most easily demon-
strate the fundamental principles involved. The in-
puts to the system are DC levels simulating the out-
put voltages of the tunnel diode (i.e., 0 = 50 mv,
1 = 450 mv), with the correct internal impedance.

Typical waveshapes, taken across one of the diodes
in the storage loop, are shown in Fig. 14. (a) shows a
circulating 1, after the loop has been set and (b) shows
a circulating 0, after the loop has been reset. One can
also make the bit stored in the loop alternate be-
tween 0 and I as shown in (¢). This is accomplished
by making A, = I, so that the storage loop is cleared
and the suM output of the full adder is gated into the
loop, by letting A, = 1, so that one of the inputs to
the adder becomes the bit presently stored in the
loop, and by allowing any one of the other inputs to
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Fig. 13—Front and rear views of experimental cell.  (Tunnel diodes are mounted under finger contacts.)
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(e)

Fig. 14—Typical waveforms. (a) Circulating 1. (b) Circulating 0.
(c) Alternating 1 and 0. (d) Rise time. (e) Fall time. Time goes
from left to right. Vertical scales are 0.13 v/div with base-line at
bottom. Horizontal scales are 0.5us/div for (a), (b) and (c¢) and
20 mus/div for (d) and (e).
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the adder to equal 1 (.e., either C; or A, or ¢; = 1),
so that the sum output becomes the complement of
the bit presently stored. Thus, each cycle the comple-
ment of the bit previously stored is read into the
loop and the stored bit alternates as shown.

The peak currents (I,) of the tunnel diodes used
in the experimental cell range from 1.9 to 2.6 ma.
The capacity of each diode is of the order of 100uuf.
Peak-to-valley current ratios vary between 5 and 8.
The currents from the power supply to each of the
logic circuits were adjusted for proper operation.
Observed switching times (see Fig. 14d and e) are of
the order 50 mys. ‘

The experiment demonstrates a number of im-
portant facts concerning tunnel diode logic circuits.
First, it demonstrates reliable operation of all funda-
mental logic circuits in a realistic system. These cir-
cuits include OR, AND, THRESHOLD, NOT and EXCLU-
SIVE-OR. Second, it demonstrates that such circuits
can supply logical gain. For example the or gate in
the dynamic storage loop has a fan-in of 3 and a fan-
out of 5. The circuit contains two tunnel diodes in
cascade. Third, it demonstrates agreement between
rough estimates of switching time, based on the time
constant of the device (capacity time magnitudes of
average negative resistance), and the actual switching
time.
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APPENDIX

I. DC power supplies, monostable operation, zero re-
actance, case 11:

The voltage-controlled case will be considered.
Dual treatment can be given to the current-controlled
case. Referring to Fig. lc, in order to insure mono-
stable operation for all R, one must choose I, and
R, such that only one intersection occurs for B, = .
Assuming R is very large, a particular limiting case
is shown by the solid load-line in Fig. 15. For a given
I,, the negative reciprocal of the slope is Ry, for
monostable operation. Then, for any finite R;, the
load-line changes as shown by the dashed line a. For
a square pulse of input current of magnitude A7 and
width At, we have that the energy input = Av A7 A,
where these values are depicted graphically in Fig. 15.

11J. A. Rajchman, “Solid State Microwave High Speed Com-
puters,” Proc. EJCC, this issue.
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Fig. 15—Graphical comparison of A¢ and Av/RL.

The energy output is Av?2At/R ;. Thus, we must com-
pare Av/R; to A7 to determine which increment of
energy is greater. These are also found graphically in
Fig. 15. An examination of the geometrical construec-
tions involved shows that if the conditions stated
above are satisfied, Av/R; < Ai for all R;. Therefore,
energy input > energy output.

II. DC power supplies with reactance vs. pulse power
supply:

Again, the voltage-controlled case will be con-
sidered. Comparison is being made between the two
circuits shown in Fig. 16. C is the sum of the stray
capacity plus the capacity inherent in the negative
resistance device. The path of operation looking into
the parallel combination of C and NR is assumed to
be approximately the dashed path shown in Fig. 16.

L (vitr)= Vis)

Fig. 16-—Comparison of monostable and bistable-with-reset
modes. Assumed path of operation.

This will be true, in the case of circuit (1), if L is
sufficiently large. Under these conditions, one can
assume that the transition times (paths a and c) are
comparable for the two circuits. If L is not large
enough, the transition time of circuit (1) can be con-
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siderably larger than that of circuit (2), and in addi-
tion, the path followed is no longer horizontal.!?

We wish to compare the recovery times (paths b
and d) of both circuits. Specifically, let us calculate
the time to go from point 7 to point 2 (path d). For
circuit (2) the rise time is approximately 2.2 R,C,
since the voltage follows a simple exponential with
an R.C time constant. For circuit (1), using Laplace
transform techniques, the transform of » is given by

E.R,
[R.LCs? + (L + R.RC)s + R, + E]

V) - - m

Assuming that
4

1 R
LC (m — Z)

7. <~04, (2)

which is equivalent to assuming that no oscillations
occur, one finds that the roots of the characteristic
equation are approximately

__E_ 1
=71 L/R, - RC
(3)
L1
® =" RCTL/R, —RC"
The approximate solution is therefore
A As, :l 1 [ Asy ] 1
== 4
V(S) 8+[81—82 8'—81+ 89 — 8118 — 82 ()
where
E.R,
A= g (®)

An examination of this solution shows that the time
constant of the dominant exponential is always
greater than R,C for values of L and R consistant
with the approximation (2).

Thus circuit (1) has the lower maximum repetition
rate.

DiscussioN

J. H. Felker (AT&T): What speed were you getting on the pulses
you showed and what were the valley and peak points of the nega-
tive resistance characteristics?

Myr. Lewin: The transistorized power supply delivered a three-phase
1-mc square wave with rise and fall times of about 15 to 20 milli-
seconds. As I mentioned before, the tunnel diode switching times
(for the units used) were about 50 milliseconds, so that this was the
rise or fall time of the pulses shown. The tunnel diodes used were
early experimental ones with a nominal peak current at around

12W, J. Cunningham, “Introduction to Non-Linear Analysis”,
pp. 106-114; McGraw-Hill, 1958.
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2 milliamps. The peaks varied almost plus or minus 20 per cent. The
valley points also varied such that peak-to-valley ratios were any-
where from about 5 to 8. The diodes could be considered as rela-
tively “low speed”” diodes.

R. A. Vaenel (BTL): Which do you consider the speed-limiting
parameters in tunnel diodes? Please distinguish between negative
portion of characteristic and positive portions.

Mr. Lewin: There are two physical processes to consider — tunnel-
ing and injection. These can be treated separately. Throughout the
reverse-bias region and well into the forward-bias region, tunneling
is the primary process taking place. This is a majority-carrier phe-
nomenon and is therefore very fast; so that, for example, switching
from low voltage to high voltage ought to be quite good. For sufficient
forward-bias, that is from around the valley region to greater
forward-bias, injection takes over and the V,I characteristic follows
that of a normal forward-biased junction. This region is characterized
by parameters similar to those of any forward-biased junction.
Since the primary phenomenon is now a minority-carrier effect, it
should not be as fast. Note, however, that storage times for the
highly forward-biased tunnel diode can be very short because of the
extremely small lifetime of the stored minority carriers — due to
the very high doping.

The switching times naturally also depend on the external circuit
parameters. For example, in the circuits described here, we are
really interested in switching time from low voltage to high voltage.
The circuit is forced from high back to low by a strong reset signal.

Mr. Vaenel: Do you have available regular diodes to work in con-
junction with tunnel diodes?

Mr. Lewin: I assume this means conventional diodes for use as cou-
pling elements. This is the most obvious way of unilateralizing the
system — to couple with normal rectifiers so that currents can only
flow in one direction. The trouble one runs into here is that, for
tunnel diodes with sufficiently high peak current value, the forward
impedance of any conventional diode would be so high that, at the
appropriate voltage drop (say 0.4 volts), the coupling diode could
not conduct the desired current increment. In addition, if one were
to use conventional diodes as the only coupling elements, a small
change in this voltage drop would mean a relatively large change in
current increment — due to the nonlinearity of the coupling-diode
forward-characteristic. Since the system relies on fixed current in-
crements, this might not be tolerated. It is most advisable to use
conventional diodes in series with resistors as coupling elements.
Then, the diodes establish directionality while the resistors establish
the current increments. This type of coupling can only be used with
tunnel diodes with sufficiently low-peak current value. For example,
in the system described in this paper, since 2 milliamp tunnel diodes
were used, one could easily have coupled with conventional diodes
and series resistors. For much higher current tunnel diodes, this
may no longer be possible.

Mr. Vaenel: What type of stabilizing means do you anticipate for
high points?

Mr. Lewin: 1 assume that this refers to the uniformity of tunnel
diede characteristics required. This is one of the main problemis. As
you would expect, we require characteristics that are reasonably
well-matched. By well-matched, I mean diodes whose essential
parameters are within ten per cent, and preferably five per cent, of
nominal values. Now in addition we require something of this order
or better on the power supply parameters. Of course, if we use a
square-wave generator, this becomes a pretty tough job. However,
this is not the only way to do it. All we require is bistable-with-réset
operation. The power requirements for this type of operation can be
furnished in many ways. We could have a well-controlled d-¢ supply
for the “holding power’” unit, to establish the bistable operation, and
a second reset source to supply the reset signal.

L. Thayer (Food Machinery): Do you believe cost and reliability of
tunnel diodes will make them a possible replacement for transistors
in computers?

Mr. Lewin: I think that eventually tunnel diodes will be fabricated
to quite accurate tolerances simply because, in the short time that
people have been working with them, tremendous advances have
been made toward realizing high yields of well-matched characteris-
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tics. These tunnel diodes will also be high-speed and, hopefully, low-
cost units. Of course, you won’t be able to simply pull out a transistor
from a circuit and plug-in a tunnel diode. The transistor is a uni-
lateral device. The tunnel diode is not. I believe, though, that in
many applications, notably in the digital field, one can devise tunnel
diode logic circuits to replace transistor logic circuits and obtain,
for the same cost, a much higher speed.

G. E. Saltus (Bell Telephone Labs.): What was the total power dissi-
pation in your experimental adder?

P. E. Stuckert (IBM): Can you give an estimate of three-phase drive
power required by those circuits?

Mr. Lewin: The tunnel diodes in the system dissipate a very small
amount of power. Assuming a single 2-milliamp unit always in the
high voltage state when energized, we come up with a power dissipa-
tion in the diode of less than half a milliwatt. However, for the sys-
tem described in this paper, a relatively large amount of power was
dissipated in resistors establishing the current source. For example,
the source used was a 10-volt-peak square wave converted to a cur-
rent square wave of about 2-milliamp peak. This gives a value of
approximately 10 milliwatts per stage dissipated in the cuirent
source resistor, and this is not necessarily excessive. It is, though, by
far the major power dissipation in the system. Now a source of about
3 volts peak would have been sufficient for a reasonable current
source. This reduces the power dissipated per stage to about 3 milli-
watts. Of course, the power dissipated per stage is directly propor-
tional to the peak current of the tunnel diodes used, so that this could
rise appreciably for higher current tunnel diodes. Note that the
method used is not the only way to get a square wave of current.
For example, one could return the tunnel diodes through a small
capacitor to a triangular wave voltage source. This could also fur-
nish the current square wave but without the relatively high dissi-
pation of real power.

N. F. Gianola (BTL): Over what ambient temperature range do
your matched diodes maintain sufficiently similar characteristics for
use in threshold circuits?

Mvr. Lewin: This has not been fully determined yet. The part of the
tunnel-diode characteristic that is appreciably temperature depend-
ent is the injection or high voltage region. This is temperature
sensitive in the same way that any conventional forward-biased diode
is sensitive. For a germanium unit at a given current, a typical
number for the rate of reduction of the voltage in the high state is
about 1 mv per degree (centigrade) rise in temperature. Most of the
tunneling region is essentially temperature independent, so that for
some of the threshold circuits described, the threshold would not
change with temperature.

R. Turner (Philco): Please describe your three-phase clock and
method of obtaining it?

Mr. Felker: The other questions have to do with the practicality of
generating high power that would be required in operating a very
large and complex computer system using these tunnel diodes.
Would you care to comment on the problem of supplying them
having perhaps tens or thousands of tunnel diodes in them?

Mr. Lewin: First, to answer the question on the power supply used.
The outputs were taken from three transistor binary counters, each
driven by a 2-me input. The clock for the power supply was a 2-mc
astable multivibrator. One counter was driven directly from this
clock source. Each of the other two counters was driven by a mono-~
stable circuit whose input was connected to the clock source. The
pulse width of the monostable circuit was adjusted to shift or delay
the output l-mec square wave by the appropriate amount with
respect to the output of the counter driven directly from the clock.
This resulted in a three-phase square wave. It was simply a con-
venient method of making the experiment.

Now turning to future power supplies, this method may not be
the best. As I mentioned before, one possibility for obtaining
bistable-with-reset operation is to use a d-c source plus a reset source
which delivers a train of negative pulses. These reset pulses are not
critical with respect to width or amplitude. The magnitude of the
pulses must only be greater than a certain minimum necessary for
reset. If you will recall the tunnel diode V,I characteristic, you see
that for a larger reset pulse the diode is forced into the reverse-bias
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region, and this is also a low voltage region so that such operation
is perfectly satisfactory.

Naturally, at the higher speeds we will require higher speed diodes.
At present, fabrication techniques are such that these can most
readily be furnished in large numbers by keeping the area of the
junction the same and just increasing the doping, resulting in a
much higher current diode with approximately the same capacity as
the “low speed’ units. A large system would then require many
amperes from the power source, and this becomes a very serious
problem. Now hopefully, as the result of experiments now going on,
we will be able to use much lower current tunnel diodes with re-
duced area, and thus smaller capacity to obtain the same speed.
That is, by reducing the area of the junction and increasing the
impurity concentrations one can increase the speed of the tunnel
diode without changing its peak current value. Eventually, for
example, we may have a one milliamp tunnel diode which could
switch at the same speed of present 20 ma diodes. This would natu-
rally appreciably reduce the magnitude of the problem of supplying
power to many units:

H. Hellerman (IBM): What sensitivity to noise may be expected
from these circuits, especially ground noise?

V. J. Sferrino (Lincoln Lab.): Do you envision many problems of
noise triggering with the advent of larger, faster systems?

H. P. Peterson (Lincoln Lab.): Do you anticipate tunnel diodes with
a negative resistance vegion at higher voltages, like 5-10 volts, to
lessen noise problems?

Mr. Lewin: As far as the noise problem is concerned, I am really not
familiar with the measurements on the tunnel diode noise figures.
I do know that the primary noise source is shot noise associated
with the junction, the shot noise power being proportional to the
junction current. As you noticed on the scope pictures, the little
spikes on the waveforms were due to coupling to the other phases of
the power supply. From the pictures of the experimental set up, you
can see that this was a very crude breadboard model and no care
was taken to design for minimum crosstalk, etc. Much more careful
design with a good ground system would be needed at higher speeds.
Preliminary high speed tests in the millimicrosecond range indicate
as you would expect, that a very good ground system is required for
reliable operation. It is too early to more clearly define the design
requirements for very high-speed operation at this time.

To answer the question concerning tunnel diodes with larger vol-
tage swings — work is now going on with materials other than ger-
manium. Since the high voltage region of the tunnel diode charac-
teristic is the same as that of a normal forward-biased junction, the
voltage of the high state depends on the material used. For ger-
manium, this is at about 450 mv, for silicon about 700 mv, for gallium
arsenide about 900 mv, etc. Thus, in the future, tunnel diodes should
be available with various voltage swings. Since this forward voltage
drop must be less than the width of the forbidden gap of the material,
with present technology one cannot expect voltages as high as 5 to
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10 volts.

G. A. Barnard (Ampex): What have you found to be the current
high-speed switching rates of circuits as those you have shown?
What speeds do you see within five years?

D. Baker (BTL): What is the expected maximum prf for resistive
coupled diode logic circuits? Approximately what value of power
supply regulation is required?

My, Lewin: As I mentioned before, the diodes that I used were 2-ma-
peak-current units with 100-uuf capacity, and these switched in about
850 mus. Experiments with 20-ma diodes with about the same capac-
ity show switching times of about 4 or 5 mus. One can now extrapolate
to the kinds of diodes required for higher speed operation. Obviously,
keeping the same capacity and going to higher currents is not the
best way to achieve this. What we need are much lower capacity
units, and these are currently being developed. I really do not have
enough information to make any useful predictions about the future.

The power supply regulation problem has already been mentioned.
Using a d-c-plus-reset scheme, we would require a d-c source with an
output which did not vary by more than 5 per cent from the nominal
value. A more accurately controlled source would of course be
welcomed.

W. Lawrence (IBM): How does the tunnel diode’s capacity vary
from its low to high state?

Mr. Lewin: 1 believe that the depletion layer capacity variation is
the same as that for any forward-biased abrupt junction. That is,
the capacity increases with forward-voltage. Normally, a value of
capacity is determined by measuring the maximum frequency of
oscillations when the diode is biased in the negative-resistance region.
This gives a value which, to a first approximation, may be attributed
to the whole of the forward-bias region of interest.

P. Smith (General Transistor): Have you done any work on three-
terminal negative-resistance devices, and, if so, what speeds of opera-
tion were considered?

N. F. Gianola (BTL): Can a third control electrode be added?

Mr. Lewin: You are probably aware of the fact that, at the recent
Washington Electron Device Conference in November, a paper was
presented concerning experiments on replacing the emitter junction
of a transistor with a tunneling junction. I really cannot see how you
would be able to combine the tunneling action, which requires high
conductivity material (implying short lifetime of minority carriers),
with transistor action, which requires long lifetime of minority
carriers in the base region. But of course, I am not an expert on
fabrication of semiconductor components. I do know that work is
going on to consider the possibility of fabricating a three-terminal
deviee utilizing the tunnel principle. I think such a device would be
extremely useful, but I do not have any quick ideas on how to
make it.
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Deposited Magnetic Films as Logic Elements*

A FRANCK{, G. F. MARETTEt anp B. I. PARSEGYANY

ments is well known. Several papers on the subject

have appeared in the literature, particularly in
recent years'. Less emphasized, perhaps, is the use of
magnetic films as logic elements. The authors’ study
in this area has revealed that film elements are both
flexible and versatile as logic devices.

This paper describes two modes of film-core opera-
tion, namely reversible-rotation and saturable-trans-
former action, as they pertain to a particular circuit.
Also described are certain principles of array logie.
These principles involve writing multiple copies of a
word in a film-core array. Then, by the proper
arrangement and selection of sense lines linking parts
of these copies, some desired result is obtained from
the array. This approach makes it possible to per-
form in one or two clock periods operations that have
previously required many clock periods. The appli-
cation of magnetic films as logic elements is illustrated
by a scale-factoring device whose function is to find
the most significant digit in a binary word, shift that
word to the left until the most significant digit is in
a position immediately to the right of the position
reserved for the sign bit, and record the number of
places shifted in an auxiliary register. The methods
and advantages of accomplishing these operations
with deposited magnetic film-cores are given in detail
in the paper.

In séime of the subsystem designs investigated,
where comparisons between film-element logic and its
conventional counterparts were made, definite reduc-
tions in both the required number of semiconductor
components and the operating time were observed.
For instance, throughout all of the designs, the use
of separate Nor elements was easily avoided by
appropriate wiring and biasing of film cores. Use of
separate OoR elements may also be eliminated by
appropriate wiring between film elements. This
principle and the component savings it produces are
illustrated by the encoder that is described in this
paper (as part of the scale-factoring device). By
interconnecting film elements to form functional
logic arrays (such as the shift matrix described below),
great gains in speed of entire sequences may often be
realized. These logic advantages — together with
such properties as small size, high reliability, low

THE USE of thin magnetic films as storage ele-

* This work was carried out under the sponsorship of the Bureau
of Ships, U.S.N.

t Remington Rand Univae, St. Paul, Minn.

1 A list of references on this subject appears in an article by A, J.
Kolk and J. T. Doherty, “Thin Magnetic Films for Computer Appli-
cations,” Datamation, vol. 5. pp. 8-12; September /October, 1959.

power requirements, relative insensitivity to environ-
ment, and low cost — make magnetic film elements
very desirable as logic devices.

LogicaL ProprERTIES OF FiLM ELEMENTS

This section introduces those logical properties of
film elements that are used in the scale-factoring
device. Specifically, these four ways of using the
logical properties of film elements are described:

a. AND logic using the reversible-rotation mode of
operation;

b. anD logic using the saturable-transformer mode
of operation;

c. Inverter logic using the saturable transformer
mode of operation;

d. Functional array logie.

AND Logic (Reversible-Rotation Mode)

Fig. 1 illustrates a method of obtaining anND logic
using a film element in the reversible-rotation mode
of operation. If inputs to such a film element are z
and y, respectively, then the output is xy, as shown.

BIAS FIELD H
INPUT x
-—

DRIVE FIELD H o

INPUT ¥ =

SENSE LINE
OUTPUT xY

STATE OF FILM UPON
APPLICATION OF DRIVE FIELD

STATE OF FILM UPON
APPLICATION OF BIAS FIELD

CASE I H
INPUT x=1

¥=0
QUTPUT xv=0

Mg (= Mg) Mo (=Mg)

+ +
CASE I Hg . " hort | M,
l(vﬂ)

|
INPUT x=I - | i

Ysi =) | t LM
OUTPUT xv=i ] ' /-

Fig. 1—anp logic (reversible-rotation mode).

The“0” state of the film core, represented by the
magnetization vector Mo, is made to correspond to
the remanent state of the film core, Mg. A bias field,
Hsg, transverse to Mo, corresponding to the logical
input z, rotates the vector Mo through an angle to a
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position shown as M;. Subsequent application of a
drive field, Hp, corresponding to a logical input y,
in a direction antiparallel to the vector Mo, further
rotates the vector M,, altering the state of the film
core to M’;. (In the reversible rotation mode of oper-
ation, application of bias field Hg and drive field Hp
is time-sequenced so that the biasing precedes the
driving.) Change of the magnetization of the film
core from state M; to M’; induces a voltage on the
sense line, corresponding to a logical output of “17.
No output is obtained unless both the bias field Hg
and the drive field Hp are present, as illustrated by
the vector diagrams in Fig. 1. Logically, then, the
output zy is “1” only if inputs « and y are both “1”’.

AND Logic (Saturable-Transformer Mode)

Fig. 2 illustrates a method of obtaining anDp logic
using the film cdre as a saturable transformer. In this
mode of operation, the film core is initially biased to
one of its remanent states of magnetization in the
hard direction. Its state is then caused to change or
not to change in a direction of high permeability,
depending upon certain control conditions.

BIAS FIELD Hg

INPUT X
T —

SENSE LINE
OUTPUT XY

DRIVE FIELD Hp
INPUT ¥

Hg ———»
Hp ——» ]/—
H

P2 P

NOTE: FILM INITIALLY BIASED
TO P, STATE

Fig. 2—anD logic (saturable-transformer mode)

Fig. 2 shows the film core as initially biased to the
P, state. (Means of effecting this initial bias are not
shown in the figure.) A bias field Hg, corresponding to
logical input z, further biases the film core to state
P;. Application of a drive field Hp, corresponding to
logical input y, then causes a change in the state of the
film core. This change is in the steep region of the
B-H diagram, so that an output voltage is induced
in the sense line. This voltage corresponds to a
logical output of x AND y. A “1” output is obtained
only if the bias field Hg and the drive field Hp are
both present.

Inverter Logic (Saturable-Transformer Mode)

Fig. 3 shows a simple method of obtaining logical
inversion (7.e., negation) using a film core in the
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BIAS FIELD He
INPUT X
———

SENSE LINE
OUTPUT “NOT x *

DRIVE FIELD Ho

Eesa

«———Hp E

Hp ———

P2 P

NOTE: FILM INITIALLY BIASED
TO P, STATE

Fig. 3—Inverter logic (saturable-transformer mode).

saturable-transformer mode of operation, The film
core shown in the figure is initially biased to the P,
state. (Means of effecting this bias are not shown in
the figure.) A bias field Hsg, corresponding to logical
input z, biases the film to the P, state. Application
of a drive field Hp, in a direction opposite to the bias
field, then merely biases the film core toward P,. It
is, however, not of sufficient strength to drive the
film core into the steep portion of the B-H curve.
Consequently no voltage is induced on the sense
winding; this corresponds to a Not x logical output.
If, on the other hand, the bias field Hg were absent,
meaning a NOT z input, the film core would remain
in its original biased state at P,. Application of a
drive field Hp would then induce a voltage on the
sense winding which would correspond to output z.

Functronal-Array Logic

A very powerful feature of magnetic film elements
is their adaptability to a technique of logic described
as functional-array logic. Use of this technique results
in a great saving in time for many operations that
may be sequential in nature. An example of a sequen-
tial operation is a shifting operation where the total
time to shift a number is dependent upon the number
of shifts required. The accomplishment of shifting by
functional-array logic is explained in detail in this
paper. In general functional-array logic may be
thought of as an arrangement of information in an
array based upon an input word or bit configuration
for the purpose of accomplishing a specific logical
operation in one step.

In the preceding sections on the saturable-
transformer and reversible-rotation modes of opera-
tion, the logic of the individual films was presented.
Because of their size, it is possible to assemble these
film elements in compact arrays and to bias and
drive many film elements simultaneously without
appreciable time delays or power losses. One such
arrangement is illustrated in Fig. 4, which is an
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Fig. 4—(a) Film magnetization directions.

example extracted from one of the arrays to be
presented in a later section.

The function of this array is to sense for an informa-
tion bit in a position within the input word. The input
word is contained in the input register R, and each of
the bias generators (BB,) supplies a bias field to the
film element below it if the corresponding input-
register stage (R,—R,, respectively) contains a “1”.
This bias field rotates the magnetic vector to the “1”
position as indicated in Fig. 4(a). If a drive field Hp
is applied to a film core thus rotated, an output is
induced on a sense line linking that film core.

If driver D, is energized after the array is biased,
and there is a “1” in input register-stage R4, an out-
put is obtained on the sense-line X. This simple ar-
rangement could be used as a sign test. The other
drivers, D;~D,, could also be initiated singly to deter-
mine whether input register stages B;—R,, respectively,
contain binary “1’’s. Another way of using the same
functional array depends on initiating all drivers
simultaneously so that a ‘“0” output indicates that
the input world is all “0”’s. Various effects can be
produced with functional arrays by varying the wir-
ing of the sense, drive, and bias lines. Applications of
two of these effects are discussed under ‘Circuit

Descriptions.”
Circurtr FuncTiONS

The logical operation that will be desecribed to
illustrate the utilization of magnetic film elements is
that of scale factoring of a data word. In certain
number representations this operation is also referred

(b) An example of functional-array logic.

to as “normalizing a number.” In both scale factor-
ing and normalizing, a binary word is examined to
determine the location of its most significant infor-
mation bit. The entire word is shifted until this bit
is in the highest order non-sign position, and the
amount of this shift is stored in an auxiliary register.
If the word is given in a complement representation,
such as one’s or two’s complement, the operation is
referred to as the process of scale factoring. On the
other hand, if the word is represented in the sign and
magnitude form, the operation is referred to as
normalizing,.

For the purposes of this description the one’s com-
plement representation is used. It follows that the
leftmost bit of a binary word is the sign bit; ‘1"’ for
negative numbers and ‘“0” for positive numbers.
Therefore the most significant information bit is the
leftmost ‘0"’ for negative numbers and the leftmost
“1” for positive numbers.

CircurtT DESCRIPTIONS

The scale-factoring operation consists of three
separate operations that are first treated separately
in the description that follows and then integrated
into one unit in the last portion. The three operations
and the order in which they are presented are as
follows:

a. Location of highest-order information bit;
b. Shifting;

c. Encoding the amount of shift.
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Location of Highest-Order Information Bit

In conventional logie circuits, the process of deter-
mining the location of the highest significant informa-
tion bit of a binary word is a time-consuming opera-
tion. The method normally used depends on shifting
the binary word one position at a time in the direction
of most significance. After each shifting operation, a
check is made for a difference between the sign bit and
the bit occupying the most significant position. If the
bits are alike, the word is shifted again and the check
repeated. The first time that the bits are found to be
unlike, the word is in its proper position. The amount
of shift that has been accomplished is then read from
a counter that has been counting the number of
shifts. The number of sequential steps and therefore
the time for this operation can be large, especially
where the word size is large and the highest order
information bit appears in one of the lower order
positions.

In the preliminary section on functional-array
logic, it was shown that logical operations could be
performed using functional arrays. An array of this
type is illustrated in Fig. 5; its function is to deter-
mine the most significant information bit in the word
“00010”. The word is arranged in a 5 X 5 bit array
such that one row contains a negative copy of the
word and four rows contain positive copies of the
word. Sense lines S—S; are arranged in such a manner
that they couple one bit in the negative row and one
bit in each column to the left of that position. The
figure shows that one and only one sense line may
link bits that are all in the ‘0" state and that this
sense line has a direct relationship to the location of
the most significant information bit. The sense lines
to the left of this position will always link a bit in the
“1” state because of the negative row, and the sense
lines to the right will always link a bit in the “1”’
state because of the column immediately below the
highest-order “0”’ in the negative row. In the example
of Figure 5, sense line S, is the only sense line linking
bits that are all in the “0” state. This condition
dictates that a shift of two positions is required to
properly scale the number “00010”. If the number

neoarve row | —F 0 1+
s,—0- 0|01 |0
S, ol1l]o
S,—0—0—0"1]0
s, —0—06—0—0

Fig. 5—Functional array for determining
most significant information bit.

had been “001XX", it could be shown by similar
means that sense line S; would be the only one linking
bits all in the zero state, and the corresponding
scaling shift would be one.

A method of implementing this logic with film
elements is illustrated in Fig. 6. The number to be
scaled is located in the input register, stages Ro—R..
If any stage of the input register contains a binary
“1”, it will initiate one of the corresponding bias
generators By—B,. The function of the bias generators
is to supply a field transverse to the remanent state
of the films linked by its output line. This field is
represented by vectors Hg(1) in Figs.6(a) and 6(b).
After the films in the array have-been appropriately
biased by the bias generators BB, and B, the action
of which will be explained later, the film elements are
driven by drive generator D. This driver links all
films in the array and supplies a field that is anti-
parallel to the remanent state of the film cores, but
not of sufficient magnitude to completely switch the
film core with no other applied fields. This field is
identified by vectors Hp in Figs. 6(a) and 6(b).

Referring to Fig. 6(a) and 6(b), the effects of the
bias and drive fields are shown for the various rows
of films in the array. A permanent bias field — repre-
sented by vector Hgp in Fig. 6(a) — is applied to all
film elements in the first or negative row of films,
where it is desired that a negative copy of the word
be represented. This field has the effect of rotating
the magnetic state vector away from the remanent
direction of magnetization so that, without the appli-
cation of another biasing field by one of the bias
generators BBy, an output would be obtained on
sense lines linking these film elements when drive
field Hp is applied. If a field is applied by one of the
bias generators, the magnetic state vector is rotated
back into alignment with the remanent direction, so
that no output is produced on sense lines linking these
film elements when drive field Hp is applied. There-
fore, in the first row, (1) no output is obtained on any
sense line that links a biased film element if there is a
“1” in the corresponding input register, and (2) an
output is obtained if there is a “0” in the input
register. Thus the action of the permanent bias gen-
erator B, produces a negative copy of the input word
in the first row. Examination of Fig. 6(b) for the
remaining rows shows that the converse conditions
apply; z.e., a “0” output is obtained on a sense line
linking a film element associated with a register con-
taining a “0”’, and a “1”’ output is obtained on a sense
line linking a film element associated with a register
containing a ‘17,

The array of Fig. 6 is arranged in the manner
described in the example of Fig. 5. A signal to indicate
the amount of shift required is obtained by the use
of inverters that terminate each sense line. Since only
one sense line will have zero signal induced on it, only
one inverter will have an output signal. Because a zero
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Fig. 6—(a) Film magnetization directions of Row 1 (negative row) for zero bias. (b) Film magnetization directions o. Rows 2-5 for
zero bias. (¢) Network for determining most significant information bit.

or null signal is used to the inverters, the inverters
are necessarily gated as indicated in Fig. 6.

Shifting

For shifting operations, it is also desirable to be
able to shift a word an arbitrary number of positions
in a time not dependent upon the number of positions
shifted. Here again functional arrays are readily
applicable. An array for accomplishing the left-
shifting of a word two positions is illustrated in Fig. 7.
As in the example of Fig. 5, the word “00010” is used.
Five copies of the word are represented in the array,
and sense lines are diagonally drawn through the
array as shown in Fig. 7.

Shifting in this array is accomplished by trans-
ferring a selected row of bits via the sense lines to the
output register. In the example of Fig. 7, an open-
ended left shift of two is obtained by selecting the
third row and transferring the bits via sense lines
Ss, 83, and Sy to the output register. Similarly, other
shifts can be obtained from the same array by select-
ing other rows. If, for example, row 1 is selected, a
shift of zero is obtained; if row 5 is selected, a shift
of four is obtained.

The circuit of Fig. 8 illustrates a film-element array

QUTPUT  REGISTER

[o]J1Jolo]o]

Fig. 7—Functional array for left-shifting a word.

for the execution of left shifts. The word to be shifted
is originally in the input register Ry—R4, and bias gen-
erators BB, are initiated if there is a “1” in the .
corresponding input register. The bias generators
supply a field transverse to the remanent magnetiza-
tion direction. This field rotates the magnetic state
vector in each film element away from the remanent
direction so that a drive pulse applied antiparallel to



Franck, Marette and Parsegyan: Deposited Magnetic Films as Logic Elements 33
INPUT o o I [] ! ) 1 [
REGISTER Ra Rs R2 Ry Ro
GENE:EORS Be B 8. B Bo
1__ ___]__ f'—_l_ e Haw Ho,
o — = 1 —
"~ .
D i [ | L N r f
] 4 1THr 1= |l //
/

w
o
= =
o
-
s
x D - - -} I=-
» 3 =t 1= -1 1
D, =3 -] —+ -} gy | -
1= LjE_l I_j:J 1= =44
L 1 L L 1 -
SENSE
LINES
Sq Ss S2 51’ SO‘
QUTPUT
REGISTER 04 03 0z 0 Qo

Fig. 8—(a) Film magnetization directions. (b) Network for left-shifting operation.

the remanent direction produces an output on a sense
line linking that film element. The bias field is repre-
sented by vector Hg (1) in Fig. 8(a), and the drive field
is represented by vector Hp,. To implement a shift
of from zero to four in this array, one of the shift
drivers, D, to D, respectively, is initiated, and the
corresponding row of films is supplied with a drive or
interrogation pulse. The sense lines linking the film
elements in the interrogated row will have an output
signal only where the film element linked is initially
biased away from the remanent state. These sense-
line signals are coupled to the stages of the output
register and the resulting word is in its shifted
position.

Encoding

In a preceding paragraph the amount of shift was
determined by locating the position of the most
significant bit in a word. This shift count appeared
as a unique signal on one of the lines Dy—D3, as shown
in Fig. 6. In many applications it is desirable to store

this signal as a binary number. This requires a ‘“‘one-
to-many’’ translation. An encoder is a device for
accomplishing this result.

Physically, a signal representing the number is
applied to the encoder input. The output from the
encoder then appears as one or more signals, corre-
sponding to the respective ‘“1”’ bits of the binary
representation of the given number. For example, the
number “13” would be encoded as “1101” with
signals from the output of the encoder setting corre-
sponding stages 3, 2 and 0 of a four-bit encoder
register.

Fig. 9 shows a three-bit magnetic film encoder with
its associated register. Inputs to the encoder are
shown as D,, D,, D; and D,, corresponding to shift
counts of 1, 2, 3 and 4, respectively. (Note that only
one of these inputs is active at any given time.) The
output from the encoder appears in the scale-factor
shift-count register, stages K,, K, K,. Film elements
Fo, Fi and F, act as AND gates operating in the
saturable-transformer mode, as described previously.
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Fig. 9—Secale-factor shift-count encoder.

All three film cores are initially biased to the P, state.
The input lines are so wired that lines D,, D, and D,
link film elements F,o, F, and F,, respectively, while
line D; links both film elements Fo, and F,. A field
Hp,, corresponding to a D, input, biases the film
element (or elements) that it links to the P, state.
The drive generator D, subsequently supplies a drive
field Hp, to all the films. Any film element that is in
the P, state therefore produces an output signal on
its respective sense line. This output then sets the
corresponding scale-factor shift-count register stage
tO {(17}.

In the example used to illustrate the scale-factoring
operation, where the shift count was 2, a field Hp,,
corresponding to input D,, biases the film element F,
to the P; state. Subsequent application of drive field
Hp, then produces an output on the sense line of film
element F';, and thereby sets scale-factor shift-count
register stage K; to “1”. Film elements ¥y and F, do
not have outputs because their states are unaltered,
having remained at P,. Consequently, the scale-factor
shift-count register reads ‘“010”’, which is the binary
representation of 2.

CoMBINED CIRCUIT QPERATION

Circuit Operation
Fig. 10 is a composite drawing incorporating the
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circuit for determining the highest-order information
bit with the circuit required for shifting. Since both
of these arrays utilize the same mode of operation,
namely, reversible-rotation, it is possible to combine
them in the same array and use the same bias gener-
ators. Inspection of Figs. 6 and 8 reveals that certain
film elements in each array are not used in the per-
formance of the logic operation. These unused film
elements are not included in the combined array of
Fig. 10.

The operation of the circuit is divided into two
major sequences: determination of the highest-order
information bit, and the shifting operation, with the
encoding being accomplished during the shifting
operation. After the array has been biased, the first
sequence is initiated by driver D, which supplies a
drive field to the film elements in the highest-order
information-bit-determination portion of the array.
These film elements are linked by sense lines S,—S..
These sense lines are coupled to the shift driver
inverters D¢—D;. Since a zero output on one of the
sense lines is the required signal to the shift driver
inverter, these drivers must necessarily be gated. The
output of drivers DD; is used to drive the film
elements in the shift array and encoding network.
The operation of the shift and encoding circuits is as
described above.

In the example of Fig. 5, a positive number is used
for illustration. If the same approach is applied to a
negative number, 7.e., the complement in the first row
and the number itself in the remaining rows, there is
not a unique method of determining the location of
the highest-order information bit. If, however, the
negative number itself is placed in the first row and
its complement, or the positive copy, in the remaining
rows, the previous rules apply. It follows that some
form of gating between the input register stages and
the bias generators is necessary. Similarly, since the
information in the shift array is in its complement
form for negative numbers, some form of gating be-
tween the shift array and the output register is
necessary. The conditional complementer circuits
shown within the dotted line enclosures of Fig. 10
accomplish these gating functions.

If the number originally in the input register is
negative, R, is ‘1", and the R or negative generator
drives the row of P, saturable-transformer film ele-
ments in both conditional-complementer networks.
These P, film elements act as AND inverters (i.e.,
Sheffer-stroke functions) in both networks and com-
plement the information supplied to the bias genera-
tors for the array and again recomplement the
information from the array for the proper output
representation. If the number in the input register is
positive, R, is ‘“0”, and the R or positive generator
drives the P, row of film elements in the conditional-
complementer networks. These film elements are
AND gates and allow the information to be transferred
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Fig. 10—Scale-factor network.

directly to the bias generators and output circuits.

The encoding network shown in Fig. 9 serves in
conjunction with the scale-factoring network of Fig.
10. The outputs of shift driver inverters D,—D;, which
drive the shift array, are also used as the inputs to the
encoding network. In this manner the amount of the
shift performed is recorded in the shift count register
at the same time that the shifted number is entered
into the output register.

Circuit Timing

A detailed timing sequence for the scale-factor
operation is presented in Table I. Included in the
table are approximate expressions that might be used
to determine execution times on the basis of word

length and other circuit parameters. The parameters
used are defined as follows:

M = word size in bits
T = transistor rise time

f = film, drive, bias, and sense line transmission
time

R = rise time of film element in saturable trans-
former mode

From Table I the approximate expression for the
execution time of the scale-factor operation is

max. time = 47T + (4M + 5)f + 2R

Assuming a transistor rise time 7' = 5 musee, film-
element transmission time f = 0.12 mgusee, film-
element rise time B = 1 mgusec, and a word size
M = 36 bits, the maximum shift time for the scale-
factor operation would be 39.9 museec.

Circuat Components

The components required for the scale-factor opera-
tion, exclusive of the component requirements for the
design of the input register and the encoder, are as
follows:



36

TABLE I

ScaLE-FacTOR TIMING SEQUENCE
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Initiate Scale Factor Operation

Locate Most Significant Bit

Store Shifted Word

Encoding

Test sign (Negligible)
+ —_—

Initiate R Initiate R

Generator (T)| Generator (T)

Transmission time (Mf)

Initiate input transfer

Conditional complementer

Drive transmission time (2f)
Film element rise time R)
Initiate bias generators (T)
Bias transmission time (Mf + f) [Initiate scale-factor driver (T)
Drive- and sense-transmission
time (Mf)
Initiate inverter driver (T)

Drive- and sense-transmission
time

Encoder bias transmission time

(Mf)] (maximum) (Mf)

Amplifier

Initiate read driver (T)

(T)

Conditional complementer
Drive transmission time
Film-element rise time

Drive and sense transmission
(2f)
R)

1. Film elements
Input = 2M
Output = 2M
Matrix = M2+ M — 2
Total = M2 + 5M — 2

2. Transistors

Bias Generators = M + 1
Inverter Drivers = M — 1
R & R Generators = 2
Amplifiers = M

Total = 3M + 2

Table II presents the film-element and transistor
requirements for encoders of various sizes. For com-
parison purposes, the number of diodes that would be
required for conventional encoders of equivalent size
are shown. The input and output components are
omitted for both types of encoders.

Since film elements, unlike diode elements, permit
the use of more than one input per element, the film-
element encoder uses very few film-elements in com-
parison with the number of diodes in a diode encoder.
Furthermore, the only semiconductor devices re-
quired are one transistor for each output bit. The
number of diodes required for the larger diode
encoders would be greater because of the diode or

circuit input limitation. For these encoders the
diodes would probably be arranged in a ‘“tree” or
“pyramid”’ configuration, which would result in an
increased time requirement for the diode encoder.
Without the “pyramid’” arrangement, the times for
the two encoders are approximately equal.

TABLE I1
ENcopER COMPONENT REQUIREMENTS

Film-Element Encoders Diode Encoders
Output
‘Word Size Sensing
(In Bits) Film Elements | Transistors Diodes
Required Required Required
2 2 2 4
3 3 3 12
4 8 4 32
5 20 5 80
6 48 6 192

OTHER APPLICATIONS

The illustration given in this paper utilizes a five-
bit word in the one’s complement number representa-
tion. The method applied, however, is not restricted
to this representation, this word size or the particular
application which has been deseribed. With minor
modifications the device can be adapted to any
complement, sign and magnitude, or binary-coded
number representation. Devices to perform such



Franck, Marette and Parsegyan: Deposited Magnetic Films as Logic Elements

operations as locating the least significant informa-
tion digit and shifting the word accordingly, or
locating a predetermined information digit within a
certain field or portion of a word can also be readily
designed.

Although this paper is concerned primarily with
the application of film-element logic and the design
of a specific logical device, the techniques described
have a much wider range of applicability. The authors
have investigated and designed a variety of logical
devices such as decoders, counters, accumulators,
and special-purpose devices.
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Discussion

H. Aiken: I wonder if you would discuss a couple of points for me.
One, your primary approach to the logics was with the aid of the
matrix, so I am wondering what you have done to minimize the
number of elements, making further use of Boolean for this purpose.
And the second comment you can answer yes or no, have you any
attempt so far to build whole circuits with this technique in one fell
swoop to set up a standard?

M. Franck: As to the first question, no attempt was made to phrase
the logic in such Boolean form as to use minimization techniques. In
general, as can be noted for the device discussed, which uses the film
elements quite efficiently, these techniques would probably offer little
if any results in the way of reducing the number of components.

2 Now on the staff of the Department of Electrical Engineering,
Iowa State University, Ames, Iowa.
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In respect to the second question, a design for a shifting matrix is
actually working. For obvious reasons, I cannot say too much about
it. In your sense of one fell swoop, one can say it essentially was so
done, i.e., a single evaporation placed films on a substrate, then
printed-wiring techniques were used for the wiring arrangement.

P. D. Goodman (Clevite Transistor): What switching speed can be
obtained with these devices? What current and voltage are required
for switching? How large is each element?

Mr. Franck: I might point out I am not trained as an electrical engi-
neer but as a mathematician and obtained this type of information
from appropriate sources. I can give estimates. For full switching, the
speed is 250 millimicroseconds, whereas for rotational switching, it is
3 to 30 millimicroseconds. Input voltages of 10 volts and currents of
200 milliamperes have been used in the design of the shift array.
Typical sizes for the element range from 1 millimeter for circular
elements to 114 by 5 millimeters for rectangular elements. Output
voltages of 4 millivolts per turn have been measured for the shift
array.

G. A. Sellers (Bell Labs.): Please describe the physical characteristics
of a “thin film"’: size, ete., and how they are fabricated?

Mr. Franck: I am not sure whether you mean actual dimensions. I
think I have described this as essentially one millimeter. The thick-
ness is 1 to 200 angstroms. Typical dimensions of films range from
1 to 4 millimeters. A few of 8 millimeter size have been used in experi-
ments. The films have been deposited on thin cover-skip glass. Both
6-mil and 9-mil glass have been used. The methods of fabrication are
described in an article in the Physical Review by C. D. Olson and
A. V. Pohm,

R. Turner (Philco): What sort of switching speed is realized?

Mr. Franck: The speed for rotational switching is as fast as 3 milli-
microseconds. For full switching, a quarter microsecond is typical.

J. Jacoby (BTL): How are the leads, drive and sensing leads, phys-
ically associated with films?

M. Franck: Printed wire techniques are used.

L. Mintzer (Honeywell-DAT Amatic) : Since these are passive elements,
the number of sense amplifiers is not negligible. Approximately how
many active elements in sense amplifiers?

Mr. Franck: In the shift array which has been designed, three
transistors have been used on the output of a given sense line for
amplification.
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Solid-State Microwave High Speed Computers

JAN A. RAJCHMANY

INTRODUCTION

at developing the principles and technology re-

quired to speed the rate of computers up to the
order of a thousand megacycles. The approach is
based on the use of two types of two-terminal semi-
conductor devices: the variable-capacity diode and
the tunnel diode, in combination with microwave
techniques for the couplings within the computer.

Both devices provide amplification of binary
signals by mechanisms depending on negative re-
sistance. Their speed limitation is primarily due to
the capacity of the junction and internal series re-
sistance and can be two orders of magnitude higher
than that of transistors which are limited by the
travel time of minority carriers. The variable-capac-
ity diode can be used for computer logic in parametric
phase-locked oscillators according to concepts* de-
scribed by Goto' and Von Neumann®. The negative
resistance of the tunnel diode can provide amplifi-
cation and gain directly. Both devices have only two
terminals, i.e. a single port for the input and output,
so that special methods are required to give direction
to information flow. These methods and the means
to perform the other necessary functions of storing
and gating signals are described in the following
sections.

THIS PAPER presents results of an effort aimed

ParaMETRIC PHASE-LOCKED SUB-HARMONIC
OsciLLATOR (PLO) COMPUTERS

Principle of Operation

Consider a tuned circuit composed of a fixed in-
ductance and a capacity whose value depends on the
voltage across it (i.e. junction diode). Let the tuned
circuit be excited by a frequency 2f which is approxi-
mately equal to twice the resonant frequency of the
circuit. (Fig.1) This excitation will tend to produce
oscillations at frequency f in the circuit, and oscil-
lations will actually be sustained if the excitation is
sufficiently intense and the losses in the circuit are
sufficiently small. This effect is a special “‘degenerate’’
case of a broad class of parametric excitation effects.

t R.C.A. Laboratories, Princeton, N. J.

* R. L. Wigington, “A New Concept in Computing,” Proc. IRE,
Vol. 47 — No. 4, pp. 516-523, April 1959. (An account of J. von
Neumann ideas in footnote 2).

1 Eichii Goto, “On the Application of Parametrically Excited Non-
linear Resonator,” Denki Tsushin Gakkai-shi, Oct. 1955.

2 J. von Neumann ‘“Nonlinear Capacitance or Inductance Switch-
ing, Amplifying, and Memory Organs,” U. S. Patent 2,815,477, Dec.
3, 1957, assigned to IBM.
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Fig. 1—Principle of parametriec phase-locked oscillator.

The general theories of parametric oscillations, as
well as the particular theory of this degenerate case
have been reported by several authors®*567,

The reason for the build-up of oscillations can
readily be understood by a simple physical reasoning.
Let us assume that every time at which the capacity
has maximum charge, the value of the capacity is
reduced, as would be the case if the plates were pulled
apart. The work necessary to reduce the capacity
increases the energy stored in the condenser. The
value of the capacity is restored to its initial value
at the instant when the charge in the condenser is
zero. In this way a certain amount of energy is added
to the circuits at every half-cycle of the oscillation.
If this increase of energy is greater than the loss of
energy in the half-cycle due to damping in the circuit,
the amplitude of oscillations will grow. It is easy to
see that this “pumping’ of energy occurs at twice
the frequency of oscillations and therefore can sustain
an oscillation of either of two opposite phases. In the
actual case of a variable capacity diode, the change
of capacity is due to the voltage of the pump source

3 J. J. Stocker, “Nonlinear Vibrations in Mechanical and Electrical
Systems,” Interscience Publishers, Inc., New York, 1950.

+W. J. Cunningham, “Nonlinear Analysis,” McGraw-Hill, New
York.

5 K. L. Kotzebue, “A Semiconductor-Diode Parametric Amplifier
at Microwave Frequencies,” Stanford Electronic Laboratories Tech-
nical Report, No. 49, Nov. 1958.

¢ A, Uhlir, Jr., “The Potential of Semiconductor Diodes in High
Frequency Communications,” Proc. IRE, Vol. 46, pp. 1099-1115.
June 1958.

7J. M. Manley and R. E. Rowe, “Some General Properties of
Nonlinear Elements — Part 1 — General Energy Relations,” Proc.
IRE, Vol. 44, p. 904-913, July 1956.



Rajchman: Solid-State Microwave High Speed Computers

applied to it instead of the mechanical work necessary
to pull the plates apart, but the effect is analogous.

The oscillations are sustained in either of two op-
posite phases which are locked to the phase of the
pump and can be used to denote ‘“‘zero’”’ and ‘‘one”’
of a binary digit. The phase-locked-oscillator, pLO,
constitutes thus a storage cell. The steady-state
phase depends on the conditions under which oscil-
lations start. If a small locking signal at the frequency
f 1s present in the tank, oscillations will build up in
the phase closest to the phase of the locking signal.
The input locking signal is thus “amplified.” (Fig. 1.)

Logic can be performed by arraying the pLO’s in
three or more groups, which are separately activated
either by pump modulation or diode bias gating.
Every pLo is loosely coupled to PLO’s in other groups,
the pattern of couplings determining the logic task to
be performed. The groups are clocked in succession
with some overlap, t.e., a given clock is turned off after
the next one is turned on. This sequence causes in-
formation to flow in a given direction despite the
bilateral character of the pro. A pLO will start at the
phase determined by the phase of the majority of
oscillating pLO’s to which it is zoupled. The majority
decision can be exploited directly in many circuits
or can be reduced to “and’” or “or”’ decisions by the
use of a reference signal on one input. For example,
with two inputs, and a reference in phase zero, the
output will be in phase = only when both inputs are
in phase =. Negation is easily obtained by phase in-
version. In a typical example of logic circuit, Fig. 2,
each pLO may be connected to two inputs, two out-
puts and one reference, or to five other pLO’s. Con-
sequently, the input is at most one fifth of the output
of preceding pLO’s. Thus, a minimum “logic gain’’ of
five is required. In a simple shift register, Fig. 3,
minimum logic gain is two.

There is a certain increase of amplitude of oscil-
lation at each cycle, which depends on the parametric
pumping, i.e., specific variation of capacity and power,
and on the losses of the circuit which are made up of
the useful loading and unavoidable -circuit dis-
sipations. To build up the amplitude by a factor
corresponding to practical logic gains, about 5 cycles
of oscillations or 10 pump cycles are required in
typical pLo’s. Therefore to obtain 1000 me. informa-

INPUTS

\J/

OUTPUTS

REFERENCE
PHASE

) I m
Fig. 2—PLO general logic.
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Fig. 3—Shift register with three-phase pump system.

tion rates, v.e., phase switching in about 3 x 107° sec.,
pump frequencies of about 30 KMC or higher are
required.

Ezxpertmental Results

An experimental program ultimately aimed at
PLO computers pumped at frequencies of about 30
KMC resulted in the following:

A. Microwave Sub- Harmonic Oscillators

Microwave circuits obtained by photographic en-
graving of copper-clad insulating boards, known as
strip transmission lines, and point-contact diodes in
conventional microwave cartridges, were used for
rLO’s pumped at 4 KMC. A typical early configura-
tion (Figs. 4 and 5) included: a 2 KMC quarter-wave
resonator with diode in shunt at one end, a 4 KMC
resonator bar isolating pump and oscillating circuit,
d-c return for optimum bias, and one or more loosely
coupled inputs and outputs.®1%1112 Qutput-vs-input
power characteristics (Fig. 6) show broad operating
range, efficiencies of a few percent, and required pump
power levels of about 100 mw. Typical more recent
configurations utilize a series connected-gold-bonded
diode (Fig. 7) and multiple impedance-matched
antennas for coupling inputs and outputs. The char-
acteristics (Fig. 8) show uniform couplings to various -
antennas, and broad operating regions.

8'W. R. Beam, D. J. Blattner and F. Sterzer, “Microwave Carrier
Techniques for High Speed Digital Computing,” (Symposium on
Microwave Techniques for Computers, Washington, D. C., March 12,
1959) Trans. IRE on Elecironic Compuiers, Sept. 1959,

9 F. Sterzer and D. Blattner, “Fast Microwave Logic Circuits,”
Proc. IRE National Convention, March 1959; also Proc. EJCC, Dec.
13-5, 1958.

10 F, Sterzer, “Microwave Parametric Sub-Harmonic Oscillatosr
for Digital Computing,” Proc. IRE, July 1959,

1 F, Sterzer, “RF Circuits Using Sub-Harmonic Oscillators,”
Proc. PGMIT National Symposium, Harvard University, Cambridge,
Mass., June 1959.

12F, Sterzer and W. R. Beam, “Parametric Sub-Harmonic Oscil-

lators,” Digest of Technical Papers, Solid-State Circuits Conference,
Philadelphia, Pa., Feb. 1959.
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Fig. 5—Photograph of 4 KMC PLO.

n
il

SUBHARMONIC POWER £
-

L
o 50 100 150 mw
PUMP  POWER
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Fig. 7—Phase-locked subharmonic oscillator pumped
at 4 KMC with four coupling antennas.

Methods of switching phase, first investigated in
lumped-parameter circuits pumped at 5 me,** demon-
strated great flexibility of ‘“‘phase script” and yielded
quantitative relations between logic gain and build-up
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Fig. 9—Number of cycles of build-up as a function of logic gain.

cycles under a variety of conditions (Fig. 9). Qualita-
tive confirmation of these results was obtained
through more elaborate experiments with pLO’s
pumped at 4 KMC using mercury-wetted relay
pulsers and travelling-wave oscilloscopes. Typical
results: rise from noise level to saturation in 10
nanoseconds (nanosecond = 10 sec.) and decay in
1.5 nanoseconds when the diode was pulsed slightly
into conduection.

B. Microwave Computer Techniques and PLO Logic

Microwave transmission line techriques provide
methods for linearly combining signals to exploit
direction of transmission. For example, a hybrid
ring can be used to translate amplitude-modulated
to phase-modulated signals and wice-versa through
appropriate combination with a CW signal®. (Fig. 10)
Another example is the use'! of a hybrid ring fed by
two PLO’s energized by pumps = /2 out of phase, so as
to obtain cancellation at one (input) terminal and
reinforcement (output) at another. (Fig. 11). This
provides undirectional information flow and thereby
lowers the required logic gain and permits the use
of two rather than three clocks. Experimentally two
PLO’s have been balanced so that only 59, of the
power appeared in the input.

13 1, 8. Onyshkevych, W. F. Kosonocky and A. W, Lo, “Parametric
Phase-Locked Osecillator — Characteristics and Applications to
Digital Systems” (Symposium on Microwave Techniques for Com-
puters, Washington D. C., March 12, 1959) T'rans. IRE on Electronic
Computers, Sept. 1959.
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Fig. 10—Hybrid circuit for translating
amplitude-to-phase scripts.

Fig. 12—Binary adder.

A full stage of a binary adder with two pLO’s and
four hybrid rings was made.'®* It operates through
linear combinations of phase-seript signals and pLo’s
acting as a majority decision elements and amplifiers
(Fig. 12). Operation with pulses at a repetition rate
of 100 me was obtained. Other types of adders were
made also.

A 125-mc binary scaler was made® using a pLO
deliberately tuned at a frequency slightly different
from half the pump frequency so that its phase
changed for every momentary deactivation of the
pump which lasted for a time sufficient to allow the
natural oscillations to drift more than =/2 in phase.

In general, making of computer subsystems with
PLO’s can take advantage of well-developed micro-
wave strip transmission techniques. Boards with 3
layers, with ground planes on both sides of transmis-
sion strips, permit compact subsystems without the
deleterious radiation pick-ups of 2 layer boards.

C. PLO Random-Access Memory

The random-access memory made of pLO’s would
be particularly suitable in a machine with pLo logic.
This possibility was investigated’®. In a two-dimen-
sional array of pLO’s continuously activated by a
pump, the access problem consists of (1) selectively
establishing the desired phase in a selected pLo with-
out disturbing the phase of any other and (2) of in-
terrogating the phase of any selected pLo without
ambiguity due to possible masking signals from all
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other pLO’s.

The writing problem (1) is solved easily by forced
switching. It is possible to choose the amplitude of
locking signals such that each separately is too small
but together the two signals are strong enough to
change the phase of the pro.

The reading problem (2) requires a more elaborate
artifice. For example, a standby prLO in addition to
the storing pLO can be used for each bit. Each standby
PLO is loosely coupled to its associated storing pLO
and is also loosely coupled to a read-out circuit.
For read-out, the standby prO, normally not acti-
vated, is selectively activated by the coincidence of
two bursts of pump energization. It starts to oscillate
at the phase of the associated storing pLo and there-
by conveys the sought phase information to the read-
out circuit. The signals of all other storing pLO’s are
effectively blocked from masking the read-out signals
since their standby read-out pLO’s are not activated.

Experimental memories have operated success-
fully at frequencies of less than 10 me but complexities
of technology with early designs of PLO’s have made
operation at microwave frequencies difficult. Recent
improved designs would greatly facilitate the memory
design.

D. Variable-Capacity Diodes for PLO’s

Microwave-cartridge point-contact diodes of com-
mercial type and laboratory units made by specially-
developed techniques, as well as gold-bonded diodes
mounted within the boards in quarter-wave series
resonant ecircuits, permitted the experiments re-
ported above but had serious drawbacks due to
limitations in speed and wide variations from unit to
unit. A program to develop junction types has re-
sulted in a clear understanding of the limiting fac-
tors!* and diodes of practical design with an order-of-
magnitude better performance.

The simultaneous realization of low series resis-
tance r, within the diode and high variation of

capacity with respect to voltage (% %%’ around a

value C, arbitrarily taken at —1 volt) requires that
the impurity concentration be not uniform but have
a specially-designed profile. This was realized in
solution-grown and out-diffused p-n germanium
junctions. High cut-off frequency f, for reasonable
impedance and low power requires that the capacity
be low and the area of the junction be of the order
of 10 sq. inches.

In addition to the constants of the semi-conductor
proper, it is essential to minimize the capacity Cc,
the series inductance L, and the resistance of the

14 J, Hilibrand, C. W. Mueller, C. F. Stocker and R. D. Gold,
“Semiconductor Parametric Diodes for Microwave Computers’”
(Symposium on Microwaves Techniques for Computers, Washington,
D. C., March 12, 1959) Trans. IRE on Electronic Computers, Sept.
1959.
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Fig. 13—Cross-section of variable capacity diode.

Fig. 14—Microencapsulation for variable capacity
and tunnel diodes.

contact of the diode encapsulation. A special micro
encapsulation was developed (Fig. 13, 14) in which
the case capacitance is only .5 uuF and the lead
inductance is only 300 uuH. It consists of a ceramic
ring .085"" in diameter sealed hermetically between
two metal plates, with a metal finger entering from
one side. A thin wire contacts the dot on ther german-
ium wafer and is soldered to the finger. The diode is
inserted in the printed-wiring boards, and the upper
and lower tabs can be directly soldered to the printed
lines. The resulting circuits are not only superior in
performance, but simple to construct. Typical con-
stants of a microencapsulated variable-capacity
diode are Cy = 1 uuF, R, = 1 ohm, fo = 150 KMC
L = 300 yuH, and C. = .6 puF. Capacity-voltage
sensitivity, difficult to measure directly, is relatively
high as judged by improved pLo performance.

These diodes have permitted the design of 10-
kme-pumped pLO’s with which gains of 20 db and
rise times of 2 to 3 nanoseconds, and efficiencies of
109, were realized. The corresponding information-
switching rate would be about 300 mec as judged from
the extrapolation of 100 mec rates of 4-KMC-
pumped PLO’S.

TuNNEL-DiopE COMPUTERS

Tunnel Drodes

Abrupt-junction diodes made of very highly-doped
material exhibit a negative resistance at small for-
ward bias. This effect was described by L. Esaki'®,
who interpreted it as due to quantum tunneling.

16 L, Esaki, Physical Review, 109, p. 60, 1958.
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As the negative resistance makes amplification pos-
sible and the effect is inherently fast, it was realized
that the tunnel diode is particularly suited for high-
speed computers. The device was investigated in
detail and a number of germanium units especially
adapted for this use were made.®

The current-voltage characteristic (Fig. 15) ex-
hibits in the forward direction a maximum, a drop
corresponding to negative resistance (—R), a mini-
mum, and a subsequent rise. The negative resistance
is well understood by semiconductor theory, and
can be thought of as due to a diminution in the
number of electrons which can tunnel through a
potential barrier as that barrier is lowered — a seem-
ingly paradoxical fact resulting from the decrease in
electronic states adjacent to the potential barrier.

STATE "0°— STATE"1"

I,

Fig. 15—Tunnel diode characteristics.

The gain-bandwidth product, as well as the upper
frequency of oscillation realizable, were found® to
be inversely proportional to RC, where C is the
physical capacity of the diode junction. The time
constant RC, independent of junction area, can be
small despite the large value of C (typically 3uf/cm?).
This is because the resistance R can be made very
small, as it is a negative-exponential function of the
impurity concentration. High concentrations are
obtainable by suitable doping techniques. Time con-
stants as low as 5 x 10 seconds have been deter-
mined by measuring R and C separately. In another
experiment, a tunnel diode was switched by means
of a mercury-wetted relay and the resulting switch-
ing was observed on a sampling oscilloscope. Rise and
decay times less than 10 seconds and a plateau of
about 10?° seconds were observed. Tunnel-diode
oscillators of 1600 me were made. Recently oscil-
lations as high as 10,000 me were reported .

It is necessary that the series resistance r and the
inductance L of the diode and its mount be sufficiently
small to make the time constants 7C and L/R small
compared to RC. Only very short lead-ins can be
tolerated. Microencapsulations with wide, short,
closely-spaced terminals have been designed and

16 H. S. Sommers, Jr.,*“Tunnel Diodes as High Frequency Devices,”’
Proc. IRE, p. 1201, July 1959

17 R. N. Hall, “Tunnel Didodes,” Proc. 19569 Electron Devices Meet-
ing, Washington, D. C. October 29, 1959.
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permit direct incorporation of diodes in low-imped-
ance (typically 10 ohms) transmission lines. It turns
out that the ceramic microencapsules originally de-
signed for the variable-capacity diodes is particularly
suitable for the tunnel diode. (Fig. 14.) These units
have only about 300 uuH of series inductance.

Hundreds of tunnel diodes were fabricated on a
laboratory scale’®. These were germanium types
with impurity concentrations of about 2.5 x 10 /em?.
Various sizes were made with peak currents varying
between 1 and 700 mc. The area of the junction in
these diodes is about 5 x 10 em?® which entails a
capacity of about 100 uuF.

Tunnel Diode Logic Circuits

Logic switching can be performed by tunnel diodes
because their characteristics have sharp thresholds
permitting gating, and negative resistance permitting
signal amplification. Signals are baseband pulses, in
contrast to the carrier-modulated signals of the pLo.
Two distincet regions of the characteristic are used:
a voltage range below the voltage of the current peak
to denote “O” and a range above the voltage of the
current valley to denote “1”. (Fig. 15.) With ger-
manium tunnel diodes the low “Q’ state is typically
less than 50 mv and the high “1” state about 450 mv.

Gain is obtained through a triggering action. An
operating point P, with current I, and voltage V,, is
established near the maximum of the characteristie
(I,, V,) through appropriate biasing of the power
supply. The input signal adds a relatively small in-
crement of current (or voltage) to go over the “‘hump”’
This causes the diode to switch to the high state “1”’.
An output current as large as the difference between
the maximum 7/, and the minimum 7; can be obtained
without losing the state “1”. The ratio of output to
input currents, <.e., the gain, can thus be large if the
operating point is very near the maximum. Practical
nearness of biasing depends on the uniformity of
diodes, which was found sufficient in experimental
diode batches to permit logic gains of 4 to 6. These
were observed in circuits pulsed at a rate of one
megacycle. The excess of the input signal over the
value required to reach the maximum has an appreci-
able effect on the speed of triggering, as it determines
the rate at which the capacity of the diode is charged
to reach the triggering point. Therefore some re-
duction of possible logic gain must be suffered to
obtain high switching speeds.

Logic switching can be accomplished by properly
interconnecting simple logic elements. Each such
element, made ot one or more tunnel diodes, serves
as a bit-store, as an amplifier, and as a threshold
gate. The gating is of the majority type in which
simple majority, “and”, and ‘“‘or”; decisions are ob-
tained by proper choice of the threshold levels.
Three main types of logic elements were investigated,:
(1) bistable, consisting of a tunnel diode in series
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Fig. 17—Tunnel diode bistable logic element (symmetric type).
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Fig. 18—Tunnel diode monostable logic element.

with a resistance or resistance network (Fig. 16);
(2) bistable, consisting of two tunnel diodes in series
(Fig. 17); (3) monostable, using diodes in series with
inductances (Fig. 18).

(1) In the first bistable logic element, the single
port P is coupled resistively to a number of inputs
and outputs as well as to a source of current I, which
can be pulsed (Fig. 16). In the absence of I, the con-
tributions of currents to the diode are so small that
its voltage is small on the “O” part of the charac-
teristic. The value of I, is so chosen that when the
activating pulse is applied, the total current will
either be smaller of greater than the maximum I,
depending on the sum of the inputs, and therefare the
voltage will remain small or will be switched abruptly
to the “1” part of the characteristic. This change of
voltage influences in turn other logic elements to
which it is coupled when these are activated. The
logic elements are in three or more groups which are
clocked by overlapping pulses, in a manner similar
to the pLo clocking. An experimental unit!® has been
made to demonstrate this type of logic. It contains a
storage loop, a full adder stage, means to shift right
and left into registers, and other functions, including
inversion. The unit contains 27 tunnel diodes with

1BM. H. Lewin, “Negative-Resistance Elements as Digital-
Computer Components” (included in this volume of Proc. EJCC).
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peak currents of 2 ma. Observed switching times with
these early, relatively slow diodes were about 50
nanoseconds. The unit was driven by a three-phase
clock at 1 megacycle.

An alternative to the pulsed power supply for
energizing the bistable elements is the use of a DC
supply and resetting pulses. Any element of the net-
work is set to state “1” directly according to the com-
bined outputs of preceeding elements and is reset to
state “0”” by a clocking pulse. Setting of the elements
of a group occurs immediately following resetting.

(2) In the second bistable type, the logic element
is made of two tunnel diodes in series (Fig. 17). To
these diodes is applied a voltage from an a.c. source,
(pulsed or sine-wave) of an amplitude sufficient for
one diode to be in the ‘“1” state but insufficient for
both to be in that state. The polarity of a relatively
small input voltage applied to the mid-point is suffi-
cient to determine which diode will trigger. This
triggering will cause a greater voltage swing of the
same polarity at that point and in effect will amplify
the input signal. Logic networks can be obtained by
arranging the logic elements in three or more groups
and resistively coupling the midpoints of the elements
of different groups. The pattern of connections de-
termines the desired logic operations. The groups are
energized in succession by overlapping voltage waves
in a manner similar to the clocking of the pLO’s. A
particularly simple system is the use of a 3-phase
sine-wave power supply. Negation is obtained by in-
verting transformers. Practical obtainable logic gains
depend on matching of diodes in pairs rather than
general uniformity of diodes as in the single-diode
logic elements.

(3) Monostable logic elements are obtained with
a tunnel diode in series with an inductance biased to
a point P near the maximum of the characteristic
(Fig. 18). A relatively small voltage can trigger the
diode to the high state and thereby produce a rela-
tively high voltage swing at the same point. Logic
networks can be obtained by resistive couplings be-
tween logic elements in a manner similar to bistable
elements. Resetting to the low state is produced auto-
matically by the voltage induced in the inductance.
Asynchronous operation can thus be obtained. In an
experimental 7-stage delay chain, very uniform sue-
cessive triggering was observed. Synchronous opera-
tion is possible also, by superimposing clocking pulses
on the inputs; but it appears that higher speeds are
realizable for a given logic gain in bistable circuits in
that mode of operation.

All three types of circuits utilize logic elements in
which the inputs and outputs are on the same single
terminal. To insure separation of input and output
functions, i.e., direction of information flow, several
methods are possible. In the above-described systems,
separation in time was used by multiple-phase
clocking, the inputs at any one logic elements being
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effective at a different time than the outputs. Direc-
tionality by electrical separation can be obtained
through the use of unidirectional couplings. Unfor-
tunately, adequate rectifying diodes of speed com-
parable to that of the tunnel diodes are not available
at the present time. Directionality can be achieved
also by making the level of energy of successive logic
elements in a chain or the couplings between them
progressively weaker so as to insure that the setting
influence of the inputs dominates over the backflow
influence of the outputs.

The multiple-phase clocking is a simple solution
to the directionality problem and the key to the suc-
cessful use of single-port two-terminal devices. An in-
crease of speed can be realized if several logic steps
instead of a single one are made at each clock pulse.
This is possible by using a cascaded arrangement of
logic elements driving each other asynchronously. In
these circuits, means for directionality of information
flow other than clocking must be provided.

From the above considerations, it is evident that
simple logic circuits of complete generality can be
made from tunnel diodes. The signals are direct pulses
and require no carrier. Energization can be either by
multiphase sine wave or pulsed ac or by a combina-
tion of de and clocking pulses. Experimental circuits
have demonstrated general system flexibility. The
speed of the circuit can be very high. With early,
relatively slow experimental diodes having 2 ma
peaks, one-megacycle repetition rates were demon-
strated; but switching times were short enough to
permit 10 megacycle rates. With newer, faster 20 ma
units, logie elements were switched in times per-
mitting 100 megacycle rates. The speed capabilities of
tunnel diodes are still being increased dramatically
so that there is great promise for realizing logic cir-
cuits with 1000 megacycle rates.

Tunnel-Diode Memory

Random-access memories can be made using arrays
of tunnel diodes and promise to be very fast. Each
bit is stored by a current-driven tunnel diode having
two stable voltages (Fig. 19). Row and column are
resistively coupled to each diode (Fig. 20). Any
selected diode can be set to one or the other state by
voltage pulses, of appropriate polarity and amplitude,
on the corresponding buses. The memory can be
organized for coincident-bit addressing requiring two-
to-one selection diserimination or for word addressing
needing only three-to-one discrimination. The max-
ima and the minima of the characteristics provide
the necessary thresholds and are sufficiently uniform
to make possible either of these coincident write-in
systems.

Read-out is obtained by driving the selected ele-
ment or elements to the high state “1”” and observing
whether or not switching results. In a second follow-
ing writing cycle the elements which have changed
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Fig. 21—Read out by sensing ringing.

state are restored by appropriate control of the writ-
ing circuits in a manner analogous to that used in
conventional core memories. The read-out signal can
be obtained by direct pick-up from a common ecircuit
resistively coupled to all elements. Read-out can be
obtained also through inductive or radiative pick-up
of high frequency which can be generated by the
selected diode in several ways. A resonant circuit,
which may be a simple stub at microwave frequencies,
is associated with each element. In one method, to
read, a write “0” is applied to the selected element
and thereby switches it or not. If there is switching
the relatively large voltage excursion through the
negative region of the characteristic shock excites the
tuned circuit and the resulting natural-frequency
oscillation 1s sensed on a circuit loosely coupled to all
elements (Fig. 21). In another method, selective
readout-addressing circuits impress signals at fre-
quency f; on the selected row bus and f, on the
selected column bus. In the high state the curvature
of the voltage-current characteristic is about 4 times
greater than in the low state, producing a correspond-
ing ratio of amplitudes of the beat-frequeney f; — f,
to which the elemental circuits are tuned.
Experiments with small arrays and array skeletons
have demonstrated (1) two-to-one coincident write-in
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with reasonable tolerances of operation despite the
use of experimental diodes with relatively wide varia -
tions of characteristics. (2) adequate discrimination
direct read-out pulse signals with word addressing.
(3) inductive read-out signals of high diserimination
with ringing frequencies as high as 250 me and beat-
frequency of about 1 kme with bit-coincident
addressing.

Drivers of tunnel-diode arrays must be able to sup-
ply pulses of relatively large power. The required
current is large because all parallel-connected half-
selected elements load the selected lines, and the re-
quired voltage is large because the voltage of the
series current-regulating resistance must be several
times greater than the voltage swing of the diode.
Typically, hundreds of milliamperes and several volts
must be provided. It is unlikely that transistors will
be adequate to drive large arrays at high speed (al-
though a line of an array was driven in less than 1078
sec.). The best promise for solving the driver problem
lies in the tunnel diode itself. Sufficient voltage can
be obtained by connecting a number of tunnel diodes
in series, and adequate current may be obtained by
using sufficiently high-current units. Such arrange-
ments have been operated and appear adequate.

Tunnel-diode random-access memories offer at the
present time good promise and possibly the only
promise of achieving the eycle-time of 107® seconds
necessary in a memory associated with 1000 mega-
cycle rate logic: the tunnel diodes themselves are or
soon will be fast enough, and there does not seem to
be any insurmountable system problem. Experiments
to date have demonstrated the essential write-in and
read-out steps, and have indicated a solution for the
drivers. Furthermore, it appears that propagation
delays along addressing lines can be kept low enough
so as to be insignificant. This results chiefly from the
small size of the diode and of the resulting array.

CONCLUSIONS

Computer logic by microwave-carrier techniques
and the junction diode PLO has been demonstrated in
elementary subsystems operating at one hundred
megacycles, with single elements switching in times
corresponding to 300 megacycles. Microencapsulated
improved diodes promise to provide thousand mega-
cycle rates with power supplied at 30 KMC or higher.

Computer logic by tunnel diodes, already demon-
strated at low rates, promises to be possible at a
thousand megacyecles. Sufficiently uniform diodes and
diodes capable of fractional nanesecond switching
have been made. Random-access memories with cycle
times of the order of 10 nanoseconds appear possible
using arrays of tunnel diodes. Tunnel-diode com-
puters operate with direct pulses and are powered
by DC, or AC at signal frequency, or both.

Two-terminal semiconductor devices thus provide
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the manipulative elements required to gate, store,
and amplify binary signals in nanoseconds. Further-
more, simplicity, small size, and power dissipation
per element of tens of milliwatts permit packing of
10 or more elements per cubic inch. Therefore, rea-
sonably comprehensive computers with several thou-
sand logic elements and several tens of thousands of
memory elements can be made in a volume less than
two feet in diameter. Unavoidable delays due to sig-
nal propagation, of about 14 to !¢ nanosecond per
inch in normal transmission lines, are thus kept at
about one nanosecond. This presents no serious diffi-
culty in a ‘“‘thousand megacycle” machine which can
be assumed to have elementary logic functions exe-
cuted in about one nanosecond and a memory cycle
time of 10 nanoseconds. ‘

We can, therefore, look forward to a new era of
billion-bit-per-second information-handling machines
which are likely to produce as large, if not larger, an
impact on the information processing art as was pro-
duced a decade ago by the introduction of present
million-bit-per-second machines.
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DiscussioN

H. Aiken: 1T wonder if you would answer a question or two for me. I
was very much struck with your comment that you are now thinking
about weighted logics. This is a subject that would have enormous
implications all over the computer field. Would you say a few more
words about this subject for us?

Mr. Rajchman: We have under this project a study as to what we
could gain in a general way by weighted logic. This study at the
moment is incomplete, so I can’t draw conclusions, other than the
fact that it isn’t obvious whether all logical functions can be per-
formed with the same amount of weighting and we are studying
which ean and cannot be produced that way. There is also the
practical aspect of the problem that you don’t want to have two
weights different from one another, because you introduce the
problem of accuracy of control. Since I have the microphone, I
should have mentioned that I was merely a spokesman for a large
project that RCA has, in which many divisions contributed; also
that many of the results have been reported in detail already, and
others will be reported in journals; also that the project was supported
by the Navy Bureau of Ships.

D.R. Erb (Instron Eng.): How is the coincident-current memory reset?
Is it always destructive or is it possible to have non-destructive
read-out?

Myr. Rajchman: There is no problem. By coincident writing one can
bring the elements from the low state to the high, or high to low
state, depending on the linkage being positive or negative. One has
to resort to the usual rewriting scheme customarily employed in
memories.
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E.C.Johnson (Bendix): Would you summarize the relative potentials
of parametric diodes and tunnel diodes for high-speed logie?

Mr. Rajchman: 1 wish, and so do other people in our organization
that we had a completely clear answer to this. The fact of the matter
at the moment is that we have attained a higher logic-gain-speed
product with the variable-capacity diode than the tunnel-diode ap-
proach. On the other hand, the tunnel-diode approach is simpler in
actual organization; also, the rate at which we are making progress
in the field is very much higher than the rate we are making in the
other. So at the moment we just cannot answer the question fully.
This is as close as I can put it.

S. Rogers (Convair): Would you comment on the problem caused by
phase shifts in leads interconnecting microwave parametric logical
elements?

Mr. Rajchman: This, of course, is an important design consideration,
and circuits must be designed with the precise geometric location of
the elements fully marked, and must be put at distances such as to
correspond to the right fraction of the wave length or as artifices have
been produced to make them shorter, as the case may be.

J. Ronnally (Philco): Has asynchronous logic any hope with new
tunnel devices?

Mr. Rajchman: Yes, I believe this is possible. I didn’t have time to go
into this, but it is possible to have several sets of logic performed by
tunnel diodes synchronously between clock pulses. In other words,
the clock pulses could in effect be slower than the elementary logical
calibration within the computer. I don’t believe, I may be wrong,
that a complete synchronization would be practical. 1 believe the
composite system is more practical.

J.A.Githens (BTL): Please compare potentials of the two devices for
high-speed logic.

Mr. Rajchman: I am afraid I can’t say any more.

8. Cohen (Raytheon): How critical is the phase stability of the pump
for the PLO?

Mr. Rajchman: 1t is, of course, critical; but I don’t think there is any
practical difficulty in maintaining the phase.

V.J. Sferrino (Lincoln Lab.): Is there a parallel effort to develop
solid-state microwave power supplies?

Mr. Rajchman: I don’t have any in th