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INTRODUCTION

This document presents a bhasic description of the Multiplex Subsystem

that is being developed for the CYBER 70 Communications System. The
Multiplex Subsystem contains the hardware/firmware/and software elements
necessary to provide the data and control paths for information flow between
communication lines and user program software. Many of the line/protocol
dependent functions that were performed by fixed hardware in previous systems
are implemented in common alterable { irmware/software allowing reduced
development and reoccuring hardware costs for each line and protocol that is
added to the communications system. : ' -

The primary task performed by the Multiplex Subsystem is to receive data
from many communications lines and distribute the characters to line related
input buffers and to obtain characters {rom line related output buffers and
distribute to communication lines. The subsystem provides for special table
driven and dynamically controlled processing on each character as it is being
distributed from a communication line. Circuit, modem and subsystem status
is detected and transferred in the form of "work demands" to ""user programs™

- for processing. Control information received from "user programs'' ia the form

of commands to the subsystem are decoded and executed within one or more
subsystem element. » i :

The multiplexing scheme used in the I\Iultiplex Subsystem design is baséd on
the "demand driven'loop concept recommended by the Advanced Development

.

DEMAND DRIVEN MULTIPLEX LOOP ST E s e

The "Multiplex Loop™ concept is a demand driven mechanism for gathering
input data and status from and distributing output data and control to many
communications lines on a real time basis. The design was adopted as an -
economical method of connecting many communication lines to a "controlling
processor" while using a minimum of the processor’s resources to manage
the mechanism: A similar loop concept has also been considered for use ina
Data Block Switching Networkl and - Computer Interconnects?,

The primary functional elements (Figure 1) of the mechanism are the
Communications Line Adanters (CLA's) that accomplish character assembly/
disassembly and communications line/modem interface: the Innut Loon

which transports data demands, data and status from the CLA's io the control-
ling processor; the Quinut Looo that transports data and control from the control-
ling processor to the CLA's; tie Multinlex Loop Interface Adanter AILIAY that
controls the movement of data demands, daia and supcrvision beiween the

-Input and Output Loops and the controlling processor: and the Loon Multinlexer(s)

(Loop Mux or L)) that provide access to the Input and Output Locps by the CLA's.
Up to 8§ Loop Multiplexers each containing a maximum of 32 CLA's may be
connected in one loop. = f ‘ .

Pierce, J. R., "Network for Block Switching of Data", BSTJ, Vol. 51, No. G,
July-August 1972, pp. 1133-1145.

Coker, C. H. , "An Experimental Interconnection of Computers Through a Loop
Transmission Sysiem", BSTJ, Vol. 51, No. 6, July-August 1972, pp. 1167 1175.
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2.1

Multiplex action on the Input Loop occurs when the Multiplex Loop Interface
Adapter issues a "loop end" control signal on the Input Loop. As the signal ‘
propagates around- the loop, cach Loop Multiplexer in turn has an Opporﬁmitv
to put data and/or supervision from the CLA's on the loop. The Loop Multi-
plexers that have information from one or more CLA's to place on the loop
monitor the loop for the "lcop end” signal, removes the "loop end" sigmi,
place the information from the Ci:\'s on the loop, and replace the "loop
end" signal. The Multiplex Loop Interface Adapter transfers the information
received on the input side of the Input Loop to buffer storage for processing
by the controlling processor.’ : '

~ The Multiplex Loop Interiace Adapter takes addressed information from Buifer

storage under direction of the controlling processor and transmits this ;
information on the Output Loop. The Loop Multiplexer receives the addressed
information blocks and presents the address to all CLA's. The CLA
recognizing its address is selected and the information is transferred from the
Output Loop to the CLA. 3 . .

Loop Transmission

Data transmission on the muitiplex loops is serial at a fixed rate of 20 MHz.
The method for information framing is illustrated in Figure 2. Every tweifth
bit is a cell frame maricer that defines a 12-bit loop ceil. The cell frame 4
marker is followed by a cell identification field (3 bits) whose contents define
the meaning of the remaining field (8 bits) of the loop cell (see Figure 3).

A contiguous group of loop cells starting with a CLA address and ending with

a Cycliec Redundancy Checksum (CRCS) is called a line frame. A line frame contain
data and/or supervision related to a single CLA. ~Line frames are made up of ‘
four different types of loop cells; "address', 'data", "'supervision', and "Cyclic
Redundancy Checksum (CRCS)". Line frames carry data and supervision loo

cells on the loops between the CLA's and the controlling processor. :

The "CLA address" loop cell carries Output Data Demands (ODD's) as well es a

" unique binary number (address) of the CLA which is independent of the CLA's

physical location within the system. An Output Data Demand is a request from .

‘a CLA to the controlling processor for data to be sent to the CLA for subsequent -
 transmission on the communication line by the CLA. '

"Data’ loop cells contain up to 8 bits of information that is to be transmitted to or
has been received from communication lines. The number of data characters

_per line frame is limited by the hardware to a maximum of 16, but best per-
‘formance is obtained by sending only one instance of data and/or supervisicn

per line frame. This will normally be one data and two supervision characters
if supervision is present at all. ‘
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R e —— CELL MARKER
co —————————————— CELLIDENTIFICAT
S o L , lw N '.i - — CELL INFORMATIO!
. FORI\LATA‘/J\\{F" 7 e
T TYEE NO. {012 3[4 5 6 7 89 1011
LOOD 0 |1]/0 0 0lo 0 0 0 0 0 0 0| EMPTY
MANAGEMENT o f1]o o oj1 0o 1 0 1 0 1 0f  NULL
FORMATS 1 11/0 0 1|F3F, 1 1 1 0 0 0| LOOPEXND )
- 1 |1]0 0 1]FaF; 0 0 0 1 1 1 LOOP END-RESTAT
RESERVED | 2 |1/0 1 0JR R R R R R R Rl UNDEFINED |
FORMATS © 3 [1/0 1'1/R R R R R R R R! UNDEFINED
. LooP 6/7 111 1 FIlA A AA & AA A] . CLAADDRESS
" USAGE 1{1 0 0/DD DD DD D Di DATA
FORMATS 1|1 0 1{s s s s s 8 s s! SUPERVISION
1/1 1 oJc cecccccCcy CRCS |

rx 0t f By o= 0 - No Output Data Demand : | .

!

i Applyl to Input 1 - Output Data Demand C et R S L

Loop Only ~ Undefined (transmif as zeros) .

N”d
]

F3 = 0 - Do not input from secondary lines

g |

1 - Input from secondary lines.

CLA address; may be primary or secondary
DATA | o
Supervisicn status from CLA(s) or commands to CLA(s)

1

o v U %
fl

= Cyclic Redundancy Checksum. Accumulation over all
e - preceding bits of the line frame according to the
- polynomial X3 + X7 + X6+ X+1

.
n

Rescrved (presently undefined) o L R o

A FIGURE 3. MULTIPLEX LOOP INFORIMATION FRAMING
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DATA | CRCS | appr | DATA | SUPV CRCS [T\

cLA - | crA | .
apbr | CBCS | ADDR DATA | SUPV SUPV | CRCS ___-_\ :
S

LOOP | EMPTY g o o
END or NULL

EXAMPLE LOOP BATCH

A "loop batch" mus'&jlbe constructed according to the following.rules:

May contain many line frames.
Each line frame must start with the CLA addlecs and end mth the CRCS

Each line frame could consist of any number of DATA and/or SUPV characters
but best performance w ill oceur if only one instance of data and/or supervision 1s

. sent within a line frame (multicharacter bulfers in CLA's should be loaded or
“unloaded one character at a time). .

A supervision character which is associated with a data character must follow
that data chamcter( ) immediately. ,

I\ull cells may appear any place within the loop batch to resolve ttmmd problems

Empty cells may appear outside the loop batch only.

A new line frame may be added to a loop batch on the Input Loop after detectwn
of the "loop end" followed by at least one "empty” it cell. Once the addition of a line
frame has started, it may continue. replacing cither "empty" or "null” cells but

& new line frame may not be started unless an "empty" is present on the loop.

nAddress”, "data", and "supervision” information cells are transmitted and received
on the loop as the highest 01der blt first.

LOOP BATCH TFORMAT -

FIGURE 4
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N : and the controlling processor. Supervision may be modem. line, CLA status
Ty generated by the CLA, or CLA commands generated by the controlling processor.

receding bits of the line frame

The "CRCS" loop cell signifies the end of the line framc- and carries an 8-bit

Cyclic. Redundancy Checksum on all p :
~according to the polynomial X3 + X7 + X0+ X +1.

Three loop management cell types are defined to control information flow on
the loops. They are: "loop end", "null", and "empty". ‘ '

The "null" loop cell is used to control the information rate of the loop and may
be inscrted on the loop to resolve timing conflicts. "Null" cells are normally

ignored by all devices on the loop when encountered.

The "empty" loop cell is used to acquire and maintain loop cell frame syn-
~ chronization. It also is used to signify that information line frames may be
placed on the Input Loop, replacing the empty cells, provided the empty cells

are preceded by the "loop end'" cell.

~ The "loop end" cell is used to signify that information line frames may be
placed on the Input Loop by the Leop Multiplexers. It also signals the end of a
train of line frames. A train of line frames followed by a "loop end" cell is

called a "loop batch™. An example "loop batch" is shown in Figure 4.

A special nrestart loop end" cell is used to sicnal the Loop Multiplexers and
" CLA's that the previous "loop batch' was received in error on the Input Loop.
 The restart action taken by these devices is described in paragraph 2.2.

~ detected.

2.1.1 Sequence of Operation for Transfer from the CLA to the Controlling

Processor

(Innut)

" Direction of Transmission

i -

. information may be placed on the loop when a "restart loop end" cell is

S ) The MLIA generates and transmits an empty train as shown below:

. Loop
R End

Empty | Empty

=it

Emp;y

Null | Null

\

— )

No

v-f .
Predefined number of empty cells

‘q.z e

‘> ' )
Null Null é <'>> Null Emply| Empty| Empty | Empty | Emp pd
' AN iy

EMPTY INPUT LOOP BATCH

Ve
Predefined number of null cells

Continuous empty cells for

synchronization



2).

3).
4).
5).
).

7).

8).

Y

-10).

A Loop Multiplexer (LM) monitors the serial bit strcam for a "locp end"
cell followed by one "empty" cell. All bits received are passed on to the
next LM or MLIA on the serial loup.

When the "loop end", "empty" sequence is detected, the LM removes the

“Moop end" and selects each CLA that has a demand for input of "data",
“supervision or "output data demand’ (ODD). P .

When selected, the CLA transfers to the LM ina parallel manner one

loop cell at a time starting with the "CLA address".

~ As each loop cell is received from the CLA the LM places the cell on the
Input Loop replacing the cell (empty or null) that appears on the loop next.

The LM begins accumulation of a Cyeclic Redundancy Checksum (CRCS)
on each cell received from a CLA. _ . v .
The CLA sicnals the LM that the last loop cell has been transferred.
and the L) places the accumulated CRCS on the loop.

The next cell on the loop is then interrogated to determine if an "empty”
exists permitting more information to be transmitted within this leop
batch. : ' ~ - :

If the next cell is an "empty", the next CLA with a ""demand" is selected
and the operation continues until all CLA's have been serviced or a non-

émpty cell is detected on the loop. The L) then replaces the "loop end”
cell and drops loop synchronization. :

The "loop end" then propagates to the next LM, if any exists, which perfofmé
in 2 manner identical to the above sequences. S ‘

CLA | . lera ‘ . , |
; Address Data iCRCS Address ‘ Data | Supv Supv
__ \ ~
N .
Line Frame . Line Frame
‘ : ’ _
( CLA CRCS ,LOOP Null | Null { Empty | Emply Empty <as e
Address . End ' !
Y —_— N\ AN " -
Line Frame Loop  No More Inio Emptics for Sync

End Allowed
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11).

19).

13).

14).

-~

15).

16).

The MLIA reccives the loop batch containing data and/or supervision
from the CLA's and stores the information in memory for dxstrtbuuon and
processmfr by thc controlling processor. :

The M LIA chccks the CRCS on each line frame received and mmates
“restart' action if a line frame is in error.

The MLIA times out each "loop end" cell transmitted and initiates
restart action if a '"loop end" cell is transmitted and is not recewed in
the specified pCI‘lOd of time.

The MLIA will not generate another "loop end" until the previous "loop
end" is received or tlmed out, thus only one loop batch may be precent

.on the Input Loop at one time.

" The controlling proce sor examines each loop cell stored in memory

by the MLIA. A data character is examined to determine if any special
action or translation is required for that character. _

The controlhno processor then stores the character in ‘the appropriate
mput data buffer and identifies any character that requlrcs specxal action.

Sequenc= of Operation for Transfer from the ControllmO' Processor

~to the CLA (Ouwmun)

).

~

tput Loop action is initiated by receipt of an Output Data Demard (ODD)

_ from a CLA or by a command issued by a protocol handler. Data characters
- will normally be output only after receipt of an ODD from the CLA but
: ,,"superwsmn” may be output to thp CLA at any time. - -

"Thke controlling processor receives ODD"‘ from the M LIA and constructs lirne
72 frames in the standard formats (illustrated in Figure 3) according to the
_ information that is available for output to the CLA. A higher performance

version of the MLIA may also conCtruct line frames after recelpt of an

ODD \v1thout procecser mterx entlon FEFLI VIREDIVED AL SRR S

o “The MLIA computcs the CRCS on each line fmme and tranermtc
=+ the line frame on the Output Loop in a serial manner at a fixed rate of 20
~megabits per second.

_ The Loop Multiplexer maintains synchronization on the Outout Loop at all

times. When the 1) detects a "CLA address" on the loop, it will present
that CLA address to all CLA's connected to the L3I on a common buss
Any CLA recognizing its address signals the LM and subsequent loop cell.s
in that line frame (excluding the CR\,b) are transferred to that CLA

~ one loop cell per transier.

| 5). The IM corppute: the CRCS on cach line frame receiv cd and notlfxes

~the CLA if an error is detected.
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D 6). The MLIA monitors the input side of the Output Loop to maintain
' ~ synchronization and to timcout the "loop cnd” cell transmitted with cach
S ' ‘ ' loop batch. The "loop end" timeout function is done for diagnostics
N reasons only and is not an integral part of the loop error protecction
N . (refer to Scction 2.2 for loop error procedures). ‘

9.2 Multiplex Loop Error Control .

The requirement for Multiplex Loop error control is to provide

a method of detecting errors that might occur on a loop (which
could be up to 100 feet in length) that would prevent introducing
an undetected error rate that is higher than that expected on
communications circuits using conventional error detection :
methods between the CLA and the terminal. B -

The Multiplex Loop Interface Adapter, with the cooperation from the Leop
Multiplexer, is responsible for the integrity of the information on the locps. The
nCyclic Redundancy Checksum" loop cell and the "loop end' cell are emploved to
‘detect errors in loop batches and to recover from such errors. The procedures
used for the Input and Output Loops, respectively, are described below, ‘

- 2.2.1 Input I;oop Error Procedure

The MLIA will start a timer when each "loop end" cell is transmitted. If
the timer expires prior to receipt of the valid "loop end" cell on the input side
| of the Input Loop, or a CRCS error is detected on any of the line frames '
" received, the MLIA will transmit a special "'restart loop end" cell which
indicates an error on-the previous batch. This "loop end" cell will notify all
Loop Multiplexers that the last loop batch was not received correctly.

The MLIA will interrupt the controlling processor whenever an input error
occurs-and the controlling processor will count errors for diagnostic and
maintenance purposes. The controlling processor will count successive
< errors and take action to turn the loop down and/or activate a secondary loop
when the primary loop is inoperable. L T
The Loop Multiplexer will remember which CLA's used the last input batch
for "data", "supervision" and/or ""Output Data Demand". If the next "loop
' ‘ end" received is a "normal loop end", the previous leop batch is assumed
. {0 have been received correctly by the controlling processor and the Loop
Multiplexer clears all memory of which CLA's used the previous loop batch.
If the next "loop end'" reccived is a "restart loop end”, the previous loon hatch
‘is assumed to have been received in error by the controlling processor and the
Loop Multiplexer scnds an "input ervor” sigral to those CLA's (if any) that used the
“previous batch. The initial product CLA's will recocnize the "input error” signal
and generate supervisory staius to"the protocol handler that an "input error”
occurred. Tuturc, more complex CLA's could initiate other line resiar:
action when an "input error' signal is received such as "NAK the block”, ete.

o S e )
» LT Ce T

.~ . ~ - - - . e
Yo~ - % . TR . e - 2
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The Loop Multiplexer will generate a (RCS cell for cach line frame placed on
the Input Loop and the MLIA will check the CRCS on cach line frame rcceived.
The MLIA will ignore all information on the loop following a CRCS error until a -
"loop end" timcout occurs. After timeout, a "restart loop end" is then trans-
mitted to the Loop Multiplexers as described above.

If the MLIA loses sync or detects any othef input error condition, it will interrupt
the processor with the appropriate reason for interrupt.

The controlling processor will count loss of sync, lost "loop ends" and CRCS
errors for diagnostic purposes. The controlling processor will notify the
higher level function that the loop is inoperative when error rates reacha
given threshold. S : Lo '

Output Loop Error Procedure

The MLIA will transmit line frames and loop batches on the Output Loop. Each
Toop batch will be followed by a "'loop end" cell even though the ""loop end" is not
required for information transfer or error detection. The MLIA will starta
timer when each loop batch is output and if the timer expires before "lccp end”
is detccted on the input side of the Output Loop, an interrupt will be generated
to the controlling processor with the appropriate reason for interrupt.

" The controlling processor will count missing "loop ends™ for diagnostics

and maintenance purposes.

The MLIA will generate a CRCS cell on each line frame on output but will not
check CRCS cn the input side of the Output Loop. : P

" The Loop Multiplexer will check CRCS on each line frame received for ra CLA

eonnected to the Loop Multiplexer and will provide an "output error' signal to

the CLA if a CRCS ervor is detected.
Coenn 0

T‘he;initi’al product CLA's will send supervisory status to.the "protocol handler”

" indicating an "output error' has occurred. The "'protocol handler" will then

take the appropriate action to restart the line. Note that the initial preduct CLA's
may have already acted on supervisory commands or data received prior to
receipt of the "output error" signal from the IAL. Future more compiex CLA's
could be designed to ingore any information received with an "output error' and
take other line restart action such as cause an invalid character or CRC to

be transmitted. =

The controlling processor will timeout receipt of "Output Data Demand" from
each active output line. If an "Output Data Demand” is not received from the

 CLA in some predefined time, the protocol hardler will be notified and initiate
‘the appropriate restart action.

'S

Mux Loop Backun for a Dual CYBER 70 Communications Subsvstem

Backup operaticn in a dual system environment provides for the servicing of
Communication Liite Adapters (CLA's) inthe cventof a communications processor

Loop Multiplexer, Multiplex Loop Interface Adanter or loop failure.

>



‘e ' In the normal mode of operation, "oop end" cells with flag Fg = 0 will be
C < : generated on the Input Loop. In this case, the secondary Loon Multiplexer logic
is trarisparent o the line frames and cach—i;loop’:\mhiplexcr services iL:\Q\__’,"‘?YrHEI“F
CLA's. Seec Figure 6. ' . v

In the event of a failure of one of the components listed above, the backup
controlling processor, via its MLIA, will gencrate "loop end” cells with

flag F3 = 1. The secondary Loop Multipiexer logic will recognize this flag
and will service Input Loop requests from the CLA's of the failed subsystem,
thus both primary and secondary information will be transferred to a single
controlling processor on the same loop. This processor will service both
primary and secondary lines until normal operation is restored. oo

In a dual system environment, CLA addresses must be unique to the total

. - system and not just to each subsystem and the total number of CLA's must not
- exceed 256. ‘

2.4 . Multiplex Loop Capacitv.

The rate of information transfer on the multiplex loops is normally a
small percentage of the total loop transier capacity.. Since cost goals dictate
the provision for only one character buffering in most CLA's, the Multiplexing
Subsystiem has one character time to respond to a CLA's demand for the next
output character or demand for the next input characer to be picked up.

(\4 ' © The Multiplex Loops running at 20 MHz have the capacity to transport up to
Yo = ==~ 555,000 data characters per second. The CYBER 70 Communications System is
_designed for two different equipment configurations to.provide a more precise
i matching of communications requirements with cost and performance: (a) The
- ¥ 77 low performance system, which could be rated up to 10,000 CPS thruput, would
%7 T7use less than 1% of the loop capacity: (b) The high performance system rated at
~—80, 000 CPS would use less than 6% of the loop capacity. 7777 e

7. _Operating the loops at a very low percentage of their total capacity minimizes the
delays in access to the loop by the CLA's. Since the loop is empty most of the
"‘time, the "loop ends" (empty loop batches) will be placed on the input loop more

"~ “frequently and the CLA may place requests for output data or may place input-
_ ¢ characters on the loop without a long wait for information from other CLA's to

~ pass. - A high speed serial loop rate also minimizes loop propagation time after
- the information has been placed on the, loop. :

It is important, then, that the Multiplex Loop capacity be much higher than the
rated sysiem thruput to ensure a fast responsc time to CLA Output Data Demands
- and system response to input characters. Although the loop rate has a small -

- effect on the line speeds and mix of lines that the system may service, it
should not be used as an indication of what the communications system thruput
: '%\W:,Q%I‘*__I_mﬂg_mLycgp;;biij‘-_ics;mi‘ght be as these are a function of many other elements
o of the system, such as firmware processing time, memory spceds, applications
-dependent software, etc.” "7 7 T »
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| Synchrondus CLA

MULTIPLEXING SUBSYSTEM OVERV'EW -

" An overview of the Multiplexing Subsystem hardware, firmware and software

functional clements is shown in Figure 7. The general functions performed by
each of the elements are described below.

Communications Line Adanter (CLA)

The Communications Line Adapter is a hardware element that interfaces one
communications line or port to the remainder of the system (usually via a
modem). It assembles characters on input (serial to parallel conversion) and
places demands for the characters to be transported to the higher level function.
It issues demands for output characters to be transferred from the higher level
functions and disassembles the characters (parallel to serial conversion) for

transmission on the communication lines.

_' The CLA also stores CLA and modem status and places demands for this status

to be transported to higher level functions when a change in status occurs. CLA
and modem commands are received from the higher level functions by the CLA
to provide control of the CLA and communications line. : ‘

Up to 256 CLA's may be included in one communiéations system and a different
type of CLA may be required for different line types. The characteristics of

~ two of the types being developed for the initial product are given below.

AsynchﬁonousC]’.A : . S , | j .1» -

Half duplex, full duplex, or echonlex operation ,

Code length -5, 6, 7, 8 or bits (also S bits + parity)

All standard speeds to 9600 baud plus others .=~ -

Input and output speeds may be different LoonE.
~ Even, odd, or no character parity checking and generation
L Stop bit daratiecn -~ lor2units . e
' Self test mode (loop back) - o N
_All of above selectable by program command ;
 Break detection and generation Col
Data transfer overrun detection -

i

Half and full duplex operation

Code length - 6 or 8 bits

- Frame synchronization on 2 sequential characters established by software
Self test mode (loop hack) :

All of above seiectable by program commarnd

Speeds up to 56K bps determined by modem - provisions for external
clock source . : - :
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3.3

!

Multiplex Loops o .

The Multiplex Loops consist of two independent coaxial cable pairs that provide

& serial conncction starting at the Multiplex Loop Interface Adapter (MLIA)

and continuing to each Loop Multiplexer on the loop and terminating at the
Multiplex Loop Interface Adapter. The loops are driven by the MLIA using DC
signalling at a rate of 20 MHz. Each loop consists of a separate clock and data
line. The L)M(s) monitor information on the loop and regencrate the information
as received in all cases except when information is to be added to the Input Loop.
" In this case, the LM replaces either "empty" or "null' cells received on the
Input Loop with information cells. ' ‘

vl -

1oop Multiplexer (IM)

The Loop Multiplexer provides the hardware to connect Communications Line
Adapters (CLA's) to the serial multiplex loops. The CLA's physically reside
within a Loop Multiplexer. One (1), 2, 3, or 4 CLA's can be "packaged"” per
plug-in module; this module is inserted into one of 16 available positions within 1
the Loop Multiplexer. Up to 32 CLA's may be accommodated by a Locp AT
Multiplexer and up to 8 Loop Multiplexers may be connected to the same loop. A
The LA provides two serial interfaces io the Multiplex Input Loop and . -

Multiplex Output Loop, and a parallel interface to the connected CLA's using a
common bus with individual conirol lines for each CLA.

The LM obtains Input Loop synchronization whenever any CLA connected has.
placed a demand for input of data, supervision or an output data demand via

- one of 32 unique request lines (one for each CLAJ. The 1)I obtains synchronizatior

by looking every bit time for the unique "loop end"/"empty" loop cell combination.

~After obtaining synchronization, the LAl will select one of the requesting CLA's
- ¥ia one of 32 unique select lines. Information is ihen transferred from the CLA,

in loop cell format, one cell at a time via the common bus. As each-cellis
received from the CLA, the cell is placed on the Iput Loop and a Cyclic
Redundancy Checksum (CRCS) ie-accumulated-for each cell. - Information is
placed on’the input loop-displacing cither "nuil" or “empty" cells until an end.

- §ignal is received from the CLA at which time the accumulated CRCS is placed

on the loop completing the 'line frame” for that CLA. =~ -~~~
AT DLl e . ToULL LTIl TLE

The next CLA with a request for input is then selected and the operation is
repeated until no more CLA's have requests for input or a "non empty" cell is
detected on the Input Loop signifying no more input s allowed on this ""loop
batch. The LM then replaces the ""loop end' cell on the loop and drops loop
synchronization. oo L . ,

The IM records which CLA's place information on the Input Loop for cach-
loop batch. The record is used to notify those CLA's that used the loop batcn

v of a possible loop error that was detected by the MLIA (Sce Section 2.2.1).

he output section of the Loop Multiplexer receives contiguous loop cells from

the precedine IAT or MLIA on the Output Loop. All ceils received arc always
p =] N . 1 . . B

passed to the next LAl or M LLA on the loop. The LM utilizes "empty" ceils
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to synchronize with the data stream. -""hen synchronized, the IM looks for a
CLA address as a frame boundary and passes loop cells within the frame to the
CLA's. All CLA's connccted to the Il are connccted to a common bus and

each CLA has a unique address. When the LM has received a "C LA Address”
loop cell, it is presented to all the CLA's on the common bus. The CLA '
with the corresponding address is selected and conneets itself to the output bus.
Subsequent "loop ceils'" containing data and/or commands are received from

the Output Loop and transferred to the selected CLA until the LM detects the
CRCS loop cell signalling the end of the "line frame". The Loop Multiplexer checks
the CRCS received against the CRCS accumulated for the line frame, and if a
difference is detected, the selected CLA is notified of the error prior to
deselection. - : -

Multiplex Loop Interface Adapter AILIA)

The Multiplex Loop Interface Adapter (M LIA) provides the interface between
the Multiplex Input and Output Loops and the Multiplex Subsystem controlling
processor. The MLIA provides the serial to parallel and parallel to serial

_conversions and procedural control necessary for information flow between

the controlling processor and the Loop Multiplexer and its associated CLAa's
via the multiplex loops. ' v

 The MLIA generates and transmits clock, "loop end", "empty" and "nell"

cells (empty loop batchs) on the ourput side of the Input Loop to selicit

information from CLA's connected to the loop. It then monitors the input side

of the Input Loop for. 1) clock, 2) loop synchronization, 3) information piaced

on the loop by LM's that must be stored in memory, and 4) "loop end" cells for
error control. The MLIA checks the CRCS and stores ecach "line frame"
received on the Input Loop into the controlling processor's circular input tuffer

in a direct memory access fashion (without processor intervention) for subseguent
processing and distribution of the information by the controlling processor

" firmware/software programs. After receipt of the "loop end" cell on the input

side of the Input Loop, another empty loop batch ('loop end" followed by “empties”
and "mulls™) will be generated immediately without processor intervention, thus

" providing the maximum rate of ""loop end" generation without allowing more than

one "loop end" cell on the loop at any one time.

The MLIA also detects Output Data Demands (ODD's) received from the CLA's
on the Input Loop and provides for special priority processing of the ODD's.
Processing of the Output Data Demands recuires that the next character be
obtained from the appropriate line oriented output data buffer and transmitted
on the Output Loop. The ODD precessing function may be performed by the
controlling processor firmware logic or by the MLIA itself, depending on the
MLIA hardware conficuration. Two version of the M LIA are planned in order
to provide a cost/periormance mateh to the number of lines and line speed ’
mix that is terminated by the communications sysicm. The high performance
version of the MLIA processes Ouiput Data Demands without prccessor
fntervention while the low performance MLIA detects the ODD and flags the ,
controlling processor firmware that priority processing is required. All other
functions of the low and high performance MLIA's are the same.
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3.5.1

The MLIA transmits line frames on the output loop on command {rom the
controlling processor or as determined by the MLIA logic itself (high
performance version only). Output linc frames contain CLA address, data
characters, CLA commands and CRCS. The CRCS is generated for each "line
frame" by the MLIA and is transmitted as the last cell of each line frame.

The MLIA monitors the inpuf side of the Qutput Loop for loop synchronization

. and loop batch timeout to be used for error recording and diagnostic purposes.

Controlling Processor

-

“The controlling processor is that processor which controls and executes the

Multiplex Subsystem functions. It will reside within the communications processor
(MPI17) in a low performance configuration and will reside in a separate peripherai
controller configuration of the MPI7 in a high performance configuration.

The functions performed by the controlling processor for the Multiplex Subsystem

- are organized into three levels according to priority, frequency of occurrences,

b

protocol,/device dependency (ease of change) and complexity of the function. The

~ basic functions performed by each level are described below.

-
L]

Level 1 Processing

Level 1 processing provides for those character processing functions that must
be performed on each character on input and those functions that must be done
within one character time on output. Level 1 processing will be implemented
by a combination of hardware, firmware and memory tables.

Input characters stored in a circular input buffer in memory by the MLIA are
distributed to line oriented input buifers.” Special input character recocnition

. and character sequence recognition defined by protocol/device dependent tables.

are performed as the characters are transferred to the line buffers, Also,
character counting for "end of logical input' recognition, CRC/LRC and parity
checking, and code translation are performed when required. .

Supervision received from the CLA's is pla{ced'ivlil work lists for processing by |
higher level Multiplex Subsystem funetions. =~ . - . . AR S

Since the special Leve! 1 input functions are protocol and device dependent,

these functions will be table driven to provide the addition of a new protocol or

dynamic change of the functions without change 'to the firmware code.

Level 1 output processing is executed when Output Data Demands are received
from the CLA's. Output data characters are taken from ihe line orienied output

‘buffers, transformed into line frame formats, and transferred to the M LIA for

transmission on the mulitiplex ouiput loop. CLA and modem commands received
from higher level multiplex functions and protocol handlers will be transformed
to line frame format and transierred-to the MLIA for output tc the CLA's,
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Since the Level 1 "output data demand"” nrocessing must be completed in one -
character time for CLA's with only one character of buffering, this time

critical code could become the limiting factor on the line connectability of the
system. The undesirability of the situation will be overcome by providing
optional higher performance MLIA hardware that can execute the ODD processing
function without processor intervention. It is important to note that the same
situation docs not exist with the Level 1 input processing functions since the input
buffer provides for more than one character time of buffering.

Level 2 Processing

-,

. Level 2 processing provides for input and output worlk list processing on a
o 'y h o}

priority basis. Functions performed at this level do not take place each
character time but must be performed on a priority basis to meet system
response time and line efficiency requirements. Level 2 functions will be
implemented using 1700 code (running at the high priority 1700 external interrupt
level) ard main memory tables. - ~ :

The functions performed will be driven by the work list entries built by the Level
1 processing functions based on special character recognition, end of bleck
recogniiion, supervision received from the CLA, end of buffer conditions, etc.
Provisions will be made for branching to special work list handlers depending on
protocol and device type. ' . '

Some example functions performed by these handlers are: chaining filled input
buffers to input data streams, polling, ‘poll/call response analysis, output of

'CLA supervision, etc.

Level 2 processing functions will generate work list entries for the protocol
handlers for functions requiring their action such as end of transmission, error
conditions, etc.

Ievel 3 Processing

Ievel 3 processing provides the logic for input and output command processing
from the user programs to the Multiplex Subsystem. These functions will be
implemented at a low or non-priority 1700. code level. The primary function of thi
logic is to transfer logical 1/0 commands from the user programs to the physical
logic to initiate or execute these commands within the Muitiplex Subsystem.
Example logical commands are: “initiate output", "terminate output”, change
special character recognition or code sct for a particular line, etc. The commalx
processing will be designed to provide a common user interface which is
independent of the multipiex subsysiem functional mapping for the low or high
performance versions of the system.



PROPERTIES OF THE MULTIPLEX STBSY STE'\I

The most xmportant design considerations used in the \Iultxplcxm" Subsystem
definition arc listed bolou Each of these considerations is reviewed with
comments on how the design presented in Sections 2 and 3 fulfills these
design goals. o R ~

Design Considerations

e Comnnectability independent of thruput or line placement

e Minimum time dependent code

e Adaptable to both a low performance and a high performance syetein

€

Common protocol/device dependent logic to be shared by all lines,
. thus allowing low cost line adapters

° Sunple methed of adding new protocol/device dependent logic

Connectability Independent of Thruput or Line Placement

Typlcally in the multiplexing schemes used today, the system thruput
decreases as more lines are connected to the system. This is especially
apparent in line scanning multiplexing schemes that share the communizations
processor for the line scan procedures and/or scan records. The scauning

of each line to determine if there is information to transfer causes-a fived
overhead rate which is dependent on the number and cpeed of the lines
connected. - R o - -

The "demand driven'-multiplexing scheme does not have anv overhead processing
to scan each line since the CLA's are designed to signal the controlling processor
whenever a character is received from Lhe tcrmm'xl or the next characx r is
required for output.. Thke ""demand driven” system has an overhead rate w hlcn
isa functlon onl3 of the trafftc load on the commumcatrons lmes .

Other dlsadvantaces of =<‘anmn<r multxple\mg schemes that will be- ehmmated

- by the "demand drwen" multlple\mcr scheme are listed below:

' The COmpleiit} of balancing the system performance for a desired’
--line service rate and system thruout to the numbcr a*ld mix of the
f': 'lmes connecLed ' i

= A limit on the number of lines that can be connected and successfully
scanred exists and this limit could be less than the number needed to
generate a traffic load that is consistent with the rated thruput of Lhe
system. :
- ,The difficulty in designing a scanning mechanism that is fast enough
;- to scan large numbers of high-speed lines and still be cost cifective
z-for a low cost, low performance system. This mecans more thancne
~~hardware device is required to-cover all ranges of desired performance.



Multiplex Loop Concept IR

The basic differences in the "demand driven" multiplexer and the "scanning”
multiplexer are shown in Figure §. The Multiplex Loop is a mechanism for
resolving contention between the CLA's for access to the Multiplexing Subsystem
as shown in Figure 9. Several other metheds that were considered to resolve
this contention are discussed below.

a). Time Division Multiplexing - This method was discarded

. because it is not consistent with the ""demand driven" and

" eonnectibility independent of thrunut concepts. The time
division scheme reaquires the CLA to wait for its assigned time
‘slot before transferring information. Only a limited number
of time slots would be available thus limiting the number of
lines that could be connected to the system.

b). Common Buss with Sean Records - This method was discarded
because it has an overhead rate to scan cach CLA which is a
 function of the number of lines connected and therefore could
 not meet the design goals.

c). Common Buss with Request Lines - This method would connect
- all CLA's to a common parallel buss with a separate request
line to the control logic fron- ach CLA. The CLA would raise

s its request line \\hcq it had a "demand" for information transfer

to or from the mult mle\m:, system. Common control logic
would select one of the CLA's with a "demand" accordm(r to
predcfmed priority rules. This scheme could have been adaprted
and would have met the design objectives. The Multiplex Loop
was choosen over the Common Buss with Request Lines technicue
because the common parallel buss with cne request line for each
CLA would have physical confizuration constraints that would not ..
be imposed by the serial Muitiplex Loop. The serial loop has the
potential to economicaily comect many iocal or remote devices
independent of their physical proximity to the communications
processor. :

The Multiplex Loon, as defmed allows the CLA access to the higher level
Multiplexing functions to pref'ent demands for input or output w ithout w aiting
for its time slot or scan cycie. With the \Iult1plerLoop, the CLA docs have
to wait for a "loop end" signal but this delay is not a function of the number
of lines connected; as pointed out earlier, it is dependent only on the traiiic
rates of the system.

The initial product Multi *)10\ leop mechanism, ushg coaxial cable, will allow
for a loop up to 100 feet in length. This will allow the Loon Multinlexer :md
CLA equipments to he located close to the commuzication line terminations

for some installation. The Multinlex Loop method could also Le eccno“ﬂan"

‘adapted to a much longer modem driven loop whers the coaxial cable could be

run to many potential tornnnal locations in a large factory or campus
environment.
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4.3

4.4

Minimum Time Denendent Code B E

The Multiplex Subsystem has been designed to eliminate,as much as possible,
time dependent code.  Assuming the functional mapping shown in Tigure 7, the
only time critical function is the Level 1 output function which must ourput a
character within one character time after reccipt of an Output Data Demand
(ODD). This function will be executed at the firmware level and be given the
highest priority in the processing schedule. No main memory level code will
exist which has to be exccuted with one character time.

Preliminary analysis shows the Level 1 output functions should present a zero
probability of data underrun at the CLA for the Low Performance Version

(LPV) using the maximum line configuration and thruput goals., These Level 1
functions may, however, present some unaccepiable probabilities of data
underrun in the High Performance Version (HPV) at its maximum rating if

these function were not moved from the firmware to the hardware. The analysis
results, then, have instigated a development plan that includes two MLIA
hardware options, one thai performs the Level 1 output functions and one that
does not. : - '

Adaptable to Both Low Performance Low Cost and High
Performance Svstem . , T A

The mapping of Multiplex Subsystem fuactions must be such that these functions
may time share the communications processor in the Low Performance Version
and also be moved to a separate multiplexing processor for the High Performance
Version (HPYV).

“The functional mapping and performance/cost design goals for the Low

Performance Version (LPV) and High Performance Versions (HPV) communicatior
systems are shown in figures 10 and 11.

Note that the primary differences in the LPV and HPV functional mapping

is the availability of 100% of the Multiplex Loop Controller (MLC) processor
time to perform Multiplex Subsystem function in the HPV, while these functions
should average no more than 20 to 305 of the processor time in the LPV
although higher short peaking conditions could be accommodate without adverse
effect. B .

’

Common Protocol/Device Denendent Logic to be Shared by

~All Line Adanters (CLA'S) Thus Allowing Low Cost Line \dapters

The Level 1 processing outlined in Section 3 includes many of the protocol:
dependent functions currently done in the line adapters in the CYBER 1009.
This approach uses common logic to perform the functions that were previously

~ duplicated in cach line adapter which should prove to be more ecconomical.

(A more detailed design and cost estimates of these functions must he completed

“before a cost comparison could be made.) This approach provides the ability

to add ncw protocols without a development effort for new line adapters.
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Simple Mecthod of Addinz New Protoc.*/Device Denendent Logic

The entire Multiplex Subsystem design employs extensively subroutine

and table driven logic techniques to prov1dc for minimum complexity and
interference with existing programs . ‘hen a new protocol is added. 1t is
envisioned that a customer could add new devices or protocols to the
communications system using the Compiler (PASCAL) language for higher level
function generation and using tables entries to add the Multiplex Subsystem
functlons required to handle tbe special protocol/device characteristics. It

will be a design goal to eliminate ‘the necessity for medifications to the firmware
when a new devme or protocol is added to the system.



