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COMHMENYS AGAINST ROUTING M-E ERS.

(i; following are my comments agdinst routing ME ERS.

M _t of these comments are editorial which i think wiill
help in improving the readability of the documente The
document in general tooks goode

. Page 1-2 Section l.1
<Routing MEs receive RIDUs from other nulti-homed systems

rather than networks.

‘e Page 2-1 Section 2.1.1
.Restate the sentence 'At a hijgh level, the routing ME may
be seen as — — - ' as 'At a high level, the routing ME may
be seen as being responsible for computing the best paths
to all networks in the catenet from the local system. These
paths are recomputed whenever a network in the catenet becomes
active or Inactive or becomes congested or uncongestedt.

‘. Page 2-2 Section 2.1.1
«Change *maximum number paths®' to *maximum number of paths'.

‘e Page 2-2 Section 2.1.2
.State that the network cost Is divided by 4 when the network
congestion statys changes from congested to uncongested.

Iy Page 2-2 Section 2.1.3
+Restate ‘'routing around downed networks'! as frouting sround

inactive networks'.

Ye Page 2=6 Section 2.l.5
.Restate 'In additions each row has a flag in it _ . _' as
"In additions each row has a flag in it, which is true If the
network is directly connected to the system?.

e Page 2-7 Section 2.1.5
eRouting ME would have to do a transformation from CDNAs XERCX
RIDUs rather than CDNAs XEROX routing tables,

le Page 2-8 Section 2.1l¢6
<Restate 'Therefores it is important to include the 3A commands!?
as 'Therefores It is important to send the 3A commands'e.

Je page 2-9 Section 2.1.7
«Since Rl does not support true xerox networks, the concept of

routing info networks should be deleted.

.The frequency of RIDU generation lIs determined by changes in the
focal network titles/address data store in addition to the other
two factors mentioned in the 2nd para.

!:P Page 2-11 Section 2.2 :
<In the description for 'R's, mention that routing ME sends and

receives RIDUs to/from other systems vis generic 3A.



1. Page 2-12 Section 2.3 .
«Change thuffer management timer' to tpbuffer managements timer?,

2. Page 2-12 Section 2.3.1
Need to specify that when the changes in the {ocal DCNs are
(th communicated to routing mé, it recomputes the routing tables
e in sddition to generating RIDU if mul tihomed.

3, Page 3-1 Section 3.1l.1
.Restate the last para in this section as 'When routing ME is

going downs it notifies the internet entity. This is covered
in section 10.0 under aborts and recovery'.

4, Page 3-5 Section 3.2.1 ,
.Delete reserved sap id for routing ME as It uses the services

of 3A.

5. Page 3-6 Section 3.2.2
.Describe mismatch_user_id as *The input user_id does not match
the user_id in the entry for the input sap_1id',

.The description for sap_already_closed should say tattempting
to close an already closed sap'.

.6s Page 3=-7 Section 3.3
«0Only the broadcast titles are calcutlatede The broadcast address
for remote networks is communicated via RIDUs.

.In the tast paras mention that as part of RIDUssy multi-homed
systems send community title/address pairs and broadcast address
(jw {lee If the network is a broadcast network)e.

.7« Page 3-7 Section 3.4
.Delete references to routing info networke

.Réstate twhen some attribute changes! as 'when some attribute of
the local directly connected network changes',

lBe Page 7-2 Section 7.0
.Criteria for rebuilding LCR-DS needs to be clarifiede The following
points should be highlighted:
JCriteria for rebuitding LCR-DS is
«Any change in the local decn attributes.
«Any change in remote dcn status.
<Any change in remote dcn's relay aliowed attribute.

19 Page 8~1 Section 8.1
«There should be another flag in the least_cost_routing_ds_entry
to reflect the entry status.

20, Page 8-5 Section 8.4
.The 'kind! field in nw_title_addr_ds_entry has a value *xerox!

which is not needed.

«The title_tlength should be 1..32 lnsfead of Oee4l as the 'kind?
‘zw tield specifies the type of title.
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1.C INTRCDUCTICN

C

1.C INIRCDUCTICN

In the N0SI environment, the ISO standards define two kinds of
management, namely management of the network and management of
each layer. The layer management functions in the Interret
(32) 1layer are grouped togetber wunder the name of Routing
Management Entity. As suchy it has a direct interface with
wapn entities belouwy specifically, the Generic 22,

Fouting Management {is one of the most important of all
management functions in the <catenet. The "stability and
robustness of the catenet depends on the accuracy of the
routing tables and the speed with which the Routing M-E reacts
to failures and congestions in the catenet.

In Release 1y the Routing M-FE will support only the Xerox
Internet, In subsequent releases, it Is expected to manage

‘ib myltiple Internet entities. It is not expected that every
system will have more than one Internet, rather that only some
systems which interface to different networks such as NI's,
will support this feature. This document addresses the one
irternet catenet and lays the groundwork for multicle
internets.

1.1 pURPOSE

The purpose of the Routing M—E is twcfoide The first is to
build and maintain the data stores shownr below:
Least Cost Routing Cata Store (LCR-DS)
Alias List
Local Directly Connected Network Data Store (LDCN-DS)
Received DCN Data Store (RCCN=DS)
Network Titles/Addresses Data Store (dedicated and remote)
3B SAP (Service Access Point) Data Store

The second purpose is to generate and ©broadcast Routing
Information Data Units (RIDUs) to other Routing M=Es in the
catenet. This Is true only of systems located on more than

(:p CONTROL DATA PRIVATE
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1.1 PURPOSE
one networks which are called mutti-homed systemrs. Howevers '
Routing M=Fs in atll systems receive RIDUs from multi—-hored
[ ]
]

systems.

In generals the purpose of the Routing M-E is to perform all
layer management functions feor the Internet layers so that the
internet layer itself can do fast routing without the burden
of ary overhead.

1.2 REEERENCES

1. CDNA GCS by J H Hart (ARH&4243)

2. CDNA Routing M=-E Protocol Specification by R R Sekhon
3. Xerox Internet Transport Protocbls XSIS 028112

4, Xerox internet ERS by P Woodruff (ARHE221)

5. Directory M=F ERS by H G Coverston (ARH6384)

6. Intranet 3A ERS by K D Lamar
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2.0 EEATURE/SERVICE CVERVIEAS

The services offered by the Routing M=E are:

. Maintaining the Least Cost Routing Data Stores (LCR-CS)
and Alias List and the Local and Received DCN Data Stores
which are used to build them. :

. Cenerating and broadcasting RPoutinog Information Data Units
(RIDW) about tocal Pirectly Connected Networks and
Community Titles with their associated multicast addresses
by Routing M-Es in multi-homed systems. This information
is tearned from the Generic 3A status interface,

. Receivings processing and rebroadcasting the atove
mentioned RIDUSs.

. Registering of Network Titles/Addresses with the Directory
M-F for use by software modules 1in the DI; these
Titles/Addresses are learned from Generic 3A and RIDUs.

. Dpening and closing of 3R SAP's and related maintenance of
the Internet SAP Table,

2.1 FEEATURES/SERVICES

2+1,1 DVERVIEW

This section explains how the functions of the Routing M=-E are
perceived by external processes including users. At a high
level, the Routing M-E may be seen as responsible for
computing the "best™ paths to al! networks in the catenet from
the local systems These pathes are recomputed whenever a
network in the catenet becomes active or inactive, or becores
congested or uncongested., Thus» without any huran
interventions the catenet reacts auickly to changes in the
attributes of the networks or the topology of the catenet.

A "path" from one system or network to another network is
defined to bte a sequence of 1links (networks) which are
characterized by:
- The first link In the secuence connects to the source
and the last tink connects to the destination.

CONTROL DATA PRIVATE
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- There are no duplicates ir the secuence

- The maximum number of rpaths is number of directly
connected networks at the source which lead toward the
destination, :

2«1.2 COST OF PATHS

For Retease 1.0, the t'bast! path is defined as the one that
has the lowest cost. The cost of a path is the sum of the
costs of the links. The ccst of each link is supplied by

Gereric 3A to its Routinc M=-E, The algorithm for cost
definition (tased on tine speed) is given in section 7.1l.2.1
of the GDS.

Another factor which influences cost is congestion, The GDS

lists two thresholds of congestion but does not define them.

To keep it simple for Release 1.C» the network is assumed to

be either congested or unccngesteds If 2 network <changes to

congested, the Routing M-FE multiplies the cost by 4.

(Tb Conversely, the network cost is divided by & {f the congestion
- state changes back to uncongested.

2.1¢3 RESPONSE TO FAILURES

Another major function of Routiny M=E is the folliowing: If an
application resides in a system which is directly connectec to
multiple networkss then it really has multiple addresses, one
per networke. However, it chooses only one among them to
register with its title, Routing M—E provides the primary

network address which atl applications wuse. A non-trivial
problem arises {if the primary network fails, and the system
can still be reached by means of the remaining networks. The

Routing M=-E s responsitte for the smooth re-routing of
messages along the active networks even when the messages are
s still being addressed to the system via the broken networke.

Before addressing broken petworks In the destination systems,
routing around inactive networks between the source and
destination will be examined. The first example, pictured
belows shows a trivial case where a network cne hop away

e oo we we
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breaks down:?
bo————
VHOST
m—fm—g
:
——pm—— - - T
H NID=1 H
t——p——t ot ——yt
H H INDI1 ¢
O L | HES Y T
H H
PDN 1 NID=2?2
bt L S
INDI3 INBIZ2
e ot ——
] [ ]
——p— - - O
NID=3 H
bo—p——t
! TDI
bm———
It is assumed that the best path from the TDI to the host s

via NID=2, If NID=2 treaks downs NDI2 would receive the

message from the TDI destined for the host and then

re-route

it via NID=3 through NCI3, A different situation occurs if

the link hetween NDI1 anc the network with NID=1 breaks.

NDI1

would re-=route the messazge back to NDI2 and it might osciltliate

btack and forth between NNI1 and NDIZ. Put these

transient conditions and would go away as S0ON as NDI1 sends a

new RIDU informing the catenet of the failure
connection to NIDl.

The next example is shown in the following diagram:

its
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2.1.3 RESPONSE YO FAILURES
- e ————— ————t
Y HCST/MDI
1] ]
S e -
NID1 H H NID2
- - - - ———
H !
e et & -
H H INDTT
e S
v NIC2 ! NID4
2 i et £ Y s 4
H ' H H
b -t b
H H
—-— ————— - ——d e o o
NIDS H H NID6
bm—t——t -t
H H H H
tm—p—— tm——t——%
H H
- - o o -
NIC?7 H
tm——fm——t
'y TDI
O +
Assuming that NID2 is the primary network for the HOST/MFI,

addresse.

HRST/MFI is via

applications

in

that
NID6s NID4&

the

best

and NID2,

whose sofutions are ciscussed below.

1 - If the

alternate route NIDS5,

NIC3,

best path gets congested,

NID1?

that system register their titles using
the NID2 and the system ID on that network as
Assuming

part of their
path from the TI to the
there are two problems

how does the TI use the

2 - What happens if the NIC2 goes down and becomes inactive?
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«3 RESPCNSE TC FAILURES

1 - A]ternate routes

Since the host is multi-hored, it would send RIDUs between
NID1L and NID2. As the path to the host via NID2 becomes
congested, the TI would send the messages via NID1 assuming
that they would be relayed to NID2 unaware that the messages
are really destined for the HOST/MFI. V¥hen the messages get
to the HOST/MFI wvia NICly they are delivered to the
applications instead of being relayed. This poses anotther
problem: systems in the catenet may use the host as a relays
which is a waste of the precious resources of the host, This
is addressed later on. .

2 - Alijas List

Using this examples, 3ssume that the HCST/MFI has - two
addresses: NID2/SID2 and NID1/SID1l of which NID2/SID2 is the
primary address. If NID2 tecomes inactivey, how do the systems
in catenet realize that the host can still be reached by NILC1?
when NID2 goes downs the PIDUs from the HDOST/MFI indicate trat
NMID2/SID2 is inactives Systems in the <catenet create an
alias_tist entry (descrited in section 8.2) indicating that
NID1/SIC1 is equivalent tc NID2/SID2; thusy when Internet
cannot find an entry for NID2 in the LCR-DS, it checks the
alias_1flist. Since an entr+w for the destination address
NIS2/SID2 is founds the 3B-INU is sent toward the eauivalent
address NID1/SIDl. Each syst:m which retays this 38-PBU must
go through the same process.

Ir this example, {f the HOST/MFI access NID2 goes down btut
MID2 remains up for NDIl, an LCR-CS entry will still exist for
NID2. Therefores the LCR-DS contains a boolean field,
alias_existsy to indicate that an alias_list entry exist for
this network, 1f this field 1is TRUE, the atias_tist is
checked to see if an entry exists for the destination
network/system I1D. In this examples an entry for the
destination NID2/SID2 is founds, and the 3B-PDU is sent toward
NID1/SID1. As above, this process Is repeated for all relays
tc the final destination,

2.1.4 MULTIHOMED HOSTS

The problem of how & multi-homed system may prevent other
systems from using it as a relay is addressed here, The RIDU

- a0 ow oo

oo ma ne
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(j\ 2¢1¢4 MULTIHOMED HCSTS

(described in section 8.3) includes a boolean field called
wrelay_restricted" for each "dcn_cefinition_entry” which is
used in the following way: The combination of two particular
networks in a system cannot be used for relays if both have
the "relay_restricted” field set TRUE. when the LCR=-DS s
generated for a given systems the "relay_restricted™ fields of
RIDUs are consulted and routes constructed such that no
unatiowed relays occur unless no other path to a destination
existse If there ares, for example, two Ethernets and an LCN
connected to this hosts the "relay_restricted” fields are set
in the following way:

" 0 e Te we 20 o

Ethernet 1 - relay_restricted = TRUE
Ethernet 2 - relay_restricted = TPUE
LCN - relav_restricted = FALSE

To find out if relay between Fthernet 1 and Ethernet 2 s
tegal, take the logical “AND"™ of the two. The result in this
case is TRUE which means that the relay is not tegal {unless
only path to destination). It may be seen further that relays
between the LCN and either of the Ethernets are legal. It s
to be noted here that the multi~homed system itself, which set
the flags in its RIDUs do2s not enforce it. It leaves it to

(:@ the Routing M—Fs in other systems in the catenet to honor this
flag:-in computing the LCR-DS's.

—h B an w=

2.1.5 USE OF LEAST COST RCUTING DATA STCRPE (LCP=-CS)

In CDNA systems, the Least Cost Routing Cata Store (LCR-DS,
described in section 8.1) contains one row for each network ID
in the Catenet that can be reached from the local system. In
additiony each row contains a boolean fields
"directly_connected”, which is set TRUE {if the network is
directly connected to this system.

OB ap S D SO SO TS OO WS as O a0 =S

The Internet Layer is the main user of the LCR-DS. 1Its use is
described in the Xerox Internet ERS, In generaly, Internet
uses the LCR-DS to find if this system {is the final
destination or the next hop for a 3B=-PDU on its way to the
final destination, If it is determined that 3B-PDU is bound
for this system, the 38 SAP table (described in section B8.6)
is used to locate the Irternet usere. '
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ROUTING M=F ERS

07725

2=7

/84

2
2

L]
.

0
1

FATURE/SERVICE OVEPRVIEWS

Iun
c
w
m
O
n

|
m
) -
w
-t
o
()
w

[
70
[
cs
.‘
-4
=z
@
o
>
P
™
w
—1
(]
x
m
——
[t
(2}

0
]
o
w
L2

After the RPouting M-E has calculated a new LCR=-DS, a pointer
to the current LCR=DS is changed to the new one. Then the old
LCP=-PS buffer space is retlezsed. Recause Internet is
non—-preemptable, tasks wusing Internet complete their use of
the LCR=-DS in one time slices Thuyss Internet is unaffected by
the change of the LCR-DS.

It should te noted here that this implementation of Xerox
Internet is compatible with "true™ Xerox only to the extent of
using the same Internet beader format and SAPs (socket
locations in Xerox)e The table structures and the structure
of the Routing Information Data Units: (RIDU) are atll
different., Consequentlyy, the ©btehavior of ¢this network to
failuress congestionss etce. would be different from that of a
“trye" Xerox Networke. Further, for the CDNA Network to te
fully connected with a "true™ Xerox Networks CDNA Routing M-E
would have to do a transformation from CDNAts RIDUs to “true”
Xerox RIDUs to send to the Xerox Network; alsos a reverse
transformation from Xerox RIDU format to CDNA RIDU forrat
would have to be operformed for RIDUs received from "true®
Xerox systemse This is essentially equivalent to building a
gateway between CDNA and a Xerox network at this layer.
Pelease 1.0 does not exchange routing information with "true®
Xerox systems,

2.1¢t CIRECTCRY M-E REGISTRATICN OF TITLES/ADDRESSES

Cormunity titles and corresponding multicast addresses and
broadcast titles and seddresses Ffor broadcast networks are
registered with the Directory M- by Routing M=E,. The
community titles/addresses are learned from Generic 34 for
directly connected networks and received RIDUs for remote
networks. The broadcast title/addresses are calculated from
known local and accessitle remote networks contained in the
RIDUs (as described in section 3.3). The title address
information 1|is available to software module in the DI which
need a translation of Network Titles,

For examples C170 systems S1 and S11 are located on Network Nl
and systems S2 and S21 on Network N2; their multicast address
is 12131, A set of configuration commands processed by
Generic 3A describe community title/addresses as shown below?

CONTROL DATA PRIVATE
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N1 N2
e pmmmeec e ce et b ———-—— - + + + 4
H H : H H H H ! H H
+=t=4 H t=t=4 ' e mmm——— + b=t H +=t=+ H
R H 15111 H : NI H 152 1 H 1S213 H
tm——t H t——t H tmmrm———— + to——t H $m——— :
+=4=4 +=+=4 ' ==t t=t=+
TI HA D S T iTI
bm——t $o——t t———t t——+

- Systems S1 and S11 are told that they telong to a community
whose title is "community_C170 Host™s and their multicast
address is "1223". : : :

-~ Systems S2 and S21 are toid that they belong to 2 community
whose title is "community_C17C Host"s and their multicast
address is "123". (Note: the two multicast addresses need
not be the same).

- The NI is told that the DCN "N1"™ supports a community
called ™community C170 Host" with a multicast address of
w123" and that th NI itself is not part of it.

- Thé NI s tolg that the DCN "N2" supports a2 community
calted "community_C170 Host"™ with a multicast address of
123" and that the NI itself is not part of the community.

These 3A commands cause the Fthernet SSRs in systems S1s S11,
S2 and S21 to enatle the multicast address '123' since they
are members of the community. Since the C170 hosts (MFI's)
sre not multi-homeds they do not generate RIDUs; the NI has
the responsibility of including these titles in the RIDUs that
it generatese. Therefore, it is important to send the 3A
commands to all the multi-homed systems in the affected
networkse

Wwhen a remote network called "NS" gets the RIDU from this NI,
the Routing M=Es in all the systems on N9 register “the title
ncommunity_C170 Host" and the address '123' with their tocal
Directory M=Es., In this ways any application in the remote
system desiring to communicate with 211 C17C hostsy would
obtain the translation (2 entries in the transiation; one with
address MNID=1,SID=123 and the other with NID=2,SID=123) from
its local Directory M-E and estabiish communication. The TI's
on N1 and N2 would alsoc learn of the title/acdresses in the
same wWaye

e O 6 00 oo o=

.o wo 2o s wo
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2ele6 DIRECTORY M=F REGISTRATION OF TITLES/ADDRESSES
If the catenet consists of one network, ieeet one Etherret

with a few TI's and one or more hostsy RIDUs are not
automatically generated by any of the systems. Thereforey an
Intranet configuration command is provided to force
single~homed systems to generate RIDUs. This is the only way
for community title information to be broadcast in a single
network catenet.

To sum ups the 3A configuration commands to define communities
would be sent to:
-  All single~-homed systems which are part of the
community. .
-~ All multi-homed systems in the networks where the
conmunities exist.

The command would have the fcltlowing information:
- Community name ‘
- Multicast address (NID + SID)
- Whether this system is part of the community

The community name and the multicast address would be saved in

a data store and if not rreviously registereds would te
registered with the Directory M-E.

2.1.7 BROADCAST/RE=-BPOADCAST OF RICUS

- w® e ee *® aw

If the Local DCN Data Store contains two or more entriess the
Routing M=E on this system generates RIDUs and broadcast them
on atl active DCN's,

o® o ow e o

The freauency is determined by?
- once every 30 seconds
- whenever the local DCN Data Store changes (network or
community); the timer is reset to zero

The RIDU is generated from irformation in the Local DCN Data
Store and the Network Titles/Addresses Data Store in the
manner described in section 7.l.3.%4 of GDS.

1f the number of defined DCN entries referred to eariier s
reduced to ones the generated RICUs are still broadcast on the
remaining DCN for 9C more seconds at the specified interval,
Since the "out of datem timer has a value cf 90 seconds, it
takes that tong in the worst case for all remote networks to

-® we oo o
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«7 QRDADCAST/RE=-BROACCAST CF RIDUS

realize the loss of the DCN, During that time, messages could
he directed at this system via the lost DCN. .

1f 2 local network access goes downy the RIDU still contains a
DCN entry set to "inactive", Receiving systems create
alias_list entries as explained in section 2.143 in order that
38-PDUs can still be delivered.

Every received RIDU whose seauence number is greater than
previous ones generated by a particular system is re—broadcast
on all DCN's in the Local DCN Data Store marked as "CCNA
Routing Information Network™ and active except the one CCN
from which the RIDU was received. Therefore, single=hored
systems do not re-broacdcaste.

Release 1.0 of Routing M= does not deal with processing
requests from and issuing replys for “true" Xerox system.

2.1.8 CPENING/CLOSING OF SAP!'S

As the management entity for the Internet Layer, the Routing
M-E is responsibte for opening and closing Internet SAPs upon
recuest from Internet users, The interface between the
Internet wuser and Routirg M=E is by direct call. The
interface srecificationsy concegts and functionality are
described in section 3.2

CONTROL DATA PRIVATE
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2.2 FUNCTIONAL RELATIONSHIPS

- ——— - - -—— - - — -

®

2.2 EUNCTIONAL_RELATICNSHIPS

—-———-4 ——

(]
+

+
Directory ==T-> Internet Users
M=-E +
~ [} A A

- )  Sutindatad S 4 R L X et T e A R it

- aw

H v t Alias List v
+ +-
Pouting M-E ==M=> LCPR=DS ==U=> Xerox
+ + Internet
. . 13F SAP Tabtle ! ~
————t 3 fmmmmet R bem——t —te——t P bm—-
v v v

Generic 3A and Intranet Entities

e e BE P 0 e E0 p ee B “S en s f S cn o® es an P

SSRts

(:W Figure 1

Interfaces in Figure 1:

- Pouting M-E registers titltesaddresses

- Internet users request title/address translations

- Routing M=E ocens 3E SAPs for Internet users

- Xerox Internet sends data to/from Internet users and 3A
Routing M—E maintains routing tables

- Xerox Internet uses routing tables

- Routing M—FE opens a 3A SAP and receives network status
- Routing M=-f exchanges RIDUs with other systems via 38

. s *0  oH e e f ot Be e® cn me f wa o n ee cm

VMW CTToOW 4O
|

Figure 1 above shows how Routing M=-E relates to Xerox
Internet, its wusersy Generic 3A, Directory M-E and routing
tables. Routing M-Es main functior is to build the LCR-DCS
which Xerox Internet uses to determine the route for 3B-PDUs.
The Aljas list maintains information about inactive network
interfaces, Routing M-F uses a direct interfece to Generic 3A
to open a 3A SAP and receive information about directly
connected networkse Alsos RIDUs are sent to and received from
otter systems via 3A, Routing M-F opens anc closes 3B SAPs,
Community ¢titles learned from Genreric 3A and RIDUs and
calculated broadcast titles are registered with the Directory
M‘Eo v

‘:w CONTROL DATA PRIVATE



2-12
POUTING M=E ERS
07/25/84
2.0 FEATURE/SERVICE GVERVIEWS '
2.3 UTILIZED EXTERNAL INTERFACES

203 UTLILIZED_EXTEPNAL_INTEREACES

All the interfaces to Exec and Common Subroutines such as
buffer management, timers etc. are not included here,

2341 GENERIC 3A

Routing M-=f wuses the services ¢f Generic 3A to open a 3A SAP
anrd to aet the status c¢f underlying networks. Community
titles/addresses are included with the 3A network information.
The interface to Generic 24 and the format of the Network
Information Block which describes local networks and community
tittes is described in the Intranet 3A ERS. Based on status
changess the local ©DCN data base is updated and the LCR-DS
recomputed; and if necessarys new RIDUs are broadcast to the
entire catenet., Generic 3A status indications are
unsolicited.,

on w® s se

The Routing M-F also uses 2A to exchange Routing Information
Data Units (RIDUs) with Routing M=Fs in other systems.

2342 DIRECTCRY M-E

Routing M—-E registers all community tities/addresses of both
directly connected and remote networks with the Cirectory M=-E.
This enables any entity in the network to find out, for
fnstancey the addresses of all C170 hosts (if C170 hosts is @
community). In generaly community titles are learned from
Generic 3A and RIDUs. Interface to the Directory M-E s
described in the Directory M-E ERS.
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3.0 EEATURE DESCRIPTICNS

The features of the Routing M-F are described in this section.
Fach subsection discusses a particular interface across which
services are offered,

3¢1 SERVICE_JIO_INIERMNEI
3.1.1 FUNCTICMAL CONCEPTS

There is no formal interface between Routing M=F and Internet.
In general, it is the Routing “-Es responsibility to manage
all the tables and data structures wused by the Internet
entitys so that the Internet entity can perform its services
speedily, When the system is toadedy the Internet is rot
completely operational until the Routing M=E has gone through
the initialization process described in section 7.0 When the
process is complete, an Internet user can ofen a SAPy, and 2
sufficient LCR=-DS is present in order for Internet PDUs to
reach their destination.

when Routing M=-E is going downs it notifys the Internet
entitye This is covered in section 1C.0 wunder Aborts and
Recoverye.

3e1+42 GENERATION CF LCR-DS

The most notable oprocess accomplished ty the Routing M—=E on
behalf of Internet is the ceneration of the Least Cost Routing
Data Store (LCR=DS). In generaly, the LCR=-DS (described in
Section B8.1) specifies which system on which directly
connected network to send an Internet Protocol Data Unit
{3B=PDU) on its way to the final destination. The use of the
LCR=-NS by Irternet is described in the Xerox Internet ERS.
The process used to generate the LCR-DT is described in the

- S® ww PO en am e~
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3.0 FEATURF DESCRIPTIONS
3.,1.2 GENERATICN OF LCR=DS

CDNA GDS and The Routing M=F IDS. A pointer to the current
LCR-LS is kept in the following variabtle:

VAR
current_LCRDS_ptr: [XREF] “route_table_row;
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3,C FEATURE DESCPIPTIONS
2,2 INTERFACES TGO OPEN/CLCSE 3B SAP'S

3.2 INIEREACES_IO_CRENJCLOSE_3E_SARIS

On behalf of the Internet entitiess the kouting M-E opens and
closes 3B SAP's,

3.2.1 OPEN INTERNET SAP

When an Internet user wants to open an Internet SAP, he issues
a call to the open_interpet_sap -procedure. A dedicated
weli=-known or ephemeral {(dynamically assigned) SAP can be
cpened. In generaly the user describes the SAP he wants to
open and supplies procedure interfacese The open SAP ID is
returned along with the procedure address for Internet. Below
is shown thre procecdure interface to open an Internet SAP and
the associated CYRIL parameter recordse

PPOCEDURE [XREFY open_internet_sap { {
input_param: “open_sap_input_parameters; { INPUT
output_param: “open_sap_output_parareters; { INPUT
VAR return_code: ofen_internet_sap_status); { CUTPUT

{
{ INPUT parameter record for open INTERNET (3B) SAP
{
TYPE
record = open_sap_input_paramreters
sap_id: sap_id_type; { If <> 0: Requested Dedicated SAP IC
user_id: “cell; { user identifier
destination: destination_3b_sap_if; { Proc for 3B ind
force_close: force_close_if; { Procedure to close 3B SAP
recend;

.o e we wo aw

{
{ User procedure interface to receive Internet Indications
{ . .
TYPE
destination_3b_sap_if = “procedure ( {
ind_params: “internet_ind_if)s { INPUT
{ - 3B data ind params
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3.2¢1 OPEN INTERNET SAP
internet_ind_if = record { 3B Data Incdication parameters

multicast: booleansy { TRUE=multicast, FALSE=datagram
checksum: booleany, { TRUE if message was checksummed
-source_address: internet_address,
destination_address: internet_addressy

control: controi_bytesy { hop_count and packet_type
user_ids "celly { user_IC for this SAP entry

data? buf_ptrs { message buffer descriptor address

recend;
{
{ User procedure interface
{ for Routing M=E to close an INTERNET (BB) SAP
{
TYPE

force_close_if = “procedure ( { '
sap_id: sap_id_tyre; { INPUT - SAP ID of SAP to close
user_id:s “cell); { INPUT = user identifier

{
{ OQUTPUT parameter record for open INTERNET (3B) SAP
{
TYPE

record = open_sap_output_parameters
local_internet_address: internet_address; { assigned SAP ID
internet_request: internet_request_aadress;

maximum_reqguest_length: 1 .. max_data_length; H
recends
{
{ Return codes from open_internet_sap
{
TYPE
open_internet_sapo_status = ( {

open_sap_successfuts { SAP was opened successfully
internet_down); { INTERNET not availabhle
illegal_dedicated_sapy { This dedicated SAP ID too high
sap_already_openeds { This dedicatec SAP is already open
no_sap_entries_availables, { Atl SAP tabtle space in use
internet_down); { INTERNET not available

- e e e se

The Routing M-F hags a list of well=known SAP's that can be

on oo oo on

opened. As mentioned above, the user car explicitly open one
of these bty specifying the SaP value in the open_internet_ssap
procedure call, The dedicated Irternet S4&P values are =2s
follows: '

CONTROL DATA PRIVATE



POUTING M=E ERS

3-5

07/25/84

. W D - D - - T - - - Y . W G W > > T T > > S —— - ——— —

. 3.0 FEATURE DESCRIPTIONS
( 2.2.1 OPEN INTERNET SAP

CONST

{

{

request_ephemeral _sap
first_ephereral_sap

Interface via Internet (38B) Layer
Routing_me_sapid 1(10)s, { Reserved for future use

Echo_me_sapid = 2(10),
Error_me_sapid = 3(10),
Directory_me_sapid = 20(10),
File_Access_me_sapid = 21(10),
Command_me_sapid = 221(10),
Log_me_sapid = 23(10)»

Interface via Transport (4) Layer

Directory_me_xp_sapid = 102C(10),
File_Access_me_xp_sapid = 1021(10),
Command_me_xp_saoicd = 1022{(10),

Log_me_xp_sapid 10232(10),

Ephemeral Internet SAPs

0(10),
2001(10) s

The range of SAP's 1 thru 3000(10) are for dedicated SAP!'s

which is irn conformity with Xerox's definition for XNS
networks, All others are ephemeral, feCo? they are

dynamically assigned and reused. Ephemerat SAPts are assigned
on the following basise. A variable jp_.battery—=backed _RAM
holding the next availatle ephemeral SAP is initialized to
3001(10)s Every time a new ephemeral SAP number s needed,
the foilowing steps are performed:

Step 1 - A check is made to see if the number in the
variable Is already assignred and actives, If soy
the wvariablte is incremented by le If less than
65536y repeat Step 1; otherwise, set variable to
3001 and repeat Step 1.

Step 2 - Assign this number and update tables.

Step 2 - Increment variable by 1. If less than 65536,
quite. Otherwise set vsriablte to 3C0l.

This method makes sure that de-assigned SAP's remain wunused
for a long period of time for analysis and debugging purposes.
It also prevents an application from being assigned a newly
released SAP and receiving a message meant for the previous
application which released that SAP. The variablet's {ocation

in

tattery-backed RAM assures that this method will not be

disrupted by either system re—loads or power failures.,
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2+2 CLDSE INTERNET SaAP

FEATURE DESCRIPTIONS

302.2 CLOSE INTERNET SAP

When an Internet user wants to close an Internet SAP, he
issues a call to the <close_internet_sap procedure. In
gererals the user specifies the SAP he wants to close. Betow
is shown the procedure interface to close an Internet SAP and
the associated parameters:

PROCEDURE ([XREF) close_internet_sap ( { :
sap_id: sao_id_type; { INPUT - SAP ID of SAP to close
user_id: “cetl; { INPUT - user identifier
VAR return_code: close_internet_sap_status); { CUTPUT

{
{ Return codes from close_internet_sap
{
TYPE
close_internet_sap_status = ( {
close_sap_successfuls { SAP was closed successfully

sap_already_closeds { Attempting to cfose already closecd SAP

mismatch_userid); { Input user_id doesn't match SAP entry
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3.3 REGISTRATION CF COMMUNITY TITLES
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3.2 REGISIRAIION _CE_COMMUNIIY TIJLES

This is not a direct service that Routing M-E provides to
applications and M-Es in the DI but occurs automatically.
Local community title/addresses are learned from Community
Titte configuration commands, Remote ones are contained in
RIDUs from other systems. Routing M-E registers the focal
titie/addresses with the Directory M-t.

As part of RIDUsSy multi=-homed systems send community
title/addresses pairs throuochout the catenet., Receiving
systems recister the received titles/addresses with the
Directory M=F.

3.4 NEIWORK TITLES_QAIA_SICRE

The Network Titles Data Store is built by Routing M-E for
Directory M-E whenever 2 full wupdate of the LCR-DS s
procéssed. 1Its format is described in section 8.7, In
generaly, this data store is a list of atll accessible networks
sorted by the number of hors from this system from lowest to
hichest, Directly connected networks have a hop_count of CC.

3.5 BROADCASI_DE_RIDUS_TO_CIEER_EQUIING M=ES

RIDUs are generated by systems that have more than one
directly connected network. Every 30 second or when some
attribute of a directly connected network or local community
titie changess an RIDU describing the directly connected
networks and local community titles Is broadcast on all active
directly connected networkse.

Also, when 3 multi-homed system receives an RIDU from another
systems the received RICU is saved and re-broadcast on atlti
networks that are currently active and are marked as Routing
Information Networks, except the one on which it was received.
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4,0 PERFCRMANCE

4.C REREQRMANCE

The following performance parameters have been established:?

e oo

The processing of received RICUs € _ «25 msec
with 10 networks ’
3 DCN's generation of
2C Relaying System rcuting tatle < _ «% msec
Opening a SAP < _ +2 msec
Closing a SAP < _ «1 msec
Memory requirements for code < _ 4K bytes
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5.0 FINITE STATE MACHINE

C

5.0 EINITE _STATE_MACEINE

The "Pouting M=-E Protocol Specification® ¢to describe tbhe
Finite State Machine for this ME is in a separate document as
an attachment to the GDS.
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€.0 LOG_MESSACES_GENERAIELD

6.1 LCBR=DS_GENERATIED

Whenever the LCR=DS is rebuilt in a systemy, the following log
message is generated: .

LOG_MESSAGE_IL

r_me_lcrds_retuilt

DESCRIPIIVE _MESSAGE

LCR-DPS Rebui tt

© MASK 33 LOG_MSG_BUEEER
fbmm—— ——— ttemmmm -
H MASK H LOG_MESSAGE_BUFFER_PTR” (variatle part)
b —————— ———— ttm——— -—— -—4 - -
: fixed text 't type tvalue H description
+- +4- -4 4= —-—
ITYPE = itbinary '4 Chars $Full or partial update
: ttoctets H H g
F— - - -t —t———

Cperator Display Eorrat Example

83/08/04 11,00.35 12345678GABC
LCR=DS Rebuilt
TYPE = FULL

NDOTE: The dates time and originating system address are taken
from the PDU header,
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€.0 LCG MESSAGES GENERATED
6,2 RIDU WITH UNKNDOWN IC
602 RIDU WITH UNKNOWN_ID E
H
- - H
Whenever an Routing Information Cata Unit (RIDU) 1is received ¢
whose ID fjeld is unkonwny the following log message is H
generated: H
1 ]
LOC_MESSAGE_ID 3
r_me_unknown_ridu_id :
1 ]
:
DESCRIPTIVE NMESSAGE :
'
RIPU with unknown ID H
1
L]
MASK 33 LIC_MSG_BUEEER 5
+ +b- -
H MASK HE LOG_MESSAGE_BUFFER_PTR”™ (variable part) H
+ e + —
: fixed text 11 tyoe tvalue H description H
D -4 4= ——+ + .
tPIDU = fibinary '1.4512 'The RIDU with unknown IC H
H ttoctets toctets |} ) H
— D e + -

Operator Display formwal_ Example

83/08/704 11.00.35 122456789A8BC
RIDU with unknown 1D
RIDU=12345678G0abcdef0123456

NOTE: The date, time'and originating system address are taken
from the PDU header.
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LOG MESSAGES GENERATED
UNKNOWN MESSAGE TO RIDU PPOCESS
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6.3 UNKNOWN MESSACE_IQ_BIZU_PROCESS

Whenever process_recvd_RIDUs receives an
whose workcode is not "r_me_ridu_msag",
message is generated:

LOG_MESSACE_ID

r_me_unknown_msg_to_RIDU_proc

CESCRIPIIVE _MESSAGE

Unknown intertask message to RICU process

intertask message
the following flog

B ew SO G O CE e Ch G TO A D R S CE SR SR a6 T =6 e O

MASK EE LOG_MSG_BUEEER

-— bt mc————-—— -’

MASK HH LOG_MESSAGE_BUFFER_PTR™ (variable part) H
bt ——- + —
fixed text i1V type ivalue H description H

——————t— ——t b ———— bm—— 4 ——

Message = tibirary '1ee512 The Intertask message H
ttoctets ‘toctets ¢ H
+t=- - -+ + ——

Qperator Cisplav_Format_Example

B3/08/04 11.00.35 12345¢78G5ABC

Unknown intertask message to RICU process
Message=123456789Catcdef0123456

NOTES: The dates time and originatirg system address are taken

from the PDU header.
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«0 LOG MESSAGES GENERATED
be4s UNKNCWN MESSAGS TO LCRDS UPDATE

- — - > - —— ———— - e o - -

6.4 UNKNDOWN MESSAGSE IQ_LCRLS_UBRDAIE

whenever update LCRDS receives an intertask message whose
workcode is not “"r_me_part_update_LCRDS"™ or
"e _me_full_update_ LCRDS"™, the following log message is
generated:

LOC_MESSAGE_ID

r_me_unknown_msg_LCPDS_update

CESCRIPIIVE EESSACE

Unknown intertask message to LCRCS update

BE R G® aG TO BB GG CE e PO 4P TO CH CH S SN SO s BE G G 4O o

MASK HY LOG_MSG_BUEEER
[N}
"
b S -
H MASK HH LOG_MESSAGE_BUFFER_PTR” (variable par-) '
- +4=— -—4 ——— -
H fixed text 11 tyoe tvalue H description H
F— b —————— —— + ——
tMessage = tibinary 11..512 +The Intertask message H
H titoctets toctets | ’ H
e —————— e p e ———————- b m—— +- -
Cperator lisplay_EFormat Example
83/08/04 11.00.35 123456789A8BC

Unknown intertask message to LCRDS update
Message=12345678902bcdef0123456

NDTE: The dates time and originating system address are taken
from the PDU header.
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C\ 7.0 INITIALIZATION

"
s

7.0 INITIALIZAIION

After it is loadedy Routing M=F performs the following
secuence of steps to initialijze itself. It is to be noted
that in Release 1.0s only Xerox Internet and Transport are
useds Alsos the LCR=-DS and 3B SAP data stores are 2]l empty.

1) Open a 32 SAP via direct calt interface described 1in the
Generic 3A Intranet ERS and wait for ursolicited status
about directly connected networks., This 3A SAP is also
used for transmitting and receiving RIDUs.

2) Process 3A status information as it is received in a direct
call interface described in the Generic 3A ERS. In
generals Local ©DCN=DS entries are created and modified.
The following infermaticn is supplied:

- network ID of particular network
- network status
- pointer to network information block
(:D - system ID of receiving system .
- yhether this is a broadcast/multicast network

3) Broadcast a request_ridu_info RIDU (described in section
8.2) on the first network cescribed by 24, The reason for
this is to ask for 3ll received RIDU information in order
for 1Internet to become orperational sooner. The only
systems that would respond to this request are those thrat
have the responsibility for generating and distributing
RIDUs. These would include all the NI's on this network
and any MDI's <configured to perform this function, This
prevents a flood of responses from all the systems on the
networke

4) Process PIDUs as they arrive in the normal way. Most will
probably bte the result c¢f the request_ridu_info issued in
step 3 above.

5) When the first LCRDS is bulilt as a result of the first
network described by a 3A status wupdate, atllow Internet
users to open 3B SAPs, C

It can be seen that once tte 3A SAP is openeds Pouting M-E
operates as it always dces: Information 1is recelved from
Generic 3A and RIDUs from other systems and processeds Locsal
‘:w and received DCN entries are created and updated.

CONTROL DATA PRIVATE
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Titteladdresses are registered with pirectory M-t After the
egirst LCR-DS s tuilty eriteria for retyilding it pecomes 2Ny
of the fo\\ouing:

1) ANy change in tocal oCw attrlbutes;

2) AnyY change in remote DCN ctatuss’

3) Any change in remote DCN retay atllowed status)

-n w® =% Py 2ded

After routing M-E puitlds it's first tocal DCN data store
entrys it cannot send routing Informat\on Data Units {RIDV)
since it current\y considers itself not to he mu\ti—homed. 1f
more tocal directty connect networks are defined by Generic
apy moTe tocal pCN dat? stcre entries are _created and the
gystem pecomes mu\ti—homed and pegins to create and gend
fICUse.

on an **® -
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8.C DATA_TYPES

The following CYBIL records are used in the Routing M—-E.

8.1 LEASI_COSI BOUTING DATL_SICEE_(LCB=RZ)

least_cost_routing data store entries describe the path
from this system to a3 specified networke.

- AN

YPE
feast_cost_routing_ds_entry = record
aggregate_cost: integers
aggregate_cost_ratio: =BCCO(15) o+« C7FFF{16),
. pdu_countt integer,
relay_count: 0 .. OFFFf(16),
‘ next_hop_network_id: network_id_types
next_hop_system_id: system_id_tyrey
parent_network_id: network_icd_types
congested: toocleany
relay_restricted: booleany
unused: booleany
obsolete: boolean
tfocal_dends_ptr: “local_dends_entry, { If directly_connected
next_entry: “least_cost_routing_ds_entry;
recend;

.o “® we *® a8 se
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8.1 LEAST CCST ROUTING DATA STORE (LCP=DS)

(j\ ——
4

{
{ Poute Tahte Pow:
{ group of LCR-DS entries for a particular NMetwork ID -

1]

:

H

{ H
TYPE H
teast_cost_routing_ds_row = record H
network_id: network_id_type, H
changed: booleany ' H
directiy_connected: boolean, :
alias_exists: boolean, :
multicasts boolean H
broadcast_acddress: system_id_type, '
valid_tcrds_entry_count: O «¢ CFFFF(16), H
first_lerds_entry: “least_cost_rcutirg_ds_entry» H
next_row: “least_cost_routinc_ds_rowy :
recend; H

)

L]

VAR H
H

current_tcrds_ptr: [XDCL) “least_cost_routing_ds_row;

&j) 8.2 ALIAS_LISI

Alias List to retate ecuivatent NkW/system addresses
form multi-homed systems

B N Kon Wi Xam |

YPE
atias_list_entry = recerd
inactive: system_addressy
equivalent: system_address,
next_entry: “alias_list_entry,
recend,

system_address = record
network_icd: network_id_type,

system_id: system_id_typey
recend;

VAR
alias_list: [XDCLY “atias_list_entry;

E SE SS CH Bn T NG S A OB PO A 20 S8 AW s ab
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2.0 CATA TYPES
8.3 RCUTING INFORMATION DATA UNIT (RIDU)

8.3 BOUTING_INFQRMATICN DATA_UNIT_(RIDL)

{ -
{ values for id fielc in RIDUS
{
CONST
ridu_null = 0Oy
normal_ridu = 1,
request_ridu_info = 23

{ .
{ Header for Routing Informaticn Data Urit (RIDU)
{ this header is fcliowed by den_definition_entrys

{ H
TYPE H
routing_info_data_unit_hdr = packed record H
id: 0 e« OFFf{16)y { kind of data unit = normal_ridu H
routing_info_changed: toolean, H
title_info_changed: tooleany :
den_count: 0 «o 3f(16), H
sequence_no: integer, H
recend; H

{

{ Peaquest for all receivec RIDU information
{ BRroadcast by system being initialized
{
TYPE .
request_for_received_ridu_info = id: C «o CFF{16);
{ ID = reauest_ridu_info

e 8 we on oo g
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2.0 DATA TYPES

(i\ 8.3 RCUTING INFCPMATION DATA UNIT (RIDU)

One dcn_definition_entry exists

-number of community_title entri

—4 Ay Ay Ay ™

YPE

for each directly connected

network in the oricinatirg system foltowed by the specified

es

den_definition_entry = packed record

system_address: system_address
cost: O «. OFFFF(16), 7
community_title_count: 0 .. Off
fitler: 0O oo C1(1¢)s
routing_info_changed: booleany
titte_info_changed: bcoleany
network_active: booleany
sap_3a_congestion: (none, level
relay_restricted: boclean,

case broadcast_network: boolean
= TRUE =

typey

(16),

1y, ltevel2),

CF

broadcast_address: system_id_typey

casend;
recends

A corresponding number of commun
community_title_counte. The tit
the number of characters specif

Ay

community_title_entry = rackecd re
address: system_id_tyres
filler: 0 «¢ 3
title_tengtht 1 .. 32y { length
title_name: string { ¥ <= 32),
recend;

{
{ The Local RIDU: seocuence nos head
{
VAR
local_ridu_seguence_no: integery

tocal_ridu_hdr_ptr: “routing_info_

tocal_ridus buf_ptrs
local_ridu_semaphore: lock_type;

ity_title_entries exist for
le_name field only contains
ied by the title_tength field

cord

{ title_length specifies size

er ptr and data buffer

data_unit_hdr,

{ To ltock Local RIDU

CONTPROL DATA PRIVATE

O Ne NG SN G BE OB am PE Ch LS Kh O B0 G0 SO e YO e ew PO

O OB PE PH wm PO SO A® PO L P 4l SO ES ot SO BE P ad S8



C

RCUTING M-E ERS

8=5

07/25784

8.0 DATA TYPES

8.4 LOC

AL DIRECTLY CONNECTED CATA STORE (LDCN=DS)

Bed

LOCAL _DIRECILY CONNECTED DATA_SICEE_LLQCN=DS)

{ -

{ En
{
{
TYPE

tries for local dcn data store
these entries describe directly connected networks

local_dends_entry = record

cdna_route_info_nw: boolean,

network_status: retwork_status_type,
cdna_routing_addr: system_id_type,

max_pdu_size: 0 .. 65535,

den_entry: “den_cefinition_entry,

next_entry: “local_dcnds_enrtry,

comm_titles: “array [ * ] of comm_title_entry_id»

recend;

{

{ pointers to data stores concerning local dcn data stores

{
{

and related dcn info to broadcast to otrer systems

VAP

Be5

{

{ entries

{
{
TYPE

first_local_dcnds_entry: [XCCL) “local_dcnds_entry,

ldends_semaphores: [XDCL1 lock_type;

PECEIVED_DIRECILY CCNMECTEL QATA_SICRE_(BDCN=D3)

about networks connected to relay systems

received_dcnds_entry = record

sequence_no: integer,

timestampt integery

next_entry: “received_dcnds_entry,

dcn_entry: array [ * 1 of dcn_information_type,

recend;

{

for received dcn data store descriting current info

O WS O wo oS on we oa

{ pointers to data stores concerning received dcn data stores and

{
{

related den info received from other systems

VAR

received_dcnds_ptr: [XDCL] “received_dcnds_entry,
rdcnds_semaphores [XOCL) lock_type;

"o oo oo
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(t“ R.5 RECFIVED DIRECTLY CONNECTED DATA STORE (ROCN-DS)

e

g.€6 COMMUNITY JITLE_CAIA_SIQRE

Entries descriting community title entriese
For each comm_title_ds_entrys, there exist one
comm_address_entrys (one for each traniation)

e e lalala

YPE
comm_title_ds_entry = record
first_addr: “comm_address_entrys
next_entry: “comm_title_cs_entry,
title: string ( * <= 32),
recend,

comm_address_entry = record
jdt comm_address_ids
occurrences: O oo OFf(16),
multicast_saddr: system_address_type,
P directory_id: dir_id_recs
(:W next_entry: “comm_address_entrys
recend,

comm_title_entry_id = record
entry_ptr: “comm_title_ds_entry,
id: comm_address_idy,
member_of_comm: boolean,

recends

comm_address_id = 0 .o OFF(16);
VAR

first_comm_title_ds_entry: “comm_title_ds_entry.
comm_titles_semaphore: [XDCL] lock_tyrpe;

or more

O Cn TE CE B CR OB S O CE S en WP B SO BE e AP e O S0 SO GO SD CO C6 S 2@ 2o =S S8 CO =0 B0 S A L6 *O we o0
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8.0 DATA TYPES
8.7 MNETWORK TITLE DATA STORE
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8.7 NEIWOPK_IITILE_D2JA_SICRE

network_titles_ptr: [XCCL) “retwork_title_entry,
rw_titles_semaphore: [XCCL] lock_type;

1)

[ ]

:

[

[}

{ - . :
{ This record is for "broadcast network rr" titles that are :
{ wused by Directory M-E. The data store is created whenever H
{ a full update of the LCR-DS occurse. Entries are created H
{ for each accessible network anrd sorted by hop count H
{ ( hop count = O for directly connected network). H
{ ]
TYeE :
network_title_entry = record H
address: system_address_tyre, ;
hop_ccunt: Oeel5) '
next_entry: “network_title_entrys H
recend; : H

[ 1

]

VAR 4
H

H

[ ]

]

H

‘zm CONTROL DATA PRIVATE
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B.8 INTERNET SAF TABLE
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1

8.8 INIEBNET SAP _TAZLE

internet_sap_table:
[XDCLY “array [ * 1 of internet_sap_table_type;

{ ; :
{ The INTERNET SAp table maintains Service Access Points for H
{ INTERNET. An INTERNET user must open an INTERNET SAP '
{ (which specifies a procedure address where to deliver H
{ INTERNET data indications destined for that SAP) in order H
{ to user INTERNET, '
{ !
{ For each open SAP there is one SAP_TABLE_ENTRY and one entry!
{ in the array of INTERMNET_SAP_TABLE_TYPE (which points to the!
{ SAP_TABLE_ENTRY). The array is in ascending order and H
{ contains onty entries for open SAPs, H
{ :
TYPE '
internet_sap_table_type = record H
sap_id: sap_id_type, H
entry_ptr: “sap_table_entry, H
recend, H

]

L

sap_table_entry = record H
user_id: “celly, { User identifier '
destination: destination_3b_sap_ify, { User indication PFOC !

&:} - force_clocse: force_close_if, { User force close SAP PROC H
recend; :

. . [}

1

VAR '
H

H

‘3@ CONTROL DATA PRIVATE
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G.0 GLOSSARY

9.0 GLDS3AR

<

Alijas_List: List of network/system ID pairs: Indicates

equivalent network/system address when the network
access to a particular systenm becomes inactive.
Internet uses the Alias_List when the specified

destination acddress of a PDU is inactive.

DCN: Directly Connected Network: networks which are directly

connect to this system,

LCR-DS: Least <Cost Routing LCata Store: The routing tatle

maintained by Routing M-FE and used by Internet

determining where to send 3B-PDCUs on the way to the

final destination.,

LDCN=DS: Local Pirectty Connected Data Store: information

about networks directly connected to this system,

RDCN=DS: Received Directly Connected Data Store: information

,about networks directly connected to other systems

the <catenet whict is ltearned from RIDUs received from

myulti—-homed systems,

PIDU: Routing Informaticen Data Units broadcast

multi-bomed systems indicatirg the status of directly

connected networks and multicast titles in order
all systems can build LCR=-DS's.
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1C.C ABOPTS AND RECOVERY
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o

10.0 ABORIS_AND_RECOVERY

m

10.1 INIEBNET

when Internet is called either by an Internet wuser or
Intranet, it takes over the current task and informs the Exec
of an Internet recovery procedure, If Interret fails, an
error recovery routine is calted, All buffers and stacks
refated to thre failecd task are released btut other Internet
processes are unaffected. Since the Internet datagram service
does not guarantee delivery, the sender end receiver are
unaffected,

Wwhen the task for Routing M-F is started, it is given some
stack space. The initialization within Routing M-E passes the
address of the error recovery routine cn the stacke. If the
Routing M=EFE fails abnrormally, the system ancestor is informed
and it gives control to this special error recovery routine,
which informs 3B entities of its failure and closes all the
open 3B SAPtsg, At the same times no Internet SAPs can be
openede .

After the on-line dump procedure is defined, the memory will

be dumped for debugging, As the route tables are not
available any more, the DI has to be initialized.
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