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Description

Cross-Reference to Related Application

[0001]

DISK DRIVE SYSTEM CONTROLLER ARCHITECTURE, Serial No. 057,289, filed June 2, 1987, assigned to the
assignee of the present application;

DISK DRIVE SOFTWARE SYSTEM ARCHITECTURE, Serial No. 057,806, filed June 2, 1987, assigned to the
assignee of the present application;

LOW-POWER, HARD DISK DRIVE SYSTEM ARCHITECTURE, Serial No. 152,069, filed February 4, 1987, as-
signed to the assignee of the present application;

DISK DRIVE SYSTEM USING MULTIPLE EMBEDDED QUADRATURE SERVO FIELDS, Serial No. 386,504, filed
July 27, 1989, assigned to the assignee of the present application;

ADAPTIVE READ EQUALIZER WITH SHUTOFF MODE FOR DISK DRIVES, Serial No. 559,899, filed July 30,
1990, assigned to the assignee of the present application;

DISK DRIVE SYSTEM EMPLOYING ADAPTIVE READ/WRITE CHANNEL CONTROLS AND METHOD OF US-
ING SAME, Serial No. 420,371, filed October 12, 1989, assigned to the assignee of the present application;
MULTIPLE ACTUATOR DISK DRIVE, Serial No. 431,575, filed November 3, 1989, assigned to the assignee of
the present application;

Field of the Invention:

[0002] The present invention is generally related to hard disk drives and disk drive electronic control systems. In
particular, the present invention relates to a high performance, multiprocessor electronic control system for controlling
one or more sets of actuators with respect to a disk stack of a hard disk drive.

Background of the Invention:

[0003] The development of disk drive systems is continuing at a substantial pace as market requirements continue
to evolve. Disk drives are finding application in a wide variety of systems ranging from full function notebook style
computers to high-performance, single-user, multitasking workstations and further to broadly generalized, high-per-
formance, multi-user computer systems. Although the disk drive design requirements for use in such a diverse universe
of applications would appear to be substantial and varied, there are a number of common requirements. These re-
quirements include high-reliability, low power consumption, high data access and transfer speeds and minimum form-
factor size and weight for the storage capacity provided.

[0004] For workstations and high-performance, generalized computer systems, the requirements on disk drive de-
signs tend to accentuate the need for high-capacity and substantial data access and transfer rates. In addition, there
is a desire to have flexibility in the specific control implementation of such high performance drives that can be tailored
or enhanced to slightly or possibly even significantly improve the performance of the drive depending in the actual
circumstances of the application.

[0005] Prior high-performance disk drive systems have typically relied on substantial mechanical performance en-
hancements to boost data access speed. Such improvements have included providing multiple data read/write heads
per disk surface. In some embodiments the multiple heads have been carried on a common actuator arm, thereby
reducing the length of a data seek stroke to arrive at a desired track location. Alternately, multiple actuator assemblies
have been utilized to allow independent data seeks to occur simultaneously.

[0006] While these are the mechanical achievements the conventional approach to enhancing data transfer rate,
from the point of view of the control electronics has been to employ specific, dedicated electronic subsystems to manage
the independent specific function necessary to operate the drive system. While generally capable of obtaining the high
data transfer rates desired, such a design necessarily freezes the architecture of the drive control system. Changes
in the specific nature of the mechanical or high-level drive control operation requires at least a corresponding alteration
to the underlying electronic hardware architecture, if not a complete redesign. Further, the cost associated with the
development of the initial dedicated electronic subsystems as well as to implement any subsequent design modifica-
tions results in a substantial time and cost investment.

[0007] Reference may be made to US 4 577 240 which discloses a video disk recording system including a disk
drive including two actuators controlled by a single controller.
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Summary of the Invention:

[0008] Therefore, a general purpose of the present invention is to provide a disk drive system and electronic control
architecture that is capable of achieving high access and data transfer speeds while maintaining high reliability and
low cost.
[0009] According to the present invention, there is provided a control apparatus for controlling the transfer of data
and control signals between a host processor, via a host interface, and a disk drive system, said disk drive system
including a physical storage area comprising storage media and an actuator coupled to the storage media, said actuator
carrying at least one transducer for recording data on and retrieving data from said storage media and moving said
actuator's transducers with respect to said storage media,
characterised in that

said control apparatus comprises:

a low-level controller, being adapted to be connected to said actuator, where said low-level controller performs
operations of controlling the recording of data on and the retrieving of data from respective data storage locations
of said storage media and controlling the positioning and the maintaining of the position of a said transducer carried
on said actuator with respect to said storage media;

an interface controller connected to said host interface and said low-level controller for communicating with said
host processor via said host interface, for processing a host-level command into one or more low-level commands
for defining said operations to be performed by said low-level controller, and for communicating said one or more
low-level commands to said low-level controller, and for managing the transfer of data to and from said host inter-
face and said low-level controller; and

said low-level controller performing the said received operations from said interface controller independently of
said interface controller.

[0010] The low-level and interface controllers operate substantially independent of one another in performing their
respective control operations. Consequently, data is transferred bi-directionally through the data buffer at the optimum
timing for both controllers.

[0011] Thus, an advantage of the present invention is that effective use is made of both the interface and low-level
controllers of the present invention, thereby maximizing data throughput through the electronic control architecture
and drive system.

[0012] Another advantage of the present invention is that both the interface and low-level controllers include high
performance, general purpose microcontrollers for performing substantial portions of the respective controller functions
through the execution of firmware control programs. The remaining portions of the control architecture are implemented
utilizing a limited number of dedicated control circuits. However, such circuits are designed for direct or programmed
control by the microcontrollers to maximize flexibility of operation.

[0013] A further advantage of the present invention is that the electronic control architecture is scalable through the
addition of additional low-level controllers for handling respective actuators units. Consequently, the data access times
may be substantially reduced while correspondingly increasing the data transfer rates achievable by hard disk control
systems constructed in accordance with the present invention.

[0014] Still another advantage of the present invention is that the operation of the electronic control architecture of
the present invention may be substantially modified through changes in the firmware stored control programs and,
therefore, without alteration of the electronic hardware architecture.

[0015] A still further advantage of the present invention is that it provides programmable hardware support for min-
imizing the latency of data transfers through the host interface when using an integrated drive electronics (IDE) host
interface.

[0016] Yet stillanother advantage of the present invention is that it maintains low cost and high flexibility and reliability
through the use of a minimum number of dedicated control components and an optimum number of general purpose
microcontrollers for the desired level of data transfer and access rates.

Brief Description of the Drawings:

[0017] These and other advantages and features of the present invention will become better understood when con-
sidered in conjunction with the accompanying drawings, wherein like reference numerals designate like parts through-
out the figures thereof, and wherein:

Figure 1 is a block diagram of an exemplary multi-actuator control system demonstrating the architecture of a
preferred embodiment of the present invention;
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Figure 2 is a block diagram of the host interface and secondary level control portion of a disk drive control archi-
tecture constructed in accordance with a preferred embodiment of the present invention;

Figure 3 is block diagram detailing the buffer sequencer and data transfer support circuits of the present invention;
Figure 4 is a detailed block diagram of the control supports circuit constructed in accordance with the preferred
embodiment of the present invention;

Figure 5 is a detailed block diagram of the buffer control and sequencer unit constructed in accordance with a
preferred embodiment of the present invention;

Figure 6 is a detailed block diagram of a preferred embodiment of the interface support circuit constructed in
accordance with a preferred embodiment of the present invention;

Figure 7a is detailed block diagram of an alternate interface support circuit constructed in accordance with the
preferred embodiment of the present invention; and

Figure 7b is a detailed block diagram of the programmable burst transfer control logic utilized by the interface
support circuit shown in Figure 7a.

Detailed Description of the Invention:

A. Overview: Multi-Actuator Control System

[0018] A multiple microcontroller hard disk drive control architecture, generally indicated by a reference numeral 10,
is shown in Figure 1. The control architecture 10 ultimately provides for the transfer of data between a host computer
coupled to a host interface 12 and a magnetic recording surface of a disk 14. In the exemplary embodiment shown, a
read/write head 20 is positioned over a selected track 16' of the concentric tracks 16 within a track band defined by
inner diameter (ID) and outer diameter (OD) tracks. The disk 14 is spun by a spin motor 18.

[0019] The head 20 is supported on a flexure arm 22 that is, in turn, coupled to a voice coiled motor driven actuator
24. Additional disks 14 and head/arm assemblies 20,22 may be ganged on the spin motor 18 and actuator 24, respec-
tively. An actuator controller 32 sends and receives serialized data with respect to the head 20 via line 26. Control lines
28 are driven by the actuator controller 32 to control the actuator motor 24 and, thereby, the position of the head 20
with respect to a selected track 16'. The actuator controller 32 further generates the commutation control signals nec-
essary to operate the spin motor 18. The preferred methods and circuits for controlling the spin motor 18 are as de-
scribed in U.S. Patent 4,876,491, Squires et al., issued October 24, 1989.

[0020] A second actuator controller 34, substantially identical to the first actuator controller 32, is provided to control
the positioning of a head 36 mounted on a second flexure arm 40 and connected to a second voice coil motor driven
actuator arm 42. A line 38 allows the transfer of serialized data between the head 36 and the actuator controller 34.
Similarly, actuator control signals are provided via the lines 44 from the actuator controller 34 to the voice coil motor
of the actuator arm 42. Since the first actuator controller 32 controls the spin motor 18, this function is not implemented
or, alternately, left unconnected in the second actuator controller 34.

[0021] Operation of the second actuator controller 34 is substantially independent of the first actuator controller 32.
Thus, positioning of the head 35 may be with respect to any selected track 16 on the magnetic recording surface of
the disk 14 including the same track 16' over which the head 20 is positioned.

[0022] Data and control signals are transferred by the actuator controllers 32, 34 via independent data and control
buses 46, 48 to a host interface unit 50. In accordance with the preferred embodiments of the present invention, the
host interface unit 50 is responsible for communications with the host to exchange control requests and data requests
via the interface 12 and routing a corresponding series of one or more control requests and data, as necessary to fulfill
the control and data requests, to one or both of the actuator controllers 32, 34 as appropriate to retrieve or store data
with respect to the disk 14.

[0023] The actuator controllers 32, 34 incorporate independent shared memories for the buffering of disk data held
in transit between the host interface 50 and the disk 14. The data, as queued in the shared memories, may be monitored
and manipulated, if necessary, by the microcontroller 52 prior to being accepted for transfer from the actuator controllers
32, 34 to the host interface unit 50. For this purpose, and to allow the microcontroller 52 to programmatically control
the dynamic function of the actuator controllers 32, 34 and host interface unit 50, a data, address and control bus 54
is provided. The bus 54 allows memory and I/O mapped access to control and status registers within the actuator
controllers 32, 34 and the host interface unit 50 independent of the control and data buses 46, 48.

[0024] The actuator controllers 32, 34 are each responsible for arbitrating access between the host interface unit
50, microcontroller 52 and the respective disk data channels represented by serial data lines 26, 38 for the transfer of
data through the shared memories of the actuator controllers 32, 34. The control and data path architecture thus
provided substantially isolates the low level disk control functions, including control over the seek and track-following
positioning of the heads and the read/write transfer of data between the disk 14 and the shared memories, from the
high level functions performed by the microcontroller 52, including support of the host interface command decoding
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and management and the transfer of data between the interface 12 and the shared memories of the actuator controllers
32, 34. Consequently, interaction between the host and low-level aspects of the system 10 is substantially limited to
the arbitrated interleaving of accesses to the shared memories; the microcontroller 52 and actuator controllers 32,34
operate continuously in support of their respective functions.

B. Interface and Single/Multiple Actuator Controller System Architecture

[0025] A detailed block diagram of a control system implementing the interface and a single actuator controller,
together generally indicated by the reference numeral 60, is shown in Figure 2. The interface controller level includes
the host interface unit 50 and the microcontroller 52. In the preferred embodiment of the present invention, the micro-
controller 52 is a Motorola 68HC11 single chip microprocessor operating at a system clock rate of four megahertz
(4MHz). Also, included is a random access memory (RAM) unit 62 and a read only memory (ROM) unit 64. The ROM
unit 64 is used to store a control program executed by the microcontroller 52. The RAM, ROM, and host interface units
62, 64, 50 are accessible via the main address, control and data bus 54 of the microcontroller 52.

[0026] The remaining elements shown in Figure 2 make up a single actuator controller of the present invention. This
actuator controller includes a buffer/sequencer unit 66 and a shared memory implemented by a buffer RAM memory
68. Buffer/sequencer unit 66 uniquely generates and provides, via bus 70, the addresses utilized to access the buffer
memory 68. A shared data bus 72 allows data transfers between the host interface unit 50 and the buffer memory 68
and, separately, between the buffer/sequencer 66 and the buffer RAM 68. Access by the host interface unit 50 to the
buffer RAM 68 is arbitrated and managed by the buffer/sequencer 66 through an exchange of request and acknowledge
control signals passed via lines 74.

[0027] The buffer/sequencer 66 also implements a page mode access data path for the microcontroller 52 to access
and modify the contents of the buffer RAM 68. This is accomplished by an internal data path connecting the data bus
portion of the address, control and data bus 54 to the data lines 72 and a page mode address generation control logic
unit.

[0028] A second microcontroller 80 is provided to control the overall operation of the actuator controller. Again, the
microcontroller 80 is preferably a 4 MHz Motorola 68HC11 microprocessor. The microcontroller 80 is coupled via a
main data address and control bus 86 to a RAM unit 82 and a ROM unit 84. The ROM unit 84 provides for storage of
a control program executed by the microcontroller 80 to implement the low-level control functions of track-following
control of a head 20 with respect to a track 16', seek control of the head 20 between any selected tracks 16, read/write
transfer of data between a surface of the disk 14 and, through the buffer/sequencer 66, to the buffer memory 68 and,
finally, spin-up and speed control of the spin motor 18.

[0029] The buffer/sequencer 66, in support of the microcontroller 80, preferably includes the disk data and servo
sequencer control logic. These sequencers are preferable programmed and managed through control registers that
are accessible to the microcontroller 80 via the data address and control bus 86. A read/write support circuit 90 is also
provided to implement the generally analog signal processing functions necessary to produce serialized data on a line
104 (WDAT) and to receive a differential raw read data signal from the input lines 106, ,. An equalizer circuit 92,
constructed and operated as disclosed in the above-identified U.S. Patent Application "Adaptive Read Equalizer with
Shut-Off Mode for Disk Drives", is connected via lines 108 to the read/write support circuit 90. A voltage controlled
oscillator (VCO) 94, coupled to the read/write support unit 90 via lines 110, is used in regenerating the data clock from
the raw data received via lines 108. The raw data, the data clock and the clock separated NRZ data are returned to
the buffer/sequencer via lines 100.

[0030] A control support unit 88 is also coupled to the address, data and control bus 86 to provide basic hardware
support for the microcontroller 80 in performing the actuator seek, track-following and spin motor control functions.
Specifically, the control support unit 88 implements a digital-to-analog converter (DAC) and power driver for generating
a differential control signal (£VC) that is used to drive the voice coil motor of the actuator 24. The input to the digital-
to-analog converter is a programmable data register that is writable by the microcontroller 80 via the data address and
control bus 86. In similar manner, control registers writable via the address, data and control bus 86 provide a pro-
grammabile internal interface within the control support unit 88 that establishes the state of control signals provided on
line 114 to enable and disable the actuator arm latch, on lines 116 to establish an actuator commutation state, on lines
128 to establish an adaptive control profile state of the read/write support circuit 90, and on line 130 to indirectly provide
power to the read/write support circuit 90.

[0031] In the preferred single chip embodiment of the control support unit 88, sufficient drive current to directly drive
the spin motor 18 cannot be sourced through the control support unit 88. Therefore, the commutation control signals
provided on lines 116 are used to control an H-bridge configured power FET circuit 96 that, in turn, yields the direct
three-phase commutation control signals on lines 118 (Spina_c). A current return path from the H-bridge circuit 96 is
provided via line 120 to the control support unit 88. This feedback current is converted to a voltage level and provided
via one of lines 122 to a respective analog-to-digital converter input of the microcontroller 80.
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[0032] The servo sequencing portion of the buffer/sequencer 66, implementing an embedded servo control subsys-
tem in the preferred embodiments of the present invention, is responsive to the raw data returned by the read/write
support circuit 90 to the buffer/sequencer 66 via one of the data lines 100. In response, the internal servo sequencer
logic of the buffer/sequencer 66 generates a number of servo control signals 98,4, for synchronizing and managing
the operation of the actuator controller with respect to control information received from the disk 14. The internal servo
sequencer further generates a sequence of servo burst gate signals that are provided via lines 102 to the read/write
support circuit 90. These servo burst gate signals are utilized to gate respective servo bursts, timed from the occurrence
of an address mark detected signal, also provided on line 98,, onto respective peak signal lines 126. The control
support unit 88 generally includes sample-and-hold circuits for each of the peak signals received via lines 126. The
outputs of the peak sample-and-hold circuits are provided on respective ones of the lines 122 to corresponding analog-
to-digital inputs of the microcontroller 80. In this manner, the microcontroller 80 is capable of acquiring and determining
the relative off-track position of the head 20 with respect to a desired current track 16'. To compensate for an off-track
condition or to modify the actuator acceleration profile in a seek operation, the microcontroller 80 calculates an appro-
priate actuator position correction digital value that is, in turn, written to the voice coil motor position change control
register within the control support unit 88.

[0033] Finally, the microcontroller 80 operates to directly select the specific read/write head 20 that is to used to read
or write data, where respective heads are provided for reading and writing data to a plurality of disk surfaces. Specif-
ically, the head select lines 124 are connected to a conventional head data multiplexer and preamplifier circuit (not
shown) for selectively enabling an electrical data channel to a corresponding one of the read/write heads 20. Other
functions, such as enabling of the equalizer circuit 92 via control line 126, are also directly performed by the microcon-
troller 80.

[0034] The interface and actuator controllers together indicated by the reference numeral 60 implement a complete
control and data path between the host interface 12 and the disk 14 through a single actuator assembly 20, 22, 24.
The architecture of the present invention, however, readily admits of modular expansion to allow multiple actuator
assemblies, such as the assembly 36, 40, 42 to be included within the overall architecture without any significant
architectural change. Specifically, the preferred embodiment of the host interface unit 50 is provided with a second
low-level controller shared data bus 76 and request/acknowledge lines 78. Duplication of the actuator controller 32 to
generally include a buffer/sequencer 66', buffer memory 68', microcontroller 80', RAM 82', ROM 84', control support
unit 88' and read/write support unit 90', mutually interconnected in an essentially identical manner as in the actuator
controller 32, coupled to the host interface unit via the shared data bus 76, request/acknowledgment lines 78 and to
the data, address, and control bus 54 provides for full function, independent control of the second actuator assembly
36, 40, 42. Again, the one notable difference is that such a second actuator controller 34 need not provide for control
of the spin motor 18 or, if at all, only in a redundant or back up mode.

1. Buffer/Sequencer and R/W Support Circuit

[0035] Referring now to Figure 3, the buffer/sequencer 66 and read/write support circuit 90 are shown in greater
detail. As shown, the buffer/sequencer 66 appears as a memory mapped peripheral device on the data address and
control bus 54_3 with respect to the interface microprocessor 52. The request/acknowledge lines 74 preferably include
separate enable, request, acknowledge and byte count signal lines 131, 132, 133. The host interface unit 50 may
provide a data transfer request via line 132. Upon successful arbitration, the buffer/sequencer 66 provides an acknowl-
edge signal via 134. The byte count lines 136 encode the number of bytes to be transferred with each request/ac-
knowledgment cycle. In order to enhance the data access and transfer efficiency to the buffer 68, write burst sequences
of 1 to 4 bytes are transferred to the buffer 68 with each request/acknowledge cycle. Preferably, where the buffer
memory is constructed from static RAM, single byte transfers are selected. When page mode dynamic RAM is used,
conventional page access addressing enables one to four bytes to be transferred in rapid sequence. Finally, the enable
signal is provided by the buffer/sequencer 66 where data is to be transferred by the host interface unit 50 to the buffer
memory 68. The direction of the transfer will have been preprogrammed by the host microcontroller 52 for both the
host interface unit 50 and the buffer/sequencer 66. The enable signal on line 131 is used to enable the shared data
bus driver circuitry of the host interface in anticipation of the acknowledge/data transfer cycle. The enable signal is
naturally not used where the source of data is the buffer memory 68; the data driver circuitry of the buffer 68 is enabled
by a signal on the control lines 70,. Thus, all data transferred to the buffer 68 is by way of the shared data bus 72. The
buffer/sequencer 66 incorporates an address generation unit and the buffer control circuitry necessary to drive the
address lines 70, and memory access control lines 70,.

[0036] A line 138 is provided to an interrupt input of the microprocessor 52. The buffer/sequencer 66 provides an
interrupt signal on line 138 whenever the microprocessor 80 utilizes the data, address and control bus 86,_3 to transfer
an interprocessor command and accompanying data to the microprocessor 52. Specifically, the interprocessor com-
mand and data registers are used by the microcontroller 52 to pass commands to the microcontroller 80 to select the
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next operation to be performed. Thus, commands received through the host interface 12 are transferred to the local
RAM memory 62 for decomposition by the microcontroller 52 into corresponding sequences of low-level commands
that can be sequentially executed by an actuator controller 32, 34. Table | and Il detail the preferred interprocessor
communication register set.

Table |

uC1 Local Communications Registers

Register Size Dir. Function

Status 8 bit Read | Command and pC2 data valid status bits
uC1 Command | 8 bit Write | Command value written by uC1

uC2 Command | 8 bit Read | Command value written by pnC2

uC1 Data 16 bit | Write | Data value written by pC1
uC2 Data 16 bit | Read | Data value written by uC2
Table Il

uC2 Local Communications Registers

Register Size Dir. Function
Status 8 bit Read | Command and nC1 data valid status bits

uC1 Command | 8 bit Read | Command value written by nC1
uC2 Command | 8 bit Write | Command value written by uC2
uC1 Data 16 bit | Read | Data value written by nC1

uC2 Data 16 bit | Write | Data value written by nC2

[0037] The buffer/sequencer 66 further implements the disk data and servo sequencers necessary for the controlled
transfer of data to and from the disk 14. Preferably, a split sector, quad-servo burst, embedded servo control system
is utilized whereby sector header information is continually read from the disk via a currently selected head 20 to enable
track-following by the head 20. The differential raw read data is provided via lines 106,_, through an equalizer 92 and
DC blocking capacitors C4 and C, to the read/write support circuit 90 via lines 108,_,. A single ended difference signal
based on the differential raw data signal is provided as the raw data signal (RDAT) to the buffer/sequencer 66 via line
140. The read/write support circuit 90 also isolates the data clock from the raw data stream and provides the corre-
sponding clock signal via line 142 to the buffer/sequencer 66. From these signals, the buffer/sequencer 66 is able,
through its internal servo sequencer logic, to detect the occurrence of an address mark in the data stream. The address
mark signals the beginning of a sector header. A corresponding address mark signal is provided via line 98, as an
address mark detect signal and as an interrupt signal to the microcontroller 80. This interrupt signal is utilized to syn-
chronize the execution of firmware program by the microcontroller 80 to the specific rotational position of the disk 14.
[0038] In accordance with the preferred embodiments of the present invention, a series of four servo burst gate
signals are provided via lines 146 to the read/write support circuit 90 to gate respective portions of the raw data signal
obtained from a sector/header onto peak lines 1504_4. These gating signals are intended to isolate the quadrature
servo burst pattern utilized in the preferred embodiments of the present invention. The manner of using a quadrature
burst servo pattern, consistent with the use in the present invention, is described in the above-identified U.S. Patent
Application "Disk Drive System Using Multiple Embedded Quadrature Servo Fields". Resistors 152, _ 4 and capacitors
154, _, implement four parallel peak signal detector circuits. The detected peak signals are then provided on lines
12244 (IA - ID).

[0039] The servo sequencer logic of the buffer/sequencer 66 further provides a read/write control signal via line 144
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to the read/write support circuit 90 to select reading or writing of the sector data fields as generally determined by the
disk data sequencer logic within the buffer/sequencer 66, though ultimately under the direction of the microcontroller
80. Sector headers are always read in support of the embedded servo track-following function. Where data is to be
transferred by the data sequencer logic to the sector data fields on the disk 14, digital serialized data is provided on
the write data line 148 to the read/write support circuit 90. This data is subsequently provided on the write data line
104 to the head multiplexer and preamplifier circuit (not shown) for conversion into an analog signal suitable for re-
cording on the surface of the disk 14.

[0040] Finally, the servo sequencer within the buffer/sequencer 66 further provides for the reading of the sector ID
numbers from the servo sector headers. Upon reading the zero servo sector ID, an index signal is generated and
provided via line 98,.

2. Control-Support Circuit

[0041] An internal block diagram of the control support circuit 88 is shown in Figure 4. An address decode unit 160
receives the address and control buses 86,_5 and, in turn, provides individually selected enable signals via respective
ones of the lines 162 to a spin latch 164, read/write path control latch 166, digital-to-analog converter (DAC) latch 168,
and an internal control latch 174. The data bus 86, permits the low-level microcontroller 80 to write a commutation
state defining digital word into the spin latch 164. The corresponding state control signals are then provided on the
output lines 116.

[0042] The read/write path control latch 166 receives a data word from the data bus 86, that digitally defines adjust-
ments to the read data timing window, read signal discrimination threshold and write-current levels as used by the
read/write support circuit 90. The digital outputs of the read/write path control latch 166, as provided via lines 128 5,
provides three multiple-bit binary encoded values that, upon passage through resistor weighing circuits (not shown)
provide analog signal values that are proportional to the changes in the desired timing window delay, read threshold
potential and write current level that are to be used by the read/write support circuit 90. The preferred manner of using
these adaptive read/write channel controls is set forth in the above-identified U.S. Patent Application "Digital Drive
system Employing Adaptive Read/Write Channel Controls and Methods of Using Same".

[0043] The DAC latch 168 is provided to hold the digital value defining the current adjustment to the position of the
head 20 relative to a track 16'. The output of the DAC latch 168 is provided via lines 170 to the DAC driver unit 172.
A digital-to-analog converter within the DAC driver 172 converts the digital value to a corresponding analog value. An
analog amplifier, whose amplification factor is variably controlled by a control signal provided via line 176 from the
internal controls latch 174, current buffers amplify the digital-to-analog converter output signal. Whether or not amplified,
the resulting analog signal is provided to a high output current capable driver operating from an internally provided
Vpp Voltage source 188. The analog driver in turn provides a high current capable differential voltage onto the voice
coil control lines 112.

[0044] The internal controls latch 174 is provided to latch a digital word from the data bus 86,. The bit positions of
the latched word define the states of the amplification control signal provided on line 176, a conversion enable signal
provided on line 178, an awake enable signal via line 182 and an unlatch control signal on line 184. The awake control
signal is provided to enable normal operation of the DAC driver 172 and a latch driver circuit 190. Absence of the
awake signal effectively disables the high operating current portions of the DAC and latch driver circuits 172, 190.
Withdrawal, in turn, of the unlatch control signal, as provided on line 184, results in the latch circuit 190 releasing the
actuator latch. The latch operates from a corresponding latch signal on line 114. Absence of the latch signal on line
114 allows the actuator to be mechanically held with the head 20 over a preselected landing zone, typically within the
inner diameter of the track band 16.

[0045] A power switch 192, operating from a power source V. 186 enables selection of a low-power mode and an
even lower power consumption sleep mode. The low power and sleep modes are selected, respectively, by provision
of a cycle control signal via line 1805 and the awake control signal on line 182. Both signals are generated by the
setting or resetting of corresponding bits in the internal controls latch 174. Depending on the state of the cycle control
signal alone, switched 5 volt power is provided or not on the +5V line 130. Withdrawal of power from line 130 results
in the substantial termination of operation of the read/write support circuit 90. Withdrawal of the awake control signal
results in both the switched +5V power on line 130 and switched 12 volt power Vpp, on line 188 being terminated.
Consequently, power consumption by the DAC and latch drivers 172 190 are also terminated for the duration of the
sleep mode period.

[0046] A current-to-voltage buffer 194 is provided to convert the spin return current on line 120 to a corresponding
voltage level on the spin sense line 122,. The current-to-voltage buffer 194 is responsive to the awake control signal
provided on line 182 for open circuiting the current return path from the spin driver circuit 96. Thus, in the sleep mode,
power consumption by the driver 96 and spin motor 18 is also eliminated.

[0047] Finally, the control support circuit 88 includes a gain and differential amplifier unit 196. The unit 196 receives
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the peak analog voltages provided on lines 126,_, from the peak hold circuits 152,_4, 1544_4. In response, the gain and
difference amplifier unit 196 provides current buffered analog voltages on peak output lines 122, 5. These output volt-
ages are provided with a fixed, preferably unity gain relationship to the input voltages on lines 126,_4. The awake control
signal on line 182 is also provided to the gain and difference amplifier unit 196 to disable operation and, therefore,
current consumption. A reset signal is provided from the internal controls latch 174 on line 180, and an Odd control
signal is provided on line 180,. The reset control signal causes the input lines 126, _ 4 to be grounded so as to discharge
the respective capacitors 154, _, in preparation for processing the next series of servo bursts. The gain and difference
amplifier unit 196 also includes analog combinatorial logic to generate a P output signal. Generation of the Py signal
is performed in accordance with either Equation 1 or 2, depending on the state of the Odd control signal on line 1802.

P gifi(even) = (IA +1B) - (IC + ID) Eq. 1

Paiitodq) = (IC +1D) - (1A + 1B) Eq. 2

C. High-Performance Arbitrating Buffer/Sequencer Control Architecture

[0048] Referring now to Figure 5, a detailed block diagram of the buffer/sequencer 66 is shown. Central to the buffer/
sequencer 66 is an arbitration and buffer control unit 200 that internally incorporates request arbitration logic for re-
solving data access requests to the buffer memory 68 and corresponding logic for controlling the buffer memory access
operation required for each data requestor. Requests for data access transfers with respect to the buffer memory 68
are received from the host interface unit 50 via line 132 and the internal components of the buffer/sequencer 66,
including a host microcontroller interface unit 202 via one of control lines 204, a low-level microcontroller interface unit
206 via one of control lines 208, an error correction code (ECC) generation and control unit 210 via one of control lines
212, and from the servo and data sequencer units 214, 216 via one of controls lines 218.

[0049] Upon arbitrated acceptance of a data transfer request, the arbitration and buffer control unit 200 provides an
acknowledgment signal via the appropriate acknowledge control line 134, 204, 208, 212, 218. Initiated concurrent with
the acknowledgement signal, the arbitration and buffer control unit 200 provides control signals via the internal control
bus 220 to direct the data transfer specific operation of the arbitration selected internal component of the buffer/se-
quencer 66. The host interface unit 50, however, incorporates its own internal data transfer control logic and, therefore,
operates directly from the acknowledge signal on line 184 and a shared system clock signal to synchronize its data
transfer operations with the buffer/sequencer 66. In all cases, the arbitration and buffer control unit issues the control
signals, on lines 240, necessary to select a data transfer direction and multiplexer input/output line of a data multiplexer
222, or move where a data transfer is to or from the host interface unit 50 and address source that is to be used by an
address generation and read/write control unit 236.

[0050] Data transfers by the host microcontroller 52 are passed via the host microcontroller interface unit 202 through
a selectable, bi-directional one or two byte depth FIFO unit 224 via data bus 226 to the data multiplexer 222 via bus
228. Table lll lists the buffer control registers accessible to the host microcontroller 52 in the buffer register unit 232.
Since, in the preferred embodiments of the present invention, the host and low-level microcontrollers are both based
on 8-bit processors, the data FIFO 224 appears as two byte-wide registers locations in the memory map of the host
processor 52.

Table Il

uC1 Buffer Access Registers

Register Size Dir. Function

Configuration Control and Status | 4 bit R/W Control values written by uC1 to enable host interface
transfers and to select the transfer direction; status of buffer
memory data transfers.

Page Access Address 11 bit | RIW Value selects a 512 buffer memory page-address bits [19:9].
Location Access Address 9 bit - Transferred from the low order bits [8:0] of Host Address
value.
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Table Ill  (continued)

uC1 Buffer Access Registers

Register Size Dir. Function

Data Transfer 16 bit | Write | Data transferregisters; contain the data transferred to or from
the data buffer.

Host Address PC Preload 20 bit | Write | Preload latch for Pointer/Counter value used for Host data
transfers.

Host Address PC 20 bit | Read | Pointer/Counter value as used for Host data transfers.

Host Address PC Transfer 1 bit Write | Write to any bit in this register transfers the Host Address PC

from the Preload latch.

[0051] Data transfer requests are issued by the host interface 50 to the arbitration and buffer control unit 200 on the
request line 132. Such requests, when received, are treated by the arbitration and buffer control unit 200 at generally
the lowest priority recognized by the arbitration and buffer controller unit 200. With the request signal, a byte count
request value is also provided to the arbitration and buffer control unit on the control lines 136. The byte count value
indicates the number of bytes that the host interface unit 50 will attempt to transfer in successive burst access cycles
within a single request/acknowledge cycle.

[0052] With the provision of the acknowledgement signal on line 134, the host interface unit 50 begins a data transfer
with respect to the buffer memory 68. Data is transferred via the shared data bus 72. However, the buffer/sequencer
unit 66 is responsible for generating the buffer access addresses. Specifically, data transfers by the host interface unit
50 are stored in the buffer memory 68 at a location specified by an address stored in the Host Address PC register
(Table 1l1). The Host Address PC register is initially loaded with an address held in the Host Address PC Preload register.
This address is programmed into the Preload register by the host microcontroller 52 in anticipation of a host interface
unit 50 data transfer request.

[0053] Thatis, during a command phase of operation, the host interface unit 50 typically receives a host-level com-
mand that may require the transfer of data via the host interface 12. This host-level command is transferred to the
microcontroller 52 for processing into one or more low-level commands. In the preferred embodiments of the present
invention, the microcontroller 52 implements a queue list of such commands, block address locations and respective
completion/error status in the RAM memory 62. The commands may be there evaluated for appropriateness of order
of execution, selection of the actuator controller 32, 34 that is most appropriate to execute the command, whether and
where requested data is present in the buffer memory 68, 68', an available block address where data newly read from
the disk 14 is to be placed in the buffer memory 68, and other considerations that may affect the performance and
reliability of the transfer of data by the system 10.

[0054] Where requested data is not present in the buffer 68, a command and corresponding block address is passed
to the microcontroller 80 to have the data retrieved and placed at the specified block address. On subsequent retrieval
of the requested data into the buffer 68, another interprocessor command is passed to the microcontroller 52 to allow
it to re-initiate an appropriate host interface operation whereby the host interface reasserts a data request signal on
line 132.

[0055] Where data is to be transferred into the buffer memory 68 or when outgoing data is present in the buffer
memory 68, the host microcontroller 52 appropriately programs the Host Address PC Preload register with the block
address for the next buffer/sequencer 66 operation. An interrupt of the microcontroller 52 by the host interface 50
signals the end of a current transfer operation. In response, the microcontroller 52 sets the transfer direction of the
buffer/sequencer 66 for the next data transfer operation and then performs a write access of the Host Address PC
Transfer register, thereby loading the Preload register programmed address into the Host Address PC Register. In the
following data transfer phase of operation by the host interface unit 50, the requested block of data is transferred by
a series of request/acknowledge cycles between the host interface unit 50 and the buffer memory 68. With each data
byte or word transfer, the address in the Host Address PC register is correspondingly incremented by the arbitration
and buffer control unit 200. Meanwhile, the microcontroller 52 determines the block address for the next data block
transfer and programs this address into the Host Address PC Preload register. Since data transfers via the host interface
12 are typically of multiple successive data blocks, the microcontroller 52 is able to anticipate each data block transfer
and minimize the elapsed time between successive data block transfers by preloading the next host address PC value
concurrent with a present data block transfer. Latency between successive data block transfers is essentially reduced
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to the time required for the microcontroller 52 to be interrupted, to change as necessary the next data transfer direction
and to perform a write operation to the Host Address PC Transfer register.

[0056] For accesses of the buffer/sequencer 66 by the microprocessor 52, the microcontroller interface unit 202
determines the direction of data transfers between the host microcontroller 52 and buffer/sequencer 66 from the control
portion of the host microcontroller bus 54. In turn, the microcontroller interface unit 202 controls the transfer direction
and byte shift loading and unloading of the data FIFO 224 via a control signal on line 230. The requested direction of
the data transfer is also provided via control lines 204 to the arbitration and buffer control unit 200 so as to permit
appropriate configuration of the data multiplexer 222 and address generator 236 for the transfer.

[0057] The address of a host microcontroller requested data transfer is controlled by a page address offset value
stored in a Page Access Address register of a buffer register unit 232 and bits 8:0 of the address value provided on
the address portion of the bus 54; this low-order partial address is reflected through a Location Access Address register
within the host microcontroller interface unit 202 to the address generation unit 236 on a partial address bus 234.
[0058] Thus, in execution of a data transfer, the microcontroller interface unit 202 transfers the least significant bits
8:0 of the address to the input lines 234 of the address generation unit 236. A control signal on one of the lines 220
enables the page address offset value to be provided from the Page Access Address register of the buffer register 232
to the address generator 236 via lines 238. A composite address is then generated by the address generator 236 in
response to control signals provided via the control lines 240 from the arbitration and buffer control unit 200. Data is
then transferred between the data multiplexer 222 and FIFO 224 via the internal data bus 228.

[0059] In a manner similar to the host microcontroller interface unit 202, the low-level microcontroller interface unit
206 exchanges control information with the arbitration and buffer control unit 200 via control lines 208, transfers data
via bus 242 and a location address via the partial address bus 234. Buffer memory 68 access requests are preferably
treated at a priority level below that of the host microcontroller interface unit 202. The data bus 242 connects through
another bi-directional, one or two byte deep FIFO 244 that is controlled by the low-level microcontroller interface unit
206 via control line 246. The FIFO 244 connects via an internal data bus 248 to the buffer register 232 and a bi-
directional data port of the data multiplexer 222. The data bus 248 is further connected to an access port of-the buffer
register 232 and, separately, to an access port of a sequencer control and status register 250. Finally, through the low-
level microcontroller interface unit 206, the microcontroller 50 has access to the interprocessor register set shown in
Tables | and Il and to the buffer access register set shown in Table IV.

Table IV

uC2 Buffer Access Registers

Register Size Dir. Function

Configuration Control and Status | 4 bit R/W Control values written by nC2 to enable disk sequencer data
transfers and to select the transfer direction; status of buffer
memory data transfers.

Configuration Control 4 bit Write | Control value written by nC2.
Page Access Address 11 bit | RIW Value selects a 512 buffer memory page-address bits [19;9].
Location Access Address 9 bit - Transferred from bits [8:0] of the least significant nine portions

of the low-level microcontroller address value -

Data Transfer 16 bit | Write | Datatransfer registers; contain the data transferred to or from
the data buffer

Disk Address PC Preload 20 bit | Write | Preload latch for Pointer/Counter value used for Disk data
transfers

Disk Address PC 20 bit | Read | Pointer/Counter value as used for Disk data transfers

Disk Address PC Transfer 1 bit Write | Write to this register transfers the Disk Address PC from the

Preload latch
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Table IV (continued)

uC2 Buffer Access Registers

Register Size Dir. Function

ECC Address PC 20 bit | Read | Pointer/Counter value as used for error correction accesses
of the buffer memory

[0060] In addition, the microcontroller 80 is also able to program and read status information from the servo control,
disk data sequencer and ECC controller register sets. As will be discussed in greater detail below, the data values
stored in the sequencer control and status register 250 generally define the disk related operation of the buffer/se-
quencer unit 66.

[0061] The servo sequencer unit 214 and data sequencer unit 216 operate cooperatively in the transfer of data
through the buffer/sequencer 66. Specifically, the servo sequencer 214 is responsible for searching the raw data, as
received via the raw data line 140, to identify address marks, to identify the occurrence of an index sector, and to
generate the servo burst gate signals. The microcontroller 80 controls the function of the servo sequencer 214 through
the servo control and status registers shown in Table V.

Table V
nC2 Servo Control Registers

Register Size Dir. Function
Servo Index 8 bit Write | Servo index value
Servo ID 16 bit | Read | Servo cylinder and ID values from sector header

Servo Status and Control | 8 bit R/W Servo control status; enabling of write gate operation; enable disk
precompensation

The servo sequencer 214 further generates a new sector control signal on control line 252 to effectively define the
start of a sector data area for the data sequencer 216.

[0062] Once the beginning of a sector is detected, the servo sequencer 214 generates, at appropriate timing points,
the quadrature servo burst gate enable signals on lines 146 to select out the servo bursts from the sector header data
of the current sector. The servo sequencer 214 also transfers the current cylinder and sector ID information from the
sector header data and places the information,via lines 254, in the Servo Index and Servo ID registers in the sequencer
control and status register 250. These cylinder and sector values can then be immediately read via the data bus 248
and through the low-level microcontroller interface unit 206 by the microcontroller 80. Configuration information, such
as a mark search signal to initiate a hunt for an address mark in the raw data stream, is programmed by the microcon-
troller 50 into predefined bit locations in the servo status and control register units from the sequencer control and
status register 250. Corresponding enabling signals are then provided to the servo sequencer 214 via control lines 256.
[0063] Similarly, the sequencer control and status register 250 includes data registers, programmable by the micro-
controller 80, that effectively define the operational configuration of the data sequencer 216. These registers include
those shown in Table VI and the registers of a conventional disk data sequencer, such as the Cirrus Logic CL-SH260.

Table VI

uC2 Disk Sequencer Registers

Register Size | Dir. Function

Sequencer Controls 8 bit | Write | Define the branch addresses for sequential processing of a data
sector.

Sequencer Status 8 bit | Read | Statusinformationincluding a read ECC error, read CRC error, ID and

data sync byte detected, and hardware ECC correction complete.

Sequencer Control Store | 8 bit | Write | The Writable Control Store of the data sequencer.

12
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Table VI (continued)

uC2 Disk Sequencer Registers
Register Size | Dir. Function
Sync Pattern 8 bit | Write | Defines the data patterns for sync fields.
Sector Size 8 bit | Write | Size of a data sector

The register data values are provided to the data sequencer 216 via control lines 258. The data sequencer 216, in
general, functions as a data serializer/deserializer and run length limited (RLL) data encoder/decoder. Serialized write
data is provided on the write data output line 148. The read data clock and clock separated NRZ read data are received
on the input lines 142,_,. Parallel data is transferred to and from the data sequencer 216 via the data bus 262. A bi-
directional, 16 byte deep FIFO 260 connects the data bus 262 to a data port 270 of the data multiplexer 222.

[0064] The arbitration and buffer control unit 200 monitors and directs the transfer of data between the data buffer
68 and the data sequencer 216. Each sector data block transfer is initiated by the programming of a data transfer select
bit and a direction bit in a Sequencer Control register of the sequencer control and status register 250 by the micro-
processor 80. The selection and direction bits are programmed on a per sector basis to define whether a transfer is to
occur and if so, the direction. Where the transfer is to the disk 14, the data sequencer 216 immediately provides a data
transfer request control signal to the arbitration and buffer control unit 200 via the control lines 2205 to prefetch data
from the buffer memory 68 into the FIFO 260, though subject to any presently active disk data transfer operation. Since
disk data transfers through the data sequencer 216 must be synchronous with disk rotation, the arbitration and buffer
control unit 200 generally treats such transfers as its highest priority buffer requests. For data transfers from the disk
14, the request is placed with the arbitration and control unit 200 as data is first loaded into the FIFO 260. In both
cases, the Disk Address PC register in the buffer register 232 is utilized by the arbitration and buffer control unit 200
as the source of the disk address transfer location within the buffer memory 68.

[0065] As withthe Host Address PC address, the Disk Address PC address is loaded from a Disk Address PC Preload
address register in response to a write access of a Disk Address PC Transfer register by the microcontroller 80. Since
each data transfer to or from the disk 14 is initiated by the microcontroller 80, the Disk Address PC Preload register
can be programmed during a current data transfer operation. Overhead processing by the microcontroller 80 is sub-
stantially reduced by requiring only a single write access to transfer the next buffer memory address into the Disk
Address PC register and a write access to set the next data transfer direction and enable the data sequencer to perform
the operation. A control signal provided via control lines 220, to the buffer register 232 places the contents of the Disk
Address PC register on lines 238 to the address generator 236. The resulting buffer address is then provided onto the
address portion of the buffer address and control lines 70. The data multiplexer 222 is selected to return the corre-
sponding data from the buffer memory 68 via the data port lines 270 to the FIFO 260. The arbitration and buffer control
unit 200 thereafter monitors and controls the flow of data through the FIFO 260 as necessary to support the continuous
data transfer operation of the data sequencer unit 216. With each access of the buffer 68, the address held in the Disk
Address PC is incremented until a full sector data field has been transferred. The sector byte length, typically 516 bytes
(512 data bytes plus 4 CRC bytes) is established by a value programmed into the Sector Size register in the sequencer
control and status register 250 by the microprocessor 90. Thus, the data sequencer 216 simply operates to access
the FIFO 260 to transfer the steady stream of data required to support its internal data sequencer operation. Coordi-
nation of data through the FIFO 260 and data multiplexer 222, including the incrementing of the Disk Address PC
values to provide data buffer addresses is performed by the arbitration and buffer control unit 200 via control signals
provided on the control lines 220,, 220,, 2205 and 240.

[0066] The data sequencer 216 also cooperates with the ECC generation and control unit 210 to facilitate the hard-
ware generation and correction of data errors. On transfer of data from the buffer memory 68 to the FIFO 260, the
arbitration and buffer control unit 200 selects a multiplexer 274 via control line 220, to also route the data onto the
ECC unitinput line 276. Control signals provided on lines 2205 initiate and define the operation of the ECC generation
and control unit 210. The buffer delay afforded by the prefetching of data into the FIFO 260 allows sufficient time for
the ECC generation control unit 210 to generate a sector ECC value, typically eleven bytes in length, at or before the
data sequencer transfers the last sector byte from the FIFO 260. The sector ECC value is passed to the data sequencer
216 via control lines 278. The data sequencer 216 controls the transfer of the ECC value bytes so as to seemlessly
append the sector ECC value to the end of the sector data received via data bus 262; the disk sector data field, including
ECC, is therefore typically 527 bytes in length.

[0067] For read data transfers, the multiplexer 274 is selected by control lines 220, to pass the read data stream
from the data bus 262 onto the ECC unit input lines 276. As the data is received, the ECC value is recalculated. The
prior calculated sector ECC value, as read from the disk 14, is not written to the FIFO 260, but rather is redirected via
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lines 278 to the ECC generation and control unit 210. The recalculated sector data ECC value is compared to the prior
calculated ECC value as read by the data sequencer 216. Once the comparison is complete, the ECC generation and
control unit 210 writes an ECC status bit into an Error Control and Status register of the sequencer control and status
register 232, via line 282, to indicate whether the sector read contained any bit errors. The Error Control and Status
register, and the other registers used by the ECC generation and control unit 210, is shown in Table VIII.

Table VIII

uC2 ECC Control Registers

Register Size Dir. Function

Error Control and Status 8 bit R/W Control bits for selecting "on the fly" hardware error
correction, byte shifting the correction shift register;
status bits for identifying an ECC error, correction of an
ECC error, and uncorrectability of an ECC error.

Error Offset Counter 14 bit | Read On ECC error detected, decremented to determine the
error location.

Error Offset Counter Pre-load 14 bit | Write Preload latch for the maximum possible error offset.
Correction Shift Register 80 bit | Hidden | ECC error correction shift register.
Correction Shift Register Access Port | 8 bit Read Least significant byte the correction shift register.

[0068] Where an error has been detected, the ECC generation and control unit 210 will, if enabled by a hardware
correction control bitin the Error Control and Status register, as presented via line 284, autonomously attempt to identify
and correct the data error on the data as now stored in the buffer memory 68. A maximum correctable error value will
have been programmed into the Error Offset Counter Preload register by the microprocessor 80 in conjunction with
setting the hardware correction enable control bit in the Error Control Status register. This preloaded value represents
the maximum number of bit shifts that can be theoretically performed on the ECC Correction Shift Register for the
given data sector size. The Error offset counter preload value is calculated as (Sector Size x 4) - 3. The value is loaded
into the Error Offset Counter register upon initiation of a hardware ECC error correction cycle. Also, the Disk Address
PC value, then corresponding to the address of the last byte of sector data now stored in the buffer memory 68, is
transferred to the ECC Address PC register (Table 1V).

[0069] To actually identify the location of the bit error within the sector data, the ECC values, as recalculated and a
read from the disk 14, are processed through a Correction Shift Register. The Error Offset Counter value is decremented
with each shift of the Correction Shift Register and the ECC Address PC value is decremented after each eight shifts
of the Correction Shift Register. Upon finding the location of the error and determining that the error is correctable, the
ECC generation and control unit 210 requests a buffer memory access by providing an access request on the control
lines 212 to the arbitration and buffer control unit 200. Preferably, ECC generation and control unit 210 requests are
treated by the arbitration and buffer control unit 200 at a priority below that of the host and low-level microcontroller
interface units.

[0070] The ECC generation and control unit 210 will preferably perform up to three read/modify/write buffer access
cycles as necessary to correct an ECC error. In each cycle, a buffer read access will obtain a sector data byte located
at the ECC Address PC value as provided from the buffer register 232 through the address generation and read/write
control unit 236 to the buffer memory 68. This sector data byte is returned via the data multiplexer 222 via the control
lines 212 to the ECC generation and control unit 210. Once modified, the sector data byte is written back to the buffer
memory 68 and the ECC Address PC value in the buffer register 232 is decremented.

[0071] If the ECC error location is found by the ECC generation control unit 210, but the error is determined to be
uncorrectable, a corresponding status bit is set in the Error Control and Status register. Microcontroller 80 may imple-
ment, in its firmware routines, a more extensive algorithm for correcting ECC detected errors. Accordingly, the micro-
controller 80 may read out the syndrome value present in the correction shift register through successive accesses of
the Correction Shift Register Access Port register. Each access will retrieve the least significant byte of the syndrome.
Between successive reads, a write of a byte shift enable bit in the Error Control and Status register will right shift the
syndrome value in the Correction Shift Register by eight bits, thereby allowing the entire syndrome to be successively
read.
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[0072] Finally, a failure to find the location of an ECC error is detected upon expiration of the Error Offset Counter
value. In this circumstance, the hardware correction cycle is terminated and a corresponding error status bit is set in
the Error Control and Status register. In this or the prior ECC error circumstance, the microcontroller 80 may determine
to discard the data containing the ECC error and reread the data from the disk 14. In any case, the microcontroller 80
may report the nature, extent and location of the error by a corresponding command and block address reference value
via the interprocessor registers to the host microcontroller 52 for further error handling, including statistical and historical
record keeping.

[0073] The final source of buffer access requests is a refresh control unit 286. The refresh control unit 286 is only
required where the buffer memory 86 utilizes dynamic memory cells, as opposed to being of a static memory design.
Access to the buffer memory 68 is periodically requested by the refresh control unit 286 by provision of a request
control signal to the arbitration and buffer control unit 200 via a control line 288. Given the need for maintaining the
data integrity of the memory buffer 68, a refresh cycle request is treated as the highest priority request by the arbitration
and buffer control unit 200. Upon grant of the request, the arbitration and buffer control unit 200 directs a conventional
dynamic memory refresh cycle access of the buffer memory 68. A binary value representing the desired dynamic
memory refresh cycle time is programmed by the microcontroller 52 into a refresh register within the buffer register
232. This refresh value is transferred via lines 290 to the refresh controller 286. The refresh register is shown in Table IX.

Table IX
uC1 DRAM Refresh Registers

Register | Size | Dir. Function

Refresh | 6 bit | Write | Specifies DRAM refresh period

D. Small Computer System Interface (SCSI) Host Interface Architecture

[0074] A detailed block diagram of a preferred embodiment of the host interface unit 50 is shown in Figure 6. As will
be seen, the host interface unit 50 is required to manage the controlled transfer of data between a number of potential
data sources and data destination ports. For the preferred embodiment of host interface unit 50 shown in Figure 6, the
potential sources of data include the host interface 12, in this instance a small computer systems interface (SCSI), the
data portion 54, of the data, address and control bus 54 and the two data ports, port A and port B, that connect to the
shared data buses 72, 76 of the respective actuator controllers 32, 34. The same set of data sources are potential data
destinations as well.

[0075] The primary inbound data path through the host interface unit 50 begins with the data portion of the host
interface 12 being coupled through a data latch 292 to an input of a multiple input, single output data path multiplexer
294 via the internal data bus 296. The output of the multiplexer 294 is connected to a 17 byte deep FIFO 298 via a
data bus 300. A port A output of the FIFO 298 is connected through a multiplexer 302, via lines 306, and an output
latch 310, via lines 314, to the port A shared data output bus 72. In a similar manner, a port B output of the FIFO 298
is connected through a multiplexer 304, via lines 308, and an output latch 312, via lines 316, to the port B shared data
output bus 76.

[0076] Data from the host microcontroller 52 representing a secondary inbound data path, is routed via the data lines
324 to another input of the multiplexer 294. From there, the data path for data originated by the microcontroller 52 is
substantially the same as for host interface data. However, data provided on the port A output of the FIFO 298 can, in
addition, be routed via the lines 306 to a SCSI command sequencer 330 for transfer onto the data portion 12, of the
SCSI host interface 12. This data path is provided to allow the host microcontroller 52 to provide data directly in support
of SCSI commands and responses transferred through the host interface 12.

[0077] The port A and port B shared data buses 72, 76 provide the remaining two data inputs to the multiplexer 294.
By appropriate routing through the FIFO 298, port A and port B data can be flexibly routed to the SCSI command
sequencer 330, to the reciprocal port B or port A shared data bus 76, 72, or to the multiplexer 318 for transfer to the
host microcontroller 52 via the data portion 54, of the data, address and control bus 54.

[0078] Since the shared data buses 72, 76 provide input data, via lines 320, 322 to the multiplexer 318, the host
microcontroller 52 can receive, in parallel, the actual data transferred to the SCSI command sequencer 330 and to the
actuator controllers 32,34. Further, since the data bus portion 12, of the host interface 12 and both shared data buses
72, 76 are bi-directional, the host microcontroller 52 is capable of monitoring the data transferred regardless of the
particular data source and destination ports.

[0079] In order to preserve and subsequently validate the integrity of data transferred via the host interface 12, each
SCSI data word includes a parity bit. The parity bit on inbound data transfers is transferred via the parity bit line 125
to the SCSI command sequencer 330. The data word is passed via the data portion of the host interface bus 12, to a
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parity generator 332 that, in turn, regenerates a parity bit based on the actual data word received. The regenerated
parity bit is provided via the parity bit line 334 to the SCSI command sequencer for comparison with the actual parity
bit received. Conventional SCSI handling of a parity error is initiated if the SCSI command sequencer 330 determines
that the parity bit comparison has failed.

[0080] The validity of data transferred through the host interface 50 is further maintained and checked by associating
a cyclic redundancy check (CRC) value to each data block transferred through the host interface unit 50. A CRC
generation unit 336, incorporating an internal data source multiplexer, receives each data block as a data stream from
the data bus portion 54, of the data, address and control bus 54, from the port A and port B shared data buses 72, 76
via input buses 338, 340 and from the port A and port B shared data buses 72, 76 via the buses 320, 322. Thus, for
inbound data from the host interface 12, data transferred ultimately through either the port A or port B shared data
buses 72, 76 is routed via the internal data bus lines 320 or 322 to the CRC generator 336. Then, depending on the
data block destination, the resulting CRC value is provided onto the CRC output lines 346 or 348 through the multi-
plexers 302, 304 and output latches 310, 312, to the shared data buses 72, 76.

[0081] In the preferred embodiments of the present invention, the CRC generator 336 produced a four byte CRC
value for each inbound 512 byte block of data transferred to the port A or port B shared data buses 72, 76. This four
byte CRC value is appended to the 512 byte block through the operation of the multiplexers 302, 304 and a continuation
of the write accesses of the buffer memory 68. The depth of the FIFO 298 is generally adequate to allow the receipt
of the next block of inbound data to proceed while the current block is processed through the CRC generation unit 336,
the additional buffer memory 68 accesses necessary to append the CRC value to the current block in the buffer memory
68 are performed, and hardware reinitialization of the CRC generation unit with a CRC seed value is completed.
[0082] For outbound data transfers, data from either the port A or port B shared data buses 72, 76 is routed via the
internal data buses 338 or 340 to the CRC generation unit 336 concurrent with the data transfer through the multiplexer
294 and into the FIFO 298. Data from the FIFO 298 is passed to the port A bus 426 to the SCSI command sequencer
330 for output to the host interface 12. At the conclusion of the data block transfer to the FIFO 298, the four bytes
representing the prior calculated CRC value are transferred in from the port A or port B buses 72, 76 to the CRC
generator 336; the CRC value is not placed into the FIFO 298. The recalculated CRC value is then compared against
the prior calculated value. Where there is a CRC comparison failure, a control signal is passed from the CRC generation
unit 336 to the SCSI command sequencer 330 to indicate that the outbound data block contains a data error and should
be discarded by the ultimately receiving host.

[0083] The control path function of the host interface unit 50 is implemented via a microcontroller decode unit 356,
a control register unit 342 and an asynchronous logic block 386. Supplemental control path support is provided by a
FIFO controller 368, CRC generation unit controller 354, SCSI request latch 396, and an interrupt controller 398.
[0084] Where the SCSI command sequencer has received an inbound SCSI command on the host interface 12, the
command and associated data will have been loaded into the FIFO 298. A control signal on one of the lines 394 will
cause the asynchronous logic unit 386 to issue an interrupt on line 545 to the host microcontroller 52. On successive
reads of a memory location corresponding to the output bus 54, of multiplexer 318 and that is recognized by the
microcontroller decode unit 356 to select the FIFO 298, multiplexer 302 and latch 310, the SCSI command and asso-
ciated data may be read out by the microcontroller 52 and queued. Once the microcontroller 52 has directed the
execution of the series of low-level commands, if any, necessary to begin a response to the SCSI command, the next
state of operation is determined for the host interface unit 50 and buffer/sequencer 66. The microcontroller 52 estab-
lishes this state by programming the control register unit 342 of the host interface 50 and the buffer register 232 of the
buffer/sequencer 66 as appropriate for the transfer of data between the host interface unit 50 and the buffer memory
68. On completion of each block transfer, where the programmed quantity of data has been transferred and, typically,
in order for the address in the Host Address PC register to be updated, the asynchronous logic unit 386 again causes
an interrupt to be generated on line 544 to the microcontroller 52.

[0085] The control register unit 342 is thus provided for the static storage of static configuration parameters for the
host interface unit 50, for the storage of dynamic control values that may be reprogrammed by the host microcontroller
52 in order to modify the operating state of the host interface unit 50, and to make accessible status values that dy-
namically reflect the operating state of the host interface unit 50. The control register unit 342 is preferably memory
mapped within the address space of the host microcontroller 52. Thus, by providing the appropriate address and control
signals, the address and control bus 54,, a corresponding register select signal will be provided via the control lines
358 to the control register unit 342. Data provided on the data portion 54, of the data, address and control bus 54 can
then be written into the corresponding control register via the internal bus 324. If, however, the microcontroller 52
requests a read operation, the contents of the address referenced register of the control register unit 342 is transferred
onto the internal data bus 324, 328 and through the multiplexer 318 onto the data portion 54, of the data, address and
control bus 54.

[0086] The values stored in the control register unit 342 include a bit position to generate a control signal on one of
the control lines 364 to the SCSI request unit 396 to request a SCSI command arbitration and execution transaction.
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This request signal, provided via line 398, to the SCSI command sequencer 330 is first synchronized to the internal
operation of the host interface unit 50 by the provision of a control signal from the asynchronous logic unit via control
lines 390. Additional configuration control signals are provided on the control lines 364 directly to the SCSI command
sequencer 330. One additional control signal is directed to the multiplexer 294 for selection of one of its four data inputs
to be coupled to the multiplexer output bus 300.

[0087] Another value stored by the control register unit 342 is a CRC seed value that is cycled, via the control lines
344, to the CRC generation unit 336 on reinitialization of the CRC generation unit 336. This initial value is used to
prime the logic implementing the CRC generation algorithm. As such, it may be a static value programmed into the
control register unit 342 at any prior point in time by the microcontroller 52. Alternately, the host microcontroller 52 may
select the seed value based on an aspect of the data block with which itis to be used. That is, the logical sector number
or a permutation thereof, for example, could be used as the seed value to insure that data for which an identical CRC
value would be calculated, or even identical data inadvertently read from a different logical sector, would not yield a
recalculated CRC value that matches the prior calculated CRC value. Consequently, the CRC value effectively protects
against not only data errors occurring at any point between the host interface unit 50 and the disk 14, including the
data while stored in the buffer memory 68 and as processed through the buffer/sequencer 66, but also against me-
chanical and firmware errors that may result in the reading of a data block from an improper location on the disk 14.
[0088] Another control signal generated from a value stored in the control register unit 342 is provided via control
line 372 to enable the operation of the CRC control unit 354. A similar control value generates configuration control
signals on the lines 370 to the FIFO control unit 368. Additional control signals for defining the operation of the FIFO
298 are received by the FIFO control unit 368 via the control lines 390 originating with the asynchronous logic unit 386.
The coordinated operation of the CRC generation unit 336 and FIFO 298 is achieved by way of control signals provided
on the control lines 376 from the FIFO control unit 368 to the CRC control unit 354 and then to the CRC generation
unit 336 via the control lines 378.

[0089] A number of control values are stored in the control register unit 342 and provided on the control lines 360 to
the asynchronous logic unit 386 to select the operating control sequence to be performed by the interface 50. Additional
control status feedback signals are received by the asynchronous logic unit 386 via the control lines 384 from the FIFO
control unit 368, control lines 382, including a CRC comparison fail line, from the CRC generation unit 336, and control
lines 394 from the SCSI command sequencer 330. In addition, the enable and acknowledge control signals associated
with the actuator controllers 32, 34 are received via the control lines 131, 78,, 134, 785. In response, the asynchronous
logic unit 386 generates sequencer control signals on the output lines 392 and component control signals on the output
control lines 390. These component control signals include the port A and B request and byte count signals on lines
132, 78, 136, 78, and an interrupt signal to the host microcontroller 52 on line 545. Internally, the component control
signals include multiplexer enable and input select signals provided to the multiplexer 318, latch enable signals to the
output latches 310, 312, sequence defining control signals to the CRC controller 354 and status values that are provided
back to status registers within the control register unit 342. The component control signals also include enable signals
for synchronizing the operation of the parity generator 332 and SCSI request unit 396 to the operation of the SCSI
command sequencer 330.

[0090] Finally, the interrupt controller 398 acts as a concentrator to produce a single SCSI interrupt signal on line
12, of the host interface in response to a number of different possible interrupt conditions. The sources include, from
the SCSI command sequencer 330 a busy/wait interrupt, a select interrupt, and a selected interrupt. The asynchronous
logic block 386 is a source of a SCSI parity error interrupt, identification error interrupt and a SCSI reset interrupt,
among others. An interrupt mask may be programmed into the interrupt controller via the microcontroller 52 data bus
54, to selectively enable selected sources of a SCSI interrupt.

E. Physical Block (IDE) Host Interface Architecture

[0091] An alternate architecture of the host interface unit is shown as unit 50" in Figure 7A. The host unit interface
unit 50" is preferred where the system 10 is intended to operate with a host interface 12 that conforms to the industry
standard IDE interface. The interface command sequencer 412 incorporates a series of registers for receiving a com-
mand and data representing the source or destination of data to be transferred in conjunction with the command. In
response, the interface command sequencer 412 generates a number of control signals on the host control lines 12,,
including specifically an 1/0 channel (IOCHNL) ready signal, as necessary to allow the interface command sequencer
412 and, as appropriate the microcontroller 80, to set up for the requested command operation.

[0092] Data from the host interface 12 is routed to an input of the multiplexer 414 via an internal data bus 416. The
other data inputs to the multiplexer 414 include the port A and port B shared data buses 72, 76 and the data portion
54, of the data, address and control bus 54. Data is transferred from the multiplexer 414 to a 17 byte deep FIFO 418
via a multiplexer data output bus 420. Data is transferred out of the FIFO 418 to either or both of two multiplexers 422,
424 via the FIFO output buses 426, 428 and through output data latches 430, 432 via data buses 434, 436 and to the
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port A and port B shared data buses 72, 76. Data from the FIFO 418 may also be transferred via the data bus 426 to
the interface command sequencer 412 for routing onto the host data portion 12, of the host interface 12. Finally, a
multiplexer 442 is provided to selectively transfer data from the host interface 12, as bypassed through the interface
command sequencer 412 and onto the internal data bus 444, or data being transferred on either the port A or port B
shared data buses 72, 76 onto the data portion 54, of the host microcontroller data, address and control bus 54. The
multiplexer 442 thereby allows the host microcontroller 52 to monitor all host data transfers and all data transfers to
the port A and port B buffer memories 68, 68'.

[0093] A CRC generation unit 446 is provided to generate a CRC value, again typically four bytes in length, that is
to be uniquely associated with each data block, again typically 512 bytes long, that is received from the host interface
12. Inbound data is routed to the CRC generator 446 via the internal data buses 438, 440, depending on whether the
data block destination is the port A or port B shared data bus 72, 76. The CRC value produced by CRC generation
unit 446 is provided on either the data bus 454 or 460 to the multiplexer 422 or 424 as appropriate to be appended to
the end of the data block just transferred onto the port A or port B shared data bus 72, 76.

[0094] The depth of the FIFO 418 is sufficient to accommodate the beginning of the next data block data sufficient
to allow the operation of the CRC generation 446 to complete its operation. Further, the CRC generator 446 preferably
incorporates a four byte output buffer to which a newly calculated CRC value is transferred and from which it read for
appending to its corresponding 512 byte block of data. This output stage within the CRC generation unit 446 allows
the unit 446 to be reinitialized pending the next data block transfer.

[0095] An outbound data block being received by the host interface unit 50" via the port A or port B shared data bus
72, 76 is transferred via the internal data bus 450 or 452 to the CRC generation unit 446. Once the entire data block
has been received, the multiplexer 414 transfers no further data to the FIFO 418. However, the appended prior calcu-
lated CRC value is passed onto the CRC generation unit 446. This prior calculated CRC value is compared against a
CRC value recalculated from the data block transfer data. The match/fail status of the CRC value comparison is ulti-
mately reflected in a status condition available to a host connected to the host interface 12.

[0096] Operation of the host interface 50" generally follows from the programming of configuration state parameters
into registers within the interface command sequencer 412. These values establish the program state of the host
interface unit 50". These data values are programmed by the host microcontroller 52 based on their I/O mapped location
within the total address space of the microcontroller 52. These data values are provided on the data portion 54, of the
host microcontroller data, address and control bus 54 to the interface command sequencer 412. The corresponding I/
O address and control signals are provided on the address and control portion 54, of the bus 54 to the microcontroller
decode unit 454. The decoded address and control signals are provided to an asynchronous logic unit 456 via the
control lines 458. In response, corresponding latch enable signals are provided via the control lines 466 to the interface
command sequencer 412 to enable the writing of the supplied data to a corresponding register within the interface
command sequencer 412. In a similar manner, existing configuration parameters and status data can be read from the
interface command sequencer registers by the host microcontroller 52.

[0097] One such register within the interface command sequencer 412 is a command register. Once a valid command
value has been written to this register, the interface command sequencer 412 de-asserts the I/O channel ready signal
and interrupts the microcontroller 52 to signal the receipt of a new command. The command and associated data may
be read from the interface command sequencer 412 via the internal data bus 444 and multiplexer 442. Once the
microcontroller 52 has appropriately programmed the control registers in the interface command sequencer 412 and
the buffer/sequencer, the host interface unit 50 is directed to reassert the 1/O channel ready signal and allowed to begin
processing the command.

[0098] Coordinating control signals are provided by way of control lines 474 to the asynchronous logic unit 456. In
response, FIFO control signals are provided by way of the control lines 460 to a FIFO control unit 480. By way of the
further FIFO control signals provided on control lines 482, the FIFO controller 480 manages the operation of the FIFO
418. Status information on the FIFO state is provided back to the asynchronous logic unit 456 by status lines 484. The
asynchronous logic unit 454 further provides control signals on the control lines 462, 464 to the CRC generation unit
446 and a CRC control unit 468. The CRC control unit 468 is responsible for the detailed operation of the CRC gen-
eration unit 446 and, in addition, selecting either of the multiplexers 422, 424 to transfer the CRC value from the internal
data buses 454, 466 to the buses 434 and 436 as necessary to append the CRC value to the end of a currently
transferred data block. The CRC generation unit 446 and CRC control unit 464 provides status information back to the
asynchronous logic unit 456 via the status lines 476. One such status signal is the match/fail status of a CRC value
comparison operation. This control signal, in conjunction with others to control the specific operation of the multiplexer
414, latches 430, 432 and multiplexer 442 are provided on some of the control lines 466. Additionally, the asynchronous
logic unit 456 generates and provides via the remaining control lines 466, the port A and port B request signals on
lines 132, 78, and the port A and port B byte count control signals on lines 136, 78,. Finally, the asynchronous logic
unit 456 is responsible for generating and providing an interrupt signal onto one of the lines 466 to a microcontroller
interrupt line 545. This interrupt signal is used, as previously described, to alert the microcontroller 52 to the receipt of
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a command by the interface command sequencer 412, to signal the end of a block data transfer where, typically, a
new Host Address PC address value is required for further data transfers, and upon failure of a CRC match operation,
for example.

[0099] Referring now to Figure 7B, a detailed portion of the interface command sequencer 412 is shown to illustrate
the utilization of a double buffered, or staging set of shared configuration control registers. A microcontroller interface
unit 500 receives the data and control portions 54,_, of the host microcontroller data, address and control bus 54. The
microcontroller interface unit 500 also receives an enable control signal from the asynchronous logic unit 456 via one
of the control lines 466.

[0100] In parallel, a host interface unit 502 receives the host interface data control and address lines 12, 3 and an
enable control signal from the asynchronous logic unit 456 via another one of the control lines 466. Data passed through
the microcontroller interface 500 and host interface unit 502 are passed via internal data buses 504, 506 to a multiplexer
508, operating as a demultiplexer/router for selectively delivering data from the input lines 504, 506 to any output line
of a distribution bus 514. The function of the multiplexer is controlled by a select signal on one of the control lines 512
as driven in concert by the microcontroller interface unit 500 and host interface unit 502. Data from the multiplexer 508
is transferred via the distribution bus 514 to an array of data registers 516. These data registers provide for storage of
single bytes defining a command (CMD1), head (SDH1), cylinder (CYL1), sector (SCT1), count (CNT), data (DATA1),
and fixed value CRC seed. Thus, the function of the multiplexer 508 and control signals on lines 510 from the control
bus 512 allow each of the registers within the register array 516 to be independently written with a selected byte value.
[0101] A second register array 518 essentially duplicates the head through count registers of the array 516. In ad-
dition, an error (ERRO) register is provided to hold a current error status value. All data from the host interface 12 or
host microcontroller 52 is routed through the data registers, DATA1 and DATAO. These two registers operate together
as a word (16bit) to byte converter for transfers from the host interface 12.

[0102] Control signals provided on control lines 510, 511 provide for the high speed, parallel transfer of the head
through count byte values from the array 516 to the array 518. Unlike the head through count registers of the array
516, the corresponding registers of the array 518, are used to directly control a current data block transfer operation.
For purposes of the host interface unit 50", the host interface 12 generally operates in a "physical" block addressing
mode with sectors predefined as being 512 bytes in length. Thus, in the transfer of a data block consisting of some
number of sectors stored in the count register, the data within each sector can be referenced as an offset count within
a sector of a current cylinder accessed by a current head. Thus, as each sector of a data block is transferred through
the host interface unit 50", the value stored in the sector register of the register array 518 is incremented and the count
register value is decremented. Each time the sector number exceeds a predefined number of sectors per cylinder
(typically 17), the sector value rolls over to zero and the head value is incremented. Similarly, once the maximum head
number has been exceeded, the cylinder number is incremented. The incrementing of the sector register value is
performed in response to a control signal received on the control lines 511 from the microcontroller or host interface
500, 502.

[0103] The overflow of the sector number - when it exceeds the defined number of sectors per cylinder - is detected
by an overflow address calculation unit 552. This overflow address calculation unit 552 monitors the current count,
sector, cylinder and head register values via the lines 550. Whenever any one of the sector, cylinder and head register
values reaches their predefined limit, a new combination of sector, cylinder and head register values is calculated and
written into the corresponding registers of the register array 516. The current count value is also preserved by writing
into its corresponding register in the register array 516. Thus, as soon as the current sector is transferred, the new
combination of sector, cylinder and head values can be transferred in parallel to the register array 518, and the data
block transfer can be continued without involving the host microprocessor 52 and introducing a corresponding sub-
stantial latency in completing the data block transfer.

[0104] The command register of the register array 518 does not change on a per sector basis. Rather, the command
defines the operation being performed with respect to the data block being transferred.

[0105] The value stored in the command through data registers of the register array 518 are directly available to the
control logic of the interface command sequencer 412 via the control lines 530, 532, 534, 536, 540, 542. In addition,
the data value in the error register of the register array 516 and fixed seed CRC value are available on the control lines
544, 448,. Other than the fixed CRC seed value, these register values are used to select and progressively sequence
the operation of the interface command sequencer 412.

[0106] A variable CRC generator 512 is provided to generate a CRC seed value that is directly dependent on the
current head and cylinder register values. In the preferred embodiment of the present invention, a bit exclusive or of
the head and cylinder values from control lines 532, 534 is performed by the variable seed unit 528. The resulting eight
bit, position dependant CRC seed value is provided on line 448,. A multiplexer (not shown), controlled by a control
signal from the microcontroller interface unit 500 selects whether the position dependant or fixed CRC seed value is
provided onto the CRC seed line 448 from the interface command sequencer 412 to the CRC generation unit 446.
Thus, not only is the validity of the data insured by the provision of a CRC for each data block transferred through the
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host interface unit 50", but an additional integrity check is made that the data, when subsequently read back from the
disks 14, is from the intended head and cylinder.

[0107] Finally, both the host microcontroller 52 and a host coupled to the host interface 12 are permitted to read the
current values of the head through data registers of the register array 518. A general data multiplexer 524 is coupled
via the buses 522 to the head, cylinder, sector, count, data and error registers of the register array 518. Thus, any of
these register values can be selected through the general data multiplexer 524 onto the internal data bus 546 for further
routing through the interface command sequencer 412 to the host data bus 12,. Similarly, a status multiplexer 526 is
connected to the full set of registers of the register array 518 and, in addition, to the command register of the register
array 516. The values obtainable through the status multiplexer 526 are provided onto the internal data bus 548 to the
data bus 444 for transfer of the selected data to the multiplexer 442.

[0108] Thus, a comprehensive, high-performance, flexible architecture for controlling one or more actuator assem-
blies in regard to a common set of disks has been described. Furthermore, a multi-tiered scheme for insuring data
integrity both through the electronic control architecture as well as specifically the reading and writing of data to and
from the surfaces of the disks has been described. The architecture is particularly notable for modularity and its use
of an arbitration controller to manage access to a intermediate buffer memory within each actuator or controller that
allows separate microcontrollers to operate fully at their respective tasks of managing the host interface and the low-
level control of an actuator assembly.

[0109] Consequently, it is to be understood that many modifications and variations of the present invention are pos-
sible in light of the foregoing disclosure. It is therefore to be further understood that, within the scope of the appended
claims, the invention may be practiced otherwise than is specifically described above.

Claims

1. A control apparatus for controlling the transfer of data and control signals between a host processor, via a host
interface (12), and a disk drive system, said disk drive system including a physical storage area comprising storage
media (14) and an actuator (24, 42) coupled to the storage media, said actuator carrying at least one transducer
(20, 36) for recording data on and retrieving data from said storage media and moving said actuator's transducers
with respect to said storage media, characterised in that

said control apparatus comprises:

a low-level controller (32, 34), being adapted to be connected to said actuator, where said low-level controller
performs operations of controlling the recording of data on and the retrieving of data from respective data
storage locations (16') of said storage media (14) and controlling the positioning and the maintaining of the
position of a said transducer carried on said actuator with respect to said storage media (14);

an interface controller (50, 52, 62) connected to said host interface and said low-level controller for commu-
nicating with said host processor via said host interface, for processing a host-level command into one or more
low-level commands for defining said operations to be performed by said low-level controller, and for commu-
nicating said one or more low-level commands to said low-level controller, and for managing the transfer of
data (46, 48) to and from said host interface and said low-level controller; and

said low-level controller performing the said received operations from said interface controller independently
of said interface controller.

2. A control apparatus according to claim 1, wherein said low-level controller comprises:
a buffer (68) for storing data received from said interface controller and from said storage media; and
a buffer sequencer (66) connected to said buffer for controlling the flow of data between said buffer and said
interface controller and between said buffer and said storage media.
3. A control apparatus according to claim 2, wherein said buffer sequencer comprises:
arbitrating means (200) for arbitrating access to said buffer between said interface controller and said low-
level controller.
4. A control apparatus according to claim 2 or claim 3, wherein said interface controller further comprises:
storage means (298, 418) for storing data received from said host for storage on said storage media and data

received from said low-level controller to be sent to said host; and
mapping means (232) for memory mapping the location of data in said storage media and in said buffer in
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said low-level controller.

5. A control apparatus according to any one of claims 1 to 4, wherein:

said disk drive system comprises a plurality of said actuators (24, 42);

said control apparatus comprises a plurality of said low-level controllers (32, 34), each said low-level controller
being adapted to be connected to a dedicated one of said actuators, where each said low-level controller
performs said operations of controlling independently of any other said low-level controller;

said interface controller is connected to each said low-level controller and is adapted for selecting a low-level
controller, for communicating said one or more low-level commands to said selected low-level controller and
for managing the transfer of data to and from said host interface and said low-level controllers; and

each said low-level controller performs the said received operations from said interface controller independ-
ently of said interface controller.

A control apparatus according to claim 5 when dependent on claim 4, wherein said storage means is adapted for
storing data received from each said low-level controller to be sent to the host and said mapping means is adapted
for memory mapping the location of data in said buffer in each of said low-level controllers.

A control apparatus according to claim 5 or claim 6, wherein said interface controller further comprises:

control means (64) for selecting one of said plurality of low-level controllers to perform a desired said operation
as a function of the location of where the data is to be stored on or retrieved from said storage media, the availability
of said low-level controllers, the present positions of said plurality of actuators and the response time for each said
low-level controller for performing the desired operation.

A control apparatus according to any one of claims 5 to 7 in combination with said storage media, wherein said
storage media comprises:

a common storage medium (14) common to a plurality of said low-level controllers (32, 34) for allowing each
said common low-level controller to recover data from said common storage medium that was recorded by any
common said low-level controller associated with said common storage medium.

Patentanspriiche

1.

Steuervorrichtung zur Steuerung der Ubertragung von Daten und Steuersignalen zwischen einem Hauptcomputer
und einem Plattenlaufwerk-System Uber eine Haupt-Schnittstelle (12), wobei das Plattenlaufwerk-System einen
physikalischen Speicherbereich, der Speichermedien (14) umfalt, und ein mit den Speichermedien gekoppeltes
Stellglied (24, 42) einschlie3t, wobei das Stellglied zumindest einen Wandler (20, 36) zur Aufzeichnung von Daten
auf den Speichermedien und zur Riickgewinnung der Daten von diesen tragt und die Wandler des Stellgliedes
bezuglich der Speichermedien bewegt, dadurch gekennzeichnet, daf3

die Steuervorrichtung folgendes umfalt:

ein untergeordnetes Steuergerat (32, 34), das zur Verbindung mit dem Stellglied ausgebildet ist, wobei das
untergeordnete Steuergerat die Operationen der Steuerung der Aufzeichnung von Daten auf jeweiligen Spei-
cherplatzen (16') der Speichermedien (14) und die Riickgewinnung von Daten von diesen, und der Steuerung
der Positionierung und der Aufrechterhaltung der Position eines der von dem Stellglied getragenen Wandlers
bezliglich der Speichermedien (14) ausfihrt,

ein Schnittstellen-Steuergerat (50, 52, 62), das mit der Haupt-Schnittstelle und dem untergeordneten Steuer-
gerat verbunden ist, um mit dem Hauptcomputer tiber die Haupt-Schnittstelle in Kommunikation zu treten, um
einen Befehl auf der Hauptcomputerebene in ein oder mehrere Befehle auf der untergeordneten Ebene zu
verarbeiten, um die Operationen festzulegen, die von dem untergeordneten Steuergerat ausgefiihrt werden,
und um den einen oder die mehreren Befehle auf der untergeordneten Ebene zu dem untergeordneten Steu-
ergerat zu (ibertragen, und um die Ubertragung von Daten (46, 48) zu und von der Haupt-Schnittstelle und
dem untergeordneten Steuergerat zu verwalten, und

wobei das untergeordnete Steuergerat die empfangenen Operationen von den Schnittstellen-Steuergerat un-
abhéangig von dem Schnittstellen-Steuergerat ausfihrt.
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Steuervorrichtung nach Anspruch 1, bei der das untergeordnete Steuergerat folgendes umfaldt:

einen Puffer (58) zum Speichern von von dem Schnittstellen-Steuergerat und von den Speichermedien emp-
fangenen Daten, und

eine Puffer-Ablaufsteuerung (66), die mit dem Puffer verbunden ist, um den Datenfluf zwischen dem Puffer
und dem Schnittstellen-Steuergerat und zwischen dem Puffer und den Speichermedien zu steuern.

Steuervorrichtung nach Anspruch 2, bei der die Puffer-Ablaufsteuerung folgendes umfalfit:
Konkurrenzbereinigungseinrichtungen (200) zur Vermittlung des Zugriffs an den Puffer zwischen dem
Schnittstellen-Steuergerat und dem untergeordneten Steuergeréat.

Steuervorrichtung nach Anspruch 2 oder 3, bei der das Schnittstellen-Steuergerat weiterhin folgendes umfafdt:
Speichereinrichtungen (298, 418) zum Speichern von von dem Hauptcomputer empfangenen Daten zur Spei-
cherung auf den Speichermedien und von Daten, die von dem untergeordneten Steuergerat empfangen und

zum Hauptcomputer zu senden sind, und

Abbildungseinrichtungen (232) zur speicherkonformen Abbildung der Position der Daten in den Speicherme-
dien und in dem Puffer in dem untergeordneten Steuergerat.

5. Steuervorrichtung nach einem der Anspriiche 1-4, bei der:

das Plattenlaufwerk-System eine Mehrzahl der Stellglieder (24, 42) umfafit,

die Steuervorrichtung eine Vielzahl der untergeordneten Steuergerate (32, 34) umfalit, wobei jedes unterge-
ordnete Steuergerat zur Verbindung mit einem speziell zugeordneten einen der Stellglieder ausgebildet ist,
wobei jedes der untergeordneten Steuergerate die Operationen der Steuerung unabhangig von irgendeinem
anderen der untergeordneten Steuergerate ausfiihrt,

das Schnittstellen-Steuergerat mit jedem der untergeordneten Steuergerate verbunden und zur Auswahl eines
untergeordneten Steuergerates, zur Ubertragung des einen oder der mehreren Befehle der untergeordneten
Ebene an das untergeordnete Steuergerat und zur Verwaltung der Ubertragung von Daten zu und von der
Haupt-Schnittstelle und den untergeordneten Steuergeraten ausgebildet ist, und

wobei jedes untergeordnete Steuergerat die empfangenen Operationen von dem Schnittstellen-Steuergerat
unabhangig von dem Schnittstellen-Steuergerat ausfihrt.

Steuervorrichtung nach Anspruch 5 unter Ruckbeziehung auf Anspruch 4, bei der die Speichereinrichtung zur
Speicherung von Daten ausgebildet ist, die von jedem der untergeordneten Steuergerate empfangen werden und
zum Hauptcomputer zu senden sind, und wobei die Abbildungseinrichtung zur speicherkonformen Abbildung der
Position der Daten in dem Puffer in jedem der untergeordneten Steuergerate ausgebildet ist.

Steuervorrichtung nach Anspruch 5 oder 6, bei der das Schnittstellen-Steuergerat weiterhin folgendes umfafdt:

Steuereinrichtungen (64) zur Auswahl eines der Mehrzahl von untergeordneten Steuergeraten zur Ausfih-
rung einer gewiinschten der Operationen als eine Funktion der Position, an der bzw. von der die Daten auf den
Speichermedien zu speichern bzw. zuriickzugewinnen sind, der Verfligbarkeit der untergeordneten Steuergerate,
der derzeitigen Positionen der Mehrzahl von Stellgliedern und der Ansprechzeit fir jeden der untergeordneten
Steuergerate bei der Ausfiihrung der gewlinschten Operation.

Steuervorrichtung nach einem der Anspriiche 5-7 in Kombination mit den Speichermedien, wobei die Speicher-
medien folgendes umfassen:

ein gemeinsames Speichermedium, das einer Mehrzahl der untergeordneten Steuergerate (32, 34) gemein-
sam ist, damit es jedem gemeinsamen untergeordneten Steuergerat ermdglicht wird, Daten von dem gemeinsa-
men Speichermedium zurlickzugewinnen, die irgendeinen gemeinsamen der untergeordneten Steuergerate auf-
gezeichnet wurden, die dem gemeinsamen Speichermedium zugeordnet sind.
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Revendications

Dispositif de commande pour commander le transfert de données et de signaux de commande entre un processeur
central, via une interface de processeur central (12), et un systeme d'unité de disque, ledit systéeme d'unité de
disque incluant une zone de stockage physique comprenant des supports de stockage (14) et un mécanisme de
positionnement (24, 42) couplé aux supports de stockage, ledit mécanisme de positionnement transportant au
moins un transducteur (20, 36) pour enregistrer les données sur lesdits supports de stockage et pour extraire les
données de ceux-ci et pour déplacer lesdits transducteurs du mécanisme de positionnement par rapport auxdits
supports de stockage, caractérisé en ce que

ledit appareil de commande comprend

un contréleur de bas niveau (32, 34), qui est congu pour étre connecté audit mécanisme de positionnement,
ou ledit contrdleur de bas niveau effectue des opérations consistant a commander I'enregistrement des don-
nées et a commander I'extraction des données sur les emplacements de stockage de données respectifs (16')
desdits supports de stockage (14) et a commander le positionnement et le maintien de la position dudit trans-
ducteur transporté sur ledit mécanisme de positionnement par rapport auxdits supports de stockage (14);
un contréleur d'interface (50, 52, 62) connecté a ladite interface de processeur central et audit contréleur de
bas niveau pour communiquer avec ledit processeur central via ladite interface de processeur central, pour
traiter un ordre du niveau du processeur central en un ou plusieurs ordres de bas niveau pour définir lesdites
opérations qui doivent étre exécutées par ledit contréleur de bas niveau, et pour communiquer ledit ordre ou
lesdits ordres de bas niveau audit contrleur de bas niveau et pour gérer le transfert des données (46, 48)
entre ladite interface de processeur central et ledit controleur de bas niveau ; et

ledit contréleur de bas niveau effectuant lesdites opérations regues dudit contrdleur d'interface indépendam-
ment dudit contrdleur d'interface.

Dispositif de commande selon la revendication 1, dans lequel ledit contréleur de bas niveau comprend :

une mémoire tampon (68) pour mémoriser des données regues du controleur d'interface et desdits supports
de stockage ; et

un séquenceur de mémoire tampon (66) connecté a ladite mémoire tampon pour commander le flux des
données entre ladite mémoire tampon et ledit contréleur d'interface et entre ladite mémoire tampon et lesdits
supports de stockage.

Dispositif de commande selon la revendication 2, dans lequel ledit séquenceur de mémoire tampon comprend :
un moyen d'arbitrage (200) pour arbitrer I'acces a ladite mémoire tampon entre ledit contréleur d'interface
et ledit contréleur de bas niveau.

Dispositif de commande selon la revendication 2 ou la revendication 3, dans lequel ledit contréleur d'interface
comprend en outre :

un moyen de mémorisation (298, 418) pour mémoriser les données regues depuis le processeur central pour
mémorisation sur lesdits supports de stockage et pour mémoriser les données regues dudit contréleur de bas
niveau qui doivent étre envoyées audit processeur central ; et

un moyen de mise en correspondance (232) pour la mise en correspondance en mémoire de I'emplacement
des données dans lesdits supports de stockage et dans ladite mémoire tampon dans ledit contréleur de bas
niveau.

5. Dispositif de commande selon I'une quelconque des revendications 1 a 4, dans lequel :

ledit systéme d'unité de disque comprend une pluralité desdits mécanismes de positionnement (24, 42) ;
ledit dispositif de commande comprend une pluralité desdits controleurs de bas niveau (32, 34), chaque dit
contréleur de bas niveau étant congu pour étre connecté a un mécanisme de positionnement dédié parmi
lesdits mécanismes de positionnement, ou chaque contréleur de bas niveau effectue lesdites opérations con-
sistant a commander indépendamment chacun des autres dits contréleurs de bas niveau;

ledit contrdleur d'interface est connecté a chaque dit contréleur de bas niveau et est congu pour sélectionner
un contrdéleur de bas niveau, pour communiquer ledit ordre ou plusieurs ordres de bas niveau audit contréleur
de bas niveau sélectionné et pour gérer le transfert des données entre ledit interface de processeur central
et lesdits contrOleurs de bas niveau ; et
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chaque dit contréleur de bas niveau effectue lesdites opérations regues depuis le contréleur d'interface indé-
pendamment dudit contréleur d'interface.

Dispositif de commande selon la revendication 5, lorsqu'elle dépend de la revendication 4, dans lequel ledit moyen
de mémorisation est congu pour mémoriser les données regues depuis chaque dit contréleur de bas niveau qui
doivent étre envoyées au processeur central et ledit moyen de mise en correspondance est congu pour mettre en
correspondance en mémoire I'emplacement des données dans ladite mémoire tampon dans chacun desdits con-
tréleurs de bas niveau.

Dispositif de commande selon la revendication 5 ou la revendication 6, dans lequel ledit contrdleur d'interface
comprend en outre :

un moyen de commande (64) pour sélectionner un contréleur de bas niveau parmi ladite pluralité des con-
tréleurs de bas niveau pour effectuer ladite opération désirée comme une fonction de I'emplacement ou les don-
nées doivent étre mémorisées ou lues ou extraites depuis lesdits supports de stockage, de la disponibilité desdits
contrbleurs de bas niveau, des positions actuelles de ladite pluralité des mécanismes de positionnement et du
temps de réponse pour chaque dit contréleur de bas niveau pour exécuter I'opération désirée.

Dispositif de commande selon I'une quelconque des revendications 5 a 7, en combinaison avec lesdits supports
de stockage, dans lequel lesdits supports de stockage comprennent :

un support de stockage commun (14) commun & une pluralité desdits contréleurs de bas niveau (32, 34)
pour permettre a chaque dit contréleur de bas niveau commun de récupérer les données depuis le support de
stockage commun qui ont été enregistrées par chaque dit contréleur de bas niveau commun associé audit support
de stockage commun.
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