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Datapro Summary

The communications processor, originally designed for the hierarchical mainframe network,
performs device polling, line concentration, data packet routing, and other necessary func-
tions. By off-loading these tasks from the host, the communications processor frees the host
to perform the primary task for which it was designed: data processing.

Local area networking has largely displaced the mainframe, and the LAN router, offering a
streamlined, cost-effective approach to concentration and switching, has become the work-
horse of networking technology. To extend the life of the communications processor, IBM
and other vendors have enhanced their products with multiprotocol host, LAN, and display
terminal connectivity options, turning their processors into solutions for linking newer LAN
environments with older host and terminal environments.

As a front-end processor, the communications processor remains an indispensable compo-
nent in the communications strategies of IBM, Amdahl, NCR, and Unisys. It remains a
major source of revenue, therefore, for these vendors in the years to come.

Market Analysis

Market Highlights

As a front end to a host computer, the communi-
cations processor monitors and manages multi-
ple communications lines and the devices on
them, concentrating the data into one or more
host channels. As a remote processing node, the
communications processor performs line con-
centration, intelligent switching (routing), flow
control, error correction, protocol conversion,
and LAN gateway functions. Freed from these

- routine tasks, the host can concentrate on its pri-

mary task—processing data for application pro-
grams.

As a front-end processor (FEP), the commu-
nications processor remains a strategic element

—By Martin Dintzis
Assistant Editor/Analyst
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in the networking architectures of major com-
puter manufacturers including IBM, Amdahl,
NCR, and Unisys. Vendors continue to enhance
these products, primarily through intelligent
communications modules, allowing the proces-
sor to interconnect hosts and multiple, incompat-
ible LAN and WAN environments, thereby pro-
viding a migration path to open networking.
Originally designed, however, for the hierar-
chical (host-to-terminal) type of communica-
tions in which the host controls routing functions
through static tables, communications proces-
sors are not the ideal solution for intelligent
switching between LANs. Multiprotocol LAN
routers, now marketed by a growing number of
vendors, including IBM, lead in this area.
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Market Leaders

IBM

IBM is the leading vendor in the communications processor mar-
ket. All major vendors offer compatibility with IBM’s Systems
Network Architecture (SNA), its 3745 Communication Control-
ler (a front-end processor), and its 3174 Establishment Controller
(a terminal controller). Vendors of 3745-compatible equipment
include NCR Corp., Amdahl Communications, and Unisys Corp.
Vendors marketing terminal controllers compatible with the IBM
3174 include Memorex Telex, Apertus Technologies, IDEA, and
MCcDATA.

IBM’s 3745 Communications Controller family includes the
low-end Models 130, 150, and 170, and the larger processor Mod-
els 210, 310, 410, and 610. The most powerful model, the 3745-
610, supports -up to 16 IBM hosts concurrently, 896 low- and
medium-speed lines, 16 T1 trunks, eight 16M bps token-ring
LANS, and sixteen 10M bps Ethernet LANs. Models 410 and 610
offer two independent central control units (CCUs), which each
run a separate Network Control Program (NCP). The IBM 3745
supports the ESCON adapter, which permits high-speed fiber op-
tic channel access to a System/390 host, and frame-relay wide
area networking connections.

In June 1993 IBM will introduce several enhancements to the
high-end models (210 through 610). IBM will extend the power
and capacity of these models through the 3746 Expansion Unit
Model 900. This unit will house a new high-performance token-
ring LAN adapter, the first of several new processing models to
be released by IBM. By off-loading LAN gateway functions, the
expansion unit will free 3745 option slots to handle other func-
tions, such as holding 8MB of additional memory for a total of
16MB, managing ESCON channels, and supporting frame-relay
WAN links. Upgraded with additional memory, an enhanced
maintenance subsystem, and an interface to the 3746, these units
are now renamed as Models 21A, 31A, 41A, and 61A, respec-
tively.

IBM’s 3172 Interconnect Controller, available in three mod-
els, is a multivendor networking product capable of linking mul-
tiple, dissimilar LANs (TCP/IP Ethemet, token-ring, FDDI, and
IBM PC Network), multiple remote IBM hosts over T1 trunks, or
multiple IBM hosts over a LAN backbone. Like the 3745, it sup-
ports ESCON channels. Version 3.0 of IBM’s 3172 Interconnect
Controller Program (ICP) supports a TCP/IP Offload feature,
which eliminates TCP/IP networking overhead from the host
computer.

The IBM 3174 Establishment Controller, available in more
than 14 different models, performs concentration, protocol con-
version, and gateway functions to link multiple terminals and PCs
to both IBM and non-IBM hosts. Included in this family are floor-
standing, rack-mounted, and tabletop units supporting local Sys-
tem/370 host channel attachment, ESCON host channel attach-
ment, and remote host access via X.25, ISDN BRI, and fractional
or full TI/E1 facilities. The 3174 features async bidirectional
ASCII-to-IBM 3270 protocol conversion for terminal-to-host
communications, access to multiple hosts and host sessions for
attached devices, token-ring LAN-to-host gateways, and Ad-
vanced Peer to Peer Networking (APPN) support. The largest
models can support up to sixty-four 3270-type or eighty-eight
async devices.

IBM’s 5394 Remote Control Unit links up to 16 5250-compat-
ible terminal devices to an AS/400 or System/3X midrange host.
Both local and remote host links are supported.
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Vendors of IBM 3745-Compatible Products

NCR Network Products Group

NCR’s Comten 5600 communications processor line comprises
five models: 5630, 5645-B, 5655-B, 5665-B, and 5675-B. The
Comten 5675-B, the largest unit, supports up to 1,024 low- or
medium-speed lines, 24 T1/El links, 16 IBM hosts, sixty-four
16M bps token-ring LAN connections, and 48 Ethernet LAN con-
fnections.

Recent enhancements to NCR’s Comten 5600 processors in-
clude support for TCP/IP Ethernet LANs on the Comten 5600’s
Multiple Communications Adapter Module (MCAM) and an
ISDN basic rate network interface for European ISDN services.

For years, NCR based its strategy on providing a product that
was easy to configure, upgrade, and install in an IBM network.
NCR now places more emphasis on supporting multivendor com-
munications and evolving standards. NCR’s Comten 5600 pro-
cessors run TCP/IP software for internetworking. They can be
managed by Systems Center’s Net/Master as well as IBM’s Net-
View network management systems.

The Comten 5600 processor line is just one component of
NCR’s Open Networking Environment (ONE) strategy. ONE in-
cludes a suite of open networking hardware and software prod-
ucts based on TCP/IP, OSI, and SNA software that ensures coex-
istence between existing networks and OSI networks, and
transition products that provide a smooth migration path to open
networking. Having merged with AT&T in 1991, NCR has inte-
grated AT&T’s StarLAN family of network adapters and intelli-
gent hubs, StarWAN line of bridges and routers, StarGROUP cli-
ent/server software, and StarSENTRY network management
software into ONE.

Amdahl Corp.

Amdahl’s 4745 Communications Processor Models 110 and 210
run IBM software without any modification. Designed as an al-
ternative to the IBM 3745-210, the 4745-210 supports up to eight
IBM hosts through ESCON or System/370 channels, 256 low- or
medium-speed communications lines, four T1/E1 links, and eight
token-ring LANS. }

Unlike NCR, Amdahl offers an IBM plug-compatible product,
one that preserves the user’s software investment. Although the
4745 does not offer the capacity and processing power of the
larger IBM 3745 models, Amdahl’s 4745 provides superior price/
performance, flexibility, and ease of upgradability. Amdahl
boasts that the 4745-210 can provide up to 13% greater internal
throughput than the IBM 3745-210. The 4745 can run multiple
releases of IBM ACF/NCP (Versions 3, 4, and 5); switching be-
tween software releases can occur through the execution of a sin-
gle console command. All Amdahl processors are fully compati-
ble, enabling a user to upgrade from an Amdahl 4725 (an older
processor) to a 4745-110, which, in turn, can be upgraded to a
4745-210.

Unisys Corp.

Unisys’s Distributed Communications Processor (DCP) Series,
comprises six models: DCP/5, DCP/25, DCP/30, DCP/35, DCP/
50, and DCP/55. They range in size from the entry-level DCP/S,
supporting up to 11 communications lines, to the top-of-the-line
DCP/55, supporting over 1,500 communications lines.

DCP processors are designed for users of Unisys 1100/2200
Series mainframe computers who also need access to IBM SNA,
OS], TCP/IP, Ethernet LAN, and X.25 packet-switching environ-
ments. The processor models perform front-end processing, nodal
processing,  remote concentration, and network management
functions. : S - : _

A key feature of DCP processor software is IBM PU Type 2.1
node emulation, enabling DCP processors to dynamically route
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A communications processor can function as a front end for one or more host computers, an intelligent switching node, or a remote concentrator.

messages to and from other PU 2.1 devices, such as IBM FEPs,
without IBM host assistance. The software also incorporates a
menu-driven facility simplifying the process of logging on to
multiple IBM hosts. A printer-sharing feature emulates the IBM
printer sharing process for outbound open requests from Unisys
systems. This feature provides automatic queuing of print re-
quests.

In 1992 Unisys released the Communications Access Proces-
sor (CAP), a product that integrates SNA networks and UNIX
LAN environments. CAP implements a subset of the IBM main-
frame’s System Services Control Point (SSCP). Appearing as
both a Physical Unit Types 4 and 5, CAP establishes and manages
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SNA sessions for both IBM- and UNIX-based devices indepen-
dently of the IBM host computer. Special software running on a
UNIX server provides mapping between SNA and UNIX appli-
cations, allowing any network device to access any application.
CAP preserves the user’s investment in SNA technology while
allowing smooth migration to LAN-based processing. It accom-
plishes this without addition or modification to host software.

CAP is presently available in a version supporting 26 ports
and two trunks: CAP/200. In June 1993 Unisys will release CAP/
250, a larger model supporting 156 ports and six trunks.
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Vendors of IBM 3174-Compatible Products

Memorex Telex Corp.

Memorex Telex is the world’s largest supplier of IBM 3174 plug-
compatible computer equipment and accessories. The company
also markets intelligent workstations, local area network prod-
ucts, airline reservation systems, PBX equipment, and a variety of
other products.

Memorex Telex’s flagship hardware platform, the 1174 Net-
work Controller, is an IBM 3174-compatible controller. Available
in two local and four remote attachment models, the 1174 pro-
vides access to as many as 16 IBM hosts for up to 128 IBM coax
and 32 async ASCII or Digital LAT terminals. It supports both
token-ring and TCP/IP Ethernet LAN connections, and its async
terminal ports can be used to access async hosts. Attached termi-
nals have access to up to ten concurrent host sessions and display
up to five windowed sessions.

The STP 6544 Multifunction Communications Controller is an
IBM 3174-compatible controller connecting as many as 48 syn-
chronous and 32 asynchronous terminal devices to 4 IBM SNA or
BSC hosts and 32 async hosts. The STP 6544 can access hosts
through System/370 channels, X.25 and ISDN BRI WAN con-
nections, and token-ring LANSs.

IBM plug-compatible displays accessing the STP 6544 can
support up to five simultaneous host sessions through hot-key
switching. Memorex Telex displays can present up to four simul-
taneous sessions with windowing; users can cut and paste data
from one session to another. Other STP 6544 features include
bidirectional 3270-to-async ASCII protocol conversion, central
site software distribution and diagnostics, and integration with
NetView.

Apertus Technologies

Apertus markets IBM 3174-compatible terminal networking and
gateway products. The Datastar 3270 Access Hub allows connec-
tion of synchronous and asynchronous terminals to TCP/IP Eth-
ernet LANSs, token-ring LANs, and SNA and UNIX hosts com-
municating with those LANs. Up to 16 downstream physical
units (DSPUs) and more than 128 TELNET or 3270 CUT-mode
terminal sessions can be supported concurrently.

The Datastar 6800 TCP/IP LAN-to-Host Gateway, function-
ing as both a protocol converter and a gateway, provides TCP/IP
Ethernet LAN users with links to both IBM and async host envi-
ronments directly, through wide area links, or through token-ring
LANSs. It off-loads all TCP/IP processing functions from host
computers. Ethernet LAN users can execute file transfers without
FTP Server software on the mainframe. The Datastar 6800 can
also print 3270 data on LAN-attached printers. Each Datastar
6800 system can support up to 1,000 incoming TELNET and/or
3270 sessions.

IDEA

IDEA Concert is a family of IBM 3174/5394-compatible control-
lers providing interoperability between IBM mainframe and
midrange hosts and terminals, Digital VAXs and VT Series termi-
nals, and Ethernet and token-ring LANs. In addition to supporting
IBM SNA, TCP/IP, and X.25 protocols over wide area links,
IDEA Concert provides LAN routing for IP, Novell SPX/IPX,
and Digital LAT environments and supports MAC-level spanning
tree bridging (Ethernet) as well as source routing bridging (token-
ring). The controller’s SNA Datastream Management (SDM) fea-
ture efficiently routes SNA/SDLC traffic across LAN internet-
work links. SDM’s PU Concentrator feature simplifies host
distribution of sessions and reduces mainframe VTAM/NCP re-
source requirements. IDEA Concert is available in five models
supporting anywhere from 8 to 128 IBM terminals and 8 to 32
Digital VT-type terminals.
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McDATA Corp.

McDATA’s LinkMaster family of products comprises wide and
local area channel extenders as well as IBM 3270-compatible
controllers interconnecting terminals, token-ring and Ethernet
LANS, and host computers. The LinkMaster 7100 Network Con-
troller, an IBM 3174-compatible unit available in two local and
three remote models, provides access up to four IBM hosts for as
many as 128 coax devices and 34 async devices (or async hosts).
The LinkMaster 7100 features multiple host protocol combina-
tions (X.25, BSC, SDLC, SNA, and async ASCII), concurrent
gateway and DSPU functionality for both token-ring and Ethernet
LANSs, 3270-to-Digital LAT conversion, ESCON channel sup-
port, GOSIP compliance, and 3270 access to UNIX hosts via the
TELNET protocol.

The LinkMaster 6200 Network Gateway, an IBM 3172-com-
patible product based on UNIX technology, functions as both a
channel server and a channel gateway simultaneously. As a chan-
nel server, it provides Ethernet, token-ring, and FDDI LAN ac-
cess to host SNA applications, off-loading terminal emulation and
file transfer processing functions from the host. As a channel
gateway, it provides multiple logical paths between IBM-compat-
ible mainframes for file transfer and automatic rerouting of traf-
fic. In addition to SNA, the LinkMaster 6200 supports TCP/IP,
Digital DECnet, and OSI/CS.

McDATA'’s LinkMaster 7200 Network Concentrator concen-
trates multiple remote SDLC lines into either a single SDLC line
or token-ring LAN for host connection. With the LinkMaster
7200, users can consolidate multiple telecommunications lines or
integrate older 3270 devices into a LAN environment.

Future Directions

As a front end to the host, the communications processor remains
an indispensable component in the communications strategies of
IBM, Amdahl, NCR, Unisys, and other computer manufacturers.
These vendors have also maintained their products’ usefulness
through enhancements such as LAN gateways, T1 connectivity,
and support for open networking using X.25, TCP/IP, and frame-
relay protocols. The communications processor, therefore, has
become a means to link the host to multiple dissimilar networking
environments.

Support for multiple protocols in LAN routers, however, is
offering a simpler, more efficient, and more economical method
of transporting data between LANs, LAN-attached hosts, and
even LAN-attached communications processors.

The communications processor is still needed for certain tasks
that should not or cannot be handled by the LAN, including line
concentration, device polling, performance monitoring, and cer-
tain network management functions. It remains a major source of
revenue, therefore, for vendors in the years to come. It is doubt-
ful, however, that any newcomers will arrive on the communica-
tions processor scene. Most of the market belongs to IBM, NCR,
Unisys, and Amdahl. Taking on these giants is not likely to appeal
to start-up companies, which would probably prefer a more dy-
namic field with more possibilities.

I
Technology Analysis

The term ‘‘communications processor’” describes not only a spe-
cific category of equipment, but also systems that perform com-
munications processing functions and other services. Datapro’s
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definition of communications processors covers multifunctional,
intelligent systems dedicated to communications and serving as
nodes in a network. These systems generally include three basic
types of products: front-end processors, intelligent switches, and
remote concentrators.

In the late 1970s, IBM’s SNA and the ISO’s OSI model ad-
vanced data communications as functions separate from applica-
tions processing. SNA and OSI defined a network as a physical
entity, separate from its participating hosts and terminals. Imple-
menting a physically separate communications function occurred
through a system of small dedicated computers. Users placed
these communications processors at the front end of a mainframe
or allowed them to function independently as concentrators and
switches within their architectures.

In most communications processors, the CPU directs some
components to perform functions for the whole communications
processor and others to perform functions for specific groups of
communications lines. The former group includes host interfaces,
input/output (I/O) processors, reference clocks, and operator in-
terfaces, while the latter includes T1 and fractional T1 line inter-
faces and LAN gateway modules.

There are two kinds of network architectures: those for com-
munications among computers and terminals from a specific ven-
dor and those for open communications regardless of the vendor
of the communicating devices.

This section of the report discusses communications processor
design, evolution, and position in modern network architectures.
It also provides Selection Guidelines for users.

Technology Basics

The definition of a communications processor varies greatly. Net-
work designers hold one view of what a communications proces-
sor does, while equipment manufacturers hold another. The term
“communications processor’’ has been applied to equipment
ranging from an IBM 3745 to a four-port packet assembler/disas-
sembler (PAD).

A network designer believes that a communications processor
should set up connections to transmit and receive data, multiplex
and demultiplex data, frame and unframe messages, perform er-
ror correction and protocol conversion, choose transmission
routes, and collect performance and traffic statistics. Unfortu-
nately, this definition has led many manufacturers to classify their
protocol converters, PADs, and multiplexers as communications
processors. Manufacturers consider communications processors
as any devices that connect terminals to networks and maintain
control through changing network conditions. This concept
clouds the definition of the equipment—an IBM 3745 and a basic
protocol converter do not belong in the same category.

Datapro defines a communications processor as a multifunc-
tional, intelligent device dedicated to communications and serv-
ing as a control point, or node, in a data communications network.
It functions as a front end to a mainframe, an intelligent switch, or
aremote concentrator. As a front-end processor, the communica-
tions processor acts as a peripheral device locally attached to one
or more large computers, relieving them of the overhead involved
in message handling and network control. An intelligent switch
routes messages among the network’s various end points and par-
ticipates in the network’s control and management, either under
the control of a master (usually front-end) processor or as a peer
of other intelligent switches. A concentrator or terminal control-
ler controls a community of terminals, clusters of terminals, or
distributed applications processors; gathers, queues, and multi-
plexes their transmissions onto one or more high-speed network
trunks; and participates in the network’s control and manage-
ment, either under the direction of a master processor or as a peer
of other concentrators and switches.
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Network Architectures

In general, there are two kinds of network architectures: those
designed to provide communications among computers and ter-
minals from a specific vendor, and those designed to provide
open communications regardless of the vendor.

Proprietary mainframe vendor architectures include IBM’s
SNA, Bull HN’s DSA, and Unisys’s BNA and DCA. Open archi-
tectures include the CCITT X.25 packet-switching specification
and several ““transparent” network schemes marketed by com-
munications vendors.

The communications processor plays an important part in ven-
dor-specific and open architectures. The International Organiza-
tion for Standardization (ISO) reference model for Open Systems
Interconnection (OSI) provides a framework for examining the
functions performed by communications processors in different
network architectures.

Mainframe Architectures

In network architectures designed by mainframe vendors, the
FEP controls communications in conjunction with one or more
software systems in the host computer. In general, it handles the
Data Link through Session layers of the ISO model, with host
software implementing the Presentation and Application layers.
The activity in the layers varies, depending on the architecture. In
Unisys’s DCA, the DCP-Series front-end controls many Presen-
tation layer functions, while in IBM’s SNA, the host’s access
method (along with software residing in the terminal controllers)
handles communications down to the Session layer, with the 3745
front end acting almost as a channel-attached packet switch. The
range of control assigned to front-end processors in other main-
frame architectures varies between those extremes.

In all mainframe architectures, the same processor models
serving as front ends can also function as intelligent switches and
concentrators. Communications processors working in main-
frame architectures also perform intelligent gateway functions,
providing the interface between the mainframe network and com-
munications facilities outside the architecture, particularly LANs
and X.25 packet switched networks.

Open Architectures

In an open architecture, such as X.25, the communications pro-
cessor .serves as an intelligent packet switch, implementing the
Data Link through Transport layers via a uniform set of comple-
mentary protocols. Designed specifically for public data net-
works, the X.25 protocol establishes virtual circuits, or logical
paths, through the network for any vendor’s devices. Communi-
cating devices at either end of the virtual circuit must handle the
Session, Presentation, and Application layers according to their
own protocols.

In a public network, the network provider is responsible for
network management. The packet-switching processors in the
public network, therefore, bear the load of network access, rout-
ing, error-correction, and flow control functions, along with pro-
visions for statistically recording traffic and usage data for indi-
vidual users.

Communications processors operating in packet-switching
configurations seldom perform gateway functions. The user must
comply with the network’s protocols, either through a combina-
tion of hardware and software residing on the front-end processor
or through a standalone packet assembler/disassembler handling
the Physical and Data Link layers of the architecture.

Evolution of the Communications Processor

Two developments in the late 1960s provided the technical base
for the modern communications processor: the minicomputer and
ARPANET. The minicomputer performed several functions more
efficiently than a mainframe and supplied the bus architecture
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that gave communications processors modularity and flexibility.
ARPANET, the first large-scale packet switched data network,
produced the fundamental design principles for current data com-
munications architectures. From these principles originated the
intelligent virtual circuit switch, the first functional communica-
tions processor.

A later development in minicomputer applications created the
distributed processor, a small computer dedicated to part of a
larger application that performed communications with its peers
in a distributed network. Distributed processing contributed the
idea of intelligent communications handling under software con-
trol.

The lower cost of dedicated processing in small computers
made it feasible to dedicate a small computer for intelligent com-
munications handling. The first intelligent front ends, such as
IBM’s 3704, predate modern network architectures and, to a large
extent, made such architectures possible.

The microprocessor also contributed to the communications
processor’s development. The advent of inexpensive silicon intel-
ligence enabled designers to implement the hierarchical scheme
of the typical communications architecture in hardware, with ded-
icated microprocessors performing low-level functions and re-
porting to larger, more complex processors at higher levels. In-
deed, some communications interface modules in present-day
communications processors are programmable, receiving down-
loads from the units’ CPUs that describe protocol and synchroni-
zation. Some systems consist of entirely redundant, microproces-
sor-controlled modules that perform the functions of other
modules, using the proper software load.

Functions

Front-end processing is the most difficult task performed by a
communications processor. In a large, complex network governed
by one or more mainframe hosts, a front end must perform the
following: physical transmission and reception of data; data buff-
ering and queuing; multiplexing; message framing and unfram-
ing; transmission error control; message sequencing; message
pacing and flow control; message or packet assembly and disas-
sembly, route selection; session establishment and disconnection;
and data formatting.

Intelligent switching is slightly less complex. When acting as
a dedicated switch, the communications processor does not carry
on a running dialog with a host computer and is not responsible
for end-to-end establishment and disconnection of sessions. Still,
an intelligent switch in normal operation must perform several
basic functions.

Concentration is often combined with LAN gateway and pro-
tocol conversion functions in terminal controllers such as the
IBM 3174 Establishment Controller. The terminal controller,
therefore, should not be confused with less sophisticated, single-
function devices like statistical multiplexers, basic terminal emu-
lators, and PADs. Indeed, the widespread use of microprocessors
and the declining cost of silicon intelligence, have enabled many
devices at the high ends of these lines to approach true communi-
cations processor functions. In true communications processing,
however, a dynamic process occurs that involves feedback from
other intelligent devices in the network. Statistical multiplexing,
simple terminal emulation, and packet assembly/disassembly are
basically static processes that do not change as network condi-
tions change.

An intelligent concentrator helps control the network, either
under the direction of a master processor or as a peer of other
concentrators and switches, receiving status information from the
network and changing its behavior accordingly. These changes
include accelerating or withholding transmissions, initiating diag-
nostic procedures for pathways and devices in its local domain,
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and controlling access to the network from its locally attached
devices. Some sophisticated terminal controllers, notably IBM’s
3174s, perform some or all of these functions.

Design

As shown in Figure 2, the basic design of almost all communica-
tions processors follows a three-tiered, hierarchical plan—a plan
that they share in common with digital PBXs and other data com-
munications components. This hierarchical arrangement includes
the CPU, various common control components, and communica-
tions interface modules. All these components are linked via a
common processor bus.

The CPU

The processor’s central processing unit (CPU) with its main
memory sits at the top of the hierarchy. The CPU controls the
communications processor’s operation according to the rules and
parameters of its operating software and, in front-end configura-
tions, in conjunction with instructions from the host computer. In
general, the CPU performs addressing, route selection, protocol
conversion, access control, session establishment, application-
level formatting, and error logging. It also delegates rote opera-
tions to subsidiary components.

Common Control Components

Host Interfaces: Communications processors configured as front
ends must have at least one host channel interface. The host chan-
nel interface converts serialized data from the front end’s CPU
into parallel bit streams transmitting the data up the channel to the
host. The host channel interface performs an identical but reverse
process on data from the host.

Input/Output  Processors: Some communications processors
contain one or more input/output processors that transfer data
between the CPU and attached storage peripherals. In some cases,
the I/O processors arbitrate among the various line bases for ac-
cess to main memory and to the CPU, handling interrupts gener-
ated by the line bases or host interfaces to gain the attention of the
CPU, or controlling the line bases’ or host interfaces’ access to
main memory. In communications processors with more than one
I/0 processor, each I/O processor usually controls a set comple-
ment of storage units or communications lines.

Reference Clock: The reference clock generates a timing signal
for other components of the communications processor. In many
systems, the CPU performs reference timing. Some systems have
separate reference clocks for timing signals at different data rates.

Operator Interface: The operator interface allows an operator to
monitor and control the communications processor and to run
diagnostic tests. In newer and more sophisticated systems, the
operator interface works under software control from a dedicated
workstation. In older communications: processors, the operator
interface works through a front panel equipped with manual
switches and indicator lights.

Communications Interface Modules

All the aforementioned components perform functions that are
shared among all communications lines; they sit just below the
CPU in the communications processor’s internal hierarchy. On
the network side, the “business end’’ of a communications pro-
cessor, the line bases and line sets complete the hierarchy.
Communications interface modules handle communications
at the Data Link layer between the communications processor and
one or more attached communications lines that share a common
synchronization pattern, line speed, and protocol. Each module

© 1993 McGraw-Hill, Incorporated. Reproduction Prohibited.
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Figure 2.
Communications Processor Architecture

Host
Computer

Host I/O
Channel

Common Control
Components

Communications
Interface Modules
Line Sets <

Control and
Maintenance
Panel or
Console

Communications Lines

The diagram shows the hierarchical, bus-based architecture of a typical communications processor. Such a processor can contain more than one
host interface, several 1/O processors, and different types of communications interface modules. Each communications interface module serves

lines of a specific synchronization, speed, and protocol.

usually contains a dedicated microprocessor that performs fram-
ing and stripping, message buffering, message sequencing, syn-
chronization, and error detection under the CPU’s direction. Such
modules are available for T1, fractional T1, and token-ring and
Ethernet LAN connectivity.

Parallel Data Bus

All components of the communications processor communicate
with one another over a parallel data bus, usually located along
the backplane or a side plane of the processor’s cabinet. The
physical bus architecture, popularized by minicomputer design,
supports easy installation and replacement of parts. In a hierarchi-
cal architecture, the bus also accommodates easy reconfiguration.
To replace asynchronous communications over voice grade lines
with HDLC communications over wideband or satellite circuits
for a 16-line network segment, a user needs only to replace 1 line
base and 8 line sets, rather than swapping out an entire front-end
processor. The hierarchical design extends the communications
processor’s functionality over time and helps protect the user’s
investment.

Selection Guidelines

The principal advantage of using a communications processor as
a networking tool is to physically and logically separate the net-
working functions from the host applications programs accessed
by the network’s end users. To achieve this goal, the communica-
tions processor must be capable of transparently providing net-
working services for any and all host applications. It must provide
a modular hardware architecture allowing easy expansion and
upgradability to accommodate additional users and networking
environments. Additionally, a modular software architecture will
allow introduction of support for new networking technologies,
such as ISDN, OSI, and frame relay.

© 1993 McGraw-Hill, Incorporated. Reproduction Prohibited.
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Redundancy for added reliability is another key feature to
look for in a communications processor. Backup CPUs, commu-
nications modules, and network lines can maintain network integ-
rity in the event of a processor component or line failure. Auto-
matic switchover to backup host facilities, another important
capability, allows users to continue working or to gracefully ter-
minate their tasks before total system failure occurs.

A third issue to consider in selecting a product is its network
management capabilities. Key features include the capability of
interacting with major network management systems such as
IBM’s NetView and Systems Center’s Net/Master; software dis-
tribution from a central site; on-line configuration through a user-
friendly, menu-driven interface; and performance monitoring and
statistics gathering to help plan for future expansion.

Emerging Technologies

Improvements in very large scale integration (VLSI) have en-
abled vendors to introduce intelligent and increasingly powerful
add-on modules providing links to multiple environments with-
out further loading down the processor CPU. Communications
processors will continue to be marketed as platforms for integrat-
ing host processing systems with X.25 packet switched and
frame-relay networks, T1 facilities, token-ring and Ethernet
LANs, OSI networks, fiber optic communications facilities, and
other environments.

Developments in VLSI technology have also enabled vendors
to greatly reduce the total number of internal processor compo-
nents and to improve their reliability. Greater reliability means
less monitoring and maintenance costs for the user.

The communications processor still fulfills its original pur-
pose: relieving the host of the overhead generated by keeping
track of a network. Today’s networks are larger and more com-
plex than those of the mid-1970s when the first communications
processors appeared. Thanks to the declining costs of memory
and processing power, many of today’s communications proces-
sors are faster and more powerful than early mainframes.
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The complexity of communications processors, however,
poses problems. In an era of user-friendly hardware and software,
the communications processor remains a device hospitable only
to trained engineers. Most require programs written in an arcane,
Assembler-level language, sometimes (but not always) with the
benefit of pregenerated macros in the host access method.

Vendors

The following list includes the names, addresses, and phone num-

bers of vendors that participate in the communications processor

market.

Amdahl Corp.

1250 E. Arques Avenue

P.O. Box 3470

Sunnyvale, CA 94088-3470 (408) 746-6000
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IBM

Old Orchard Road

Armonk, NY 10504

Contact your local IBM representative.

McDATA Corp.
310 Interlocken Parkway

Broomfield, CO 80021-3464 (303) 460-9200

NCR Corp.

Network Products Group

2700 Snelling Avenue North

St. Paul, MN 55113 (612) 638-7777

Memorex Telex Corp.
545 E. John Carpenter Freeway
Irving, TX 75062 (214) 444-3500

Unisys Corp.
P.O. Box 500
Blue Bell, PA 19424 (215) 986-4011 =
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The communications processor performs
concentration, intelligent switching (rout-
ing), flow control, error correction, and
other communications-related functions in
a network. Used either as a front end to a
host computer or as a remote processing
node, the communications processor re-
lieves the host work load by directly moni-
toring and managing communications lines
and devices, allowing the host to concen-
trate on its primary task—processing data
for application programs.

As a front-end processor (FEP), the com-
munications processor remains a strategic
element in the networking architectures of
major computer manufacturers including
IBM, Amdahl, NCR, and Unisys. Vendors
continue to enhance these products—
primarily through intelligent communica-
tions modules. These modules allow the
processor to interconnect hosts and multi-
ple, incompatible LAN and WAN environ-
ments, thereby providing a migration path
to open networking.

Originally designed, however, for the hi-
erarchical (host-to-terminal) type of com-
munications in which the host controls
routing functions through static tables,
communications processors are not the
ideal solution for intelligent switching be-
tween LANs. Multiprotocol LAN routers,
now marketed by a growing number of ven-
dors, including IBM, should take the lead in
this area.

—By Martin Dintzis
Assistant Editor
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Market Leaders

IBM is the leading vendor in the communi-
cations processor market. All major ven-
dors offer compatibility with IBM’s Sys-
tems Network Architecture (SNA) and its
3745 Communications Controller. IBM’s
foremost competitor is NCR Corp., fol-
lowed by Amdahl Communications and
Unisys Corp. Other competitors include
Bull HN Information Systems, McData
Corp., and Netlink Inc.

IBM

The 3745 Communications Controller
family includes the low-end Models 130,
150, and 170, and the larger processor
Models 210, 310, and 410. As the most
powerful model, the 3745-410 supports up
to 16 IBM hosts concurrently, 896 med-
ium- and high-speed lines, and eight 16M
bps token-ring LANs. Model 410 has two
independent central control units (CCUs),
which each run a separate Network Control
Program (NCP).

The IBM 3745 supports the ESCON
adapter, which permits high-speed fiber op-
tic channel access to a System/390 host. In
September 1992, IBM plans to release an
Ethernet LAN adapter for the 3745 along
with Version 6 of the Advanced Communi-
cations Function/Network Control Pro-
gram (ACF/NCP). The new ACF/NCP soft-
ware will support Ethernet LAN func-
tionality and introduce frame-relay connec-
tivity. With a single high-speed line to a
public frame-relay network, users could ac-
cess multiple remote 3745s. Reducing the
number of lines will cut communications
costs for IBM customers.

IBM also markets the 3172 Interconnect
Controller, a multivendor networking
product capable of linking multiple, dissim-
ilar LANs (Ethernet, token-ring, MAP 3.0,
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and IBM PC Network) or linking multiple remote IBM
hosts over T1 lines.

In June 1992, IBM plans to release the 6611 Network
Processor Model 140, a four-slot device, and the 6611 Net-
work Processor Model 170, a seven-slot device.

These LAN routers are designed to provide peer-to-peer
communications capability for local area networks, allow-
ing LAN devices to establish remote communications
links dynamically and without IBM host assistance. In the
older hierarchical approach to SNA networking, for which
the IBM 37XX communications processor was originally
developed, data switching between processor nodes was
controlled by static host-resident tables. The 6611, the first
LAN product of its kind introduced by IBM, will provide a
new, dynamic, intelligent switching method. This is be-
coming very necessary for interactive cooperative and dis-
tributed processing applications.

As a multiprotocol networking product, the 6611 can
route SNA/SDLC, NETBIOS, TCP/IP, DECnet, IPX, Ap-
pleTalk, and XNS datastreams across wide area networks
(WAN:S). It offers a means to consolidate multiple proto-
cols on a single link, thereby decreasing networking ex-
penses.

Features of the 6611 include:

« attachment of token-ring, Ethernet, downstream SDLC
3174, frame-relay, and X.25 devices

"« local bridge connectivity, allowing up to seven IBM
Token-Ring Network connections that converge at one
location

 a Simple Network Management Protocol (SNMP) Agent
in the IBM Multiprotocol Network Program, providing
online configuration capability

IBM is entering this market in response to the multiproto-
col routers introduced by several vendors, including Cisco
Systems, CrossComm Corp., RAD Network Devices, and
Wellfleet Communications, which also support SNA.

IBM’s router is not intended to duplicate the functions
of the 3745 and its NCP software—this would require that
the 6611 emulate a physical unit type 4 (PU4) device. In-
stead, the router exploits IBM’s Advanced Peer-to-Peer
Networking Protocol (APPN) for intelligent communica-
tions between LAN devices without host assistance.

The router encapsulates SNA frames without modify-
ing them, a strategy that reduces communications over-
head and processing delays. The 6611 can also carry data
from LAN-attached hosts and LAN-attached communica-
tions processors over the same wide area link that carries
the LAN traffic. This arrangement provides higher
throughput than conventional leased SDLC lines and can
be used to reduce the total number of leased lines in a pri-
vate network.

Although routers, such as the 6611, will take on some of
the LAN-to-LAN communications handled by the 3745,
the 3745 will still occupy an important place in IBM’s net-
working strategy. It provides the only method to link a lo-
cal or remote LAN environment to an IBM host computer.
It also performs valuable functions such as device polling,
error correction, performance monitoring, line concentra-
tion, and certain network management functions—which
should not or cannot be off-loaded to another product.
Both the 3745 and the 6611, therefore, will work together
in the wide area network.
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NCR

NCR’s Comten 5600 communications processor line in-
cludes five models: 5630, 5645-B, 5655-B, 5665-B, and
5675-B. The Comten 5675-B, the largest unit, supports up
to 1,024 low- or medium-speed lines, 24 T1/E1 links, 16
IBM hosts, sixty-four 16M bps token-ring LAN connec-
tions, and 48 Ethernet LAN connections.

Recent enhancements to NCR’s Comten 5600 proces-
sors include the release of a new low-end processor, Model
5630, and the introduction of the Multiple Communica-
tions Adapter Module (MCAM), which provides token-ring
gateway functionality now and will eventually provide
Ethernet LAN connections, frame relay, and SMDS con-
nectivity.

For years, NCR based its strategy on providing a prod-
uct that was easy to configure, upgrade, and install in an
IBM network. NCR now looks beyond IBM, offering sup-
port for multivendor communications and evolving stan-
dards. NCR’s Comten 5600 processors run TCP/IP soft-
ware for internetworking. They can be managed by
Systems Center’s Net/Master as well as IBM’s NetView
network management systems.

The Comten 5600 processor line is just one component
of NCR’s Open Networking Environment (ONE) strategy.
ONE includes a suite of open networking hardware and
software products based on TCP/IP and OSI, SNA soft-
ware that ensures coexistence between existing networks
and OSI networks, and transition products that provide a
smooth migration to open networking. Having merged
with AT&T in 1991, NCR has integrated AT&T’s Starlan
family of network adapters and intelligent hubs, StarWAN
line of bridges and routers, StarGROUP client/server soft-
ware, and StarSENTRY network management software
into ONE, which places the vendor in an even stronger
position to offer multivendor wide area networking solu-
tions.

Amdahl

Amdah!l’s 4745 Communications Processor Models 110
and 210 run IBM software without any modification. De-
signed as an alternative to the IBM 3745-210, the 4745-
210 supports up to eight IBM hosts, 256 communications
lines, and eight 4M bps token-ring LANS.

In the fourth quarter of 1991, Amdahl increased the
throughput capacity of the 4745 by 90% through memory
and channel adapter enhancements, increased the maxi-
mum number of channel-attached hosts to eight, and in-
troduced T1/E1 communications adapters for leased SNA/
SDLC lines. In January 1992, Amdahl introduced IBM
ESCON adapter connectivity. Later this year, Amdahl in-
tends to introduce support for 16M bps token-ring LANSs.
The 4745 presently accommodates only 4M bps LAN en-
vironments.

Unlike NCR, Amdahl offers an IBM plug-compatible
product, one that preserves the user’s software investment.
Although the 4745 does not offer the capacity and process-
ing power of the larger IBM 3745 models, Amdahl’s 4745
provides superior price/performance, flexibility, and ease
of upgradability. Amdahl boasts that the 4745-210 can
provide up to 13% greater internal throughput than the
IBM 3745-210. The 4745 can run multiple releases of IBM
ACF/NCP (Versions 3, 4, and 5); switching from one soft-
ware release to another can occur through the execution of
a single console command. All Amdahl processors are fully
compatible, enabling a user to upgrade from an Amdahl
4725 (an older processor) to a 4745-110, which, in turn,
can be upgraded to a 4745-210.

© 1992 McGraw-Hill, Incorporated. Reproduction: Prohibited.
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Unisys markets the Distributed Communications Proces-
sor (DCP) Series, which includes six models: DCP/5,
DCP/25, DCP/30, DCP/35, DCP/50, and DCP/55. They
range in size from the entry-level DCP/5, supporting up to
11 communications lines, to the top-of-the-line DCP/55,
supporting over 1,500 communications lines.

DCP processors are designed for users of Unisys 1100/
2200 Series mainframe computers who also need access to
some combination of IBM SNA, OSI, TCP/IP, Ethernet
LAN, and X.25 packet-switching environments. The pro-
cessor models can perform front-end processing, nodal
processing, remote concentration, and network manage-
ment functions.

Early in 1992, Unisys released a new version of its DCP
SNA software, which now enables its communications
processors to emulate IBM PU 2.1 nodes. With this new
feature, DCP processors can route messages to and from
other PU 2.1 devices, such as IBM FEPs, without IBM
host assistance. The software also incorporates a new
menu-driven facility that simplifies the process of logging
on to multiple IBM hosts.

Future Directions

As a front end to the host, the communications processor
remains an indispensable component in the communica-
tions strategies of IBM, Amdahl, NCR, Unisys, and other
computer manufacturers. Vendors have also maintained
their products’ usefulness through enhancements such as
LAN gateways, T1 connectivity, and support for open net-
working using X.25, TCP/IP, OSI, and frame-relay proto-
cols. The remote communications processor, therefore,
has become a means to link the host to multiple dissimilar
environments.

Support for multiple protocols in LAN routers, how-
ever, has begun to offer a simpler, more efficient, and more
economical method of transporting data between LANS,
LAN-attached hosts, and even LAN-attached communica-
tions processors.

The communications processor will always be needed
for certain tasks that should not or cannot be handled by
the LAN, including line concentration, device polling, per-
formance monitoring, and certain network management
functions. It will remain a major source of revenue, there-
fore, for vendors in the years to come.

It is doubtful, however, that any newcomers will arrive
on the communications processor scene. Most of the mar-
ket belongs to IBM, NCR, Unisys, and Amdahl. Taking on
these giants is not likely to appeal to start-up companies,
which would probably prefer a more dynamic field with
more possibilities.
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The term “communications processor” describes not only
a specific category of equipment, but also systems that per-
form communications processing functions and other ser-
vices. Datapro’s definition of communications processors
covers multifunctional, intelligent systems dedicated to
communications and serving as nodes in a network. These
systems generally include three basic types of products:
front-end processors, intelligent switches, and remote con-
centrators.

In the late 1970s, IBM’s SNA and the ISO’s OSI model
advanced data communications as functions separate
from applications processing. SNA and OSI defined a net-
work as a physical entity, separate from its participating
hosts and terminals. Implementing a physically separate
communications function occurred through a system of
small dedicated computers. Users placed these communi-
cations processors at the front end of a mainframe or al-
lowed them to function independently as concentrators
and switches within their architectures.

In most communications processors, the CPU directs
some components to perform functions for the whole com-
munications processor and others to perform functions for
specific groups of communications lines. The former
group includes host interfaces, input/output (I/0) proces-
sors, reference clocks, and operator interfaces, while the
latter includes T1 and fractional T1 line interfaces and
LAN gateway modules.

There are two kinds of network architectures: those for
communications among computers and terminals from a
specific vendor and those for open communications re-
gardless of the vendor of the communicating devices.

This section of the report discusses communications
processor design, evolution, and position in modern net-
work architectures. It also provides Selection Guidelines
for users.

Technology Basics

The definition of a communications processor varies
greatly. Network designers hold one view of what a com-
munications processor does, while equipment manufac-
turers hold another. The term “communications proces-
sor” has been applied to equipment ranging from an IBM
3745 to a four-port packet assembler/disassembler (PAD).

A network designer believes that a communications
processor should set up connections to transmit and re-
ceive data, multiplex and demultiplex data, frame and un-
frame messages, perform error correction and protocol
conversion, choose transmission routes, and collect perfor-
mance and traffic statistics. Unfortunately, this definition
has led many manufacturers to classify their protocol con-
verters, PADs, terminal controllers, and multiplexers as
communications processors. Manufacturers consider com-
munications processors as devices that connect terminals
to networks and maintain control through changing net-
work conditions. This concept clouds the definition of the
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A communications processor can function as a front end for one or more host computers, an intelligent switching node, or a remote

concentrator.

equipment—an IBM 3745 and a protocol converter do not
belong in the same category.

Datapro defines a communications processor as a mul-
tifunctional, intelligent device dedicated to communica-
tions and serving as a control point, or node, in a data
communications network. It functions as a front end to a
mainframe, an intelligent switch, or a remote concentra-
tor. As a front-end processor (FEP), the communications
processor acts as a peripheral device locally attached to
one or more large computers, relieving them of the over-
head involved in message handling and network control.

APRIL 1992

An intelligent switch routes messages among the network’s
various end points and participates in the network’s con-
trol and management, either under the control of a master
(usually front-end) processor or as a peer of other intelli-
gent switches. A concentrator controls a community of ter-
minals, clusters of terminals, or distributed applications
processors; gathers, queues, and multiplexes their trans-
missions onto one or more high-speed network trunks; and
participates in the network’s control and management, ei-
ther under the direction of a master processor or as a peer
of other concentrators and switches.
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In general, there are two kinds of network architectures:
those designed to provide communications among com-
puters and terminals from a specific vendor, and those de-
signed to provide open communications regardless of the
vendor.

Proprietary mainframe vendor architectures include
IBM’s SNA, Bull HN’s DSA, and Unisys’s BNA and DCA.
Open architectures include the CCITT X.25 packet-
switching specification and several “transparent” network
schemes marketed by communications vendors.

The communications processor plays an important part
in vendor-specific and open architectures. The Interna-
tional Organization for Standardization (ISO) reference
model for Open Systems Interconnection (OSI) provides a
framework for examining the functions performed by
communications processors in different network architec-
tures.

Mainframe Architectures

In network architectures designed by mainframe vendors,
the communications processor usually functions as a front
end and controls communications in conjunction with one
or more software systems in the host computer. In general,
the front-end processor handles the Data Link through
Session layers of the ISO model, with host software imple-
menting the Presentation and Application layers. The ac-
tivity in the layers varies, depending on the architecture. In
Unisys’ DCA, the DCP-Series front end controls many
Presentation layer functions, while in IBM’s SNA, the
host’s access method (along with software residing in the
terminal controllers) handles communications down to the
Session layer, with the 3745 front end acting almost as a
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channel-attached packet switch. The range of control as-
signed to front-end processors in other mainframe archi-
tectures varies between those extremes.

In all mainframe architectures, the same communica-
tions processor models that serve as front ends also func-
tion as intelligent switches and remote concentrators. In
these functions, the communications processors usually
appear in smaller configurations than they do as front
ends. Communications processors working in mainframe
architectures also perform intelligent gateway functions,
providing the interface between the mainframe network
and communications facilities outside the architecture,
particularly LANs and X.25 packet switched networks.

Open Architectures

In an open architecture, such as X.25, the communications
processor serves as an intelligent packet switch, imple-
menting the Data Link through Transport layers via a uni-
form set of complementary protocols. Designed specifi-
cally for public data networks, the X.25 protocol
establishes virtual circuits, or logical paths, through the
network for any vendor’s devices. Communicating devices
at either end of the virtual circuit must handle the Session,
Presentation, and Application layers according to their
own protocols.

In a public network, the network provider is responsible
for network management. The packet-switching proces-
sors in the public network, therefore, bear the load of net-
work access, routing, and error-correction, and flow con-
trol functions, along with provisions for statistically
recording traffic and usage data for individual users.

Communications processors operating in packet-
switching configurations seldom perform gateway func-
tions. The user must comply with the network’s protocols,
either through a combination of hardware and software

Figure 2.
Communications Processor Architecture
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The diagram shows the hierarchical, bus-based architecture of a typical communications processor. Such a processor can contain
more than one host interface, several I/0 processors, and different types of communications interface modules. Each communica-
tions interface module serves lines of a specific synchronization, speed, and protocol.
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residing on the front-end processor or through a stand-
alone packet assembler/disassembler that handles the
Physical and Data Link layers of the architecture.

Some vendors offer transparent architectures as low-
cost alternatives to mainframe architectures and X.25 im-
plementations. These architectures are usually stripped-
down versions of X.25 without the network adminis-
tration and class-of-service overhead necessary to operate
a public or large private network. In these architectures,
the communications processor functions primarily as a
switching concentrator, providing services at the Data
Link, Network, and Transport layers. Most of these con-
centrators evolved at the high ends of statistical multi-
plexer product lines, adding the crucial routing and flow
control features that qualify them as communications pro-
cessors. Some of these products offer integrated network
management functions, such as error logging and perfor-
mance statistics, but most rely on separate, complemen-
tary network management systems.

Evolution of the Communications Processor

Two developments in the late 1960s provided the techni-
cal base for the modern communications processor: the
minicomputer and ARPANET. The minicomputer per-
formed several functions more efficiently than a main-
frame and supplied the bus architecture that gave commu-
nications processors modularity and flexibility.
ARPANET, the first large-scale packet switched data net-
work, produced the fundamental design principles for cur-
rent data communications architectures. From these prin-
ciples originated the intelligent virtual circuit switch, the
first functional communications processor.

A later development in minicomputer applications cre-
ated the distributed processor, a small computer dedicated
to part of a larger application that performed communica-
tions with its peers in a distributed network. Distributed
processing contributed the idea of intelligent communica-
tions handling under software control.

The lower cost of dedicated processing in small com-
puters made it feasible to dedicate a small computer for
off-loading intelligent communications handling from the
mainframe. The first intelligent front ends, such as IBM’s
3704, predate modern network architectures and, to a
large extent, made such architectures possible.

The microprocessor also contributed to the communi-
cations processor’s development. The advent of inexpen-
sive silicon intelligence enabled designers to implement
the hierarchical scheme of the typical communications ar-
chitecture in hardware, with dedicated microprocessors
performing low-level functions and reporting to larger,
more complex processors at higher levels. Indeed, some
communications interface modules in present-day com-
munications processors are programmable, receiving
downloads from the units’ CPUs that describe protocol
and synchronization. Some systems consist of entirely re-
dundant, microprocessor-controlled modules that perform
the functions of other modules, using the proper software
load.

Functions

Front-end processing is the most difficult task performed
by a communications processor. In a large, complex net-
work governed by one or more mainframe hosts, a front
end must perform the following: physical transmission and
reception of data; data buffering and queuing; multiplex-
ing; message framing and unframing; transmission error
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control; message sequencing; protocol conversion; mes-
sage pacing and flow control; message or packet assembly
and disassembly, route selection; session establishment
and disconnection; and data formatting.

Intelligent switching is slightly less complex. When act-
ing as a dedicated switch, the communications processor
does not carry on a running dialog with a host computer
and is not responsible for end-to-end establishment and
disconnection of sessions. Still, an intelligent switch in
normal operation must perform several basic functions.

Since concentration is the simplest task performed by a
communications processor, the processor can be confused
with less sophisticated, single-function devices like statis-
tical multiplexers, protocol converters, PADs, and termi-
nal cluster controllers. Indeed, the widespread use of mi-
croprocessors and the declining cost of silicon intelligence,
have enabled many devices at the high ends of these lines
to approach true communications processor functions. In
true communications processing like concentration, how-
ever, a dynamic process occurs that involves feedback
from other intelligent devices in the network. Statistical
multiplexing, protocol conversion, and packet assembly/
disassembly are basically static processes that do not
change as network conditions change.

An intelligent concentrator helps control the network,
either under the direction of a master processor or as a peer
of other concentrators and switches, receiving status infor-
mation from the network and changing its behavior ac-
cordingly. These changes include accelerating or withhold-
ing transmissions; initiating diagnostic procedures for
pathways and devices in its local domain; and controlling
access to the network from its locally attached devices.
Some sophisticated terminal controllers, notably IBM’s
3174s, perform some or all of these functions.

Design

As shown in Figure 2, the basic design of almost all com-
munications processors follows a three-tiered, hierarchical
plan—a plan that they share in common with digital PBXs
and other data communications components. This hierar-
chical arrangement includes the CPU, various common
control components, and communications interface mod-
ules. All these components are linked via a common pro-
cessor bus.

The CPU

The processor’s central processing unit (CPU) with its
main memory sits at the top of the hierarchy. The CPU
controls the communications processor’s operation ac-
cording to the rules and parameters of its operating soft-
ware and, in front-end configurations, in conjunction with
instructions from the host computer. In general, the CPU
performs addressing, route selection, protocol conversion,
access control, session establishment, application-level
formatting, and error logging. It also delegates rote opera-
tions to subsidiary components.

Common Control Components

Host Interfaces: Communications processors configured
as front ends must have at least one host interface, which
handles communications between the front-end processor
and the host’s byte or block multiplexer, or selector chan-
nel. The host interface buffers data from the front end’s
CPU, assembles it into parallel bit streams of a format spe-
cific to the attached host channel, and transmits it up the
channel to the host. It performs the same process in reverse
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for data from the host. The host interface converts data
from the communications processor’s internal word size to
the host computer’s.

Input/Output Processors: Some communications proces-
sors contain one or more input/output processors that
transfer data between the CPU and attached storage pe-
ripherals. In some cases, the I/O processors arbitrate
among the various line bases for access to main memory
and to the CPU, handling interrupts generated by the line
bases or host interfaces to gain the attention of the CPU, or
controlling the line bases’ or host interfaces’ access to main
memory. In communications processors with more than
one I/O processor, each I/0 processor usually controls a set
complement of storage units or communications lines.

Reference Clock: The reference clock generates a timing
signal for other components of the communications pro-
cessor. In many systems, the CPU performs reference tim-
ing. Some systems have separate reference clocks for tim-
ing signals at different data rates.

Operator Interface: The operator interface allows an oper-
ator to monitor and control the communications processor
and to run diagnostic tests. In newer and more sophisti-
cated systems, the operator interface works under software
control from a dedicated console, which usually contains a
display unit and a printer for logging. In older communica-
tions processors, the operator interface works through a
front panel equipped with manual switches and indicator
lights.

Communications Interface Modules

All the aforementioned devices perform functions that are
shared among all communications lines; they sit just below
the CPU in the communications processor’s internal hier-
archy. On the network side, the “business end” of a com-
munications processor, the line bases and line sets com-
plete the hierarchy.

Communications interface modules handle communi-
cations at the Data Link layer between the communica-
tions processor and one or more attached communications
lines that share a common synchronization pattern, line
speed, and protocol. Each module usually contains a dedi-
cated microprocessor that performs framing and stripping,
message buffering, message sequencing, synchronization,
and error detection under the CPU’s direction. Such mod-
ules are available for T1, fractional T1, and token-ring and
Ethernet LAN connectivity.

Parallel Data Bus

All components of the communications processor commu-
nicate with one another over a parallel data bus, usually
located along the backplane or a side plane of the proces-
sor’s cabinet. The physical bus architecture, popularized
by minicomputer design, supports easy installation and re-
placement of parts. In a hierarchical architecture, the bus
also accommodates easy reconfiguration. To replace asyn-
chronous communications over voice grade lines with
HDLC communications over wideband or satellite circuits
for a 16-line network segment, a user needs only to replace
1 line base and 8 line sets, rather than swapping out an
entire front-end processor. The hierarchical design extends
the communications processor’s functionality over time
and helps protect the user’s investment.
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The principal advantage of using a communications pro-
cessor as a networking tool is to physically and logically
separate the networking functions from the host applica-
tions programs accessed by the network’s end users. To
achieve this goal, the communications processor must be
capable to transparently provide networking services for
any and all host applications. It must provide a modular
hardware architecture allowing easy expansion and up-
gradability to accommodate additional users and network-
ing environments. Additionally, a modular software archi-
tecture will allow introduction of support for new
networking technologies, such as ISDN, OSI, and frame
relay.

Redundancy for added reliability is another key feature
to look for in a communications processor. Backup CPUs,
communications modules, and network lines can maintain
network integrity in the event of a processor component or
line failure. Automatic switchover to backup host facili-
ties, another important capability, allows users to continue
working or to gracefully terminate their tasks before total
system failure occurs.

A third issue to consider in selecting a product is its
network management capabilities. Key features include
the capability of interacting with major network manage-
ment systems such as IBM’s NetView and Systems Cen-
ter’s Net/Master; software distribution from a central site;
online configuration through a user-friendly, menu-driven
interface; and performance monitoring and statistics gath-
ering to help plan for future expansion.

Emerging Technologies

Improvements in very large scale integration (VLSI) have
enabled vendors to introduce intelligent and increasingly
powerful add-on modules providing links to multiple envi-
ronments without further loading down the processor
CPU. Communications processors will continue to be
marketed as platforms for integrating host processing sys-
tems with X.25 packet switched and frame-relay networks,
T1 facilities, token-ring and Ethernet LANs, OSI net-
works, fiber optic communications facilities, and other en-
vironments.

Developments in VLSI technology have also enabled
vendors to greatly reduce the total number of internal pro-
cessor components and to improve their reliability.
Greater reliability means less monitoring and mainte-
nance costs for the user.

The communications processor still fulfills its original
purpose: relieving the host of the overhead generated by
keeping track of a network. Today’s networks are larger
and more complex than those of the mid-1970s when the
first communications processors appeared. Thanks to the
declining costs of memory and processing power, many of
today’s communications processors are faster and more
powerful than early mainframes.

The complexity of communications processors, how-
ever, poses problems. In an era of user-friendly hardware
and software, the communications processor remains a de-
vice hospitable only to trained engineers. Most require
programs written in an arcane, Assembler-level language,
sometimes (but not always) with the benefit of pregener-
ated macros in the host access method.
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Vendors

The following list includes the names, addresses, and
phone numbers of vendors that participate in the commu-
nications processor market.

Amdahl Communications

1250 E. Arques Avenue

P.O. Box 3470

Sunnyvale, CA 94088-3470 (408) 746-6000, (800) 233-8489

Bull HN Information Systems, Inc.
Technology Park, 2 Wall Street
Billerica, MA 01821-4199 (508) 294-7000

Concurrent Computer Corp.
106 Apple Street
Tinton Falls, NJ 07724 (908) 758-7000, (800) 631-2154
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IBM

Old Orchard Road

Armonk, NY 10504

Contact your local IBM representative.

McData Corp.
310 Interlocken Parkway
Broomfield, CO 80021 (303) 460-9200

NCR Corp.

Network Products Group

2700 Snelling Avenue N.

St. Paul, MN 55113 (612) 638-7777

Netlink Inc.
3214 Spring Forest Road
Raleigh, NC 27604 (919) 878-8612, (800) 638-5465

Thomas Engineering Co.
2440 Stanwell Drive
Concord, CA 94520 (415) 680-8640

Unisys Corp.
P.O. Box 500
Blue Bell, PA 19424 (215) 986-4011 1
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Synopsis

Editor’s Note

This report examines the communi-
cations processor market. For infor-
mation on the technology, see
“Communications Processors: Tech-
nology Overview’’; for comparison
columns detailing the features of key
products, see “Communications Pro-
cessors: Comparison Columns.”

Report Highlights

The communications processor in-
dustry still exists, not as a shining
star in the communications firma-
ment, but as a reliable source of
light. Although IBM, NCR, Unisys,
and Amdahl dominate the market,
other vendors have managed to infil-
trate it. The major vendors continue
to enhance their products, while
NCR and Unisys have added new
models.

IBM recently announced that by the
middle of 1991, it will be adding
DS3, FDDI, and ESCON networking
support to the 3745 Communication
Controller, making the 3745 front-
end processor a vital part in IBM’s
networking strategy.

—By Barbara Rinehart
Associate Editor/Analyst
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NCR added one new system, the
5645-B, and enhanced all the A mod-
els to B models. All the B models
have been substantially reduced in
physical size, number of compo-
nents, and power and cooling re-
quirements.

Amdahl enhanced the 4745 Series by
expanding the memory capacity to
8M bytes, allowing the 4745 to con-
nect up to four 4M bps token-ring
networks. Amdahl also expanded the
channel connectivity to support four
active channel adapters in the base
frame and extended the 4745s Inte-
grated Switching Architecture (ISA).

Unisys added three new models: the
DCP/25, DCP/35, and DCP/55. En-
hancements include support for
power-on-pluggable line modules,
input/output module (IOM) power
supplies, three input/output proces-
sors (IOPs) in a single IOM (DCP/50
and DCP/55 models only), the newly
designed Maintenance Control Fea-
ture (MCF), and an improved power
control feature.
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Market Overview

Although communications processors do not gen-
erate bold headlines, the products sustain a steady
revenue stream for the four industry leaders: IBM,
NCR, Unisys, and Amdahl. The technology is ma-
ture, but it still fills a need for these market seg-
ments: IBM and plug-compatible communications
processors for the IBM mainframe environment,
communications processors dedicated to the main-
frame architectures of vendors other than IBM,
and intelligent concentrators designed to serve in
transparent network architectures.

Vendors did not allow their products to stag-
nate. Instead, the communications processors of
the 90s support the hot items of today’s communi-
cations marketplace: T1, LANs, SNA, TCP/IP, and
IBM’s NetView.

In 1990, IBM and Amdahl did not introduce
new communications processor lines but dusted off
existing ones and made them shinier and more up
to date with token-ring and T1 capabilities. Am-
dahl made an announcement in April 1990 about
supporting T1, but as of February 1991, this major
feature was not available.

Vendor Survey Results

Twenty-eight vendors of communications proces-
sors responded to this year’s survey requests. They
provided details on the principal characteristics of
65 products. The data collected indicates that the
communications processors are most widely used
as remote line concentrators. Forty-two of the
sixty-four products serve in that capacity, and five
vendors did not respond to the question. Forty-
seven processors can function as front-end proces-
sors. In last year’s survey, 17 of the 42
communications processors were used as distrib-
uted processing nodes; in this year’s survey, 27 of
the 65 products perform that function. All of the
processors perform protocol conversion.
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IBM’s Systems Network Architecture (SNA)
is the company’s master plan for communications
with and among IBM computers, terminals, and
office systems. It is also the company’s vehicle for
interconnection with other industry-standard net-
works, such as X.25. Without the capability to
communicate with IBM equipment, a product
starts its life cycle at a disadvantage. Aware of the
importance of penetrating the IBM world, vendors
have incorporated support for SNA into 44 of the
64 products included in the survey (see Figure 1).

Open Systems Interconnection (OSI) emerged
in the late *70s as an attempt by the International
Organization for Standardization (ISO) to resolve
compatibility issues. The OSI model for open ar-
chitecture consists of seven layers. Many vendors
have released products that conform to OSI re-
quirements. In the communications processor
field, however, OSI conformity does not appear to
be a driving force. Of the 64 products in the sur-
vey, only 23 adhere to OSI specifications.

The X.25 Recommendation of the CCITT
was developed in response to the need for a stan-
dard interface between packet-switching networks.
The X.25 standard enables terminals and comput-
ers to be connected to public and private packet-
switching networks. More than half of the
communications processors in the survey conform
to X.25.

Vendor Strategies

Amdahl

In April 1990, Amdahl enhanced both 4745 mod-
els with 4M bps token-ring adapters, extended the
memory capacity to a total of 8M bytes, extended
the channel connectivity of both models to support
up to four active channel adapters in the base
frame, and extended the Integrated Switching Ar-
chitecture (ISA) with automatic backup capabili-
ties. The base prices of the 4745 models have not
changed since November 1989.

IBM
The IBM product line currently consists of the
3745 Models 130, 150, 170, 210, and 410.

IBM 3745 Models 130, 150, and 170 com-
plete IBM’s front-end processor line at the low end.
Model 130 accommodates four 4M bps or 16M bps
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Token-Ring interfaces, two T1 lines, and four host-
channel links. Model 150, a remote line concentra-
tor, supports 16 communications ports operating
at speeds up to 256K bps, two 4M bps or 16M bps
Token-Ring interfaces, and one T1 line. Model
170, a general-purpose controller, supports up to
112 lines at speeds up to 256K bps, two 4M bps or
16M bps Token-Ring interfaces, and two T1 lines.

IBM 3745 Model 210 and Model 410 are
high-end models. The Model 210 has a single Cen-
tral Control Unit (CCU) and is field upgradable to
the Model 410. The Model 410 has two indepen-
dent CCUs, each capable of running a separate
Network Control Program (NCP). Both the Model
210 and 410 support 16 or 256 hosts with token-
ring simultaneously, and up to 896 medium- and
high-speed lines. In the third or fourth quarter of
1991, IBM is expected to add DS3, FDDI, and ES-
CON networking support to the 3745 Communica-
tions Controller, making the 3745 front-end
processor a key piece in IBM’s networking strategy.
Other enhancements to the 3745 are expected
sometime during 1991.

NCR Network Products Division
In 1990, NCR added one new system and replaced
all the A models with B models.

The new model, the NCR 5645-B, was an-
nounced in August 1990. This new communica-
tions processor supports up to four T1 links, 128
lines, four channel-connected hosts, 4M to 16M
bytes of main storage, 80M bytes of fixed disk stor-
age capacity, and support for up to 12 TCP/IP
Ethernet LANs and up to 16 token-ring LANSs. All
of the line, LAN, and host connectivity maximums
cannot be achieved simultaneously.

The product line now consists of the NCR
5645-B, NCR 5655-B, NCR 5665-B, and NCR
5675-B. NCR enhanced the models by changing
the physical size, number of components, and
power and cooling requirements.

NCR also improved the processors’ hardware
design: Instruction Execution Unit (IEU) has been
added on a single, 60,000-gate VLSI CMOS chip;
cache and main storage are now on a single Printed
Circuit Board (PCB); the total number of PCB
components has been reduced from 36 to 6; the
system cabinet size has been reduced from 9.9 to
4.67 square feet; the bulk power supply is now
silicon-based technology; and a Local Communica-
tion Interface (LCIF) allows direct attachment of
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Figure 1.
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Indicates the number of communication pro-
cessors, scored on this year’s survey, that
comply to the standards and architectures fea-
tured above.

rack-mount, 16-line communications bases and
network interface adapters for low-end systems
that have no switching requirement.

Unisys

The newest models to Unisys’ communications
processors product line include the DCP/25, DCP/
35, and DCP/55. In 1990, Unisys enhanced the
DCP/S, DCP/15, DCP/30, and DCP/55. The en-
hancements made to communications processors
include support for power-on-pluggable line mod-
ules, redundant IOM power supplies, high-
performance IOM capability, three input/output
Processors (IOPs) in a single input/output Module
(IOM) (DCP/50 and DCP/55 systems only), a
newly designed Maintenance Control Feature
(MCF), and an improved power control feature.

Future Directions

As long as vendors prime their products for the
needs of the *90s, the communications processor
market will experience a steady but not spectacular
growth. As front-end processors, these machines
perform important tasks. As remote concentrators
and nodes in networks, they perform functions that
are not about to become obsolete.
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It is doubtful that many newcomers will ar- Most of the activity in the communications

rive on the communications processor scene. Most ~ processor field will come from the big four. Cur-
of the market belongs to IBM, NCR, Unisys, and rently, NCR and IBM appear to be sparring with
Amdahl. Taking on these giants is not likely to ap- each other for supremacy, while Amdahl appears
peal to start-up companies, which would probably to be banking on the ongoing success of its 4745

prefer entering a more dynamic field with more communications processor. ll
possibilities.
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Synopsis

Editor’s Note

This report examines the technology
of communications processors. For
information on the market, see
“Communications Processors: Mar-
ket Overview””; for comparison col-
umns detailing the features of key
products, see “Communications Pro-
cessors: Comparison Columns.”

Report Highlights

The term “communications
processor’” describes not only a spe-
cific category of equipment but also
systems that perform communica-
tions processing functions and other
services. Datapro’s definition of
communications processors covers
multifunctional, intelligent systems
dedicated to communications and
serving as nodes in a network. These
systems generally include three basic
types of products: front-end proces-
sors, intelligent switches, and remote
concentrators.

In the late 1970s, IBM’s SNA and
the ISO’s OSI model advanced data
communications as a function sepa-
rate from applications processing.
SNA and OSI defined a network as a

—By Barbara Rinehart
Associate Editor/Analyst
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physical entity, separate from its par-
ticipating hosts and terminals. The
implementation of a physically sepa-
rate communications function oc-
curred through a system of small
dedicated computers. Users placed
these communications processors at
the front end of a mainframe or al-
lowed them to function indepen-
dently as concentrators and switches
within their architectures.

In most communications processors,
under the direction of the CPU,
some components perform functions
for the whole communications pro-
cessor, while others perform func-
tions for specific groups of lines.
Among the former are host inter-
faces, input/output (I/0) processors,
reference clocks, and operator inter-
faces. Among the latter are the pro-
cessor’s line bases and line sets.

There are two kinds of network ar-
chitectures: those for communica-
tions among computers and
terminals from a specific vendor,
and those for open communications
regardless of the vendor of the com-
municating devices.

This report discusses communica-
tions processor design, evolution,
and position in modern network ar-
chitectures. It concludes with Selec-
tion Guidelines for users.
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Technology Basics

The definition of a communications processor var-
ies greatly. Network designers hold one view of
what a communications processor does, but equip-
ment manufacturers hold another. The term “com-
munications processor’ has covered equipment
ranging from an IBM 3745 to a four-port packet
assembler/disassembler (PAD).

A network designer believes that a communi-
cations processor should set up connections to
transmit and receive data, multiplex and demulti-
plex data, frame and unframe messages, perform
error correction and protocol conversion, choose
transmission routes, and collect performance and
traffic statistics. Unfortunately, this definition has
led many manufacturers to classify their protocol
converters, PADs, terminal controllers, and multi-
plexers as communications processors. Manufac-
turers consider communications processors as
devices that connect terminals to networks and
maintain control through changing network condi-
tions. This concept clouds the definition of the
equipment—an IBM 3745 and a protocol con-
verter do not belong in the same category.

Datapro defines a communications processor
as a multifunctional, intelligent device dedicated to
communications and serving as a control point, or
node, in a data communications network. It func-
tions as a front end to a mainframe, as an intelli-
gent switch, or as a remote concentrator. As a
front-end processor (FEP), the communications
processor acts as a peripheral device locally at-
tached to one or more large computers, relieving
them of the overhead involved in message han-
dling and network control. An intelligent switch
routes messages among the network’s various end
points and participates in the network’s control
and management, either under the control of a
master (usually front-end) processor or as a peer of
other intelligent switches. A concentrator controls a
community of terminals, clusters of terminals, or

MAY 1991

Communications
Processors:
Technology Overview

Data Networking

distributed applications processors; gathers,
queues, and multiplexes their transmissions onto
one or more high-speed network trunks; and partic-
ipates in the network’s control and management,
either under the direction of a master processor or
as a peer of other concentrators and switches.

Network Architectures

In general, there are two kinds of network architec-
tures: those designed to provide communications
among computers and terminals from a specific
vendor, and those designed to provide open com-
munications regardless of the vendor of the com-
municating devices.

Mainframe vendor architectures include
IBM’s SNA, Bull’s DSA, and Unisys’ BNA and
DCA. Open architectures include the CCITT X.25
packet-switching specification and several
“transparent” network schemes marketed by com-
munications vendors. The communications proces-
sor plays an important part in vendor-specific and
open architectures. The International Organization
for Standardization (ISO) reference model for
Open Systems Interconnection (OSI) provides a
framework in which to examine the functions per-
formed by communications processors in different
kinds of network architectures.

Mainframe Architectures
In network architectures designed by mainframe
vendors, the communications processor functions
most often as a front end and controls communica-
tions in conjunction with one or more software
systems in the host computer. In general, the front-
end processor handles the Data Link through Ses-
sion layers of the ISO model, with host software
implementing the Presentation and Application
layers. The activity in the layers varies, depending
on the architecture. In Unisys’ DCA, the DCP-
Series front end controls many Presentation layer
functions, while in IBM’s SNA, the host’s access
method (along with software residing in the termi-
nal controllers) handles communications down to
the Session layer, with the 37XX front end acting
almost as a channel-attached packet switch. The
range of control assigned to front-end processors in
other mainframe architectures varies between
those extremes.

In all mainframe architectures, the same com-
munications processor models that serve as front
ends also function as intelligent switches and as
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A communications processor can function as a front end for one or more host computers, as an intelligent
switching node not attached directly to any applications equipment, or as a remote terminal concentrator.

remote concentrators. In these functions, the com-
munications processors usually appear in smaller
configurations than they do as front ends. Commu-
nications processors working in mainframe archi-
tectures also perform intelligent gateway functions.
In this application, the communications processor
provides the interface between the mainframe net-
work and communications facilities outside the
architecture, particularly public, packet switched
data networks using X.25 protocols.

Open Architectures

In an open architecture, such as X.25, the commu-
nications processor serves as an intelligent packet
switch, implementing the Data Link through
Transport layers via a uniform set of complemen-
tary protocols. Designed specifically for public
data networks, X.25 protocols establish virtual cir-
cuits, or logical paths through the network, for de-
vices from any vendor. Communicating devices at
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either end of the virtual circuit must handle the
Session, Presentation, and Application layers ac-
cording to their own protocols.

In a public network, the network provider is
responsible for network management. The X.25
communications processors in such a network,
therefore, carry a heavy load of access, error, and
class-of-service control, along with provisions for
statistically recording traffic and usage data for
individual users.

Communications processors operating in full-
scale X.25 configurations seldom perform gateway
functions. The user must comply with the net-
work’s protocols, either through X.25 software re-
siding in a participating host or its front-end
processor, or through a packet assembler/
disassembler (PAD) that handles the Physical and
Data Link layers of the architecture.

Vendors offer transparent architectures as
low-cost alternatives to mainframe architectures
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and X.25 implementations. These architectures are
usually stripped-down versions of X.25 without the
network administration and class-of-service over-
head necessary to operate a public or large private
network. In these architectures, the communica-
tions processor functions primarily as a switching
concentrator, providing services at the Data Link,
Network, and Transport layers. Most of these con-
centrators evolved at the high ends of lines of sta-
tistical multiplexers, adding the crucial routing and
flow control features that qualify them as commu-
nications processors. Some of these products offer
integrated network management functions, such as
error logging and performance statistics, but most
rely on separate, complementary network manage-
ment systems for these functions.

Evolution of the Communications Processor
Two developments in the late 1960s provided the
technical base for the modern communications
processor: the minicomputer and ARPAnet. The
minicomputer performed a number of functions
more efficiently than a mainframe and supplied
the bus architecture that gave communications
processors modularity and flexibility. ARPAnet,
the first large-scale packet switched data network,
produced the fundamental design principles for
current data communications architectures. From
these principles originated the intelligent virtual
circuit switch, the first functional communications
processor.

A later development in minicomputer appli-
cations created the distributed processor, a small
computer dedicated to part of a larger application
that performed communications with its peers in a
distributed network. Distributed processing con-
tributed the idea of intelligent communications
handling under software control.

The lower cost of dedicated processing in
small computers made feasible the idea of dedicat-
ing a small computer to off-load intelligent com-
munications handling from the mainframe. The
first intelligent front ends, such as IBM’s 3704,
predate modern network architectures and, to a
large extent, made such architectures possible.

The microprocessor also contributed to the
development of the communications processor.
The advent of inexpensive silicon intelligence en-
abled designers to implement the hierarchical
scheme of the typical communications architecture
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in hardware, with dedicated microprocessors per-
forming low-level functions and reporting to larger,
more complex processors at higher levels. Indeed,
some line bases in present-day communications
processors are programmable, receiving downloads
from the units’ CPUs that describe protocol and
synchronization. Some systems comprise entirely
redundant, microprocessor-controlled modules
that perform the functions of other modules, using
the proper software load.

Products

Front-end processing is the most difficult task per-
formed by a communications processor. In a large,
complex network governed by one or more main-
frame hosts, a front end must perform the follow-
ing: physical transmission and reception of data;
data buffering and queuing; multiplexing; message
framing and unframing; control transmission er-
rors; message sequencing; protocol conversion;
message pacing and flow control; message or
packet assembly and disassembly; route selection;
session establishment and disconnection; and data
formatting.

Intelligent switching is slightly less complex.
When acting as a dedicated switch, the communi-
cations processor does not carry on a running dia-
log with a host computer and is not responsible for
end-to-end establishment and disconnection of ses-
sions. Still, an intelligent switch in normal opera-
tion must perform several basic functions.

Since concentration is the simplest task per-
formed by a communications processor, it can be
confused with less sophisticated, single-function
devices like statistical multiplexers, protocol con-
verters, PADs, and terminal cluster controllers.
Indeed, the widespread use of microprocessors and
the declining cost of silicon intelligence, have en-
abled many devices at the high ends of these lines
to approach the functions of true communications
processors. In true communications processing like
concentration, however, a dynamic process occurs
that involves feedback from other intelligent de-
vices in the network. Statistical multiplexing, pro-
tocol conversion, and packet assembly/disassembly
are basically static processes that do not change as
conditions change in the network.

An intelligent concentrator participates in the
control of the network, either under the direction
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Figure 2.
Hierarchical Architecture

Host I/O
Channel

Common Control
Components

Host
Computer

Control and
Maintenance
Panel or
Console

Line Bases <

Communications Lines

The diagram shows the hierarchical, bus-based architecture of a typical communications processor. Such a pro-
cessor can contain more than one host interface, several 1/0 processors, and many line bases. Each line base
serves communications lines of a specific synchronization, speed, and protocol. Each line set serves lines with a
specific, physical interface. The modular arrangement of line bases and line sets on the processor bus allows

easy configuration and reconfiguration.

of a master processor or as a peer of other concen-
trators and switches, receiving status information
from the network and changing its behavior ac-
cordingly. These changes include accelerating or
withholding transmissions, initiating diagnostic
procedures for pathways and devices in its local
domain, and controlling access to the network
from its locally attached devices. Some sophisti-
cated terminal controllers, notably IBM’s 3174s,
perform some or all of these functions.

Design

The basic design of almost all communications
processors follows a three-tiered, hierarchical
plan—a plan that they share in common with digi-
tal PBXs and with a number of other data commu-
nications components.

The device’s central processing unit (CPU)
with its main memory sits at the top of the hierar-
chy. The CPU controls the communications pro-
cessor’s operation according to the rules and
parameters of its operating software and, in front-
end configurations, in conjunction with instruc-
tions from the host computer. In general, the CPU
performs addressing, route selection, protocol con-
version, access control, session establishment,

© 1991 McGraw-Hill, Incorporated. Reproduction Prohibited.
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application-level formatting, and error logging. It
also delegates rote operations to subsidiary compo-
nents.

Front-End Processors (FEPs): Communications
processors configured as front ends must have at
least one host interface, which handles communi-
cations between the front-end processor and the
host’s byte or block multiplexer, or selector chan-
nel. The host interface buffers data from the front-
end’s CPU, assembles it into parallel bit streams of
a format specific to the attached host channel, and
transmits it up the channel to the host. For data
from the host, it performs the same process in re-
verse. The host interface converts data from the
communications processor’s internal word size to
that of the host computer.

Input/Output Processors: Some communications
processors contain one or more input/output pro-
cessors that transfer data between the CPU and
attached storage peripherals. In some cases, the I/O
processors arbitrate among the various line bases
for access to main memory and to the CPU, han-
dling interrupts generated by the line bases or host
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interfaces to gain the attention of the CPU, or con-
trolling the line bases’ and host interfaces’ access to
main memory. In communications processors with
more than one I/O processor, each I/0 processor
usually controls a set complement of storage units
or communications lines.

Reference Clock: The reference clock generates a
timing signal for other components of the commu-
nications processor. In many systems, the CPU
performs reference timing. Some systems have sep-
arate reference clocks for timing signals at different
data rates.

Operator Interface: The operator interface allows
an operator to monitor and control the communi-
cations processor and to run diagnostic tests. In
newer and more sophisticated systems, the opera-
tor interface works under software control from a
dedicated console, which usually contains a display
unit and a printer for logging. In older communica-
tions processors, the operator interface works
through a front panel equipped with manual
switches and indicator lights.

Line Bases and Line Sets: All of the aforemen-
tioned devices perform functions that are shared
among all communications lines; they sit just be-
low the CPU in the communications processor’s
internal hierarchy. On the network side, the “busi-
ness end” of a communications processor, the line
bases and line sets complete the hierarchy.

A line base, sometimes called an attachment
base, interface base, or interface module, handles
communications at the Data Link layer between
the communications processor and a group of at-
tached communications lines that share a common
synchronization pattern, line speed, and (some-
times) protocol. Each line base usually contains a
dedicated microprocessor that performs framing
and stripping, message buffering, message sequenc-
ing, synchronization, and error detection under the
direction of the CPU. Most current communica-
tions processors accommodate from 8 to 32 line
bases, each of which handles from two to eight line
sets.

A line set handles communications at the
Physical layer between its attached line base and
from one to eight communications lines. All the
communications lines attached to a line set must
use the same physical interface at approximately
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the same data rate. The line set handles serializa-
tion of data and interface-level control signaling.

Parallel Data Bus: All components of the commu-
nications processor communicate with one another
over a parallel data bus, usually located along the
backplane or a side plane of the processor’s cabi-
net. The physical bus architecture, popularized by
minicomputer design, supports easy installation
and replacement of parts. In a hierarchical archi-
tecture, the bus also accommodates easy reconfigu-
ration. To replace asynchronous communications
over voice grade lines with HDLC communica-
tions over wideband or satellite circuits for a 16-
line segment of a network, a user might need only
to replace one line base and eight line sets, rather
than swapping out an entire front-end processor.
The hierarchical design extends the communica-
tions processor’s functionality over time and helps
to protect the user’s investment. Figure 2 shows the
hierarchical configuration of a generalized commu-
nications processor.

Selection Guidelines

The principal advantage of a communications pro-
cessor as a networking tool is the physical and logi-
cal separation of the networking function from the
applications of its end users. Whatever its architec-
ture, such a network functions for any application,
grows in size without qualitative change to accom-
modate new applications, and runs new applica-
tions through the installation of relatively
standard, intelligent components. The user need
not redesign and rebuild a modular network to
change the network’s ultimate purpose.

Programmable, software-controlled commu-
nications processors are especially useful tools in
standalone networks because they accommodate
not only changes in application but also the effects
of technical progress. A software-controlled com-
munications processor with a good design can sur-
vive breakthroughs in networking techniques
through relatively simple upgrades. The
microprocessor-controlled line bases, and even line
sets, provide an even more flexible buffer against
obsolescence.

In operation, a network controlled by com-
munications processors survives the total failure of
one or more of its host processors. In a multihost
network, front-end processors switch users from
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applications in a failed host to similar or identical
applications in a backup host, perhaps elsewhere
on the network. In a single-host network, a func-
tioning front end allows service to degrade grace-
fully in the event of a host failure, sometimes
allowing users to terminate their tasks before total
system failure or allowing communications among
distributed application processors in the absence of
the controlling host.

The communications processor still fulfills its
original purpose: relieving the host of the overhead
generated by keeping track of a network. Today’s
networks are orders of magnitude more complex
than those of the mid-1970s when the first commu-
nications processors appeared. Thanks to the de-
clining costs of memory and processing power,
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many of today’s communications processors are
faster and more powerful than mainframes of that
era.

The complexity of communications proces-
sors, however, poses problems. In an era of user-
friendly hardware and software, the
communications processor remains a device hospi-
table only to trained engineers. Most require pro-
grams written in an arcane, Assembler-level
language, sometimes (but not always) with the ben-
efit of pregenerated macros in the host access
method. B
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Synopsis

Editor’s Note

For information on the communica-
tions processor market, see “Com-
munications Processors: Market
Overview”; for information on com-
munications processor technology,
see “Communications Processors:
Technology Overview.” To assist
readers in researching the communi-
cations processor market, this report
contains comparison columns listing
the principal characteristics of 65
products offered by 28 vendors.

In the Comparison Column Entry
Descriptions, we have briefly de-
scribed and defined the characteris-
tics featured in the columns. We
suggest that the reader become famil-
iar with the descriptions of the en-
tries before reading the columns.
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The vendors furnished information
for the columns during January and
February 1991. When a vendor did
not provide information for a spe-
cific entry, and we could not locate
that information in our files, we have
listed ““Vendor did not specify” on
the appropriate line. Datapro wishes
to thank the vendors for their coop-
eration.

In addition to the lines allocated for
vendors to indicate specified infor-
mation for their models, we have
added space at the bottom of the col-
umns for vendor notations about
options or special features of their
products.

The absence of any company or
product from these columns means
that the company either failed to re-
spond to our repeated requests for
information or declined to be part of
the survey.
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Vendors

Amdahl Communications
1250 E. Arques Avenue, MS: 276

Sunnyvale, CA 94088 (408) 746-6000, (800) 233-8489

Apertus Technologies
7275 Flying Cloud Drive

Eden Prairie, MN 55344 (612) 828-0300

Bull HN Information Systems, Inc.
Technology Park, 2 Wall Street
Billerica, MA 01821-4199 (508) 294-7000

Carse, Woodworth and Associates Int’l.
15750 Winchester Boulevard, Suite 104

Los Gatos, CA 95030 (408) 395-2000

Commtex Inc.
1655 Crofton Boulevard
Crofton, MD 21114-1341 (301) 721-3666

Computer Communications, Inc.
2610 Columbia Street

Torrance, CA 90503 (213) 320-9101, (800) 421-1178

Computer Designed Systems
14050 21st Avenue N.

Minneapolis, MN 55447 (612) 553-2042

Computer Logics Ltd.
31200 Carter Street

Solon, OH 44139 (216) 349-8600, (800) 354-059

Computer Network Technology Corp.
6655 Wedgwood Road
Maple Grove, MN 55369 (612) 420-4466, (800) 638-8324

Computerm Corp.
100 Wood Street
Pittsburgh, PA 15222 (412) 391-7804, (800) 873-0303

Concurrent Computer Corp.
106 Apple Street
Tinton Falls, NJ 07724 (908) 758-7000, (800) 631-2154

Control Data Corp.
Computer Products Div.

8100 34th Avenue S., P.O. Box 0
Minneapolis, MN 55440 (612) 853-8100

Emulex Corp.
3545 Harbor Boulevard, P.O. Box 6725

Costa Mesa, CA 92626 (714) 662-5600, (800) 854-7112
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Encore Computer
6901 W. Sunrise Boulevard

Fort Lauderdale, FL 33340-9148 (305) 587-2900

International Business Machines Corp. (IBM.)
Old Orchard Road

Armonk, NY 10504
Contact your local IBM representative.

Lemcom Systems, Inc.
2104 W. Peoria Avenue
Phoenix, AZ 85029 (602) 944-1543

Micom Communications Corp.
4100 Los Angeles Avenue
Simi Valley, CA 93063-8100 (805) 583-8600

Morning Star Technologies
1760 Zollinger Road

Columbus, OH 43221 (614) 451-1883, (800) 558-7827

NCR
2700 Snelling Avenue N.
St. Paul, MN 55113 (612) 638-7777

Netlink, Inc.
3214 Spring Forest Road
Raleigh, NC 27604 (919) 878-8612, (800) 638-5465

Periphonics Corp.
4000 Veterans Highway
Bohemia, NY 11716 (516) 467-0500

Simpact Associates, Inc.
9210 Sky Park Court
San Diego, CA 92123-4302 (619) 565-1865, (800) 448-4188

Systech Corp.
6465 Nancy Ridge Drive
San Diego, CA 92121 (619) 453-8970

Thomas Engineering Co.
2440 Stanwell Drive
Concord, CA 94520 (415) 680-8640, (800) 832-8649

TIL Systems, Inc.
225 Stedman Street, Suite 27

Lowell, MA 01851 (508) 970-1189, (800) 752-1736

Tri-Data Corp.
3270 Scott Boulevard
Santa Clara, CA 95054 (408) 727-3270, (800) 874-3282

Unisys Corp.
P.O. Box 500
Blue Bell, PA 19424 (215) 986-4011

© 1991 McGraw-Hill, incorporated. Reproduction Prohibited.
Datapro Information Services Group. Delran NJ 08075 USA




i e

Data Networking

Communications
Processors:
Comparison Columns

3603 3
Communications Controllers

Communications

Processors

Comparison Column
Entry Descriptions

Computer Systems
Interfaced
Manufacturer/Models. If
processors serve IBM
and plug-compatible
mainframes, the vendor
indicated that information
here. Vendors of proces-
sors operating in open
network architectures
also listed the computers
interfaced here.

Direct Attachment of
Host. This entry distin-
guishes between a front-
end processor and a
network processor, which
does not connect directly
to the host.

Functional
Characteristics
Front-End Processor.
The front-end processor
(FEP) intercepts and han-
dles communications ac-
tivities for the host.

Max. Hosts Attachable to
FEP. In this space, the
vendor noted the highest
number of hosts that can
be channel attached to
the system.

Max. Hosts Supported
Simultaneously. This en-
try notes the highest num-
ber of hosts that can be
active at the same time.

PU Type within Network.
This entry indicates the
physical unit (PU) type
within the network. These
devices are also known
as Node Types (NTs). The
most common types are

PU Type 1, PU Type 2, PU
Type 4, and PU Type 5.

Remote Line Concentra-
tor. A ‘‘yes” response
indicates that the proces-
sor can serve as a line
concentrator located re-
motely from any host pro-
cessor in its network.

Max. Hosts Served by
One Concentrator. Since
many concentrators can
serve more than one host,
vendors noted the maxi-
mum number here.

Host-Independent Net-
work Processor. Some
models can control a net-
work based on open ar-
chitecture without the
direction of a host com-
puter.

Host Channel Extender.
The architectures of some
processors enable them
to function as host chan-
nel extenders.

Terminal Controller. The
architectures of some
processors enable them
to function as terminal
controllers.

Store-and-Forward
Switching. Some proces-
sors can function as
standalone, store-and-
forward message switch-
ing.

Distributed Processing
Node. In addition to their
principal networking func-
tions, some processors

can support distributed
applications.

Network Architecture
Compliance. Some com-
munications processors
function exclusively within
their vendors’ network
architectures; others sup-
port open architectures
such as X.25. If a proces-
sor supports no network
architecture, it may be a
transparent device.

Native T1 Support. A
"'yes'’ response indicates
that the T1 was pur-
chased from a carrier and
is used on an ‘“‘as is’’ ba-
sis.

Number of T1 Lines Sup-
ported. Indicates the
maximum number of T1
lines supported as well as
the number of T1 inter-
face modules.

Communications Line
Capacity

No. Half-Duplex Lines
Attachable. in half-duplex
operation, transmission
occurs alternately in ei-
ther direction, but not in
both directions simulta-
neously. This entry lists
the number of half-duplex
lines attachable to the
processor.

Highest Line Speed Sup-
ported (bps). Vendors
filled in line speeds in bits
per second (bps).

Communications
Features/Functions
Multiplexing/
Demultiplexing. Multi-
plexing refers to the
division of a transmission
facility into two or more
channels, either by split-
ting the frequency band
into narrower bands or by
allotting a common chan-
nel to several different

information channels. De-
multiplexing restores the
datastream to its original
number of channels.

Terminal-Initiated Appli-
cation Switching. This
entry indicates that the
processor, at the termi-
nal’s request, supports
the selection of applica-
tions within a session be-
tween an attached
terminal and an attached
host.

Dynamic Line Reconfigu-
ration. Vendors noted if
the processor can switch
a session, without opera-
tor intervention, from a
connection with a failed
line or component to a
healthy connection when
it senses the failure.

LAN Connectivity. This
entry indicates which local
area networks (LANs) can
be connected to the pro-
cessor.

Interface to Ethernet
LAN. If the processor can
connect to an Ethernet
Local Area Network
(LAN), it is noted here.

Protocol Conversion.
Some of the popular
forms of protocol conver-
sion are async to 3270
BSC, async to Uniscope,
SDLC to X.25, and async
to X.25.

Error Control. Some types
of error control tech-
niques are parity checking
with retransmit, parity
checking, longitudinal re-
dundancy check (LRC)
and cyclic redundancy
check (CRC), and auto-
matic repeat request
(ARQ)-cyclic redundancy
check (CRC).
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System
Characteristics
Processor Type. Some of
the processors are propri-
etary. Other widely used
processors are Tymnet;
Motorola 6800, Z80B,
MC68010, MC68020; LSI
11/23, LSI 11/73; and In-
tel 286, 386, and 486.

Main Memory Word Size
(bits). In most cases, the
main memory word size is
also the width of the pro-
cessor’s internal trans-
mission path along its
bus.

Main Memory Storage
Capacity (bytes). This
entry lists the capacity of
main memory in bytes.
Large main memory ca-
pacity is useful for trans-
mission with high-speed
protocols in which large
blocks of data must be
stored for retransmission
in case of error.

Hard Disk Storage Ca-
pacity (M bytes). This
entry indicates the largest
disk capacity available,
usually represented in
megabytes (MB). The
hard disk provides rapid
restart and recovery ca-
pabilities and allows us-
ers to store multiple
copies of software.

Data Transferred across
1/O Lines. Communica-
tions processors config-
ured as front ends
transfer data to and from
the host through an I/O
channel (line). The width,
in bits, of the 1/O channel,

S

along with the communi-
cations processor’s main
memory word size, yields
the level of data trans-
ferred (e.g., byte or
block).

Type of Data Transfer
Supported between
Memory and Communi-
cation Lines, Mass Stor-
age, and Other
Peripherals. In some
communications proces-
sors, only the CPU has
access to main memory,
and other components
must interrupt the CPU to
read from or write infor-
mation to main memory.
In others, microproces-
sors in the subsidiary
components share control
of main memory with the
CPU and can read and
write memory on their
own. The latter process is
called direct memory ac-
cess (DMA).

1/O, Backup, and Diag-
nostic Peripherals. Most
communications proces-
sors interact only with
their attached hosts and
terminals, relying on host
disk systems for storage
and on host software for
detailed diagnostics.
Some newer models,
however, support local
disk storage for control
software, traffic, and sup-
port information and fea-
ture diagnostic consoles
for direct operator inter-
vention.

Support for Remote Con-
sole. Some processors

Communications
Processors:
Comparison Columns

that support local opera-
tors’ consoles can also
support an operator’s
console attached over
communications lines.

Support for X.25 Level 3
Capabilities. X.25 is a
CCITT recommendation
that specifies the inter-
face between user data
terminal equipment (DTE)
and packet-switching data
circuit-terminating equip-
ment (DCE). X.25 Level 3
defines procedures for
call initiation, data trans-
fer, interrupts, reset, re-
start, and clearing.

Communications
Operating Software
Operating System Imple-
mented in. This entry ex-
plains how the processor
stores its control pro-
gram: wired directly into
the hardware, in software
that must be loaded into
memory from the outside,
in firmware (local read-
only memory) on-board
the processor, or in some
combination.

IPL Method. This entry
indicates how the proces-
sor receives its initial pro-
gram load (IPL): from its
host processor, from a
locally attached diskette
activated by an operator,
or from on-board read-
only memory.

User Programmability.
This entry indicates the
programming method
used.

Data Networking

ey

R

Network
Management/Control
Diagnostic Tests Sup-
ported. Examples of diag-
nostic tests are remote
and local loopback, port/
link status, and internal
diagnostics.

Data Collected. The pro-
cessor can collect data
relating to traffic loading,
line outages, line hits, link
loading, node/link/
software status, port sta-
tistics, error rates,
accounting, trace, and
events.

Pricing and
Availability

Purchase Price ($). Ven-
dors provided the price of
the unit, excluding any
options; monthly mainte-
nance and monthly lease/
rental prices may also be
listed.

Date of First Commercial
Delivery. The date on
which the product
reached the marketplace.

Serviced by. Usually the
vendor offers service on
an on-site or factory
repair/return basis. In
some cases, a third party
provides the service.

Comments. This space
affords vendors the op-
portunity to describe sig-
nificant or unusual
features, capabilities, or
applications that are not
reflected in the standard
entries.
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Amdahl Communications Amdahl Communications Apertus Technologies Bull HN ln:onnmon
s, Inc.
4745-110 4745-210 Data Star 5000 DATANET 8/05 DPS 7000
Computer s Interfaced
Manufacturer/Models 370 class mainframes 370 class mainframes IBM E various unix Bull DPS 7000
Direct Attachment of Host Yes Yes Yes Yes
Functional Characteristics
Front-end Processor Yes Yes Vendor did not specify Yes
Max. Hosts Attachable to FEP 4 8 Vendor did not specify 1
Max. Hosts Supported Simultaneously 2 6 Vendor did not specify 1
PU Type within Network 4 4 2 5, DSA node/FE to host
Remote Line Concentrator Yes Vendor did not specify Yes No
Max. Hosts Served by One Concentrator SNA/NCP SNA/NCP defined 6 or more 1,000
Host-Independent Network Processor No No Yes No
Host Channel Extender No No No No
Terminal Controller No No Yes Yes
Store-and-Forward Switching No No No No
Distributed Processing Node No No Yes No
Network Architecture Compliance SNA, BSC, X.25 SNA, BSC, X.26 SNA, BSC, TCP/IP BSC, OSl, X.25, DSA
Native T1 Support No No Yes Vendor did not specify
Number of T1 Lines Supported Not applicable Vendor did not specify 4 Not applicable
Communications Line Capacity
No. Half-duplex Lines Attachable 64 256 12 or more 15
Highest Line Speed Supported (bps) 256K 256K T1 64K
Communications Features/Functions
Muitiplexing/Demultiplexing No No No Yes
Terminal-Initiated Application Switching No No Yes Yes
Dynamic Line Reconfiguration No No Yes Yes
LAN Connectivity Token-ring 4 MB Token-ring, Ethernet Ethernet

Interface to Ethernet LAN
Protocol Conversion

No
SDLS to X.25, async to X.25

No
SDLS to X.25, async to X.25

Yes

to 3270 BSC, async to

X.25, 3270 to Async

No
Async, VIP, DSC, RCI

Error Control Parity check w/retransmit Parity check wj/retransmit LRC & CRC Parity check w/retransmit
on error, LRC & CRC on error, LRC & CRC detection/correction on error, LRC & CRC
detection/correction, /correction, detection/correction,
parity, ARQ-CRC parity parity

System Characteristics

Processor Type Proprietary Proprietary Intel 286, Asyncmetric Proprietary

Multiprocessing

Main Memory Word Size (bits) 16 16 16, 2M/module 16

Main Memory Storage Capacity (bytes)  8M 8M 2M M

Hard Disk Storage Capacity (Mbytes) 67 formatted 67 formatted 40 Not applicable

Data Transferred Across |/O Lines Byte, block Byte, block Byte Word, 36 bit

Data Transferred Between:

Memory and Communications Lines DMA and interrupt DMA and interrupt DMA, DMA and interrupt DMA and interrupt

Memory and Mass Storage DMA and interrupt DMA and interrupt DMA and interrupt Vendor did not specify

Memory and Other Peripherals Interrupt Interrupt DMA and interrupt DMA

1/O, Backup, and Diagnostic Peripherals FEP console, diskette, FEP console, diskette, Diskette, disk FEP console, diskette,
patch panel, disk patch panel, disk host/mainframe

Support for Remote Console Yes Yes Yes Yes

Support for X.25 Level 3 Capabilities Yes Yes Yes

Communications Operating Software

Operating System Implemented in Software Software Software Software, firmware

1PL Method Download from host, Download from host, Manual load, internal Download from host, IPL
internal self-load internal self-load seif-load, IPL diskette diskette, tele-load

User Programmability No No No No

Network Management Control

Diagnostic Tests Supported Localf/remote loopback, Local/remote loopback, Local/remote loopback, Localf/remote loopback,
internal diagnostics, internal diagnostics, internal diagnostics, internal diagnostics,
problem determination, problem determination, problem determination, problem determination,
port/line status port/line status port/line status port/line status, network

management

Data Collected NPA NetView statistics NetView/NPA Node/link/software status, Traffic loading,

line outages, port node/link/software status,

statistics, trace, events, accounting, line outages,

link loading port statistics, trace,
error rates, events, link
loading

Pricing and Avallability

Purchase Price ($) 100,650.00 132,000.00 5K-50K 12,000.00

Monthly Purchase ($) 303.00 319.00 Vendor did not specify 150.00

Monthly Lease/Rental ($) Not applicable Not applicable Vendor did not specify Vendor did not specify

Date of First Commercial Delivery June 1988 June 1988 June 1989 ber 1987

Serviced Amdahi Amdahl Apertus Technology Bull Worldwide info Sys

Comments Runs both NCP-3 or NCP-4  Runs NCP-3 or NCP-4 and Communications server
and NCP-5; runs in 3725 provides various host

mode or 3745 mode

NCP-5; runs in 3725 mode or
3745 mode

access by terminals (3270
async)
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Bull HN information
Systems, Inc.

DATANET 8/10

Communications

Comparison Columns

Bull HN Information
Systems, Inc.

DATANET 8/20

Bull HN Information
Systems, Inc.

DATANET 8/30

Data Networking

Carse, Woodworth and
Assoclates Int'l.

COM/3X Communication
Gateway All TCP\IP UNIX
Hosts

Computer Systems Interfaced
Manufacturer/Models

Bull DPS7, DPS7000, DPS8,
DPS8000, DPS88, DPS90,
PS9000

DPS7, DPS7000, DPS8, DPS88,
D S9000

PS80, DPS8000, DP!

Bull DPS7, DPS7000, DPS8,

DPS8000, DPS88, DPSS0,

Vendor did not specify

D DPS9000
Direct Attachment of Host Yes Yes Yes Yes
Functional
Front-end Processor Yes Yes Yes Yes
Max. Hosts Attachable to FEP for2 4 4 1
MIX Hosts SUppomd s&munanoouuy 1or2 4 Unlim
PU Type within N DSA node 2, 4, DSA node 2, 4, DSA node PUTyp921 LU 6.2
Remote Line Yes Yes Yes No
Max. Hosts Served by One Concentrator 1,000 1,000 1,000 Vendor did not specify
Host-independent Yes Yes Yes No
Host Channel No No No No
Terminal Yes Yes Yes Yes
Store-and-Forward Swlu:h\ng No No No Yes
Distributed No No No No
Network Oomplllnce BSC, OSl, DSA SNA, BSC, OSI, X.25, DSA  SNA, BSC, 0S|, X.25, DSA  SNA, X.25, TCP/IP
Native pport Vendor did not specify Yes Yes No
Number of T1 Lines Supported ot appll Vendor did not specify Vendor did not specify Vendor did not specify
Communications Line
No. Half-duplex Lines Attachable 31 127 127 24
Highest Line Speed Supported (bps) 64K 2.5M 2.50M 84K
Communications Features/Functions
Multiplexil ultiplexing (1] Yes Yes No
Terminal-In| Application Switching  Yes Yes Yes Yes
Dynamic Line Reconfiguration (1] Yes Yes Yes
LAN Connectivity Ethernet Ethernet Ethernet Token-ring, Ethernet
Interface to Ethernet LAN No No No Yes
Protocol Conversion Async, VIP, DSC, RSI SDLS to X.25 SDLS to X.25, async, VIP, SDLS to X.25, async to
BSC, RCI X.25, SNA to TCP/IP
Error Control Parity check w/retransmit Parity check w/retransmit Parity check w/retransmit Parity check w/retransmit
on error, LRC & CRC on error, LRC & CRC on error, LRC & CRC on error
detection/correction, detection/correction, detection/correction,
parity parity parity
System
Processor Type Proprietary Proprietary Proprietary Intel 186, Intel 286, 186,
386, 486 family
Main Memory Word Size (bits) 16 16 16 16
n Memory Capacity (bytes) 2M M M 16M
Hard Disk Stor (Mbytes) Not applicable None None 120M
'rnmmrﬁ Across 1/O Lines Word (36 bit) Word (36 bit) Word (36 bit) Block
Data Transferred Between:
Memory and Communications Lines DMA, interrupt DMA and interrupt DMA, interrupt Vendor did not specify
Memory and Mass Storage Vendor did not specify Not applicable Vendor did not specify Vendor did not specify
Memory and Other Peripherais DMA - DMA DMA Vendor did not specify
1/0, Backup, and Diagnostic Peripherals FEP console, host/mainframe FEP console, diskette, FEP console, diskette, FEP console, diskette,
Host/mainframe host/mainframe magnetic tape, printer
Support for Remote Console Yes Yes Yes Yes
Support for X.25 Level 3 Capabilities Yes Yes Yes Yes
Communications Operating Software
System Implemented in Software, firmware Software, firmwal Software, firmware Software, 0S/2, Com/3X

IPL Method

Download from host,

Download from host IPL

Download from host, IPL

IPL diskette

tele-load diskette, Tele-load diskette, tele-load

User Programmability No No No No

Network Management Control

Diagnostic Tests Supported Local/remote loopback, Local/remote loopback, Local/remote loopback, Localfremote loopback,
internal diagnostics, internal diagnostics, internal diagnostics, internal diagnostics,
problem dcurmlnaﬂon problem determination, problem determination, port/line status
port/line status, network port/line status, Network port/line status, network
management management management

Data Collected Traffic loading, Traffic loading, Traffic loading, Line outages, port
node/link/software status, node/link/software status, node/link/software status, statistics, line hits,
accounting, line outages, accounting, line outages, accounting, line outages, error rates
port statistics, trace, port statistics, trace, port statistics, trace,
error rates, events, link error rates, events, link error rates, events, link
loading loading loading

Prlelm and Avallability

Purchase Price (§) 33,890.00 47,990.00 47,990.00 25,000.00
Monthly Purchase ($) 244.00 329.00 329.00 250.00
Lease/Rental ($) 1,160.00 1,640.00 1,640.00 Not applicable
Date of First Commercial Delivery SQphrnbof 1985 September 1985 September 1985 September 1987
by Bull Woridwide Info Sys Bull Worldwide Info Sys Bull Worldwide Info Sys CWA
Comments

SNA to TCP/IP Gateway
supports seven layer
protocol translation
between user applications

MAY 1991
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Communications Controllers

Commtex Inc. ::omptmf Communications, Computer Designed Systems Computer Logics Ltd.
nc.
CX-80 Data Exchange Data Express Adviser 2390/XX CCP 3205
Computer Systems Interfaced
Manutacturer/Models Two IBM 3270 mainframes (4 IBM 370 class IBM, MIPS, Pyramid, Unisys
opt.) nnd/or any async Motorola
hosts (5)
Direct Attachment of Host No Yes Yes Yes
Functional Characteristics
Front-end Processor No Yes Yes Yes
Max. Hosts Attachable to FEP Not applicable 13 4 2
Max. Hosts Supported Simuitaneously 4 13 4 2
PU Type within Network 2,21-8.2 Optional 1 thru 5 2
Remote Line Concentrator No Yes Yes Yes
Max. Hosts Served by One Concentrator Not applicable 128 4 Unlimited
Host-Independent Network Processor No Yes Yes Yos
Host Channel Extender No Yes Yes No
Terminal Controller Yes Yes Yes Yes
Store-and-Forward Switching No Yes Yes No
Distributed Processing Node No Yes Yes No
Network Architecture Compliance SNA, BSC SNA, DECnet, BSC, OSI, SNA, BSC, 0S|, X.25 08|, X.25, TCP/IP
X.25, ALC, SLC, & TCP/IP
Native T1 Support No Yes Yes Vendor did not specify
Number of T1 Lines Supported Vendor did not specify 4 24 Vendor did not specify
Communications Line Capacity
No. Half-duplex Lines Attachabie 4 256 32

16-line expansion
64K

Highest Line Speed Supported (bps) 84K T1 (1.544M) 56K
Communications Features/Functions
Multiplexing/Demultiplexing No Yes Yes Yes
Terminal-initiated Application Switching  Yes Yes Yes Yes
Dynamic Line Reconfiguration No Yes Yes Yes
LAN Connectivity Not applicable Token-ring, Ethernet Token-ring, Ethernet Vendor did not specify
Interface to Ethernet LAN No Yes Yes Yes
Protocol Conversion Async to 3270 BSC, SDLS to Async to 3270 BSC, SDLS to  Async to 3270 BSC, SDLS to  Asynch to uniscope
X.25, async to X.25, async 5, async to X.25
to SNA/SDLC
Error Control Parity Parity check w/retransmit Parity check w/retransmit LRC & CRC
on error, LRC & CRC on error, LRC & CRC detection/correction
detection/correction, detection/correction
parity, ARQ-CRC
System Characteristics
Processor Type Z80B, MC68010, HD 64180 Proprietary, Motorola 6800 MC68020, Intel 286, 386 Concurrent Computer 3205

Main Memory Word Size (bits)

Main Memory Storag: Capacity (bytes)
pacity (Mbytes)
Data Transferred Across I/O Lines

Hard Disk Storage
Data Transferred Between:

Memory and Communications Lines

Memory and Mass Storage
Memory and Other Peripherals

1/O, Backup, and Diagnostic Peripherals

Support for Remote Console

Support for X.25 Level 3 Capabilities

Communications Operating Software
Opentlng System Implemented in

PL
User Programmability

16

128K, 256K, 512K, 1M
Not applicable

Block

Interrupt
Not applicable
Interrupt

Diskette

Yes

Yes

Software
Internal self-load

Via user-selected
parameters

16, 32

No pract. limit
No practical limit
Byte, file, block

DMA and interrupt
DMA and interrupt
DMA and interrupt

FEP console, diskette,
patch panel, disk, mag.tape
Yes

Yes

Hardware, software
Downioad from host, manual
load, int.self-load, disk.

Via user-selected
parameters, via

user-created programs, via
console

32

4M

2.4GB Max.
Byte, file, block

DMA, DMA and interrupt
DMA and interrupt
DMA and interrupt

FEP console, diskette,
patch panel, disk, mag.tape
Yes

Yes

internal self-load

Via user-gselected
parameters, via
user-created programs, via
console

32

8M

Vendor did not specify
Byte

DMA, interrupt

DMA, or ESI channel
DMA, interrupt

FEP console

Vendor did not specify
Yes

Software
Host download

Via user-selected
parameters

Network Management Control

Diagnostic Tests Supported Localfremote loopback, Local/remote Local/remote loopback, Local/remote loopback,
internal diagnostics, internal diagnostics, internal diagnostics, internal diagnostics,
problem determination problem determination, problem determination, port/line status

port/line status, extensive port/line status

Data Collected Line outages, line hits, Traffic loading, Traffic loading, Node/link/software status,
error rates node/link/software status, node/link/software status, port statistics

line outages, port accounting, line outages,
statistics, trace, line port statistics, trace,
hits, error rates, events, line hits, error rates,

link loading events, link loading

Pricing and Avallability

Purchase Price ($) 4,950.00 §0,000.00 8 500 00 500 000 00

Monthly Purchase ($) Vendor did not specify ,600.00

Monthly Lease/Rental ($) Vendor did not specify Contact vendor Not applicable Vendor did not specify

Date of First Commercial Delivery 1982 Vendor did not specify January 1990 1986

Serviced Intelogic Trace Computer Communications Various Computer Logics

Comments

Unrestricted mix up to 50
async ASCII, & Type-A coax
terminals & PCs to access
two (four opt.) IBM 3270
mainframe hosts, async

Fully compliant TCP/IP and
Ethernet support; allows
for PC LAN interface to
11008 with full UTS
emulation at each PC
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Data Networking

com.(:ompcmr Network Technology Computerm Corp. Concurrent Computer Corp.  Concurrent Computer Corp.
CHANNELIlink 3800/3890 Channel extension Procom-2 Procom-8
system

Computer Systems Interfaced

Manufacturer/Models IBM S/370 & compat., Cray  IBM S/370, and compatibles ~ Concurrent Computer Series  Concurrent Computer Series
Supercomputers, 3200 3200
DEC/VAX-B1Bus

Direct Attachment of Host Yes Yes Yes Yes

Functional Characteristics

Front-end Processor No Yes Yes Yes

Max. Hosts Attachable to FEP 7 1 1

Max. Hosts Supported Simultaneously 8 7 1 1

PU Type within Network All PU types Not applicable Not applicable Not applicable

Remote Line Concentrator Yes Yes No No

Max. Hosts Served by One Concentrator Vendor did not speacify 28 Vendor did not specify N

Host-Independent Network Processor Yes Yes No No

Host Channel Extender Yes Yes No No

Terminal Controller No No No No

Store-and-Forward Switching Yes No No No

Distributed Processing Node No No Y Yes

Network Architecture Compliance SNzg. D(E}Gnot. BSC, 0S|, Transparent 08|, X.25 0sl, X.25
X.25, TCP/IP

Native T1 Support Yes Yes No No

Number of T1 Lines Supported 12 4 No No

Communications Line Capacity

No. Half-duplex Lines Attachable 16 8 2 8

Highest Line Speed Supported (bps) 100M 1.544M 64K 684K

Communications Features/Functions

Multiplexing/Demultiplexing Yes No Yes Yes

Terminal-Initiated Application Switching No Yes No No

Dynar&l; Line Reconfiguration Yes No No ;l:ndor did not specify

LAN nectivity Euwmet Proprietary Token-ring, thi h gatewa! None one

Interface to Ethernet LAN o No 9. frough 9 Y No No

Protocol Conversion Vendor did not specify No No No

Error Control Parity check w/retransmit LRC & CRC LRC & CRC LRC & CRC
on error, ARQ-CRC detection/correction detection/correction detection/correction

System Characteristics

Processor Type MC88020 IBM Series/1 and 280 Motorola 68000 Motorola 68000

Main Memory Word Size (bhs) 32 16 32

Main Memory Stora 89 Up to 10MB 2M 512K 512K

Hard Disk Storage Capacity (Mbytes) Vendor did not specify Not applicable Not applicable Not applicable

Data Transferred Across |/O Lines Block Byte, block Byte Byte

Data Transferred Between:

Memory and Communications Lines DMA DMA DMA, interrupt DMA, interrupt

Memory and Mass Storage DMA None Not applicable Not applicable

Memory and Other Peripherals Vendor did not specify DMA None None

1/O, Backup, and Diagnostic Peripherals  Battery, Back-up, RAM FEP console, diskette None None

Support for Remote Console Yes Yes No No

Support for X.25 Level 3 Capabilities No No Yes Yes

Communications Operating Software

Opontlng System Implemented in Software Software, firmware Firmware Firmware

IPL Method Internal self-load Internal self-load, IPL Download from host Download from host

diskette, optional

User Programmabllity Via console User configurable Via user-created programs Via user-created programs

Network Management Control

Diagnostic Tests Supported Local/remote loopback, Internal diagnostics Internal diagnostics Internal diagnostics
Internal diagnostics,
problem determination,
port/iine status

Data Collected Traffic loading, Traffic loading, line Node/link/software status, Node/link/software status,
node/link/software status, outages, trace, error accounting, line outages, accounting, line outages,
line outages, port rates, realtime monitor trace trace
statistics, trace, line
hits, error rates, events,
link loading

Pricing and Avaliablility

Purchase Price ($) Contact vendor 73,000.00 4,000.00 6 000.00

Monthly Purchase ($) Vendor did not specify 613.00 37.00 58.00

Monthly Lease/Rental ($) Vendor did not specify 1,621.00 Not applicable Not applicable

Date of First Commercial Delivery 1987 December 1982 Not available Not available

Serviced by StorageTek, IBM and I1BM Concurrent Computer Corp. Concurrent Computer Corp.

Comments CHANNELInk delivers Chan.extension suppt. Software environment Software environment
networking solutions for for print., CRTs, check utilizes 0S/32 Rev 8.1.3 or utilizes 0S/32 Rev 8.1.3 or
data center consolidation, sorters, Mag tnpo and FEPs  higher. Procom board is higher. Procom board is
diaster recovery, muitiple with satellite-ef provided with OS/32 driver provided with 0S/32 driver
data centers protocols. support support
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Processors:

Comparison Columns Communications Controllers

Concurrent Computer Corp.  Control Data Corp. Emulex Corp. Encore Computer
SCP Serial Communications CDCNET 2600 Series DCP-286 QSSC (Quad Sync Serial
Processor Controller) 8521
Computer Systems Interfaced
Manufacturer/Models Concurrent Computer Series  Control Data Corporation/ ISA, Micro Channel PCs Concept 32/67, Concept
3200 CDCNET 2600 Series 2040, Concept 32/97
Direct Attachment of Host Yes Yes Yes Yes
Functional Characteristics
Front-end Processor Yes Yes Yes Yeos
Max. Hosts Attachable to FEP 1 3 1 1
Max. Hosts Supported Simultaneously 1 3 8 1
PU Type within Network Not applicable Not avalilable Not applicable Vendor did not specify
Remote Line Concentrator No Yes Yes No
Max. Hosts Served by One Concentrator Vendor did not specify Unlimited 8 Vendor did not specify
Host-Independent Network Processor No Yes No No
Host Channel Extender No No No Yes
Terminal Controller No Yes Yes Yes
Store-and-Forward Switching No No Yes No
Distributed Processing Node Yes Yes Yes No
Network Architecture Compliance X.25 BSC, OSl, X.25, TCP/IP SNA, BSC, X.25 0sl, X.25
Native T1 Support No No No Yes
Number of T1 Lines Supported No Vendor did not specify Vendor did not specify 4
Communications Line
No. Half-duplex Lines Attachable 4 64 8 4
Highest Line Speed Supported (bps) 56K 256K M 2.048M
Communications Features/Functions
Multiplexing/Demultiplexing Yes Yes Yes Yes
Terminal-Initiated Application Switching No Yes Yes Yes
Dynamic Line Reconfiguration No Yes Yes Yes
LAN Connectivity None Ethernet None Not applicable
Interface to Ethernet LAN No Yes No Vendor did not specify
Protocol Conversion No Async to X.25 Async to 3270 BSC, SDLS to Not applicable
X.25, async to X.26
Error Control LRC & CRC Parity check w/retransmit Parity check w/retransmit LRC & CRC
detection/correction on error, LRC & CRC on error, LRC & CRC detection/correction
detection/correction detection/correction,
parity, ARQ-CRC
System Characteristics
Processor Type Motorola 68000 MC 68030 Intel 286 Thompson 5025
Main Memory Word Size (bits) 32 16 16 32
Main Memory Storage Capacity (bytes) 512K 1M-16M ™ 128K
Hard Disk Storage Capacity (Mbytes) Not applicable No disk Not applicable Not applicable
Data Transferred Across /O Lines Byte Block Byte Block
Data Transferred Between:
Memory and Communications Lines DMA, interrupt DMA, interrupt DMA and interrupt DMA and interrupt
Memory and Mass Storage Not applicable Not available Not applicable DMA
Memory and Other Peripherals None Interrupt Shared memory Not applicable
1/0, Backup, and Diagnostic Peripherals None FEP console Not applicable Disk, magnetic tape
Support for Remote Console No Yes Yes No
Support for X.25 Level 3 Capabilities Yes Yes Yes Yes
Communications Operating Software
Firmware Software, firmware Software Software

Operating System implemented in
ethod

IPL M
User Programmabliity

Download from host

Via user-created programs

Download from host
No

Download from host

Via user-created programs

Internal self-load

Via user-selected
parameters

Network Management Control

Diagnostic Tests Supported

Internal diagnostics

Local/remote loopback,
internal diagnostics,

None

Localfremote loopback,
problem determination,

problem determination, port/line status
port/line status
Data Collected Node/link/software status, Traffic loading, Vendor did not specify Node/link/software status,

accounting, line outages,
trace

node/link/software status,
accounting, line outages,
port statistics, line hits,
error rates, events, link
loading

accounting, line outages,
port statistics, events

Pricing and Availabllity

Purchase Price ($) 6,500.00 12,000.00 1,695.00 15,000.00

Monthly Purchase ($) 12.00 100.00 Not applicable 67.00

Monthly Lease/Rental ($) Not applicable Vendor did not specify Not applicable Not applicable

Date of First Commercial Delivery 1987 December 1985 1986 December 1989
Serviced by Concurrent Computer Corp.  Control Data Corp. Emulex Corp. Encore Computer Corp.
Comments Purchase price is $6,500 A modular muitinode local

without software; $7,500
with software

area network product with
extended features including
front-end funct.,

router, full X.25
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International Business International Business International Business International Business
Machines Corp. (IBM) Machines Corp. (IBM) Machines Corp. (IBM) Machines Corp. (IBM)
1BM 3745 130 1BM 3745 150 1BM 3745 170 1BM 3745 210

Computer Systems Interfaced

Manutfacturer/Models 1BM 43XX, 937X, 308X, 3090 1BM 43XX, 937X, 308X, 3090 IBM 43XX, 937X, 308X, 3090 IBM S/370, 43XX, 937X,
Direct Attachment of Host Yes Yes Yos Yes
Functional Characteristics
Front-end Processor Yes Yes Yes Yes
Max. Hosts Attachable to FEP 4 4 4 16
Max. Hosts Supported Simultaneously 256 with token ring 256 with token ring 256 with token ring 2656 with token-ring
PU Type within Network 4 4 4 4
Remote Line Concentrator Yes Yes Yes Yes
Max. Hosts Served by One Concentrator 256 256 256 256
Host-Independent Network Processor No No No No
Host Channel Extender No No No No
Terminal Controller No No No No
Store-and-Forward Switching No No No No
Distributed Processing Node No No No No
Network Architecture Compliance SNA SNA SNA SNA, X.25
Native T1 Support Yes Yes Yes Yes
Number of T1 Lines Supported 2 1 2 16
Communications Line Capacity
No. Half-duplex Lines Attachable Not applicable 32 112 896
Highest Line Speed Supported (bps) 1.544M 1.544MB 1.544Mb 1.544M
Communications Features/Functions
Multiplexing/Demultiplexing Yes Yes Yes Yes
Terminal-Initiated Application Switching No No No No
Dynamic Line Reconfiguration Yes Yes Yes Yes
LAN Connectivity Token-ring Token-ring Token-ring Token-ring
Interface to Ethernet LAN No No No No
Protocol Conversion Yes Yes Yes Yes
Error Control LRC & CRC LRC & CRC LRC & CRC LRC & CRC
detection/correction detection/correction detection/correction detection/correction
System Characteristics
Processor Type Proprietary Proprietary Proprietary Proprietary
Main Memory Word Size (bits) 8 18 8 8
Main Memory Storag: Capacity (bytes) 8M M Vendor did not specify 8M, (per CCU)
Hard Disk Storage Capacity (Mbytes) 67 formatted 67 formatted 67 formatted 67 formatted
Data Transferred Across I/O Lines Block Block Block Block
Data Transferred Between:
Memory and Communications Lines DMA DMA DMA DMA
Memory and Mass Storage DMA DMA DMA DMA
Memory and Other Peripherals DMA DMA DMA DMA
1/O, Backup, and Diagnostic Peripherals FEP console FEP console FEP console Vendor did not specify
Support for Remote Console Yes Yes Yes Yes
Support for X.25 Level 3 Capabilities Yes Yes Yes Yes
Communications Operating Software
Operating System Implemented in Software Software Software Software
IPL Method Internai self-load Internal self-load Internal self-load Internal self-load
User Programmability Yes Yes Yes Yes
Network Management Control
Diagnostic Tests Supported Local/remote loopback, Local/remote loopback, Yes Yes
internal diagnostics, internal diagnostics,
problem determination, probiem determination,
port/line status port/line status
Data Collected Traffic loading, Traffic loading, Yes Yes
node/link/software status, node/link/software status,
accounting, line outages, accounting, line outages,
port statistics, trace, port statistics, trace,
line hits, error rates, line hits, error rates,
events, link loading events
Pricing and Availability
Purchase Price ($) 21,420.00 31,590.00 26,780.00 147,050.00
Monthly Purchase ($) 220.00 232.00 220.00 350.00
Monthly Lease/Rental ($) Vendor did not specify Vendor did not specify Vendor did not specify Vendor did not specify
Date of First Commercial Delivery 1989 1989 1989 March 1988
Serviced by 1BM 1BM 1BM 1BM
Comments Contact local IBM rep. Contact local IBM rep. Contact local IBM rep. Max. hosts supported
simultaneously using token
ring is 256
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International Business Lemcom Systems, Inc. Lemcom Systems, Inc. Micom Communications
Machines Corp. (IBM)
IBM 3745 410 Distributed Network DNP 9000 Micom/MBE
Processor
Computer Systems Interfaced
Manufacturer/Models IBM S/370, 43XX, 937X, IBM 43XX, 30XX, 837X 1BM 43XX, 30XX, 937X 370 class mainframes
3033, 308X, 3080
Direct Attachment of Host Yes Yes Yes No
Functional Characteristics
Front-end Processor Yes Yeos Yes No
Max. Hosts Attachable to FEP 16 32 16 33
Max. Hosts Supported Simuftaneously 256 with token-ring 32 16 33
PU Type within Network 4 2,4 2,4 1and 2
Remote Line Concentrator Yes Yes Yes Yes
Max. Hosts Served by One Concentrator Up to 256 32 16 33
Host-independent N k Prc No Yes Yes Yes
Host Channel Extender No No No No
Terminal Controlier No No Yes Yes
Store-and-Forward Switching No No No No
Distributed Processing Node No Yes Yes Yes
Network Architecture Compliance SNA, X.25 SNA, BSC SNA, BSC SNA, BSC, OSl, X.25
HDLC, TCP/\P
Native T1 Support Yes No Yes No
Number of T1 Lines Supported 16 Vendor did not specify Vendor did not specify Vendor did not specify
Communications Line Capacity Vendor did not specify
No. Half-duplex Lines Attachable 896 1,024 1,000 Vendor did not specify
Highest Line Speed Supported (bps) 1.544M 64K 2.0486M 128K
Communications Features/Functions
Muitiplexing/Demultiplexing Yes Yes Yes Yes
Terminal-Initiated Application Switching No Yes Yes Yes
Dynamic Line Reconfiguration Yes Vendor did not specify Yes Yes
LAN Connectivity Token-ring Vendor did not specify Token-ring Ethernet
Interface to Ethernet LAN No No No Yes
Protocol Conversion Yes Async to 3270 BSC, async to  Async to 3270 BSC, BSC to  SDLC to X.25, async to X.25
3270 SDLC SDLC )a(s gc to 3270, BSC, HDLC to
Error Control LRC & CRC Parity check w/retransmit LRC & CRC LRC and CRC detection/cor-
detection/correction on error, LRC & CRC detection/correction, rection
detection/correction, parity, ARQ-CRC
parity, ARQ-CRC
System Characteristics
Processor Type Proprietary MC6809 MC868020 Motorola 6800
Main Memory Word Size (bits) Vendor did not specify 32 32 16
Main Memory Storage Capacity (bytes)  8M, (per CCU) 4M 2M, per MC68020 M
Hard Disk Storage Capacity (Mbytes) 67 formatted Vendor did not specify Non-volatile RAM Vendor did not specify
Data Transferred Across |/O Lines Block Byte, block Byte, biock Block
Data Transferred Between:
Memory and Communications Lines DMA DMA and interrupt DMA and interrupt DMA
Memory and Mass Storage DMA DMA and interrupt DMA Interrupt
Memory and Other Peripherals DMA Not applicable Not available DMA
1/0, Backup, and Diagnostic Peripherals  Vendor did not specify FEP console, diskette FEP console, diskette PC-based network manage-
ment system
Support for Remote Console Yes Yes Yes Yes
Support for X.25 Level 3 Capabilities Yes No No Yes
Communications Operating Software
Software Softwa Firmware

Operating System Implemented in
IPL. Method

Internal self-load

re
Internal self-load

Software
Internal self-load

Internal self-load

User Programmability Yes Via user-selected Via user-selected Yes, via console
parameters, via parameters, via
user-created programs, via user-created programs, via
console console

Network Management Control

Diagnostic Tests Supported Yes Local/remote loopback, Local/remote loopback, Local/remote loopback,
internal diagnostics, internal diagnostics, port/line status, in-
problem determination, problem determination, ternal diagnostics,
port/line status port/iine status problem determination

Data Collected Yes Traffic loading, Traffic loading, Traffic loading, line
node/link/software status, node/link/software status, outages, line hits, link
line outages, trace, line line outages, trace, line loading, node/link/
hits, error rates, link hits, error rates, events, software status port
loading link loading statistics, error rates,

accounting, trace, events

Pricing and Avalilability

Purchase Price ($) 221,450.00 18,450.00 20,000.00 9,700

Monthly Purchase ($) 538.00 Vendor did not specify 150.00 200

Monthly Lease/Rental ($) Vendor did not specify 632.00 685.00 Vendor did not specify

Date of First Commercial Delivery March 1988 1980 1991 1988

Serviced 1BM HDS)Hitachi Data Systems Hitachi Data Systems Micom

Comments

Max. hosts supported
simuitaneously using
token-ring is 256

Appears to host as locally
attached IBM 3274-1A, IBM
3274-1D, or IBM 3737.
Upgraded version 1986

Concurrently used as
IBM-compatible FEP and
RCTCA, as concentrator for
networking IBM compatible
DES Encryption

Runs NCP-3 or NCP-4 and
NCP-5; runs in 3725 mode or
3745 mode
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Communications Controllers

Data Networking

Morning Star Technologies  Moming Star Technologies  Momning Star Technologies  NCR

Horizon 240V Horizon 482V Horizon 840 NCR 5620-XP
Computer Systems Intertaced
Manufacturer/Models Board-level that installs Board-level that installs Board-level that installs IBM 360/370, 303X, 308X,
in VMEbus UNIX computers  in VMEbus UNIX computers  in Multibus UNIX computers 3080, 43XX, plus compa!
Amdah! & Hitachi (NAS)
Direct Attachment of Host Yes Yes Yes Yes
Functional Characteristics
Front-end Processor Yes Yes Yes Yes
Max. Hosts Attachable to FEP Not applicable Not avallable Not avallable 2
Max, Hosts Supported Simultaneously Not applicable Not available Not avallable 2
PU Type within Network 2, SNA or BSC 3270 2, SNA or BSC 3270 2, SNA or BSC 3270 4,5
Remote Line Concentrator No No Yes
Max. Hosts Served by One Concentrator Vendor did not specify Vendor did not specify Vendor did not specify Throughput dependent
Host-Independent Network Prc Yes Yes Yes No
Host Channel Extender No No No Yes
Terminal Controller No No No Yes
Store-and-Forward Switching No No No Yes
Distributed Processing Node No No No Yes
Network Architecture Compliance SNA, BSC, X.25 SNA, BSC, X.256 SNA, BSC, X.25 SNA, BSC, 08I, X.26
Native T1 Support No No No No
Number of T1 Lines Supported [o] Vendor did not specify [o] Vendor did not specify
Communications Line Capacity
No. Half-duplex Lines Attachable 2 full-duplex lines 4 full-duplex 8 full-duplex 64
Highest Line Speed Supported (bps) 64K each line 64K 84K 56/64K
Communications Features/Functions
Muitiplexing/Demultiplexing No No No Yes
Terminal-Initiated Application Switching  No No No Yes
Dynamic Line Reconfiguration Yes Yes Yes Yes
LAN Connectivity Not applicable Not available Not available Token-ring, Ethernet, 4Mb
Interface to Ethernet LAN Yes Yes Yes Yes
Protocol Conversion Not applicable Not available Vendor did not specify Async to 3270 BSC, SDLS to

X.25, async to X.256

Error Control Vendor did not specify Vendor did not specify Vendor did not specify LRC & CRC
detection/correction
System Characteristics
Processor Type 10M Hz 68000 MC88020, 20M Hz 10M Hz 68000 Proprietary
Main Memory Word Size (bits) Vendor did not specify Vendor did not specify 3M optional 32
Main Memory Storage Capacity (bytes) iMm, 2M 1M, 4M, optional 1M, standard 4M
Hard Disk Storage Capacity (Mbytes) Not available Vendor did not specify Vendor did not specify 10M
Data Transferred Across 1/O Lines Frame Frame Frame Byte
Data Transferred Between:
Memory and Communications Lines DMA DMA DMA DMA and interrupt
Memory and Mass Storage Not available Not available Not available DMA
Memory and Other Peripherals Not avallable Not available Not available DMA
1/0, Backup, and Diagnostic Peripherals  Vendor did not specify Not available Vendor did not specify S‘El; o:ﬂn:tgle diskette,
sk, r
Support for Remote Console Yes Yes Yes Yes
Support for X.25 Level 3 Capabilities Yes Yes Yes Yes
Communications Operating Software
Operating System Implemented in Software Software Software Software
IPL Method Set with jumpers Configured via software Set by wire-wrap Download from host, manual
load, Internal self-load,
User Programmabiiity Via user-selected Via user-selected Via user-selected Via user-selected
parameters, via parameters, via parameters, via parameters, via .

user-created programs, via
console,

user-created programs, via
console

user-created programs, via
console

user-created programs, via
console

Network Management Control

Diagnostic Tests Supported Local/remote loopback, Localfremote loopback, Local/remote loopback, Localfremote loopback,
internal diagnostics internal diagnostics internal diagnostics internal diagnostics,
problem determination,
port/fline status
Data Collected Traffic loading, Traffic loading, Traffic loading, Traffic loading,
accounting, port accounting, port accounting, trace, error node/link/software status,
statistics, trace, error statistics, trace, error rates accounting, line outages,
rates rates port statistics, trace,
line hits, error rates,
events, link loading
Pricing and Avallability
Purchase Price (§) 2,680.00 3,817.00 2,748.00 Vendor did not specify
Monthly Purchase ($) Not applicable Not applicable Not applicable Vendor did not specify
Monthly Lease/Rental ($) Not applicable Not applicable Not applicable Vendor did not specify
Date of First Commercial Delivery 1986 1980 1985 1987
Serviced by Morning Star Technologies Morning Star Technologles Morning Star Technologies NCR
Comments Both serial sync ports Four serial sync ports can Serial sync ports can be NCR 8500/8600 and 9800 are
support RS-232 signal & a 2  be individually set up for individually setup for other computer systems
port ribbon cable with DB25  either RS-232, RS-422/449 either RS-232, RS-422/449 interfaced
female connectors. Runs MST or V.35 signals. Runs MST or V.35 signals. Runs MST
X.25, SNA, or BSC prot.sft. X.25, SNA, or BSC prot.sft. X.25, SNA or BSC prot.sft.
MAY 1991
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Communications Controllers

NCR 5666-8

NCR 5675-B

Computer Systems Interfaced
Manufacturer/Models

Direct Attachment of Host

IBM 360/370, 303X, 308X,
3080, 43XX, plus compatible
Cmdahl & Hitachi (NAS)

es

1BM 360/370, 303X, 308X,
3080, 43XX, plus compatible
deuhl & Hitachi (NAS)

(]

1BM 380/370, 303X, 308X,
3090, 43XX, plus compatible
Amdahi & Hitachi (NAS)
Yes

1BM 360/370, 303X, 308X,
3090, 43XX, plus compatible
Amdahl & Hitachi (NAS)
Yes

Functional Characteristics
Front-end Processor
Max. Hosts Attachable to FEP

Max. Hosts Supported Simultaneously

PU Type within Network
Remote Line Concentrator

Max. Hosts Served by One Concentrator
Host-Independent Network Processor

Host Channel Extender
Terminal Controller
Store-and-Forward Switching
Distributed Processing Node

Network Architecture Compliance

Native T1 Support
Number of T1 Lines Supported
Communications Line Capacity

No. Half-duplex Lines Attachable
Highest Line Speed Supported (bps)

Yes

4

4

4,5

Yes

Throughput dependent
No

Yes

Yes

Yes

Yes

SNA, BSC, OSl, X.26

Yes
4

1284 - 9.6K FDX line
T-1 (1.544/2.048M)

Yes
8
8
4,5

Yes

Throughput dependent
No

Yes

Yes

Yes

Yes

SNA, BSC, 08I, X.25

Yes
16

512 - 8.6K FDX lines
T-1 (1.544/2.048M)

Yes
8
8
4,5

Yes

Throughput dependent
No

Yes

Yes

Yes

Yes

SNA, BSC, OSl, X.25
Yes

16

512
T-1 (1.544/2.048M)

Yes

Yes
SNA, BSC, OSl, X.25

Yes
24

1,024
T-1 (1.544/2.048M)

Communications Features/Functions

Multiplexing/Demultiplexing

Terminal-Initiated Application Switching

Dynamic Line Reconfiguration
LAN Connectivity

Interface to Ethernet LAN
Protocol Conversion

Yes
Yes
Yes
Token-ring, Ethernet
Yes

Async to 3270 BSC, SDLS to
X.25, async to X.25

Yes
Yes

Yes
Token-ring, Ethernet
Yes

Async to 3270 BSC, SDLS to
X.25, async to X.25

Yes
Yeos

Yes

Token-ring, Ethernet

Yes

Async to 3270 BSC, SDLS to
X.25, async to X.25

Yes

Yes

Yes

Token-ring, Ethernet

Yes

Async to 3270 BSC, SDLS to
X.25, async to X.25

Error Control LRC & CRC LRC & CRC LRC & CRC LRC & CRC
detection/correction detection/correction detection/correction detection/correction

System Characteristics

Processor Type Proprietary Proprietary Proprietary Proprietary

Main Memory Word Size (bits) 32 32 32 32

Main Memoi smmge Capacity (bytes)  16M 16M 16M 16M

Hard Disk Storage Capacity (Mbytes) 80 80 80 80

Data Transferred Across |/O Lines Byte, file, block Byte, file, block Byte, file, block Byte, file, block

Data Transferred Between:

Memory and Communications Lines DMA and interrupt DMA, interrupt, both DMA, interrupt, DMA, interrupt

Memory and Mass Storage DMA DMA DMA DMA

Memory and Other Peripherals DMA DMA DMA DMA

1/0, Backup, and Diagnostic Peripherals

Support for R C I
Support for X.25 Level 3 Capabilities
Communications Operating Software
Operating System Implemented in

IPL Method
User Programmability

FEP console, disk, printer

Yes
Yes

Software

Download from host, manual
load, internal self-load,

Via user-selected
parameters, via
user-created programs, via
console

FEP console, disk, printer,
universal comm. adapter
Yes

Yes

Software

Download from host, manual
load, internal self-load

Via user-selected
parameters, via

user-created programs, via
console

FEP console, disk, printer,
universal comm. adapter
Yes

Yes

Software

Download from host, manual
load, internal self-load,

Via user-selected
parameters, via

user-created programs, via
console

FEP console, disk, printer,
universal comm. adapter
Yes

Yes

Software

Download from host, manual
load, internal self-load,

Via user-selected
parameters, via
user-created programs, via
console

Network Management Control
Diagnostic Tests Supported

Local/remote loopback,
internal diagnostics,
problem determination,

Local/remote loopback,
internal diagnostics,
problem determination,

Local/remote loopback,
internal diagnostics,
problem determination,

Local/remote loopback,
internal diagnostics,
problem determination,

port/line status port/fline status port/line status port/line status
Data Collected Traffic loading, Traffic loading, Traffic loading, Traffic loading,
node/link/software status, node/link/software status, node/link/software status, node/link/software status,
accounting, line outages, accounting, line outages, accounting, line outages, accounting, line outages,
port statistics, trace, port statistics, trace, port statistics, trace, port statistics, trace,
line hits, error rates, line hits, error rates, line hits, error rates, line hits, error rates,
events, link loading events, link loading events, link loading events, link loading
Pricing and Availability

Purchase Price ($)
Monthly Purchase ($)
Monthly Lease/Rental ($)

Vendor did not specify
Vendor did not specify
Vendor did not specify

Vendor did not specify
Vendor did not specify
Vendor did not specify

Vendor did not specify
Vendor did not specify
Vendor did not specify

Vendor did not specify
Vendor did not specify
Vendor did not specify

Date of First Commercial Delivery September 1990 September 1990 April 1991 April 1991

Serviced by NCR NCR NCR NCR

Comments NCR 8500/8600 and 9800 are NCR 8500/8600 and 9800 are NCR 8500/8600 and 9800 are NCR 8500/8600 and 9800 are
other computer systems other computer systems other computer systems other computer systems
interfaced interfaced interfaced interfaced

© 1991 McGraw-Hill, Incorporated. Reproduction Prohibited.
Datapro Information Services Group. Delran NJ 08075 USA

MAY 1991



Communications
Processors:
Comparison Columns

14 3603
Communications Controllers

Data Networking

Netlink, inc. Netlink, inc. Periphonics Corp. Periphonics Corp.
SNA Link SNA-Hub VPS 7000 VPS 7500
Computer Systems Interfaced
Manufacturer/Models 1BM (and compatible) SNA IBM (and compatible) SNA IBM 3274 SNA/SDLC/Bisync, IBM 3274 SNA/SDLC/Bisync,
hosts hosts IBM 5251 SDLC, Async IBM 5251 SDLC, Async
Direct Attachment of Host No Yes Yes Yes
Functional Characteristics
Front-end Processor No No Yes Yes
Max. Hosts Attachable to FEP Vendor did not specify Vendor did not specify 4 4
Max. Hosts Supported Simultaneously Vendor did not specify Vendor did not specify 4 4
PU Type within Network 2,PUS 2,PUS 2 2
Remote Line Concentrator Yes Yes Yes Yes
Max. HostsServedbyOneConeomﬂor 2 Upto8 4 4
Host-Ind: No No Yes Yes
Host Channel Extender No No Yes Yes
Terminal Controlier No No Yes Yes
Store-and-Forward Switching No No No No
Distributed Processing Node No No Yes Yes
Network Architecture Compliance SNA SNA SNA, BSC, async SNA, BSC, async
Native T1 Support No No No
Number of T1 Lines Supported Vendor did not specify Vendor did not specify Can be upgraded Can be upgraded
Communications Line Capacity
No. Half-duplex Lines Attachable 8 16 64
Highest Line Speed Supported (bps 64K 64K 19.2K 19.2K
aomr‘;l‘unﬁt,ions Feature‘s/Functlons v v
ultiplexing/Demuitiplexing Yes o8 Yes s
Terminal-Initiated Application Switching  Yes Yes Yes Yes
Dynamic Line Reconfiguration No No Yes Yes
LAN Connectivity Vendor did not specify Token-ring Token-ring Token-ring
interface to Ethernet LAN No No No No
Protocol Conversion No lSB:l? 30/40 to SNA, async to  Async to 3270 BSC Async to 3270 BSC
Error Control Parity check w/retransmit Parity check w/retransmlt Vendor did not specify Vendor did not specify
on error, LRC & CRC on error, LRC & CRC
detection/correction detection/ N
parity
System Characteristics
Processor Type intel 186, Intel 266, 8086 8088 Motorola 68000/68030 Motorola 68000/68030
Main Memory Word Size (bits) 16 16 32 32
Main Memory Stofag: eﬂ (byus) ™ M 8M, 32MB voice 8M, 32MB voice
Hard Disk Storage Capacity ( 20 Vendor did not specify 43MB min.; 600MB max. 43MB min.; 600MB max.
Data Transferred Across /O Llnes Block Block B Byte

Data Transferred Between:

Memory and Communications Lines DMA and interrupt DMA and interrupt Interrupt Interrupt

Memory and Mass Storage DMA and interrupt Interrupt Interrupt Interrupt

Memory and Other Peripherais Interrupt Vendor did not specify Interrupt Interrupt

1/0, Backup, and Diagnostic Peripherals  Disk ROM Diskette, magnetic tape alg.kmo. disk, magnetic

Support for Remote Console Yes Yes Yes Yes

Support for X.25 Level 3 Capabilities No No Yes Yes

Communications Operating Software

Operating System Implemented in Software Software, firmware Proprietary software Proprietary software

IPL Method Download from host, Download from host Internal self-load Internal self-load
internal self-load

User Programmability Via user-selected Via user-selected Via user-selected Via user-selected
parameters parameters parameters, via rameters, via

user-created programs, via user-created programs, via
console console

Network Management Control

Diagnostic Tests Supported Locai/remote loopback, Local/remote loopback, Local/remote loopback, Local/remote loopback,
internal diagnostics, Internal diagnostics, internal diagnostics, internal diagnostics,
problem determination, problem determination, port/line status port/iine status
port/line status port/line status

Data Collected Traffic loading, Traffic loading, Traffic loading, Traffic loading,
::dolleoﬂ::’;e status, n node/link/software status, ;Ivodoollulnuk/sah;r:rrto status, :::?ﬂlnk/soﬁ;v:nte status,

e outages, ne outages, port ne 3 outages,

statistics, trace, line statistics, trace, line suﬂsﬂm.ml'l:o hits, statistics, line hits,
hits, error rates, events, hits, error rates, events, error rates, events error rates, events, link
link loading I ing loading

Pricing and Avallability

Purchase Price ($) 4,500.00 6,000.00 35K to 150K 35K to 150K

Monthly Purchase ($) Vendor did not specify Vendor did not specify Of purchase price Vendor did not specify

Monthly Lease/Rental ($) Vendor did not specify Vendor did not specify Vendor did not specify Vendor did not specify

Date of First comrnercial Delivery Vendor did not specify August 1987 1987 1987

Serviced Dictaphhone Dictaphhone Periphonics Corp. Periphonics Corp.

Comments SNA PU and Line SNA PU and Line Supports analog Supports analog telephone
Concent.; Multiple Concentration; Host-based telephone conn. & can be conn. & can be expanded
host access; supp.for confg.mang;. LU priority sched. expanded to 64 lines per to 64 lines per unit,
SNA dial-in devices; LU unit, vocab.& appl.develop. vocab. & appl.
priority scheduling. tools development
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Periphonics Corp. Periphonics Corp. Simpact Associates, inc. Simpact Associates, inc.
VPS 9000 VP8 9500 CNS 6000 Programmable ICP1622 Q-bus Systems
Communications Network
Serve
Computer Systems Interfaced
Manufacturer/Models IBM 3274 SNA/SDLC/Bisync, IBM 3274 SNA/SDLC/Bisync, All models of IBM Q-bus systems
1BM 5251 SDLC, Async IBM 5251 SDLC, Async
Direct Attachment of Host Yes Yes No Yes
Functional Characteristics
Front-end Processor No No Yes Yes
Max. Hosts Attachable to FEP 4 4 256 Not applicable
Max. Hosts Supported Simultaneously 4 4 256 1 unit is board level
PU Type within Network 2 2 Vendor did not specify 2, Software dependent
Remote Line Concentrator Yes Yes Vendor did not specify No
Max. Hosts Served by One Concentrator 4 4 Vendor did not specify Not applicable
Host-Independent Network Processor Yes Yes Yes No
Host Channel Extender Yes Yes Vendor did not specify No
Terminal Controller Yes Yes Vendor did not specify No
Store-and-Forward Switching No No Vendor did not specify No
Distributed Processing Node Yes Yes Yes
Network Architecture Compliance SNA, BSC, async SNA, BSC, async BSC, X.25, TCP/IP BSC, X.25
Native T1 Support Yes Yes Yes No
Number of T1 Lines Supported 2 2 1 None
Communications Line Capacity
No. Half-duplex Lines Attachable 2 T-1 SPANS 2 T-1 SPANS 8 4 or 16 w/expander
Highest Line Speed Supported (bps) 19.2K 19.2K 1.544M M
Communications Features/Functions i
Multiplexing/Demuitiplexing Yes Yes Vendor did not specify No
Terminal-Initiated Application Switching  Yes Yes Vendor did not specify Vendor did not specify
Dynamic Line Reconfiguration Yes Yes Yes Vendor did not specify
LAN Connectivity Token-ring Token-ring Ethernet None
Interface to Ethernet LAN No No Yes No
Protocol Conversion Async to 3270 BSC Async to 3270 BSC X.25 to TCP/IP No
Error Control Vendor did not speci Vendor did not speci Parity check w/retransmit Parity check w/retransmit
4 i on error, LRC & CRC on error, LRC & CRC
detection/correction, detection/correction,
parity parity
System Characteristics
Processor Type Motorola 68030/68000 Motorola 68030/68000 MC68010 DEC MICRO/T-11
Main Memory Word Size (bits) Vendor did not specify Vendor did not specify 16 16
Main Memory Storage Capacity (bytes)  8M, 32 voice 8M, 32M voice 1M, 2M, 8M 512K
Hard Disk Storage Capacity (Mbytes) 4.3MB min.; 600 MB max. 4.3MB min.; 600 MB max. Not applicable Not applicable
Data Transferred Across 1/O Lines Byte Byte Byte, block Software dependent
Data Transferred Between:
Memory and Communications Lines Interrupt Interrupt Interrupt DMA, interrupt,
Memory and Mass Storage Interrupt Interrupt Vendor did not specify Not applicable
Memory and Other Peripherals Interrupt Interrupt DMA, interrupt Not applicable
1/O, Backup, and Diagnostic Peripherals  Diskette, magnetic tape Diskette, magnetic tape FEP console FEP console
Support for Remote Console Yes Yes Yeos No
Support for X.25 Level 3 Capabilities Yes Yes Yes Yes
Communications Operating Software
Operating System Implemented in Proprietary P ry Software Hardware, RAM
IPL. Method Internal self-load Download from host, Download from host Download from host
internal self-load
User Programmability Via user-selected Via user-selected Via user-created programs Via user-selected
parameters, via parameters, via parameters, via
user-created programs, via user-created programs, via user-created programs
console console
Network Management Control
Diagnostic Tests Supported Internal diagnostics, Internal diagnostics Local/remote loopback, Local/remote loopback,
port/line status internal di internal diagnostics,
portfiine status port/fiine status
Data Collected Traffic loading, Traffic loading, Traffic loading, port Node/link/software status,
node/link/software status, node/link/software status, statistics, link loading port statistics, trace,
line outages, line outages, port line hits, error rates,
statistics, line hits, statistics, line hits, events
error rates, events error rates, events
Pricing and Avallability
Purchase Price ($) 150,000.00 35K to 150K Vendor did not specify Vendor did not specify
Monthly Purchase ($) Vendor did not specify Vendor did not specify Vendor did not specify 295.00
Monthly Lease/Rental ($) Vendor did not specify Vendor did not specify Vendor did not specify Not applicable
Date of First Commercial Delivery 1987 1987 September 1990 Vendor did not opocll{p
Serviced by Periphonics Periphonics Simpact Simpact & Digital Equip.
Comments Connects directly to Connects directly to Hardware includes board,

digital speech netwk. or
digital PBX unit.

digital speech netwk. or
digital PBX unit,

Main memory storage 32
MB voice

distribution panel, and
cables
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Simpact Associates, Inc. Simpact Associates, inc. Simpact Assoclates, inc. Simpact Associates, Inc.
ICP1832 VAXBI Systems IcP3222 ICP3232 VAXBI Systems ICP6000/9000 VMEbus
Computer Systems
Manufacturer/Models VAXBI Systems Vendor did not specify Vendor did not specify Vendor did not specify
Direct Attachment of Host Yes Yes Yes Yes
Functional Characteristics
f.«"’"'ﬁ Attachable to FEP N ot ical m applicable \1{”
ax. Hosts Not Not applicable
Max. Hosts Supported Simuitaneously Sopicable 1 1
PU Type within Network 2, Software dependent 2, Software dependent 2, 4, software dependent Not appiicable
Remote Line Concentrator - No Vendor did not specify
Max. Hosts Served by One Concentrator Vendor did not specify Vendor did not specify Vendor did not specify Vendor did not specify
Host-Independent Network Processor No No No No
Host Channel Extender No No No Yes
Terminal Controller No No No No
Store-and-Forward Switching No No No No
Distributed Processing Node No No No No
Network Architecture Complhnee BSC, X.25 BSC, X.25 BSC, X.25 BSC, 0S|, X.26
N A sporas N N st o
um| nes Su Not applicable Not applicable app
Communications Line Capacity . B
No. Half-duplex Lines Attachable 4 4 4 16
Highest Line Speed Supported (bps) ™ ™ ™ 1.8M
Communications Features/Functions
Multiplexing/Demultiplexing No No No No
Terminal-Initiated Application Switching  No No No No
ic Line Reconfiguration Vendor did not specify Yes No Yes
N Connectivity Not applicable None None Vendor did not specify
Interface to Ethernet LAN No No No Vendor did not specify
Protocol Conversion No No No Vendor did not specify
Error Control Parity check wj/retransmit Parity check w/retransmit Parity check w/rotrnnarnit Parity check wj/retransmit
on error, LRC & CRC on error, LRC & CRC on error, LRC & CRC on error, LRC & CRC
detection/ 5 detection/correction, detection/correction, detection/correction,
parity parity parity parity
System Characteristics
Processor Type DEC MICRO/T-11 MC68020 MC68020 MC68020
Main Memory Word Size (bits) 18 18, 32 32 32 32
Main Memory Storage Capacity (bytes) ™ M ™
Hard Disk Storage city (Mbytes) Not appliublo Not applicable Vendor did not specify Vendor did not specify
Data Transferred Across 1/O Lines Byte Byte Byte Block
Data Transferred Between:
Memory and Communications Lines DMA, interrupt, DMA, interrupt DMA, interrupt DMA
Memory and Mass Storage Not applicable Not applicable Not applicable Vendor did not specify
Memory and Other Peripherals Not applicable Not applicable Not applicable Vendor did not specify
1/O, Backup, and Diagnostic Peripherals FEP console FEP console FEP console Vendor did not specify
Support for Remote Console No No No Vendor did not specify
Support for X.26 Level 3 Capabilities Yes Yes Yes Yes
Communications Operating Software
Opemlng System Iimplemented in Hardware, RAM Hardware, RAM Hardware, RAM Software
IPL Method Download from host Download from host Download from host Download from host
User Programmability Via user-selected Via user-gelected Via user-selected Via user-selected
parameters, via parameters, via parameters, via parameters, via
user-created programs user-created programs user-created programs user-created programs
Network Management Control
Diagnostic Tests Supported Local/remote loopback, Local/remote loopback, Local/remote loopback, Local/remote loopback,
internal diagnostics, internal diagnostics internal diagnostics, internal diagnostics
port/line status port/line status port/line status
Data Collected Node/link/software status, Node/link/software status, Node/link/software status, Port statistics, line hits,
port statistics, trace, port statistics, trace, port statistics, trace, error rates, link loading
line hits, error rates, line hits, error rates, line hits, error rates,
events events events
Pricing and Avallability
Purchase Price ($) Contact vendor Contact vendor Comct vendor Contact vendor
Monthly Purchase ($) 295.00 295.00 Vendor did not specify
Momh!y Lease/Rental ($) Not applicable Not applicable Vendor did not specify Vendor did not specify
Date of First Commercial Delivery Vendor did not 8 Vendor did not specify Vendor did not specify November 1989
Serviced Digital Equip. & Simpact Simpact Simpact
Comments
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© 1991 McGraw-Hill, Incorporated. Reproduction Prohibited.
Datapro Information Services Group. Delran NJ 08075 USA



Data Networking

Communications
Processors:
Comparison Columns

3603

17

Communications Controllers

Systech Corp. Thomas Engineering Co. Thomas Engineering Co. TIL Systems, Inc.
DCP 8820 LAN-TEC UNI-TEC PDX Plus
Computer Systems Interfaced
Manufacturer/Models VME Bus compatible systems LAN-Tec Uni-Tec TIL Systems with SNA HPAD,
X.25, SDLC TPAD, Bisyn HPAD
Direct Attachment of Host Yes No No No
Functional Characteristics
Front-end Processor Yes No No No
Max. Hosts Attachable to FEP Vendor did not specify None None None
Max. Hosts Supported Simultaneously Vendor did not specify 8 4 with 32 users, 12 with 16 Vendor did not specify
PU Type within Network Vendor did not specify Vendor did not specify 2 2
Remote Line Concentrator Vendor did not specify No Yes ’ Yes
Max. Hosts Served by One Concentrator Vendor did not specify Vendor did not specify 20 SNA or X.25 Vendor did not specify
Host-Independent Network Processor No Yes Yes Yes
Host Channel Extender Yes No No No
Terminal Controller Yes Yes Yes Yes
Store-and-Forward Switching No No No Yes
Distributed Processing Node Yes No No No
Network Architecture Compliance SNA, BSC, X.26 BSC, VIP, Uniscope SNA, BSC, X.25, VIP, SNA, BSC, X.26
Unlscopo IPARS

Native T1 Support Vendor did not specify No No
Number of T1 Lines Supported Vendor did not specify Not appiicable Vondor did not specify Vendor did not specify
Communications Line Capacity
No. Half-duplex Lines Attachable 4 8 4 32
Highest Line Speed Supported (bps) 1.6Mb 19.2K 56K 64K
Communications Features/Functions
Muitiplexing/Demultiplexing Yes Yes Yes No
Terminal-Initiated Application Switching  No Yes Yes No
&namic Line Reconfiguration Yes No Yes Vendor did not specify

N Connectivity Vendor did not specify Token-ring, Arcnet Vendor did not specify Vendor did not specify
Interface to Ethernet LAN Vendor did not spoclgo Yes No No
Protocol Conversion Async to 3270 BSC, SDLS to Async to TCP/IP Async to 3270 BSC, asynch  Async to 3270 BSC, SDLS to

, async to X.25 to uniscope, SDLS to X.25, X.25, async to X.25
async to X.25, Async to VIP
Error Control Parity LRC & CRC Parity check w/retransmit Vendor did not specify
detection/correction, on error, LRC & CRC
parity detection/correction

System Characteristics
Processor Type Intel 186 Z80B, Intel 286 Z80B, MC68010, MC68000 NS32532
Main Memory Word Size (bits) 8 Vendor did not specify 16 32
Main Memory Storage Capacity (bytes) 512K M 512K to 8M 16 max.
Hard Disk Storage Capacity (Mbytes) Not applicable 20, 40, 80 No hard disk, 1.2M fioppy Vendor did not specify
Data Transferred Across 1/O Lines Byte Byte, block Byte Byte
Data Transferred Between:
Memory and Communications Lines DMA, interrupt Interrupt Interrupt Interrupt
Memory and Mass Storage DMA, interrupt DMA Interrupt Interrupt
Memory and Other Peripherals DMA, interrupt Interrupt Not applicable Interrupt
1/O, Backup, and Diagnostic Peripherals  Not applicable Diskette Diskette, printer Diskette
Support for Remote Console Yes Yes Yes Yes
Support for X.25 Level 3 Capabilities Yes No Yes Yes
Communications Operating Software
Operating System Implemented in Firmware Software Software Software
IPL Method Download from host IPL diskette IPL diskette IPL. diskette
User Programmabillity Via user-selected Via user-created programs Via user-gelected Via user-selected

parameters, via
user-created programs

parameters, via console

parameters, via console

Network Manageme

nt Control

Diagnostic Tests Supported Local/remote loopback, Local, Internal diagnostics, Port/line status
internal diagnostics, internal diagnostics, problem determination,
port/line status problem determination, port/iine status
port/line status
Data Collected Vendor did not specify Traffic loading, Node/link/software status, Accounting, port
accounting, port trace, events statistics, trace, line
statistics, trace, events, hits, error rates
link loading
Pricing and Availability

Purchase Price ($)
Monthly Purchase ($)
Monthly Lease/Rental ($)

Date of First Commercial Delivery

Serviced by

Vendor did not specify
Not applicable
Not applicable
January 1987
Systech Corp.

3,495.00

80.00

Not applicable

1985

Thomas Engineering

Vendor did not specify
Vendor did not specify
Vendor did not specify
Vendor did not specify
Vendor did not specify

Comments

Flexible channel
configurations: RS-232,
RS-449/422, V.11, and V.35

Protocol conversion also
includes to BSC, VIP, and
Uniscope

Maximum number of
hosts served by one
concentrator 40 VIP,
Protocol convers.are
Uniscope VIP to X.25

© 1991 McGraw-Hill, Incorporated. Reproduction Prohibited.
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Tri-Data Corp.

Netway 1000

Tri-Data Corp.

Netway 2000

Unisys Corp.

CP2000

Unisys Corp.

Computer Systems Interfaced

Manufacturer/Models Most IBM systems Most IBM systems Unisys A & V series All modeis of Unisys
mainframes 1100/2200 and System 80

Direct Attachment of Host Yes Yes Yes No

Functional Characteristics

Front-end Processor No No Yes No

Max. Hosts Attachable to FEP Vendor did not specify Vendor did not specify 9 No

Max. Hosts Supported Simuitaneously Vendor did not specify Vendor did not specify 99 Vendor did not specify

PU Type within Network 2 2 2,5 2,4,5

Remote Line Concentrator No No Yes Yes

Max Hosts Sefved by One Concentrator Vendor did not specify Vendor did not specify Unlimited Any host in network

Network Prc Yes Yes No Yes

Host Channel Extender No No No No

Terminal Controller No No Yes No

Store-and-Forward Switching No No No Yes

Distributed Processing Node Yeos Yes No No

Network Architecture Compliance SNA SNA SNA, 0S|, X.25, Unisys BNA, SNA, BSC, OSI, X.25, DDN,
TCP/IP X.21, Uni DCA

Native T1 Support Vendor did not specify No

Number of T1 Lines Supported
Communications Line Capacity

No
Vendor did not specify

Vendor did not spey

Vendor did not specify

1

No. Half-duplex Lines Attachable Vendor did not specify 4 56 11 (v.35)

Highest Line Speed Supported (bps) 19.2K 56/64K 64K 64K

Communications Features/Functions

Multiplexing/Demultiplexing No No Yes Yes

Terminal-initiated Application Switching Yes Yes Yes Yes

Dynamic Line Reconfiguration Yes Yes Yes Yes

LAN Connectivity LocalTalk (AppleTalk) Token-ring,LocalTalk Vendor did not specify Ethernet

Interface to Ethernet LAN No Yes Yes Yes

Protocol Conversion SNA SNA SDLS to X.25, BDLC to ET Aséygnoh to unlsoope SDLS to

X.26 async to X.

3270/Uni, Unl/3270

Error Control LRC & CRC LRC & CRC Parity check w/retransmit Parity check w/retransmit

detection/correction detection/correction on error, LRC & CRC on error, LRC & CRC
detection/correction detection/correction,

ARQ-CRC

System Characteristics

Processor Type 280 clone, HD64180 SPARC Intel 80386 Proprietary

Main Memory Word Size (bits) 32 16 16

Main Memory Storage Capacity (bytes)  4M 4M 5M M

Hard Disk Storage pacRy (Mbytes) N/A Vendor did not specify Vendor did not specify 80

Data Transferred Across 1/O Lines Byte Byte Byte Byte

Data Transferred Between

Memory and Communications Lines DMA DMA DMA, DMA and interrupt DMA

Memory and Mass Storage N/A N/A DMA and interrupt DMA

Memory and Other Peripherais DMA and interrupt DMA and interrupt Not applicable DMA

1/O, Backup, and Diagnostic Peripherals MAC/PC MAC/PC Disk FEP console, diskette,
patch panel, disk, printer

Support for Remote Console Yes Yes Yes Yes

Support for X.25 Level 3 Capabilities Vendor did not specify No Yes Yes

Communications Operating Software

Operating System Implemented in Software Software Software, firmware Software

IPL Method Across-LAN automatic AcrossLAN; automatic Download from host m:tlt?d from host, IPL

User Programmability Via console Via console No Via user-created programs

Network Management Control
Diagnostic Tests Supported

Internal diagnostics,

Internal diagnostics,

Local/remote loopback,

Localfremote loopback,

problem determination, problem determination, internal diagnostics, internal diagnostics,
port/line status port/line status problem determination, problem determination,
port/line status port/iine status
Data Collected Node/link/software status, Node/link/software status, Traffic loading, Traffic loading,
line outages, port line outages, port node/link/software status, node/link/software status,
statistics, trace, line statistics, trace, line line outages, port line outages, port
hits, events hits, events statistics, trace, line statistics, trace, line
hits, error rates, link hits, error rates, link
loading loading
Pricing and Avallability
Purchase Price ($) 2,195.00 to 3,195.00 14,995.00 18,888.00 9,800.00
Monthly Purchase ($) Vendor did not specify Not applicable 141.50 172.00
Monthly Lease/Rental ($) Vendor did not specify Not applicable 705.00 Vendor did not specify
Date of First Commercial Delivery ay 1986 May 1989 1986 March 1989
Serviced by DE DEC Unisys Unisys
Comments When used as a front-end
processor, multiple CP2000s
are connected to the A & V
series mainframes via 802.3
MAY 1991 © 1991 McGraw-Hill, Incorporated. Reproduction Prohibited.
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Unisys Corp.

DCP/15

Unisys Corp.

DCP/25

Unisys Corp.

DCP/30

Unisys Corp.

Computer Systems Interfaced

Manufacturer/Models All models of Unisys All models of Unisys All models of Unisys All models of Unisys
1100/2200 and System 80 1100/2200 and System 80 1100/2200 and System 80 1100/2200 and System 80

Direct Attachment of Host Yes Yes Yes Yes

Functional Characteristics

Front-end Processor Yes Yes Yes Yes

Max. Hosts Attachable to FEP 2 6 21 21

Max. Hosts Supported Simultaneously 2 6 21 21

PU Type within Network 2,4,5 2,4,5 2,4,5 2,4,5

Remote Line Concentrator Yes Yes Yes

Max. Hosts Served by One Concentrator Any host in network Any host in network Vendor did not specify Any host in network

Host-Independent Network Proce Yes Yes Yes Yes

Host Channel Extender No No No No

Terminal Controlier No No No No

Store-and-Forward Switching No No No No

Distributed Processing Node N No No No

Network Architecture Compliance

o
SNA, BSC, 0S|, TCP/IP, X.21
cir.aw.

SNA, BSC, O8I, X.25,
TCP/IP, X.21 cir.sw.

SNA, BSC, OSI, X.25,
TCP/IP, X.21 cir.sw.

SNA, BSC, 08I, X.25,
ICP/IP, X.25 cir.sw.

Native T1 Support Vendor did not specify Yes Yes Yes

Number of T1 Lines Supported Vendor did not specify 2 3 3
Communications Line Capacity

No. Half-duplex Lines Attachable 52 184 680 672

Highest Line Speed Supported (bps) 64K WAN, 10M LAN 256K WAN, 10M LAN 1.544M/2.048M, T1/E1 1.544M/2.048M
Communications Features/Functions

Multiplexing/Demultiplexing Yes Yes Yes Yes
Terminal-Initiated Application Switching  Yes Yes Yes Yes

Dynamic Line Reconfiguration Yes Yes Vendor did not specify Yes

LAN Connecti Ethernet Ethernet

Interface to Emv“oyme! LAN
Protocol Conversion

Vendor did not specify
Yes

Asynch to unlseopo SDLS to
X.25, async to X.25,
3270/Uni, Uni/3270

\Ylondor did not specify
Aa h to unlacog; SDLS to
3270/Un| Un|/3270

Yes
to uniscope, SDLS to
gnc to X.25,

um/327 3270/Uni

Yes

As) to uniscope, SDLS to
X.25, async to X.25,
3270/uni, Uni/3270

Error Control Parity check w/retransmit Parity check w/retransmit Parity check w/retransmlt Parity check w/retransmit
on error, LRC & CRC on error, LRC & CRC on error, LRC & C| on error, LRC & CRC
detection/correction, detection/correction, dotectlon/eorroctlon. detection/correction,
ARQ-CRC ARQ-CRC ARQ-CRC ARQ-CRC

System Characteristics

Processor Type Proprietary Proprietary Proprietary Proprietary

Main Momory WOfd Slzo (blts) 32 32 32

Main M ga y (bytes) 4| 8M 8M 8M

Hard Disk Stouqe padty (Mbytcs) Vendor did not spoclfy 2) 20MB per I/O module 20, 20MB per |/O module 2) 20 MB per I/O module

Data Transferred Across Byte, block, word Byte, block, word Byte, block, word Byte, block, word

Data Transferred Bolweon

Memory and Communications Lines DMA DMA DMA DMA

Memory and Mass Storage DMA DMA DMA DMA

Memory and Other Peripherals

1/0, Backup, and Diagnostic Peripherals

Support for Remote Console

Support for X.25 Level 3 Capabilities

Communications Operating Software
Operating System Implemented in

IPL Method
User Programmability

Vendor did not specify

FEP console, diskette,
patch panel, disk, printer
Yes

Yes

Software, firmware
Download from host, IPL
diskette

Via user-created programs

Vendor did not specify

FEP console, diskette,
patch panel, disk, printer
Yes

Yes

Software, firmware
Download from host, IPL
diskette

Via user-selected
parameters

Vendor did not specify

FEP console, diskette,
patch panel, disk, printer
Yes

Yes

Software, firmware
Download from host, IPL
diskette

Via user-created programs

Vendor did not specify

FEP console, diskette,
patch panel, printer
Yes

Yes

Software, firmware
Download from host, IPL
diskette

Via user-created programs

Network Management Control
Diagnostic Tests Supported

Local/remote loopback,

Local/remote loopback,

Local/remote loopback,

Local/remote loopback,

internal diagnostics, internal diagnostics, internal diagnostics, problem determination,
problem determination, problem determination, problem determination, port/line status
port/iine status port/line status port/line status

Data Collected Traffic loading, Traffic loading, Traffic loading, Traffic loading,
node/link/software status, nodeflink/software status, node/link/software status, node/link/software status,
line outages, port line outages, port line outages, port line outages, port
statistics, trace, line statistics, line hits, statistics, trace, line statistics, trace, line
hits, events, link loading error rates, link loading hits, error rates, events, hits, error rates, events,

link loading link loading
Pricing and Availability

Purchase Price ($)
Monthly Purchase ($)
Monthly Lease/Rental ($)

Date of First Commercial Delivery

Serviced by

55,000.00
89.10
600.00

April 1987
Unisys

31,000.00

Vendor did not specify
Vendor did not specify
Vendor did not specify
Vendor did not specify

175.00

Vendor did not specify
October 1988

Unisys

125,500.00

Vendor did not specify
Vendor did not specify
Vendor did not specify
Vendor did not specify

Comments

Up to 31 line module slots

Up to 93 line module slots

Required software is DCP/OS
plus Telcom 8R2 or higher
release level. Up to 92

line module slots

© 1991 McGraw-Hill, Incorporated. Reproduction Prohibited.
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Unisys Corp.

Computer Systems Interfaced
Manufacturer/Models

All models of Unisys

All models of Unisys

1100/2200 and System 80 1100/2200 and System 80
Direct Attachment of Host Yes Yes
Functional Characteristics
Front-end Processor Yes Yes
Max. Hosts Attachable to FEP 56 46
Max. Hosts Supported Simultaneously 56 Unlimited
PU Type within Network 2,4,5 2,4,5
Remote Line Concentrator Yes
Max. Hosts Served by One Concentrator Any host in network Any host in network
Host-Independent Network Processor Yes Yes
Host Channel Extender No No
Terminal Controller No No
Store-and-Forward Switching No No
Distributed Processing Node No No
Network Architecture Compliance SNA, BSC, OSI, X.25, X.21 SNA, BSC, 08|, X.25,
circuit switch ICP/IP, X.21 cir.sw.
Native T1 Support Yes Yes
Number of T1 Lines Supported 12 12
Communications Line Capacity
No. Half-duplex Lines Attachable 1912 1536
Highest Line Speed Supported (bps) 1.544M/2.048M 1.544M/2.048M
Communications Features/Functions
Multiplexing/Demultiplexing Yes Yes
Terminal-Initiated Application Switching  Yes Yes
Dynamic Line Reconfiguration Yes Yes
LAN Connectivity Ethernet Ethernet
Interface to Ethernet LAN Vendor did not spec Ig Yes
Protocol Conversion Asglch to unlscope DLS to Aszynch to uniscope, SDLS to
async to X. c to X.25,

azro/um um/az7o

3270/Unl. Unl/3270

Error Control Parity check w/retransmit Parity check w/retransmit
on error, LRC & CRC on error, LRC & CRC
detection/correction, detection/correction,
ARQ-CRC ARQ-CRC

System Characteristics

Processor Type Proprietary Proprietary

Main Memory Word Size (bits) 32 32

Main Memory Storage Capacity (bytes) 16

Hard Disk Storage Capacity (Mbytes) 2) 20M per I/O module 2)20M per 1/O

Data Transferred Across 1/O Lines Byte, block, Byte, )

Data Transferred Between:

Memory and Communications Lines DMA DMA

Memory and Mass Storage DMA DMA

Memory and Other Peripherals DMA Vendor did not specify

1/O, Backup, and Diagnostic Peripherals

Support for Remote Console
Support for X.25 Level 3 Capabilities

Communications Operating Software
%I:.eraﬂng System Implemented in

User Programmability

FEP console, diskette,
patch panel, disk, printer
s

Y
Yes

Software, firmware
Downioad from host, IPL
diskette

Via user-created programs

FEP console, diskette,
patch panel, mag.tape,
Yes
Yes

Software, firmware
Download from host

Via user-created programs

Network Management Control
Diagnostic Tests Supported

Data Collected

Local/remote loopback,
internal diagnostics,
problem determination,
port/iine status

Traffic loading,
node/link/software status,
line outages, port
statistics, trace, line

hits, error rates, events,

Local/remote loopback,
internal diagnostics,
problem determination,
port/iine status

Traffic loading,
node/link/software status,
line outages, port
statistics, trace, line

hits, error rates, events,

link loading link loading
Pricing and Availability
Purchase Price ($) 275,000.00 396.00
Monthly Purchase ($) 595.00 Vendor did not specify
Monthly Lease/Rental ($) 4,680.00 Vendor did not specify
Date of First Commercial Delivery December 1987 Vendor did not specify
Serviced by Unisys Vendor did not specify

Comments Up to 247 line module Required software is DCP/OS
slots; three IOP in a Telcom SR/or highest
single IOM release level. Three IOP in
a single IOM
MAY 1991
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An Overview of
Terminal Controllers

Synopsis

Editor’s Note

Terminal controllers provide IBM
and non-IBM host access for syn-
chronous and asynchronous devices,
such as terminals, printers, and per-
sonal computers emulating displays.
This report provides a technical
overview of terminal controllers. It
also analyzes present and future mar-
ket trends, identifies leading ven-
dors, and compares the features of
the major products on the market.

Report Highlights

The first generation of terminal con-
trollers, released by IBM in 1972,
was designed to provide communica-
tions only between an IBM host and
multiple 3270 devices. Over the
years, the terminal controller has
evolved into a device that provides
connectivity with other non-3270
environments, including asynchro-
nous hosts and devices, token-ring
and Ethernet LANSs, and packet
switched and ISDN networks.

—By Martin Dintzis
Assistant Editor

© 1991 McGraw-Hill, Incorporated. Reproduction Prohibited.
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IBM and vendors of IBM-compatible
controllers have made these enhance-
ments to keep their host-based dis-
play products in demand. For years,
steadily declining prices and in-
creased processing power of PCs
have resulted in a shift away from
the master-slave relationship dic-
tated by host-to-terminal communi-
cations in favor of the distributed
networking approach of LAN-based
systems.

This shift may accelerate in the next
two years, as major LAN router ven-
dors begin to offer support for IBM’s
SNA protocol and peer-to-peer com-
munications capability in their prod-
ucts. Major industry experts confirm
this trend with projections that the
market for routers and other inter-
networking products could increase
by nearly 200 percent between 1990
and 1995.
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Analysis

The Functions of Terminal Controllers

Terminal controllers, also referred to as cluster
controllers or communications controllers, provide
access to IBM and non-IBM host computers for a
variety of synchronous and asynchronous devices,
including display terminals, printers, standalone
personal computers configured for terminal emula-
tion, and LAN workstations.

Like front-end processors, terminal control-
lers relieve the host of much of the work involved
in monitoring and controlling network devices.
This arrangement frees more computing resources
to the applications that serve those devices and
speeds up host-to-device communications. While a
front-end processor is always located in close prox-
imity to the host computer it serves, the terminal
controller may be a local or remote processor.

Functions commonly performed by terminal
controllers include device polling, device control,
data buffering, line concentration and multiplex-
ing, protocol conversion, collecting performance
statistics, gateway services, and physical media
conversions.

Market Overview

Market Trends

IBM delivered the first generation of 3270 dis-
plays, controllers, and printers in 1972. (For a de-
tailed summary of the evolution of the IBM 3270
family, see Table 1.) Over the years, IBM has ex-
panded and revamped its family of 3270 control-
lers (and displays) several times to provide
improved price/performance, added functionality,
and support for a greater number and range of de-
vices. IBM has made these changes to remain com-
petitive with third-party vendors that offer 3270-
compatible controllers at a lower price—often with
unique features not yet supported by IBM.

AUGUST 1991
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One major feature IBM’s competitors ex-
ploited in the early 1980s was direct attachment of
asynchronous display terminals to the controller.
In the middle of that decade, access to multiple
asynchronous hosts and support for multiple IBM
synchronous host connections became key compet-
itive issues. In recent years, third-party vendors
have offered features such as multiple synchronous
and asynchronous host sessions with windowing,
greater internal memory capacity, a more user-
friendly configuration system, and support for a
greater range of networking protocols—to weaken
IBM’s position.

The immediate popularity of IBM’s AS/400
midrange host, which was released in June 1988,
served as a shot in the arm for both IBM and ven-
dors of 5250-compatible display terminals. To sup-
port communications between the AS/400 and up
to 16 remote devices, IBM markets the 5394 Re-
mote Control Unit. The need for terminal control-
lers is far less in midrange systems, however, since
display terminals can connect directly to the
AS/400.

Unable to match IBM’s moves and maintain
a respectable profit, numerous competitors have
withdrawn from the 3270- and 5250-compatible
display systems markets over the years. In 1990,
AT&T sold its 3270-compatible product line to
Memorex Telex, while Lee Data’s product line was
divided among Intelligent Information Systems
and Apertus Technologies. The fallout has left IBM
with approximately 70% of the 3270 display sys-
tems market, about 80% of the midrange display
systems market, and only five major competing
terminal controller vendors: Apertus Technologies,
IDEA Courier, IDEAssociates, McData, and
Memorex Telex. .

Competition among themselves is only part
of the difficulty these terminal controller vendors
face. As personal computers become more and
more affordable, users continue to shift away from
the master-slave processing arrangement dictated
by host-to-terminal transmission systems in favor
of local area networks (LANSs), which support re-
source sharing, distributed processing, and peer-to-
peer networking.

Determined to keep their display systems in
demand, vendors now market their terminal con-
trollers as products capable of linking multiple,
dissimilar environments. All terminal controllers,
for example, support attachment of one or more
token-ring networks, providing LAN workstations

© 1991 McGraw-Hill, Incorporated. Reproduction Prohibited.
Datapro Information Services Group. Delran NJ 08075 USA



Data Networking

An Overview of 3605 3

Terminal Controllers L
Communications Controllers

Table 1. The Evolution of the IBM 3270 Family

1972

1977

1979
1983

1984
1985

1986

1987
1989

1990

1991

IBM delivered the first generation of 3270 devices: the 3270 Control Unit, the 3272 Control Unit, the 3275 Stand-
alone Display Station, the 3277 Cluster Display Station, the 3284 Matrix Printer, the 3286 Matrix Printer, and the
3288 Belt Printer.

IBM introduced a new generation of components offering increased capabilities at much lower prices, including
the 3274 Control Unit, the 3276 Control Unit Display Station, and the 3278 Cluster Display Station.

IBM added the first color products: the 3279 Color Display Station and color versions of the 3278 Printer.

March: IBM announced several additions to the 3270 product line, including the 3178 Display Station (a smaller
and less expensive version of the popular 3278 Model 2 Display); the 3290 Information Panel, a gas plasma dis-
play; four new 3274 Control Unit models (41A, 41C, 41D, and 61C); the 3299 Terminal Multiplexer, a coaxial cable
eliminator; and an option permitting the attachment of the IBM PC to the 3278 Display Station.

October: IBM introduced the 3270 Personal Computer, a version of IBM’s PC capable of supporting up to seven
concurrent sessions: four 3270 sessions, one DOS session, and two notepad sessions. IBM also introduced the
3279 Personal Computer Attachment.

IBM unveiled the 3180 Display Station and 3179 Color Display Station.

IBM unveiled two graphics versions of the 3179 Color Display Station, Models G1 and G2, supporting selectable
screen formats and all-points-addressable graphics.

IBM realigned the 3270 family to highlight the 3174 Subsystem Control Unit, the first processor to support a to-
ken-ring connection and communications with asynchronous hosts. IBM released 3174 controller Models 1L, 1R,
2R, 51R, and 52R that year. The vendor also announced the 3191, 3192, 3193, and 3194 Display Station series.

IBM released 3174 controller Models 3R and 53R and announced Models 81R and 82R.

IBM introduced the 3174 Establishment Controller Models 11L, 11R, 12R, 13R, 61R, 62R, 63R, 91R, and 92R.
These models provide greater speed and memory capacity and more connectivity options than the older 3174
units. IBM also introduced the InfoWindow 3471 and 3472 families of displays.

IBM unveiled its new System/390 Enterprise Systems Connection (ESCON) architecture, which implements high-
speed, fiber optic channels and supports dynamic connectivity through switched point-to-point topology. IBM in-
troduced 3274 Models 12L and 22L, both of which support fiber optic connections to a System/390 host. At the
same time, IBM increased from 32 to 64 the number of 3270 devices capable of connecting to large 3174 models
through the release of the 3299 Terminal Multiplexer Model 32, which also provides the means to attach devices
via fiber optic cable.

In June, IBM released the ISDN Interface Co-Processor/2 Model 2 Adapter, a board-level product for the PS/2

providing access to the ISDN basic rate interface. In September, IBM is scheduled to introduce the 3174 ISDN

Basic Rate Interface Adapter, which provides downstream communications at 64K bps for PS/2s equipped with
the co-processor card.

with a high-speed channel to controller-attached
IBM hosts. Improved functionality and lower
prices for display terminals have helped to pre-

The Datastar 5000 is available in three sizes,
with 16 module slots in the large version, 8 in the
midsize version, and 4 in the smallest cabinet. The

serve the place of controller-based display products  Datastar 5000 features separate system modules

as well.

for devices, host computers, and network connec-
tions. By selecting the appropriate device modules,

Market Leaders

Apertus Technologies

Apertus Technologies provides hardware and soft-
ware solutions based on industry standards and an
open-architecture philosophy. The company’s of-
ferings include the Coax L (Lee Data System com-
patible) windowing terminals, intelligent
workstations, and printers; the Datastar 5000
Communications System, the vendor’s multiproto-
col communications controller; and applications
software systems, including database management
and synchronization products.

© 1991 McGraw-Hill, Incorporated. Reproduction Prohibited.
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the system can be customized to support IBM and
non-IBM hosts and the terminals and printers of a
number of vendors. The Remote 3270 Communica-
tions Module (RCM) provides access to one or two
3270 BSC or SNA hosts. Up to two cards can be
installed, for a maximum of four remote IBM
hosts. The Async Communications Module (ACM)
provides eight async host communications lines. A
maximum of four ACMs provide 32 async host
connections. Other modules provide token-ring
LAN, Ethernet TCP/IP LAN, and X.25 WAN ac-
cess. Each device module supports 16 IBM or non-
IBM devices via coax or twisted-pair wire. Up to
300 synchronous devices and 88 asynchronous de-
vices can be supported concurrently.
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IBM’s spotlight is clearly focused on the 3174 Es-
tablishment Controller. Released in 1986, the 3174
was the first IBM controller supporting communi-
cations with asynchronous hosts and token-ring
networks. In 1989, IBM introduced a new genera-
tion of 3174s incorporating a faster microproces-
Sor, more memory capacity, and the capability to
connect to as many as three synchronous main-
frame hosts. In 1990, IBM introduced versions of
the 3174 supporting IBM’s new System/390 Enter-
prise Systems Connection (ESCON) architecture,
which utilizes fiber optic media, and a new termi-
nal multiplexer that raises the maximum number
of attachable 3270 terminals from 32 to 64.

This year, IBM has introduced an ISDN Ba-
sic Rate Interface Adapter for the 3174, enabling it
to accommodate up to eight PS/2s configured for
ISDN communications. IBM also announced fu-
ture enhancements to the 3174 operating code,
Configuration Support-C, which will add advanced
peer-to-peer networking (APPN) capability to the
controller.

No longer just a shared logic controller for
IBM host-to-terminal communications, the 3174 is
being touted by IBM as a connectivity device for
multivendor host access, local area network inter-
action, and routing services for wide area net-
works.

The 3174 is available in over 14 different ver-
sions. Included in this family are local and remote
models that are available in three sizes: large floor-
standing, medium-size floorstanding, and tabletop
or rack-mounted units. The 3174 supports a vari-
ety of interfaces, up to 64 synchronous devices and
24 asynchronous hosts and/or devices, and a 16M
bps or 4M bps token-ring gateway. Terminal users
can access up to three remote IBM hosts over an
SNA or X.25 network; optionally, they can access
up to eight IBM hosts via other 3174s connected to
a token-ring network.

In IBM midrange (AS/400 and System/3X)
environments, 5250-type terminals can connect
directly to the host or indirectly via the 5394 Re-
mote Control Unit, which accommodates up to 16
devices and one host connection. Remote commu-
nications over an SNA or X.25 network is sup-
ported.

IDEA Courier and IDEAssociates
IDEA is a leading supplier of controllers, termi-
nals, printers, terminal emulation cards, and re-
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lated products for communications with IBM
environments. IDEA Courier markets products for
IBM mainframe systems; its sister company, IDE-
Associates, concentrates on IBM midrange prod-
ucts. In 1990, IDEA introduced multiple models of
the Concert Controller, a communications plat-
form capable of linking multiple IBM and non-
IBM environments. Models 10300, 10400, and
10500, marketed by IDEA Courier, compete with
the IBM 3174; the IDEA Concert 394, marketed by
IDEAssociates, competes with the IBM 5394.

Model 10300, a compact unit, supports re-
mote or token-ring environments where up to eigh-
teen 3270, fourteen 5250, sixteen ASCII, or
twenty-four Ethernet Digital Local Area Transport
(LAT) devices need to access a single host.

Model 10400, a mid-sized unit, provides
dual-host access (any combination of IBM System/
370, IBM AS/400, IBM System/3X, and Digital
VAX hosts) for up to thirty-two 3270 devices,
twenty-eight 5250 devices, sixteen ASCII, or forty
Digital LAT devices. Up to two token-ring connec-
tions are supported.

Model 10500, a large floorstanding model,
provides access to any combination of four IBM
System/370, IBM AS/400, IBM System/3X, and
Digital VAX hosts for up to sixty-four 3270 de-
vices, forty-two 5250 devices, thirty-two ASCII, or
an unlimited number of Digital LAT devices. Up
to two token-ring connections are supported.

The IDEA Concert 394 provides concurrent
access to as many as four IBM AS/400s and/or
System/3Xs for up to 42 midrange terminals and
printers. Both SNA/SDLC and X.25 communica-
tions protocols are supported.

A major strength of the Model 10X00 Con-
cert Controllers is concurrent support for Ethernet
IEEE 802.3, token-ring IEEE 802.2, Digital LAT,
SNA/SDLC, TCP/IP, and X.25 protocols. An
Ethernet LAT connection provides 10M bps trans-
mission speeds; the use of the LAT protocol creates
less overhead for the VAX than is common with
asynchronous communications.

The IDEA Concert 394 many be configured
to appear to the IBM midrange host as multiple
IBM 5294/5394 controllers or physical units (PUs),
allowing the controller to support a greater number
of devices and concurrent sessions than the IBM
5394,
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McData

McData markets families of wide and local area
channel extenders, host-to-host and host-to-
Ethernet network processors, and 3270-compatible
communications controllers. Its Linkmaster 7100
Network Controller, released this year as a compet-
ing product to IBM 3174, comes in two local and
three remote models.

Models 10L and 20L provide one to four IBM
mainframe host connections (up to two of which
can be local hosts). Model 10L supports up to 128
coax devices and up to 34 asynchronous devices or
hosts. Model 20L can accommodate 64 coax de-
vices and 10 asynchronous devices or hosts. Both
models provide an optional token-ring connection,
support IBM’s System/390 ESCON architecture,
and can communicate with remote hosts over an
X.25 network.

Models 10R, 20R, and 60R all provide four
remote IBM mainframe host connections. Model
10R supports up to 128 coax devices and 34 asyn-
chronous devices or hosts. Model 20R can accom-
modate up to 64 coax devices and 10 asynchronous
devices or hosts. Model 60R, a tabletop controller,
is designed for up to 32 coax devices and 3 asyn-
chronous devices or hosts. All three models sup-
port a token-ring connection, Digital Ethernet local
area transport (LAT) connectivity, IBM’s System/
390 ESCON architecture, and X.25 communica-
tions.

McData’s controllers provide up to five con-
current sessions with windowing for attached 3270
and asynchronous terminals. An ASCII Definition
Utility (ADU) allows the user to define the charac-
teristics of any nonstandard asynchronous device.
McData provides an online system customization
capability, although the controllers also support
IBM’s Central Site Customization (CSC) and Cen-
tral Site Change Management (CSCM) utilities.

Memorex Telex

Memorex Telex is the world’s largest supplier of
3270 plug-compatible computer equipment and
accessories. The company also markets intelligent
workstations, local area network products, airline
reservation systems, PBX equipment, and a variety
of other products.

Memorex Telex’ flagship hardware platform,
the 1174 Network Controller, comes in four mod-
els: 10L, 10R, 60R, and 90R. In 1990, Memorex
Telex purchased the 3270-compatible display sys-
tem of AT&T, which includes the 6544 Multifunc-
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tion Communication Controller and the 6541
Controller.

The 1174 Network Controller Model 10L, a
local floorstanding controller, is designed to pro-
vide access to one local and three remote IBM
mainframe hosts for up to 96 (64 coax and 32
asynchronous) devices, with up to two token-ring
connections. Model 10R, a remote floorstanding
model, provides the same device support with four
remote IBM host connections. Model 60R, a mid-
size controller, provides access to four remote
hosts for up to 32 coax and 8 asynchronous de-
vices, with dual token-ring connections. Model
90R, the entry-level model, supports dual host con-
nections for up to 16 coax devices and 4 asynchro-
nous devices. Protocols supported by these
controllers include async, token-ring IEEE 802.2,
SNA/SDLC, BSC 3270, and X.25.

With the 1174, asynchronous device ports
can also be used for asynchronous host access. Us-
ers have access to up to five concurrent host ses-
sions on both asynchronous and 3270 displays with
windowing or “hot key” session switching. A mod-
ular architecture allows multiple microprocessors
and memory modules to be added to the system as
more terminals are added. Memorex Telex pro-
vides ongoing support for IBM’s NetView and
Central Site Change Management facility.

The 6544 Multifunction Controller, part of
AT&T’s former 6500 Multifunction Communica-
tion System, provides up to four synchronous IBM
host connections. It supports 32 synchronous de-
vices and 32 asynchronous devices or hosts. Up to
two IBM host connections can be local channel
attachments. The 6544 supports a token-ring con-
nection and an X.25 packet-switching interface.
Personal computers equipped with an ISDN basic
rate interface (BRI) adapter can access a remote
IBM host over an ISDN network through the
6544’s optional ISDN gateway module. .

Attached IBM plug-compatible displays can
access up to four host sessions concurrently via
“hot key” switching; 6500 system-compatible dis-
plays (not IBM plug compatible) can access any
combination of four synchronous/asynchronous
host sessions concurrently in customizable win-
dows. Displays can attach to the 6544 using either
coaxial wire or twisted-pair wire.

The 6541 is a tabletop controller, supporting
connections to as many as eight IBM plug-
compatible devices, one remote host, and up to
two asynchronous hosts or devices.
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Future Directions

Third-party vendors attract users by offering lower
prices, greater capacity, and a greater range of net-
working and connectivity options in their control-
lers. IBM, however, maintains a key technical and
psychological advantage: only IBM’s genuine 3270
products can guarantee full compatibility with
IBM’s Systems Network Architecture (SNA),
which is in a constant state of evolution. Fearful of
unknown interoperability problems and lack of
immediate support for IBM’s latest network en-
hancements, the majority of users continue to stick
with IBM for their 3270 communications solu-
tions.

The movement away from dumb, host-
controlled terminals in favor of intelligent worksta-
tions capable of functioning as peers with hosts
and other workstations spells ultimate doom for
traditional display terminals and the terminal con-
trollers that serve them. Fortunately for vendors,
the large installed base of terminals and control-
lers, and the investment users have made in host-
to-terminal applications programs, have kept the
market alive. Companies are unwilling to scrap an
investment that still works. Changing the worksta-
tion platform, moreover, would require modifica-
tion of the host applications, which were designed
originally for dumb terminals.

Enhancements such as multiprotocol conver-
sion, token-ring and Ethernet gateways, multihost
access, and support for multiple media have helped
extend the life of the terminal controller by trans-
forming it into an internetworking device. Support
for the Open Systems Interconnection (OSI) model
is another connectivity option for terminal control-
lers that is destined to emerge. Already, IBM mar-
kets the 3172 Interconnect Controller, which
provides multivendor host access for a variety of
LAN-attached devices using the TCP/IP or MAP
protocol. Apertus Technologies is also hot on the
trail of OSI and plans to introduce OSI functional-
ity in the Datastar 5000.

Another area of growth may be in the use of
terminal controllers for distributed and coopera-
tive processing applications. This year, IBM an-
nounced future support for advanced peer-to-peer
networking (APPN) on the 3174 Establishment
Controller. APPN allows points on the network to
be defined as network nodes (e.g., 3174s and IBM
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FEPs) or end nodes (e.g., IBM PS/2s). Multiple net-
work nodes serve as the backbone of the APPN
network by providing directory services, routing
functions, and control functions through each
other to attached end nodes. The network nodes,
therefore, share in many of the functions that are
ordinarily handled by host software.

APPN has the potential to free workstations
from dependency upon the host and to provide
dynamic routing capability. At present, however,
APPN provides routing only for software programs
that implement IBM’s LU6.2 protocol, such as co-
operative processing applications. Most SNA traf-
fic is not based on LU6.2, but on 3270 terminal
emulation (LU2.0). IBM’s lack of support in APPN
for other non-SNA protocols, such as NETBIOS
and Novell’s IPX, is another area of disappoint-
ment to users.

Aware of the present limitations of IBM’s
communications controllers for peer-to-peer net-
working, several router vendors—including Cisco
Systems, Vitalink Communications Corp., and
Proteon—plan to add IBM’s SNA to the numerous
protocols they already support. These products
could provide greater flexibility than IBM’s FEPs
and terminal controllers at a fraction of the cost,
eventually making IBM’s display system products
obsolete for LAN and WAN networking.

Studies performed by industry experts, such
as Frost and Sullivan, Inc. of New York and For-
rester Research, Inc. of Cambridge, MA, confirm
that the steady growth in local area networking
could nearly triple the demand for internetworking
products—including routers—from 1990 to 1995.
According to Frost and Sullivan, for example, the
number of LANs will grow from 3.7 million in
1990 to 12.7 million in 1995, causing a rise in the
sale of internetworking products from $607 million
in 1990 to $1.8 billion in 1995. Forrester Research
projects that the sale of routers will increase from
$156 million in 1990 to $565 million in 1995.

In the PC-based networks of the future, users
will have a variety of reliable, LAN-based solutions
for handling SNA and non-SNA traffic. For the
multivendor environments of today, however,
which often consist of clusters of dumb terminals
as well as LAN-based devices, communications
controllers remain the most popular solution for
linking disparate display systems. H
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Channel Extenders:

Overview

Market Analysis

Market Highlights

As more corporations disperse their opera-
tions, channel extension is becoming a
more vital link in private corporate net-
works. Channel extension bypasses the
front-end processor (FEP), allowing local or
remote hosts, LANS, and peripheral devices
to access the mainframe directly at speeds
equal or close to those normally supported
over short distances between the main-
frame and the FEP.

Traditionally, users have linked the
mainframe to terminals, remote peripher-
als, LANs, and other remote mainframes
through front-end processors (FEPs), which
connect directly to the mainframe’s 1/0
channel. These communications proces-
sors, however, typically support relatively
low data rates (56K to 256K bps) because of
the overhead inherent in the communica-
tions protocols used. Vendors have intro-
duced T1/E1 interfaces for front-end pro-
cessors. Even if the FEP can handle T1 (or
T3) data rates effectively, however, the
communications protocols cannot.

The increased use of PCs, particularly
those operating in a peer-to-peer environ-
ment (such as in an LU6.2 configuration),
has created the need to move data files
much more frequently and efficiently. PC-
to-host file transfer using 3270 terminal
emulation is not efficient, since dumb ter-
minals receive only a single screen of data
at a time. Users with applications requiring
high data rates (large file transfers, high-res-
olution graphics, CAD/CAM, and so on)

—By Martin Dintzis
Assistant Editor
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may need to bypass the FEP and achieve
direct host-channel communication.

The proliferation of LANs has also con-
tributed to market growth for channel ex-
tenders. In recent years, LAN-attached PCs
have not only replaced dumb terminals, but
have off-loaded much of the computing
that formerly took place on the mainframe.
LAN routers, at the same time, have begun
to replace terminal controllers and FEPs.
The routers provide a more efficient way to
interconnect populations of PCs than ter-
minal controllers, and they can operate at
speeds ranging from 1M to 100M bps for
new backbone implementations, including
FDDI.

The mainframe, however, continues to
be the central resource for a company’s da-
tabase, programs, and utilities. The host
provides the processing power for sorting
the data and preparing individualized re-
ports. Large corporations are expanding
mainframe I/O channels to support these
higher speeds, and channel extension is a
key strategy for improving host access.

Interest in channel extension technology
has recently increased for two additional
reasons. Many organizations are expanding
geographically and must link multiple com-
puting facilities and resources via high-
speed links. Second, organizations that are
downsizing or merging with other firms
must consolidate existing computing re-
sources.

Point-to-point channel extension prod-
ucts (supporting communications between
a mainframe and a single remote device)
have been on the market since the early
1970s. In recent years, however, the market
for this type of mainframe connectivity
product began to dwindle somewhat as an
increasing number of firms began moving
their data processing off the mainframe and
onto LAN PCs. Now it seems that channel
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extenders have made a comeback. A new breed of mul-
tipoint channel extender networking products goes beyond
point-to-point solutions, offering a cost-effective way for a
mainframe to form multiple concurrent links with remote
peripheral devices and other mainframes. Vendors offer-
ing multipoint networking capabilities include AT&T,
Computerm Corp., Computer Network Technology, Data
Switch Corp., and Network Systems Corp. These enhance-
ments, directed at the growing need for high-speed links
between geographically dispersed computing facilities,
have injected new life into the channel extension market.

Applications

Channel extenders are used in two types of applications:
local area extension, typically in a multibuilding or cam-
pus environment, and wide area extension, across town or
across country. Common applications are discussed here.

* Centralized Data Storage: Two or more mainframe facil-
ities can share access to a single data storage system (tape
or DASD). For companies that have downsized or
merged, dual storage systems may be unnecessary and
too expensive.

Remote Data Storage: In some cases, real estate expenses
make it too costly to install all equipment near the main-
frame.

« Data Backup for Disaster Recovery: Large amounts of
data can be dumped in realtime to a secure location mir-
roring all operations, eliminating the need to generate,
manage, and ship tapes—labor-intensive activities. This
also eliminates the current bottlenecks of occasional
dumps of small selected data sets over slow communica-
tions lines.

e LAN Integration: Channel-to-channel attachment offers
the possibility of using computers as true servers while at
the same time retaining the hierarchical control within
the system.

» Improving the Performance of Peripherals: Connecting
remote terminals using channel extension can provide
subsecond response time. Linking a mainframe and a
high-speed printer can speed up the printing process.

« Distributed Data Processing: Users can connect remote
host processors in a high-speed network. If desired, dif-
ferent portions of the data can reside in different hosts’
disk drive systems, spread throughout the country. With
channel extenders and T1/E1 or T3/E3 links, all hosts
have quick access to all the information.

* Dual Center Transaction Processing: With appropriate
programming, each transaction can be maintained in
two or more hosts for fully mirrored operation with neg-
ligible delays.

« Facilities Relocation: Since real estate costs are soaring in
many cities, many companies are moving their data cen-
ters to lower-cost facilities. A number of New York
banks have built data centers in New Jersey. Through
channel extenders, terminals in New York accessing a
host in New Jersey appear to be making a local connec-
tion.

Channel extension equipment is not cheap; a user needs a
channel extension unit at each end of the link. But organi-
zations using channel extension technology have reported
substantial financial advantages. The cost to extend a
mainframe channel ranges between $30,000 and $90,000.
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(Installing an IBM 3745 FEP to increase remote through-
put, in contrast, could cost between $125,000 and $1.2
million.)

Offsetting the initial cost of channel extenders are the
resulting savings obtained by reducing the number of hosts
supported, the number of systems operators at each of the
remote sites, and the license fees for duplicating software.
With so many data centers consolidating, channel ex-
tender vendors are not feeling the crunch as are other in-
dustry market segments.

Market Leaders

AT&T Paradyne

AT&T - Paradyne markets the PIXNET-XL Model
XL/1000 and Model XL/2000 channel connectivity units.
The products use a multiple-processor architecture, and
the software is based on the Open Systems Interconnection
(OSI) model. The Pixnet-XL/1000, the entry-level prod-
uct, supports one channel connection and accommodates
up to eight RS-232-C, four V.35, or two X.21 extended
links. It provides a maximum aggregate throughput of
2.6M bps. The PIXNET-XL/2000 supports dual channel
connections, providing a maximum aggregate throughput
of 5.2M bps. It accommodates up to 16 RS-232-C, 8 V.35,
or 4 X.21 extended links.

Both models support both analog and digital communi-
cations, including leased line, satellite, and microwave fa-
cilities, at speeds up to T1/E1 per link. Devices supported
include IBM and plug-compatible mainframes, 3270-type
controllers, high-speed laser printers, low-speed printers,
check sorters, microfiche units, and tape drives. Options
include NetView/PC support, a redundant power supply,
application/CPU switching, and multilink protocol (MLP)
support.

Late in 1991, AT&T and IBM announced that they had
signed a contract to jointly develop new channel extension
products that work with the IBM 3172 Model 2 Intercon-
nect Controller. The XL/4000 and XL/5000 models, to be
marketed and serviced by AT&T, will extend IBM’s ES-
CON capabilities for connecting tape drives and printers
over T3 lines at speeds of up to nearly 45M bps.

Beall Technologies, Inc.

Beall’s CHAN-X 400 channel extender provides exten-
sions up to 400 feet per unit (multiple units can be daisy-
chained for greater distances) using bus and tag mainframe
cable connections. Data transfer rates up to 4.5M bps are
possible. It can be used as a standalone device for one
point-to-point link, or in rackmounted configurations con-
sisting of 4, 8, or 16 units supporting multiple, indepen-
dent links. Peripherals supported include IBM 3270-type
terminal controllers, 37XX FEPs, DASD and tape sys-
tems, impact printers, and laser printers.

The vendor’s CHAN-X product line includes three
channel extenders for IBM mainframe environments sup-
porting transmission over T1 carrier facilities at distances
up to 120 miles. The 7-1/41 and the T-1/A42 both support
serial data rates of 1.544M bps and block transfer rates up
to 96K bps. The T-1/A1 provides a DS-1 serial interface,
whereas the T-1/A2 utilizes a DS-1/D4 serial interface. D4
framing may be required when the T1 service utilizes a
digital access and cross-connect system (DACS). The
T-1/V provides a V.35 interface for variable data rates; se-
rial speeds from 112K to 10M bps or block transfer rates
from 2.7K to 550K bps are supported.
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Beall’s D-2000 Series consists of three models provid-
ing single- or multimode fiber optic links between IBM
System/370 or System/390 block/byte multiplexer chan-
nels and peripherals. Data rates from 76K bps to 4.5M bps
and distances from three to seven kilometers, depending
upon the model, are supported. D-2000 products are based
on application-specific integrated circuits (ASICs); fewer
internal components increases reliability. They feature re-
dundant power supplies and compatibility with a full
range of IBM peripherals, including DASD, laser printers,
terminals, check sorters, and tape drives.

Beall will be introducing a “store and forward” ex-
tender utilizing frame-relay technology in the fourth quar-
ter of 1992. This product will support unlimited distance
extensions over any public frame-relay network with no
software patch. It will be capable of automatically switch-
ing between a primary, private network line and a backup
public line.

Computerm Corp.

The Computerm 3800/3890 Channel Extension System in-
cludes three low-speed models providing up to S6K bps of
throughput per line and three high-speed models providing
fractional to full T1 data rates. The largest model supports
up to six extended channels and up to 256 channel ad-
dresses.

Both host channel-attachment and remote device at-
tachment configurations are supported. Users can attach
the 3800/3890 to networks over copper-based wire, fiber
optic cable, microwave systems, and satellite links. The
3800/3890 supports IBM or plug-compatible line printers,
laser printers, CRT controllers, document processors, card
readers, tape drives, and front-end processors.

The system is completely transparent to all operating
systems and applications software and requires no alter-
ations or modifications to existing software. The system’s
redundancy allows an operator to switch the external sys-
tems from the primary to a completely separate backup
unit.

Computer Network Technology (CNT) Corp.

CNT markets the CHANNELink networking channel ex-
tender, which is available in two sizes: the Small Access
Unit (SAU), supporting 4 function modules, and the Ex-
tended Access Unit (XAU), supporting 12 function mod-
ules. Each module, an independent processing unit
equipped with from 2M- to 10MB of RAM, manages its
own extended channel, but all modules are linked by a
high-speed VME bus. Connectivity options offered by the
vendor include the following:

o Host Attachment: Host Modules provide IBM System/
370 byte/block multiplexer attachment at data rates up
to 4.5M bps, Digital VAX-to-Digital VAX links support-
ing memory-to-memory transfer at data rates up to 20M
bps and 100M bps channels to Cray computers.

o LAN Attachment: A Coax Module supports 50M bps
data rates over distances up to 3,500 feet, an Ethernet
Module, a 100M bps Fiber Module supporting distances
up to two kilometers, and an FDDI Module. Token-ring
LANSs are accommodated via an IBM-compatible com-
munications processor.
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o Wide Area Networking: WAN interfaces provide access
to fractional T1, T1/E1, and T3/E3 common carrier fa-
cilities; a High Speed Serial Interface (HSSI) allows mul-
tiple hosts and/or devices to share the bandwidth avail-
able on a single T3 channel. Versions of this interface are
available for both DTEs and DCEs.

Device Attachment: CHANNELink supports interfaces
compatible with a variety of tape controllers, printers,
terminal controllers, graphics controllers, and other de-
vices; in the third quarter of 1992, CNT will release a
new DASD Interface providing connectivity to com-
monly used mainframe DASD systems, disk arrays, and
solidstate disk systems.

CHANNELIink provides dynamic load leveling, a feature
enabling distribution of bandwidth among multiple data
paths when more than one path exists between any two
network points. The system also supports alternate path
assignment, automatic error recovery, and pipelining.

CNT’s Network Curator network management soft-
ware, available in both host- and PC-based versions, pro-
vides generic alerts to IBM NetView and Systems Center
Net/Master, and it supports interfaces to most high-level
network management protocols such as SNMP, CMIP,
UNMA, and EMA.

Data Switch Corp.

Data Switch markets the ChannelNet family of channel
extenders, the Distributed Director System, and the Model
3600 Multi-Architecture Director.The

The ChannelNet family consists of Models 9040, 9044,
9045, 9200, and 9400. This product line includes channel
extenders for CPU-to-control units for extending tapes, di-
rect access storage devices (DASDs), graphic workstations,
and printers over private fiber or public transmission facil-
ities; integrated host networking; and channel switching
and channel extension systems to connect distributed
CPUs and control units.

ChannelNet Model 9040 and 9045 fiber optic channel
extenders support both single-mode and multimode fiber
optic cabling. They are configured in pairs, with an ex-
tender attaching to an IBM (or compatible) CPU channel
and the other attaching to a communications processor,
terminal, printer, tape drive, DASD, or other peripheral
device. Model 9040 can be attached to a byte or block mul-
tiplexer channel operating either in datastreaming or non-
datastreaming mode. It offers channel extension capabili-
ties of up to three kilometers and channel data rates up to
4,.5MB per second.

Attaching to the block multiplexer mainframe channel,
Model 9044 extends datastreaming and non-datastream-
ing control units up to seven kilometers using multimode
fiber optic cabling and 40 kilometers using single-mode fi-
ber optic cabling, with channel rates up to 4.5MB per sec-
ond. An optional system controller provides a central
point of control for up to eight extended channels.

ChannelNet Model 9200 ChannelPlexer multiplexes
data from one or two mainframe channels over a single
carrier facility (T1/E1 or T3/E3) for communications with
tape drives, printers, graphic workstations, and communi-
cations processors. ChannelNet Model 9400 Channel-
Plexer multiplexes up to four computer channels over one
or two T1/E1 or T3/E3 communications links. Both mod-
els increase link efficiency by up to 40% through data com-
pression; variable V.35 interfaces support data rates from
500K bps to 10M bps. The 9400 supports automatic
switchover from one line to another in the event of a line
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failure. Both models are completely transparent to the
computer channel, requiring no software modifications to
attached systems. Model 9200 can be upgraded to the
9400.

The Distributed Director System (DDS) provides mul-
tipoint, distributed nodal networking for information
sharing among IBM data centers. DDS supports bus and
tag, fiber, and public T1/E1 and T3/E3 carrier facilities.
Six internal buses connect multiple processors and inter-
face cards. Any channel interface can be configured as a
backup for another link. DDS offers features such as auto-
matic data rerouting, line sharing with dynamic band-
width allocation, and redundant components.

A Remote Dial-In Facility (RDF) allows testing and di-
agnostics of any network element from a single network
management center. An On-Line Channel Analyzer and
Trace (CAT) Diagnostic Interface provides a window for
channel fault determination and isolation, and trouble-
shooting problems. TotalNet, Data Switch’s control sys-
tem, processes alerts from a central site and provides a uni-
versal interface to NetView and other host-based
management systems.

This year, Data Switch introduced the Model 3600
Multiarchitecture Director, a modular data path manage-
ment platform that integrates multiple System/370 bus
and tag channels and IBM System/390 (ESCON) fiber
channels. The product supports four different switching
and conversion modules. The Director Array Module inter-
connects fiber channel equipment and provides dynamic
channel switching. An optional Sparing Module allows re-
routing of data to a backup Director Array module. The
Bus and Tag Module provides static matrix switching be-
tween bus and tag computers and control units. The Con-
version Module provides conversion between ESCON and
bus and tag channels. A single Model 3600 system supports
as many as 128 fiber channels and control unit interfaces
in 16-port increments. The unit can also manage up to 48
bus and tag channels and 96 peripheral device links.

IBM

IBM’s Enterprise Systems Connection (ESCON) architec-
ture represents a dramatic new direction in CPU-to-chan-
nel connectivity. ESCON provides fiber optic channels for
CPU communications. The new channel speeds range to
17MB per second (about 140M bps). Distances between
the CPU and devices were initially announced at 5.5 miles,
and then increased to 37.2 miles, far exceeding the current
400-foot restriction of bus and tag cables.

The ESCON offerings include ESCON Directors, ES-
CON Converters, an ESCON Manager (ESCM), and an
ESCON Monitor System (ESCMS). ESCON Directors pro-
vide connection and switching capabilities among chan-
nels and control units. Two models are available: one al-
lowing up to 16 connections and the other offering from 28
to 60 connection ports. ESCON Converters allow System/
370 parallel channels to be attached to the new ESCON
channels. The ESCON Manaager is a program product en-
abling customers to manage ESCON Director connections.
The ESCON Monitor System enables customers to moni-
tor the operating environments of both local and remote
installations from a single location. IBM peripheral de-
vices supported by ESCON include the 3172 Interconnect
Controller, the 3174 Establishment Controller, the 3990
disk drive, the IBM 9343 storage controller, and the 3490
tape drive.

IBM has announced that its 3044 Fiber Optic Channel
Extender Link, an older channel extension solution, is
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scheduled to be withdrawn from the market in September
1992. Available in four models, the 3044 extends proces-
sor and peripheral channels to distances up to 6,000 feet
using fiber optic cables.

IBM’s 3088 Multisystem Channel Communication Unit,
available in three models, is a standalone I/O control unit
interconnecting two, four, or eight processors via 4.5M bps
block multiplexer channels. Model A1 interconnects up to
two processors and supports up to 63 logical channel-to-
channel adapters. Model 1 supports up to 126 logical CT-
CAs distributed across four CPU interfaces, while Model 2
supports up to 252 logical CTCAs distributed across eight
interfaces.

McDATA Corp.

MCcDATA offers the LinkMaster Series of channel extend-
ers, which include the LinkMaster 5200F local area fiber
optic channel extender, the LinkMaster 5200T and 5300T
wide area channel extenders, the LinkMaster HSSI Chan-
nel Extension System, and the LinkMaster CX Controller
Extension System. A short summary of each model with
some characteristics follows.

The LinkMaster 5200F supports IBM System/370-
compatible block multiplexer channels and provides full-
duplex data rates up to 72M bps over fiber optic media. It
is interoperable with IBM 43XX, 30XX, and IBM plug-
compatible mainframes. The 5200F offers four inter-
changeable interface boards: multimode to 1.5 miles, mul-
timode to 3 miles, single mode to 6 miles, and single mode
to 25 miles. It automatically performs an end-to-end loop-
back test each time the system is powered up, and it sup-
ports a single, centralized network management system
providing a direct interface to IBM NetView.

The LinkMaster 5200T attaches to an IBM System/
370-compatible block multiplexer channel, providing
transmission speeds ranging from 56K to 2.048M bps in
full-duplex mode over T1, fractional T1, and other digital
communications facilities. The system provides a second-
ary link that can be used as an alternate route in the event
of a failure in the primary line. The 5200T, when com-
bined with an inverse multiplexer, allows multiple main-
frame channels to share a single T1/E1 link. Users can also
share T1 bandwidth with LAN bridges and routers. Up to
256 SNA or non-SNA devices are addressable on one
channel.

Features of the 5200T include a full range of WAN
communications interfaces (V.35, X.21, RS-449/RS-530,
RS-232-C, U.S. DS-1, and European E1/G.703 twisted
pair or coax), automatic end-to-end loopback tests during
system power-up, a dual power supply option, and op-
tional NetView Command Processor software.

The LinkMaster 5300T supports IBM System/370-
compatible block multiplexer channels, allowing high-
speed peripherals to be remotely located and accessed
through a public or private T3 communications facility.
Users can select either of two interface modules: a DS-3
interface for full T3/E3 data rates or a High-Speed Serial
Interface (HSSI) supporting both fractional and full T3/E3
data rates. The HSSI interface also allows multiple main-
frame channels, LAN bridges, and LAN routers to share
line bandwidth through TDM multiplexing.
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Features of the 5300T include a channel trace facility,
remote diagnostic capabilities, optional dual power sup-
plies, and optional NetView Command Processor soft-
ware. The 5300T is available in rack-mounted configura-
tions capable of supporting up to four simultaneous full-
duplex T3/E3 links. MCDATA offers this configuration as
the LinkMaster HSSI Channel Extension System.

The LinkMaster CX Controller Extension System links
IBM System/370 hosts to remote 3270 equipment, provid-
ing higher throughput than terminal controllers can sup-
port. The LinkMaster CX is available in two models: a
T1/E1 model, which takes advantage of T1/E1 carrier fa-
cilities, and a fiber optic model providing serial 72M bps
data rates over a maximum distance of six miles. Both
models provide standard bus and tag support, remote di-
agnostics capabilities, optional dual power supplies, a
channel trace utility, and optional NetView Command
Processor software.

Network Systems Corp. (NSC)

NSC’s Remote Device System includes the 9360 Enter-
priseChannel Fiber Extender, the 9520 EnterpriseChannel
Extender family, and the 7200 Host and 7250 Device Con-
trollers.

The 9360 EnterpriseChannel Fiber Extender is avail-
able in models supporting distances up to 1.5 miles or 3
miles using multimode fiber, as well as versions supporting
distances up to 6 miles or 25 miles using single-mode fiber.
The 9360 attaches to the mainframe using standard bus
and tag cables and provides full-duplex throughput at data
rates up to 50M bps. Peripherals supported include high-
speed printers and plotters, terminal controllers, tape
drives, and front-end processors.

The 9360 is software upgradable via a plug-in ROM
card. It provides automatic diagnostics, centralized net-
work management with a direct interface to NetView, and
dual power supplies.

The 9520 EnterpriseChannel Extender links any IBM
System/370-compatible mainframe’s block multiplexer
channel to a remote device at data rates from 56K to
2.048M bps over fractional or full T1/E1 carrier facilities.
Communications between the local and remote 9520 units
use a subset of the standard HDLC protocol for error de-
tection and correction. Like the 9360, the 9530 provides
automatic diagnostics and an interface to NetView.

The 7200 Series of host controllers and the 7250 Series
of device controllers support multiple communications
links over T1/E1 or T3/E3 carrier facilities, as well as
transmission over coaxial or fiber optic (including FDDI)
media at data rates from 50M bps to 100M bps. The host
controller resides at the host end of the network. It sup-
ports the System/370/FIPS channel protocol and presents
itself to the host as a control unit. The device controller
interfaces with IBM/FIPS or compatible peripherals at the
remote end of the network. In addition to tape systems,
terminals, communications processors, and printers, the
controllers support solidstate DASD and disk arrays.

RDS software manages the logical data paths for all
traffic on the 7200/7250 network. While NSC offers a ver-
sion of RDS that runs on the controllers, the vendor has
chosen a host-based software implementation as its pri-
mary product offering. NSC claims that its host-based soft-
ware provides higher performance than competing high-
end solutions that run the communications software in the
channel extender. With RDS running in the host, all infor-
mation is packaged in a single envelope and transmitted in
one step through the network. This scheme reduces the
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number of steps required to transmit the data, enabling
more efficient use of the host channel (and the high-speed
communications link). RDS software automatically re-
routes traffic to alternate paths in the event that a primary
path fails, and it provides load sharing across multiple
communications lines. Multiple hops from one computer
center to another are possible, reducing the need for ex-
tremely long carrier lines. Statistics for capacity planning
and a direct interface to NetView are other software fea-
tures.

Future Directions

Channel extension products have evolved far beyond sim-
ple point-to-point solutions. Newer products are designed
to provide multiple users, located virtually anywhere, with
shared access to mainframe resources. With T3/E3 carrier
facilities more readily available, users can obtain speeds of
45M bps for a single mainframe link. Using TDM multi-
plexing, users can support multiple devices through a high-
speed network facility.

With features such as automatic load balancing and dy-
namic bandwidth allocation, channel extenders can maxi-
mize the use of a limited number of communications lines.
Fault tolerance is ensured through an alternate routing ca-
pability, which provides automatic switchover to a backup
line or a backup mainframe in the event of a network or
computer failure.

Although channel extenders offer a viable alternative to
FEPs for high-speed communications, they still have their
limitations. They cannot handle gateway functions or so-
phisticated switching. FEPs and terminal controllers, on
the other hand, are well suited to linking multiple, incom-
patible hosts, LANs, and terminals. For the same reason,
channel extenders cannot replace LAN bridges and rout-
ers. Still, users can overcome some of these switching lim-
itations by configuring channel extenders with separately
targeted channels to feed more than one host.

T3 carrier facilities, providing a throughput of 45M
bps, are currently available for channel extension applica-
tions. In the future, users may wish to extend the CPU
bus—not just the channel—putting the process some-
where in the range of 150M bps. Some are looking at bun-
dled T3 lines to extend the bus. This trend is consistent
with the FDDI and MAN activities being discussed and
implemented in the industry.

Better than bundled DS3s, however, is the promise of
broadband ISDN, which will extend bandwidth to 600M
bps. During the summer of 1988, the Consultative Com-
mittee on International Telephony and Telegraphy
(CCITT) approved the draft standard for broadband
ISDN, 1.121. This draft standard is consistent with the
Synchronous Optical Network (SONET) bandwidth con-
cept, which provides a modern digital transmission hierar-
chy built on approximately 50M bps multiples.

Vendors will continue to increase channel extension op-
tions and reduce the prices of their products. Support for
multivendor networking, fault tolerance, and LAN con-
nectivity are examples of key features that will be empha-
sized by vendors in the months to come.

Technology Basics

Channel Extender Equipment

A channel extender is a communications controller that
attaches to a host’s channel, providing one or more links to
remote devices or host computers. Many high-end channel
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extenders offer a modular architecture, enabling them to
support several independent point-to-point links concur-
rently. Some products can use telecommunications facili-
ties for virtually unlimited distances; others interconnect
computing environments within only a few miles.

A channel extender is required at both ends of each
communications link. The two extenders are transparent,
except for a possible reduction in throughput due to limi-
tations of the communications link. Many products re-
quire no changes to host software.

A channel extender performs the following functions:

« Emulation of the remote device or host, making the lo-
cally attached system believe that the remote system is
only a few feet away; channel extenders typically emulate
front-end processors, data storage systems such as tape
or DASD, and high-speed printers.

Conversion between the host’s parallel data format,
which implements the channel block or byte multiplex
protocol, and the serial data format used over the high-
speed link; the channel extender also provides an inter-
face to a high-speed communications link such asa T1 or
T3 public carrier facility, a fiber optic line, or a coaxial
line.

« Data buffering for instances in which the remote device
cannot receive the transmission immediately.

« In some cases, conversion between incompatible com-
puter systems such as those of Digital and IBM; Digital
host computers cannot easily emulate an IBM channel
directly; it is possible, however, to achieve the equivalent
of channel-to-channel communication through a channel
extender.

Emulation enables the channel extender to exchange data
with the host exactly as a locally attached front-end proces-
sor, peripheral device, or mainframe would. Once the ex-
tender has received one or more blocks of data from its
locally attached host, it can return a confirmation that the
data has been received at the destination—even if the re-
mote system has not fully received the information. Al-
though device emulation isolates the host from throughput
limitations and network traffic delays, it can cause difficul-
ties in the event of a communications link failure. In such a
situation, the host would not be aware of the fact that some
or all of the information never reached the intended desti-
nation. Automatic switchover to a backup communica-
tions link, a feature available in many channel extension
products, can safeguard against this potential problem.

Related Equipment

Related equipment includes channel extender matrices,
often available from channel extender manufacturers,
which offer highly sophisticated channel switching func-
tions. These products might incorporate channel extension
functionality, or they may be used with channel extension
equipment in some applications.

Channel extender matrices should not be confused with
electronic digital matrix switches that interconnect main-
frame digital ports on the FEP to the digital side of a bank
of modems. These systems provide automated intermedi-
ate electronic patching functions.

Channel extender matrices are targeted for very large
corporations that need to transfer data between a complex
of mainframes. They come in static and dynamic switch-
ing versions. A static switch eliminates the need to discon-
nect and reconnect cables. It can be used to switch to a
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spare FEP, for example, when the primary FEP needs re-
pair. A dynamic channel switch provides mainframe-to-
mainframe internetworking. Examples of channel ex-
tender matrices are IBM’s 3088 Multisystem Channel
Communication Unit and Data Switch Corp.’s Model
3600 Multiarchitecture Director.

Channels, Buses, and Networks

A computer system consists of a number of distinct com-
ponents, including mainframes, storage devices, commu-
nications processors, printers, and terminals. These com-
ponents share and exchange information consisting of
either instructions or data. This process requires a physical
means of transferring the information and a mutually ac-
cepted set of rules for the transfer. The combination of
protocols and a physical medium for electrical signals con-
stitutes a data path.

A host’s two key data paths are the bus and the channel.
The bus normally interconnects computer components
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