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jor equipment vendors, 
discusses market and 
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plains communications 
processor operation, and 
provides selection guide­
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Datapro Summary 

The communications processor, originally designed for the hierarchical mainframe network, 
performs device polling, line concentration, data packet routing, and other necessary func­
tions. By off-loading these tasks from the host, the communications processor frees the host 
to perform the primary task for which it was designed: data processing. 

Local area networking has largely displaced the mainframe, and the LAN router, offering a 
streamlined, cost-effective approach to concentration and switching, has become the work­
horse of networking technology. To extend the life of the communications processor, IBM 
and other vendors have enhanced their products with multiprotocol host, LAN, and display 
terminal connectivity options, turning their processors into solutions for linking newer LAN 
environments with older host and terminal environments. 

As a front-end processor, the communications processor remains an indispensable compo­
nent in the communications strategies of IBM, Amdahl, NCR, and Unisys. It remains a 
major source of revenue, therefore, for these vendors in the years to come. 

Market Analysis 

Market Highlights 
As a front end to a host computer, the communi­
cations processor monitors and manages multi­
ple communications lines and the devices on 
them, concentrating the data into one or more 
host channels. As a remote processing node, the 
communications processor performs line con­
centration, intelligent switching (routing), flow 
control, error correction, protocol conversion, 
and LAN gateway functions. Freed from these 
routine tasks, the host can concentrate on its pri­
mary task-processing data for application pro­
grams. 

As a front-end processor (PEP), the commu­
nications processor remains a strategic element 

-By Martin Dintzis 
Assistant Editor/Analyst 

in the networking architectures of major com­
puter manufacturers including IBM, Amdahl, 
NCR, and Unisys. Vendors continue to enhance 
these products, primarily through intelligent 
communications modules, allowing the proces­
sor to interconnect hosts and multiple, incompat­
ible LAN and WAN environments, thereby pro­
viding a migration path to open networking. 

Originally designed, however, for the hierar­
chical (host-to-terminal) type of communica­
tions in which the host controls routing functions 
through static tables, communications proces­
sors are not the ideal solution for intelligent 
switching between LANs. Multiprotocol LAN 
routers, now marketed by a growing number of 
vendors, including IBM, lead in this area. 
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Market Leaders 

IBM 
IBM is the leading vendor in the communications processor mar­
ket. All major vendors offer compatibility with IBM's Systems 
Network Architecture (SNA), its 3745 Communication Control­
ler (a front-end processor), and its 3174 Establishment Controller 
(a terminal controller). Vendors of 3745-compatible equipment 
include NCR Corp., Amdahl Communications, arid Unisys Corp. 
Vendors marketing terminal controllers compatible with the IBM 
3174 include Memorex Telex,'Apertus Technologies, IDEA, and 
McDATA. 

IBM's 3745 Communications Controller family includes the 
low-end Models 130, 150, and 170, and the larger processor Mod­
els 210, 310, 410, and 610. The most powerful model, the 3745-
610, supports up to 16 IBM hosts concurrently, 896 low- and 
medium-speed lines, 16 Tl trunks, eight 16M bps token-ring 
LAN s, and sixteen 10M bps Ethernet LAN s. Models 410 and 610 
offer two independent central control units (CCUs), which each 
run a separate Network Control Program (NCP). The IBM 3745 
supports the ESCON adapter, which permits high-speed fiber op­
tic channel access to a Systeml390 host, and frame-relay wide 
area networking connections. 

In June 1993 IBM will introduce several enhancements to the 
high-end models (210 through 610). IBM will extend the power 
and capacity of these models through the 3746 Expansion Unit 
Model 900. This unit will house a new high-performance token­
ring LAN adapter, the first of several new processing models to 
be released by IBM. By off-loading LAN gateway functions, the 
expansion unit will free 3745 option slots to handle other func­
tions, such as holding 8MB of additional memory for a total of 
16MB, managing ESCON channels, and supporting frame-relay 
WAN links. Upgraded with additional memory, an enhanced 
maintenance subsystem, and an interface to the 3746, these units 
are now renamed as Models 21A, 31A, 41A, and 61A, respec­
tively. 

IBM's 3172 Interconnect Controller, available in three mod­
els, is a multivendor networking product capable of linking mul­
tiple, dissimilar LANs (TCP/IP Ethernet, token-ring, FDDI, and 
IBM PC Network), multiple remote IBM hosts over Tl trunks, or 
multiple IBM hosts over a LAN backbone. Like the 3745, it sup­
ports ESCON channels. Version 3.0 of IBM's 3172 Interconnect 
Controller Program (lCP) supports a TCPIIP Offload feature, 
which eliminates TCP/IP networking overhead from the host 
computer. 

The IBM 3174 Establishment Controller, available in more 
than 14 different models, performs concentration, protocol con­
version, and gateway functions to link multiple terminals and PCs 
to both IBM and non-IBM hosts. Included in this family are floor­
standing, rack-mounted, and tabletop units supporting local Sys­
teml370 host channel attachment, ESCON host channel attach­
ment, and remote host access via X.25, ISDN BRI, and fractional 
or full Tl/EI facilities. The 3174 features async bidirectional 
ASCIl-to-IBM 3270 protocol conversion for terminal-to-host 
communications, access to multiple hosts and host sessions for 
attached devices, token-ring LAN-to-host gateways, and Ad­
vanced Peer to Peer Networking (APPN) sripport. The largest 
models can support up to sixty-four 3270-type or eighty-eight 
async devices. 

IBM's 5394 Remote Control Unit links up to 16 5250-compat­
ible terminal devices to an AS/400 or Systeml3X midrange host. 
Both local and remote host links are supported. 
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'Vendors of IBM 3745-Compatible Products 

NCR Network Products Group 
NCR's Comten 5600 communications processor line comprises 
five models: 5630, 5645-B, 5655-B, 5665-B, and 5675-B. The 
Comten 5675-B, the largest unit,supports up to 1,024 low- or 
medium-speed lines, 24 TIIEI links, 16 IBM hosts, sixty-follr 
16M bps token-ring LAN connections, and 48 Ethernet LAN con­
nections. 

Recent enhancements to NCR's Comten 5600 processors in­
clude support for TCP/IP Ethernet LANs on the Comten 56OO's 
Multiple Communications Adapter Module (MCAM) and an 
ISDN basic rate network interface for European ISDN services. 

For years, NCR based its strategy on providing a product that 
was easy to configure, upgrade, and install in an IBM network. 
NCR now places more emphasis on supporting multivendor com­
munications and evolving standards. NCR's Comten 5600 pro­
cessors run TCP/IP software for internetworking. They can be 
managed by Systems Center's Net/Master as well as IBM's Net­
View network management systems. 

The Com ten 5600 processor line is just one component of 
NCR's Open Networking Environment (ONE) strategy. ONE in­
cludes a suite of open networking hardware and software prod­
ucts based on TCP/IP, OSI, and SNA software that ensures coex­
istence between existing networks and OSI networks, and 
transition products that provide a smooth migration path to open 
networking. Having merged with AT&T in 1991, NCR has inte­
grated AT&T's StarLAN family of network adapters and intelli­
gent hubs, StarWAN line of bridges and routers, StarGROUP cli­
ent/server software, and StarSENTRY network management 
software into ONE. 

Amdahl Corp. 
Amdahl's 4745 Communications Processor Models 110 and 210 
run IBM software without any modification. Designed as an al­
ternative to the IBM 3745-210, the 4745-210 supports up to eight 
IBM hosts through ESCON or Systeml370 channels, 256 low- or 
medium-speed communications lines, four TlIEI links, and eight 
token-ring LANs. 

Unlike NCR, Amdahl offers an IBM plug-compatible product, 
one that preserves the user's software investment. Although the 
4745 does not offer the capacity and processing power of the 
larger IBM 3745 models, Amdahl's 4745 provides superior price! 
performance, flexibility, and ease of upgradability. Amdahl 
boasts that the 4745-210 can provide up to 13% greater internal 
throughput than the IBM 3745-210. The 4745 can run multiple 
releases of IBM ACF/NCP (Versions 3, 4, and 5); switching be­
tween software releases can occur through the execution of a sin­
gle console command. All Amdahl processors are fully compati­
ble, enabling a user to upgrade from an Amdahl 4725 (an older 
processor) to a 4745-110, which, in tum, can be upgraded to a 
4745-210. 

Unisys Corp. 
Unisys's Distributed Communications Processor (DCP) Series, 
comprises six models: DCP/5, DCP125, DCP/30, DCP/35, DCPI 
50, and DCP/55. They range in size from the entry-level DCP/5, 
supporting up to 11 communications lines, to the top-of-the-line 
DCP/55, supporting over 1,500 communications lines. 

DCP processors are designed for users of Unisys 1100/2200 
Series mainframe computers who also need access to IBM SNA, 
OS I, TCP/IP, Ethernet LAN, and X.25 packet-switching environ­
ments. The processor models perform front-end processing, nodal 
processing, remote concentration,and network management 
functions. ' " , ' " 

A key feature of DCP processor ~are is mMpu~ ';1' 
node emulation, enabling DCP proCessors to dynamically rottttl 
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Distributed data processing 

A communications processor can function as afront end/or one or more host computers. an intelligent switching node. or a remote concentrator. 

messages to and from other PU 2.1 devices, such as IBM FEPs, 
without IBM host assistance. The software also incorporates a 
menu-driven facility simplifying the process of logging on to 
multiple ffiM hosts. A printer-sharing feature emulates the IBM 
printer sharing process for outbound open requests from Unisys 
systems. This feature provides automatic queuing of print re­
quests. 

In 1992 Unisys released the Communications Access Proces­
sor (CAP), a product that integrates SNA networks and UNIX 
LAN environments. CAP implements a subset of the ffiM main­
frame's System Services Control Point (SSCP). Appearing as 
both a Physical Unit 'JYpes 4 and 5, CAP establishes and manages 

@ 1993 McGraw-HIli. Incorporated. Reproduction Prohibited. 
Datapro Information Services Group. Delran NJ 08075 USA 

SNA sessions for both IBM- and UNIX-based devices indepen­
dently of the IBM host computer. Special software running on a 
UNIX server provides mapping between SNA and UNIX appli­
cations, allowing any network device to access any application. 
CAP preserves the user's investment in SNA technology while 
allowing smooth migration to LAN-based processing. It accom­
plishes this without addition or modification to host software. 

CAP is presently available in a version supporting 26 ports 
and two trunks: CAPI200. In June 1993 Unisys will release CAP/ 
250, a larger model supporting 156 ports and six trunks. 
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Vendors of IBM 3174..compatible Products 

Memorex Telex Corp. 
Memorex Telex is the world's largest supplier of IBM 3174 plug­
compatible computer equipment and accessories. The company 
also markets intelligent workstations, local area network prod­
ucts, airline reservation systems, PBX equipment, and a variety of 
other products. 

Memorex Telex's flagship hardware platform, the 1174 Net­
work Controller, is an IBM 3174-compatible controller. Available 
in two local and four remote attachment models, the 1174 pro­
vides access to as many as 16 IBM hosts for up to 128 IBM coax 
and 32 async ASCII or Digital LAT terminals. It supports both 
token-ring and TCP/IP Ethernet LAN connections, and its async 
terminal ports can be used to 'access async hosts. Attached termi­
nals have access to up to ten concurrent host sessions and display 
up to five windowed sessions. 

The STP 6544 Multifunction Communications Controller is an 
IBM 3174-compatible controller connecting as many as 48 syn­
chronous and 32 asynchronous terminal devices to 4 IBM SNA or 
BSC hosts and 32 async hosts. The STP 6544 can access hosts 
through Systeml370 channels, X.25 and ISDN BRI WAN con­
nections, and token-ring LANs. 

IBM plug-compatible displays accessing the STP 6544 can 
support up to five simultaneous host sessions through hot-key 
switching. Memorex Telex displays can present up to four simul­
taneous sessions with windowing; users can cut and paste data 
from one session to another. Other STP 6544 features include 
bidirectional 3270-to-async ASCII protocol conversion, central 
site software distribution and diagnostics, and integration with 
NetView. 

Apertus Technologies 
Apertus markets IBM 3174-compatible terminal networking and 
gateway products. The Datastar 3270 Access Hub allows connec­
tion of synchronous and asynchronous terminals to TCP/IP Eth­
ernet LANs, token-ring LANs, and SNA and UNIX hosts com­
municating with those LANs. Up to 16 downstream physical 
units (DSPUs) and more than 128 TELNET or 3270 CUT-mode 
terminal sessions can be supported concurrently. 

The Datastar 6800 TCPI/P LAN-to-Host Gateway, function­
ing as both a protocol converter and a gateway, provides TCP/IP 
Ethernet LAN users with links to both IBM and async host envi­
ronments directly, through wide area links, or through token-ring 
LANs. It off-loads all TCP/IP processing functions from host 
computers. Ethernet LAN users can execute file transfers without 
FfP Server software on the mainframe. The Datastar 6800 can 
also print 3270 data on LAN-attached printers. Each Datastar 
6800 system can support up to 1,000 incoming TELNET and/or 
3270 sessions. 

IDEA 
IDEA Concert is a family of IBM 317415394-compatible control­
lers providing interoperability between IBM mainframe and 
midrange hosts and terminals, Digital VAXs and VT Series termi­
nals, and Ethernet and token-ring LANs. In addition to supporting 
IBM SNA, TCP/IP, and X.25 protocols over wide area links, 
IDEA Concert provides LAN routing for IP, Novell SPXlIPX, 
and Digital LAT environments and supports MAC-level spanning 
tree bridging (Ethernet) as well as source routing bridging (token­
ring). The controller's SNA Datastream Management (SDM) fea­
ture efficiently routes SNAlSDLC traffic across LAN internet­
work links. SDM's PU Concentrator feature simplifies host 
distribution of sessions and reduces mainframe VTAMlNCP re­
source requirements. IDEA Concert is available in five models 
supporting anywhere from 8 to 128 IBM terminals and 8 to 32 
Digital VT-type terminals. 
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McDATA's LinkMaster family of products comprises wide and 
local area channel extenders as well as IBM 3270-compatible 
controllers interconnecting terminals, token-ring and Ethernet 
LANs, and host computers. The LinkMaster 7100 Network Con­
troller, an IBM 3174-compatible unit available in two local and 
three remote models, provides access up to four IBM hosts for as 
many as 128 coax devices and 34 async devices (or async hosts). 
The LinkMaster 7100 features multiple host protocol combina­
tions (X.25, BSC, SDLC, SNA, and async ASCII), concurrent 
gateway and DSPU functionality for both token-ring and Ethernet 
LANs, 3270-to-Digital LAT conversion, ESCON channel sup­
port, GOSIP compliance, and 3270 access to UNIX hosts via the 
TELNET protocol. 

The LinkMaster 6200 Network Gateway, an IBM 3172-com­
patible product based on UNIX technology, functions as both a 
channel server and a channel gateway simultaneously. As a chan­
nel server, it provides Ethernet, token-ring, and FDDI LAN ac­
cess to host SNA applications, off-loading terminal emulation and 
file transfer processing functions from the host. As a channel 
gateway, it provides multiple logical paths between IBM-compat­
ible mainframes for file transfer and automatic rerouting of traf­
fic. In addition to SNA, the LinkMaster 6200 supports TCP/IP, 
Digital DECnet, and OSIICS. 

McDATA's LinkMaster 7200 Network Concentrator concen­
trates multiple remote SDLC lines into either a single SDLC line 
or token-ring LAN for host connection. With the LinkMaster 
7200, users can consolidate multiple telecommunications lines or 
integrate older 3270 devices into a LAN environment. 

Future Directions 
As a front end to the host, the communications processor remains 
an indispensable component in the communications strategies of 
IBM, Amdahl, NCR, Unisys, and other computer manufacturers. 
These vendors have also maintained their products' usefulness 
through enhancements such as LAN gateways, T1 connectivity, 
and support for open networking using X.25, TCP/IP, and frame­
relay protocols. The communications processor, therefore, has 
become a means to link the host to multiple dissimilar networking 
environments. 

Support for multiple protocols in LAN routers, however, is 
offering a simpler, more efficient, and more economical method 
of transporting data between LANs, LAN-attached hosts, and 
even LAN-attached communications processors. 

The communications processor is still needed for certain tasks 
that should not or cannot be handled by the LAN, including line 
concentration, device polling, performance monitoring, and cer­
tain network management functions. It remains a major source of 
revenue, therefore, for vendors in the years to come. It is doubt­
ful, however, that any newcomers will arrive on the communica­
tions processor scene. Most of the market belongs to IBM, NCR, 
Unisys, and Amdahl. Taking on these giants is not likely to appeal 
to start-up companies, which would probably prefer a more dy­
namic field with more possibilities. 

Technology Analysis 

The term "communications processor" describes not only a spe­
cific category of equipment, but also systems that perform com­
munications processing functions and other services. Datapro's 

@ 1993 McGraw-Hili, Incorporated. Reproduction Prohibtted. 
Datapro Information Services Group. Delran NJ 08075 USA 



( 

Data Networking Communications 
Processors: 
Overview 

definition of communications processors covers multifunctional, 
intelligent systems dedicated to communications and serving as 
nodes in a network. These systems generally include three basic 
types of products: front-end processors, intelligent switches, and 
remote concentrators. 

In the late 1970s, IBM's SNA and the ISO's OSI model ad­
vanced data communications as functions separate from applica­
tions processing. SNA and OSI defined a network as a physical 
entity, separate from its participating hosts and terminals. Imple­
menting a physically separate communications function occurred 
through a system of small dedicated computers. Users placed 
these communications processors at the front end of a mainframe 
or allowed them to function independently as concentrators and 
switches within their architectures. 

In most communications processors, the CPU directs some 
components to perform functions for the whole communications 
processor and others to perform functions for specific groups of 
communications lines. The former group includes host interfaces, 
input/output (110) processors, reference clocks, and operator in­
terfaces, while the latter includes Tl and fractional Tl line inter­
faces and LAN gateway modules. 

There are two kinds of network architectures: those for com­
munications among computers and terminals from a specific ven­
dor and those for open communications regardless of the vendor 
of the communicating devices. 

This section ofthe report discusses communications prOCessor 
design, evolution, and position in modem network architectures. 
It also provides Selection Guidelines for users. 

Technology Basics 
The definition of a communications processor varies greatly. Net­
work designers hold one view of what a communications proces­
sor does, while equipment manufacturers hold another. The term 
"communications processor" has been applied to equipment 
ranging from an IBM 3745 to a four-port packet assembler/disas­
sembler (PAD). 

A network designer believes that a communications processor 
should set up connections to transmit and receive data, multiplex 
and demultiplex data, frame and unframe messages, perform er­
ror correction and protocol conversion, choose transmission 
routes, and collect performance and traffic statistics. Unfortu­
nately, this definition has led many manufacturers to classify their 
protocol converters, PADs, and multiplexers as communications 
processors. Manufacturers consider communications processors 
as any devices that connect terminals to networks and maintain 
control through changing network conditions. This concept 
clouds the definition of the equipment-an IBM 3745 and a basic 
protocol converter do not belong in the same category. 

Datapro defines a communications processor as a multifunc­
tional, intelligent device dedicated to communications and serv­
ing as a control point, or node, in a data communications network. 
It functions as a front end to a mainframe, an intelligent switch, or 
a remote concentrator. As a front-end processor, the communica­
tions processor acts as a peripheral device locally attached to one 
or more large computers, relieving them of the overhead involved 
in message handling and network control. An intelligent switch 
routes messages among the network's various end points and par­
ticipates in the network's control and management, either under 
the control of a master (usually front-end) processor or as a peer 
of other intelligent switches. A concentrator or terminal control­
ler controls a community of terminals, clusters of terminals, or 
distributed applications processors; gathers, queues, and multi­
plexes their transmissions onto one or more high-speed network 
trunks; and participates in the network's control and manage­
ment, either under the direction of a master processor or as a peer 
of other concentrators and switches. 
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Network Architectures 
In general, there. are two kinds of network architectures: those 
designed to provide communications among computers and ter­
minals from a specific vendor, and those designed to provide 
open communications regardless of the vendor. 

Proprietary mainframe vendor architectures include IBM's 
SNA, Bull HN's DSA, and Unisys's BNA and DCA. Open archi­
tectures include the CCITI X.25 packet-switching specification 
and several "transparent" network schemes marketed by com­
munications vendors. 

The communications processor plays an important part in ven­
dor-specific and open architectures. The International Organiza­
tion for Standardization (ISO) reference model for Open Systems 
Interconnection (OSI) provides a framework for examining the 
functions performed by communications processors in different 
network architectures. 

Mainframe Architectures 
In network architectures designed by mainframe vendors, the 
FEP controls communications in conjunction with one or more 
software systems in the host computer. In general, it handles the 
Data Link through Session layers of the ISO model, with host 
software implementing the Presentation and Application layers. 
The activity in the layers varies, depending on the architecture. In 
Unisys's DCA, the DCP-Series front-end controls many Presen­
tation layer functions, while in ffiM's SNA, the host's access 
method (along with software residing in the terminal controllers) 
handles communications down to the Session layer, with the 3745 
front end acting almost as a channel-attached packet switch. The 
range of control assigned to front-end processors in other main­
frame architectures varies between those extremes. 

In all mainframe architectures, the same processor models 
serving as front ends can also function as intelligent switches and 
concentrators. Communications processors working in main­
frame architectures also perform intelligent gateway functions, 
providing the interface between the mainframe network and com­
munications facilities outside the architecture, particularly LANs 
and X.25 packet switched networks. 

Open Architectures 
In an open architecture, such as X.25, the communications pro­
cessor . serves as an intelligent packet switch, implementing the 
Data Link through 'Ihmsport layers via a uniform set of comple­
mentary protocols. Designed specifically for public data net­
works, the X.25 protocol establishes virtual circuits, or logical 
paths, through the network for any vendor's devices. Communi­
cating devices at either end of the virtual circuit must handle the 
Session, Presentation, and Application layers according to their 
own protocols. 

In a public network, the network provider is responsible for 
network management. The packet-switching processors in the 
public network, therefore, bear the load of network access, rout­
ing, error-correction, and flow control functions, along with pro­
visions for statistically recording traffic and usage data for indi­
vidual users. 

Communications processors operating in packet-switching 
configurations seldom perform gateway functions. The user must 
comply with the network's protocols, either through a combina­
tion of hardware and software residing on the front-end processor 
or through a standalone packet assembler/disassembler ~dling 
the Physical and Data Link layers of the architecture. 

Evolution of the Communications Processor 
1\\'0 developments in the late 1960s provided the technical base 
for the modem communications processor: the minicomputer and 
ARPANET. The minicomputer performed several functions more 
efficiently than a mainframe and supplied the bus architecture 
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that gave communications processors modularity and flexibility. 
ARPANET, the first large-scale packet switched data network, 
produced the fundamental design principles for current data com­
munications architectures. From these principles originated the 
intelligent virtual circuit switch, the first functional communica­
tions processor. 

A later development in minicomputer applications created the 
distributed processor, a small computer dedicated to part of a 
larger application that performed communications with its peers 
in a distributed network. Distributed processing contributed the 
idea of intelligent communications handling under software con­
trol. 

The lower cost of dedicated processing in small computers 
made it feasible to dedicate a small computer for intelligent com­
munications handling. The first intelligent front ends, such as 
IBM's 3704, predate modem network architectures and, to a large 
extent, made such architectures possible. 

The microprocessor also contributed to the communications 
processor's development. The advent of inexpensive silicon intel­
ligence enabled designers to implement the hierarchical scheme 
of the typical communications architecture in hardware, with ded­
icated microprocessors performing low-level functions and re­
porting to larger, more complex processors at higher levels. In­
deed, some communications interface modules in present-day 
communications processors are programmable, receiving down­
loads from the units' CPUs that describe protocol and synchroni­
zation. Some systems consist of entirely redundant, microproces­
sor-controlled modules that perform the functions of other 
modules, using the proper software load. 

Functions 
Front-end processing is the most difficult task performed by a 
communications processor. In a large, complex network governed 
by one or more mainframe hosts, a front end must perform the 
following: physical transmission and reception of data; data buff­
ering and queuing; multiplexing; message framing and unfram­
ing; transmission error control; message sequencing; message 
pacing and flow control; message or packet assembly and disas­
sembly, route selection; session establishment and disconnection; 
and data formatting. 

Intelligent switching is slightly less complex. When acting as 
a dedicated switch, the communications processor does not carry 
on a running dialog with a host computer and is not responsible 
for end-to-end establishment and disconnection of sessions. Still, 
an intelligent switch in normal operation must perform several 
basic functions. 

Concentration is often combined with LAN gateway and pro­
tocol conversion functions in terminal controllers such as. the 
IBM 3174 Establishment Controller. The terminal controller, 
therefore, should not be confused with less sophisticated, single­
function devices like statistical mUltiplexers, basic terminal emu­
lators, and PADs. Indeed, the widespread use of microprocessors 
and the declining cost of silicon intelligence, have enabled many 
devices at the high ends of these lines to approach true communi­
cations processor functions. In true communications processing, 
however, a dynamic process occurs that involves feedback from 
other intelligent devices in the network. Statistical multiplexing, 
simple terminal emulation, and packet assembly/disassembly are 
basically static processes that do not change as network condi­
tions change. 

An intelligent concentrator helps control the network, either 
under the direction of a master processor or as a peer of other 
concentrators and switches, receiving status information from the 
network and changing its behavior accordingly. These changes 
include accelerating or withholding transmissions, initiating diag­
nostic procedures for pathways and devices in its local domain, 
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and controlling access to the network from its locally attached 
devices. Some sophisticated terminal controllers, notably IBM's 
3174s, perform some or all of these functions. 

Design 
As shown in Figure 2, the basic design of almost all communica­
tions processors follows a three-tiered, hierarchical plan-a plan 
that they share in common with digital PBXs and other data com­
munications components. This hierarchical arrangement includes 
the CPU, various common control components, and communica­
tions interface modules. All these components are linked via a 
common processor bus. 

The CPU 
The processor's central processing unit (CPU) with its main 
memory sits at the top of the hierarchy. The CPU controls the 
communications processor's operation according to the rules and 
parameters of its operating software and, in front-end configura­
tions, in conjunction with instructions from the host computer. In 
general, the CPU performs addressing, route selection, protocol 
conversion, access control, session establishment, application­
level formatting, and error logging. It also delegates rote opera­
tions to subsidiary components. 

Common Control Components 

Host Interfaces: Communications processors configured as front 
ends must have at least one host channel interface. The host chan­
nel interface converts serialized data from the front end's CPU 
into parallel bit streams transmitting the data up the channel to the 
host. The host channel interface performs an identical but reverse 
process on data from the host. 

Input/Output Processors: Some communications processors 
contain one or more input/output processors that transfer data 
between the CPU and attached storage peripherals. In some cases, 
the 110 processors arbitrate among the various line bases for ac­
cess to main memory and to the CPU, handling interrupts gener­
ated by the line bases or host interfaces to gain the attention of the 
CPU, or controlling the line bases' or host interfaces' access to 
main memory. In communications processors with more than one 
110 processor, each 110 processor usually controls a set comple­
ment of storage units or communications lines. 

Reference Clock: The reference clock generates a timing signal 
for other components of the communications processor. In many 
systems, the CPU performs reference timing. Some systems have 
separate reference clocks for timing signals at different data rates. 

Operator Interface: The operator interface allows an operator to 
monitor and control the communications processor and to run 
diagnostic tests. In newer and more sophisticated systems, the 
operator interface works under software control from a dedicated 
workstation. In older communications processors, the operator 
interface works through a front panel equipped with manual 
switches and indicator lights. 

Communications Interface Modules 
All the aforementioned components perform functions that are 
shared among all communications lines; they sit just below the 
CPU in the communications processor's internal hierarchy. On 
the network side, the "business end" of a communications pro­
cessor, the line bases and line sets complete the hierarchy. 

Communications interface modules handle communications 
at the Data Link layer between the communications processor and 
one or more attached communications lines that share a common 
synchronization pattern, line speed, and protocol. Each module 
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The diagram shows the hierarchical, bus-based architecture of a typical communications processor. Such a processor can contain more than one 
host interface, several 110 processors, and different types of communications interface modules. Each communications interface module serves 
lines of a specific synchronization, speed, and protocol. 

usually contains a dedicated microprocessor that performs fram­
ing and stripping, message buffering, message sequencing, syn­
chronization, and error detection under the CPU's direction. Such 
modules are available for Tl, fractional Tl, and token-ring and 
Ethernet LAN connectivity. 

Parallel Data Bus 
All components of the communications processor communicate 
with one another over a parallel data bus, usually located along 
the backplane or a side plane of the processor's cabinet. The 
physical bus architecture, popularized by minicomputer design, 
supports easy installation and replacement of parts. In a hierarchi­
cal architecture, the bus also accommodates easy reconfiguration. 
To replace asynchronous communications over voice grade lines 
with HDLC communications over wideband or satellite circuits 
for a 16-line network segment, a user needs only to replace I line 
base and SHne sets, rather than swapping out an entire front-end 
processor. The hierarchical design extends the communications 
processor's functionality over time and helps protect the user's 
investment. 

Selection Guidelines 
The principal advantage of using a communications processor as 
a networking tool is to physically and logically separate the net­
working functions from the host applications programs accessed 
by the network's end users. To achieve this goal, the communica­
tions processor must be capable of transparently providing net­
working services for any and all host applications. It must provide 
a modular hardware architecture allowing easy expansion and 
upgradability to accommodate additional users and networking 
environments. Additionally, a modular software architecture will 
allow introduction of support for new networking technologies, 
such as ISDN, OSI, and frame relay. 

@ 1993 McGraw-Hili, Incorporated. Reproduction Prohibited. 
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Redundancy for added reliability is another key feature to 
look for in a communications processor. Backup CPUs, commu­
nications modules, and network lines can maintain network integ­
rity in the event of a processor component or line failure. Auto­
matic switchover to backup host facilities, another important 
capability, allows users to continue working or to gracefully ter­
minate their tasks before total system failure occurs. 

A third issue to consider in selecting a product is its network 
management capabilities. Key features include the capability of 
interacting with major network management systems such as 
IBM's NetView and Systems Center's Net/Master; software dis­
tribution from a central site; on-line configuration through a user­
friendly, menu-driven interface; and performance monitoring and 
statistics gathering to help plan for future expansion. 

Emerging Technologies 
Improvements in very large scale integration (VLSI) have en­
abled vendors to introduce intelligent and increasingly powerful 
add-on modules providing links to multiple environments with­
out further loading down the processor CPU. Communications 
processors will continue to be marketed as platforms for integrat­
ing host processing systems with X.25 packet switched and 
frame-relay networks, T1 facilities, token-ring and Ethernet 
LANs, OSI networks, fiber optic communications facilities, and 
other environments. 

Developments in VLSI technology have also enabled vendors 
to greatly reduce the total number of internal processor compo­
nents and to improve their reliability. Greater reliability means 
less monitoring and maintenance costs for the user. 

The communications processor still fulfills its original pur­
pose: relieving the host of the overhead generated by keeping 
track of a network. Today's networks are larger and more com­
plex than those of the mid-1970s when the first communications 
processors appeared. Thanks to the declining costs of memory 
and processing power, many of today's communications proces­
sors are faster and more powerful than early mainframes. 
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The complexity of communications processors, however, 
poses problems. In an era of user-friendly hardware and software, 
the communi.cations processor remains a device hospitable only 
to trained engineers. Most require programs written·in an arcane, 
Assembler-level language, sometimes (but not always) with the 
benefit of pregenerated macros in the host access method. 

Vendors 

The following list includes the names, addresses, and phone num­
bers of vendors that participate in the communications processor 
market. 

Amdahl Corp. 
1250 E. Arques Avenue 
P.O. Box 3470 
SUMyvale. CA 94088-3470 (408) 746-6000 

MAY 1993 
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IBM 
Old Orchard Road 
Armonk; NY i 0504 
Contact your local IBM representative. 

McDATA Corp. 
310 Interlocken Parkway 

Data Networking 

Broomfield, CO 80021-3464 (303) 460-9200 

NCR Corp. 
Network Products Group 
2700 Snelling Avenue North 
SI. Paul. MN 55113 (612) 638-7777 

Memorex Telex Corp. 
545 E. John Carpenter Freeway 
Irving. TX 75062 (214) 444-3500 

Unisys Corp. 
P.O. Box 500 
Blue Bell. PA 19424 (215) 986-4011 • 
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Note: This report pro­
vides an overview of 
communications pro­
cessors. It identifies the 
major equipment ven­
dors, discusses market 
and technology trends, 
explains communica­
tions processor opera­
tion, and provides se­
lection guidelines. 

Overview 

Market Analysis 

Market Highlights 
The communications processor performs 
concentration, intelligent switching (rout­
ing), flow control, error correction, and 
other communications-related functions in 
a network. Used either as a front end to a 
host computer or as a remote processing 
node, the communications processor re­
lieves the host work load by directly moni­
toring and managing communications lines 
and devices, allowing the host to concen­
trate on its primary task-processing data 
for application programs. 

As a front-end processor (FEP), the com­
munications processor remains a strategic 
element in the networking architectures of 
major computer manufacturers including 
IBM, Amdahl, NCR, and Unisys. Vendors 
continue to enhance these products­
primarily through intelligent communica­
tions modules. These modules allow the 
processor to interconnect hosts and multi­
ple, incompatible LAN and WAN environ­
ments, thereby providing a migration path 
to open networking. 

Originally designed, however, for the hi­
erarchical (host-to-terminal) type of com­
munications in which the host controls 
routing functions through static tables, 
communications processors are not the 
ideal solution for intelligent switching be­
tween LANs. Multiprotocol LAN routers, 
now marketed by a growing number of ven­
dors, including IBM, should take the lead in 
this area. 

-By Martin Dintzis 
Assistant Editor 
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Market Leaders 
IBM is the leading vendor in the communi­
cations processor market. All major ven­
dors offer compatibility with IBM's Sys­
tems Network Architecture (SNA) and its 
3745 Communications Controller. IBM's 
foremost competitor is NCR Corp., fol­
lowed by Amdahl Communications and 
Unisys Corp. Other competitors include 
Bull HN Information Systems, McData 
Corp., and Netlink Inc. 

IBM 
The 3745 Communications Controller 
family includes the low-end Models 130, 
150, and 170, and the larger processor 
Models 210, 310, and 410. As the most 
powerful model, the 3745-410 supports up 
to 16 IBM hosts concurrently, 896 med­
ium- and high-speed lines, and eight 16M 
bps token-ring LANs. Model 410 has two 
independent central control units (CCUs), 
which each run a separate Network Control 
Program (NCP). 

The IBM 3745 supports the ESCON 
adapter, which permits high-speed fiber op­
tic channel access to a System/390 host. In 
September 1992, IBM plans to release an 
Ethernet LAN adapter for the 3745 along 
with Version 6 of the Advanced Communi­
cations FunctionlNetwork Control Pro­
gram (ACF/NCP). The new ACF/NCP soft­
ware will support Ethernet LAN func­
tionality and introduce frame-relay connec­
tivity. With a single high-speed line to a 
public frame-relay network, users could ac­
cess multiple remote 3745s. Reducing the 
number of lines will cut communications 
costs for IBM customers. 

IBM also markets the 3172 Interconnect 
Controller, a multi vendor networking 
product capable oflinking multiple, dissim­
ilar LANs (Ethernet, token-ring, MAP 3.0, 
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and IBM PC Network) or linking multiple remote IBM 
hosts over T 1 lines. 

In June 1992, IBM plans to release the 6611 Network 
Processor Model 140, a four-slot device, and the 6611 Net­
work Processor Model 170, a seven-slot device. 

These LAN routers are designed to provide peer-to-peer 
communications capability for local area networks, allow­
ing LAN devices to establish remote communications 
links dynamically and without IBM host assistance. In the 
older hierarchical approach to SNA networking, for which 
the IBM 37XX communications processor was originally 
developed, data switching between processor nodes was 
controlled by static host-resident tables. The 6611, the first 
LAN product of its kind introduced by IBM, will provide a 
new, dynamic, intelligent switching method. This is be­
coming very necessary for interactive cooperative and dis­
tributed processing applications. 

As a multiprotocol networking product, the 6611 can 
route SNAlSDLC, NETBIOS, TCP/IP, DECnet, IPX, Ap­
pleTalk, and XNS datastreams across wide area networks 
(WANs). It offers a means to consolidate multiple proto­
cols on a single link, thereby decreasing networking ex­
penses. 

Features of the 6611 include: 

• attachment of token-ring, Ethernet, downstream SDLC 
3174, frame-relay, and X.25 devices 

• local bridge connectivity, allowing up to seven IBM 
Token-Ring Network connections that converge at one 
location 

• a Simple Network Management Protocol (SNMP) Agent 
in the IBM Multiprotocol Network Program, providing 
online configuration capability 

IBM is entering this market in response to the multi proto­
col routers introduced by several vendors, including Cisco 
Systems, CrossComm Corp., RAD Network Devices, and 
Wellfleet Communications, which also support SNA. 

IBM's router is not intended to duplicate the functions 
of the 3745 and its NCP software-this would require that 
the 6611 emulate a physical unit type 4 (PU4) device. In­
stead, the router exploits IBM's Advanced Peer-to-Peer 
Networking Protocol (APPN) for intelligent communica­
tions between LAN devices without host assistance. 

The router encapsulates SNA frames without modify­
ing them, a strategy that reduces communications over­
head and processing delays. The 6611 can also carry data 
from LAN-attached hosts and LAN-attached communica­
tions processors over the same wide area link that carries 
the LAN traffic. This arrangement provides higher 
throughput than conventional leased SDLC lines and can 
be used to reduce the total number of leased lines in a pri­
vate network. 

Although routers, such as the 6611, will take on some of 
the LAN-to-LAN communications handled by the 3745, 
the 3745 will still occupy an important place in IBM's net­
working strategy. It provides the only method to link a lo­
calor remote LAN environment to an IBM host computer. 
It also performs valuable functions such as device polling, 
error correction, performance monitoring, line concentra­
tion, and certain network management functions-which 
should not or cannot be· off-loaded to another product. 
Both the 3745 and the 6611, therefore, will work together 
in the wide area network. 
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NCR's Comten 5600 communications processor line in­
cludes five models: 5630, 5645-B, 5655-B, 5665-B, and 
5675-B. The Comten 5675-B, the largest unit, supports up 
to 1,024 low- or medium-speed lines, 24 TI/EI links, 16 
IBM hosts, sixty-four 16M bps token-ring LAN connec­
tions, and 48 Ethernet LAN connections. 

Recent enhancements to NCR's Comten 5600 proces­
sors include the release of a new low-end processor, Model 
5630, and the introduction of the Multiple Communica­
tions Adapter Module (MCAM), which provides token-ring 
gateway functionality now and will eventually provide 
Ethernet LAN connections, frame relay, and SMDS con­
nectivity. 

For years, NCR based its strategy on providing a prod­
uct that was easy to configure, upgrade, and install in an 
IBM network. NCR now looks beyond IBM, offering sup­
port for multivendor communications and evolving stan­
dards. NCR's Comten 5600 processors run TCP/IP soft­
ware for internetworking. They can be managed by 
Systems Center's Net/Master as well as IBM's NetView 
network management systems. 

The Com ten 5600 processor line is just one component 
of NCR's Open Networking Environment (ONE) strategy. 
ONE includes a suite of open networking hardware and 
software products based on TCP/IP and OSI, SNA soft­
ware that ensures coexistence between existing networks 
and OSI networks, and transition products that provide a 
smooth migration to open networking. Having merged 
with AT&T in 1991, NCR has integrated AT&T's Starlan 
family of network adapters and intelligent hubs, StarW AN 
line of bridges and routers, StarGROUP client/server soft­
ware, and StarSENTRY network management software 
into ONE, which places the vendor in an even stronger 
position to offer multi vendor wide area networking solu­
tions. 

Amdahl 
Amdahl's 4745 Communications Processor Models 110 
and 210 run IBM software without any modification. De­
signed as an alternative to the IBM 3745-210, the 4745-
210 supports up to eight IBM hosts, 256 communications 
lines, and eight 4M bps token-ring LANs. 

In the fourth quarter of 1991, Amdahl increased the 
throughput capacity of the 4745 by 90% through memory 
and channel adapter enhancements, increased the maxi­
mum number of channel-attached hosts to eight, and in­
troduced TI/EI communications adapters forleased SNAI 
SDLC lines. In January 1992, Amdahl introduced IBM 
ESCON adapter connectivity. Later this year, Amdahl in­
tends to introduce support for 16M bps token-ring LANs. 
The 4745 presently accommodates only 4M bps LAN en­
vironments. 

Unlike NCR, Amdahl offers an IBM plug-compatible 
product, one that preserves the user's software investment. 
Although the 4745 does not offer the capacity and process­
ing power ofthe larger IBM 3745 models, Amdahl's 4745 
provides superior price/performance, flexibility, and ease 
of upgradability. Amdahl boasts that the 4745-210 can 
provide up to 13% greater internal throughput than the 
IBM 3745-210. The 4745 can run multiple releases ofIBM 
ACFINCP (Versions 3, 4, and 5); switching from one soft­
ware release to another can occur through the execution of 
a single console command. All Amdahl processors are fully 
compatible, enabling a user to upgrade from an Amdahl 
4725 (an older processor) to a 4745-110, which, in turn, 
can be upgraded to a 4745-210. 
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Unisys markets the Distributed Communications Proces­
sor (DCP) Series, which includes six models: DCP/5, 
DCPI25, DCP/30, DCP/35, DCP/50, and DCP/55. They 
range in size from the entry-level DCP/5, supporting up to 
11 communications lines, to the top-of-the-line DCP/55, 
supporting over 1,500 communications lines. 

DCP processors are designed for users of Unisys 1100/ 
2200 Series mainframe computers who also need access to 
some combination of IBM SNA, OSI, TCP/IP, Ethernet 
LAN, and X.25 packet-switching environments. The pro­
cessor models can perform front-end processing, nodal 
processing, remote concentration, and network manage­
ment functions. 

Early in 1992, Unisys released a new version of its DCP 
SNA software, which now enables its communications 
processors to emulate IBM PU 2.1 nodes. With this new 
feature, DCP processors can route messages to and from 
other PU 2.1 devices, such as IBM FEPs, without IBM 
host assistance. The software also incorporates a new 
menu-driven facility that simplifies the process of logging 
on to multiple IBM hosts. 

Future Directions 
As a front end to the host, the communications processor 
remains an indispensable component in the communica­
tions strategies of IBM, Amdahl, NCR, Unisys, and other 
computer manufacturers. Vendors have also maintained 
their products' usefulness through enhancements such as 
LAN gateways, Tl connectivity, and support for open net­
working using X.25, TCP/IP, OSI, and frame-relay proto­
cols. The remote communications processor, therefore, 
has become a means to link the host to multiple dissimilar 
environments. 

Support for multiple protocols in LAN routers, how­
ever, has begun to offer a simpler, more efficient, and more 
economical method of transporting data between LAN s, 
LAN-attached hosts, and even LAN-attached communica­
tions processors. 

The communications processor will always be needed 
for certain tasks that should not or cannot be handled by 
the LAN, including line concentration, device polling, per­
formance monitoring, and certain network management 
functions. It will remain a major source of revenue, there­
fore, for vendors in the years to come. 

It is doubtful, however, that any newcomers will arrive 
on the communications processor scene. Most of the mar­
ket belongs to IBM, NCR, Unisys, and Amdahl. Taking on 
these giants is not likely to appeal to start-up companies, 
which would probably prefer a more dynamic field with 
more possibilities. 
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Technology Analysis 

Technology Highlights 
The term "communications processor" describes not only 
a specific category of equipment, but also systems that per­
form communications processing functions and other ser­
vices. Datapro's definition of communications processors 
covers multifunctional, intelligent systems dedicated to 
communications and serving as nodes in a network. These 
systems generally include three basic types of products: 
front-end processors, intelligent switches, and remote con­
centrators. 

In the late 1 970s, IBM's SNA and the ISO's OSI model 
advanced data communications as functions separate 
from applications processing. SNA and OSI defined a net­
work as a physical entity, separate from its participating 
hosts and terminals. Implementing a physically separate 
communications function occurred through a system of 
small dedicated computers. Users placed these communi­
cations processors at the front end of a mainframe or al­
lowed them to function independently as concentrators 
and switches within their architectures. 

In most communications processors, the CPU directs 
some components to perform functions for the whole com­
munications processor and others to perform functions for 
specific groups of communications lines. The former 
group includes host interfaces, input/output (I/O) proces­
sors, reference clocks, and operator interfaces, while the 
latter includes Tl and fractional Tl line interfaces and 
LAN gateway modules. 

There are two kinds of network architectures: those for 
communications among computers and terminals from a 
specific vendor and those for open communications re­
gardless of the vendor of the communicating devices. 

This section of the report discusses communications 
processor design, evolution, and position in modern net­
work architectures. It also provides Selection Guidelines 
for users. 

Technology Basics 
The definition of a communications processor varies 
greatly. Network designers hold one view of what a com­
munications processor does, while equipment manufac­
turers hold another. The term "communications proces­
sor" has been applied to equipment ranging from an IBM 
3745 to a four-port packet assembler/disassembler (PAD). 

A network designer believes that a communications 
processor should set up connections to transmit and re­
ceive data, multiplex and demultiplex data, frame and un­
frame messages, perform error correction and protocol 
conversion, choose transmission routes, and collect perfor­
mance and traffic statistics. Unfortunately, this definition 
has led many manufacturers to classify their protocol con­
verters, PADs, terminal controllers, and multiplexers as 
communications processors. Manufacturers consider com­
munications processors as devices that connect terminals 
to networks and maintain control through changing net­
work conditions. This concept clouds the definition of the 
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A communications processor can function as a front end for one or more host computers, an intelligent switching node, or a remote 
concentrator. 

equipment-an IBM 3745 and a protocol converter do not 
belong in the same category. 

Datapro defines a communications processor as a mul­
tifunctional, intelligent device dedicated to communica­
tions and serving as a control point, or node, in a data 
communications network. It functions as a front end to a 
mainframe, an intelligent switch, or a remote concentra­
tor. As a front-end processor (FEP), the communications 
processor acts as a peripheral device locally attached to 
one or more large computers, relieving them of the over­
head involved in message handling and network control. 

APRIL 1992 

An intelligent switch routes messages among the network's 
various end points and participates in the network's con­
trol and management, either under the control of a master 
(usually front-end) processor or as a peer of other intelli­
gent switches. A concentrator controls a community of ter­
minals, clusters of terminals, or distributed applications 
processors; gathers, queues, and multiplexes their trans­
missions onto one or more high-speed network trunks; and 
participates in the network's control and management, ei­
ther under the direction of a master processor or as a peer 
of other concentrators and switches. 
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Network Architecture. 
In general, there are two kinds of network architectures: 
those designed to provide communications among com­
puters and terminals from a specific vendor, and those de­
signed to provide open communications regardless of the 
vendor. 

Proprietary mainframe vendor architectures include 
IBM's SNA, Bull HN's DSA, and Unisys's BNA and DCA. 
Open architectures include the CCITT X.25 packet­
switching specification and several "transparent" network 
schemes marketed by communications vendors. 

The communications processor plays an important part 
in vendor-specific and open architectures. The Interna­
tional Organization for Standardization (ISO) reference 
model for Open Systems Interconnection (OSI) provides a 
framework for examining the functions performed by 
communications processors in different network architec­
tures. 

Mainframe Architectures 
In network architectures designed by mainframe vendors, 
the communications processor usually functions as a front 
end and controls communications in conjunction with one 
or more software systems in the host computer. In general, 
the front-end processor handles the Data Link through 
Session layers of the ISO model, with host software imple­
menting the Presentation and Application layers. The ac­
tivity in the layers varies, depending on the architecture. In 
Unisys' DCA, the DCP-Series front end controls many 
Presentation layer functions, while in IBM's SNA, the 
host's access method (along with software residing in the 
terminal controllers) handles communications down to the 
Session layer, with the 3745 front end acting almost as a 

Figure 2. 
Communications Processor Architecture 

HostllO { 
Channel 

Common Control { 
Components 

Communications { 
Interface Modules 

UneSets { 

Host 
Computer 

3601 5 
Communications Controllers 

channel-attached packet switch. The range of control as­
signed to front-end processors in other mainframe archi­
tectures varies between those extremes. 

In all mainframe architectures, the same communica­
tions processor models that serve as front ends also func­
tion as intelligent switches and remote concentrators. In 
these functions, the communications processors usually 
appear in smaller configurations than they do as front 
ends. Communications processors working in mainframe 
architectures also perform intelligent gateway functions, 
providing the interface between the mainframe network 
and communications facilities outside the architecture, 
particularly LANs and X.25 packet switched networks. 

Open Architectures 
In an open architecture, such as X.25, the communications 
processor serves as an intelligent packet switch, imple­
menting the Data Link through Transport layers via a uni­
form set of complementary protocols. Designed specifi­
cally for public data networks, the X.25 protocol 
establishes virtual circuits, or logical paths, through the 
network for any vendor's devices. Communicating devices 
at either end of the virtual circuit must handle the Session, 
Presentation, and Application layers according to their 
own protocols. 

In a public network, the network provider is responsible 
for network management. The packet-switching proces­
sors in the public network, therefore, bear the load of net­
work access, routing, and error-correction, and flow con­
trol functions, along with provisions for statistically 
recording traffic and usage data for individual users. 

Communications processors operating in packet­
switching configurations seldom perform gateway func­
tions. The user must comply with the network's protocols, 
either through a combination of hardware and software 

Control and 
Maintenance 
Panel or 
Console 

Communications Lines 

The diagram shows the hierarchical, bus-based architecture of a typical communications processor. Such a processor can contain 
more than one host interface, several I/O processors, and different types of communications interface modules. Each communica­
tions inter/ace module serves lines of a specific synchronization, speed, and protoco/. 
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residing on the front-end processor or through a stand­
alone packet assembler/disassembler that handles the 
Physical and Data Link layers of the architecture. 

Some vendors offer transparent architectures as low­
cost alternatives to mainframe architectures and X.25 im­
plementations. These architectures are usually stripped­
down versions of X.25 without the network adminis­
tration and class-of-service overhead necessary to operate 
a public or large private network. In these architectures, 
the communications processor functions primarily as a 
switching concentrator, providing services at the Data 
Link, Network, and Transport layers. Most of these con­
centrators evolved at the high ends of statistical multi­
plexer product lines, adding the crucial routing and flow 
control features that qualify them as communications pro­
cessors. Some of these products offer integrated network 
management functions, such as error logging and perfor­
mance statistics, but most rely on separate, complemen­
tary network management systems. 

Evolution of the Communications Processor 
Two developments in the late 1960s provided the techni­
cal base for the modern communications processor: the 
minicomputer and ARPANET. The minicomputer per­
formed several functions more efficiently than a main­
frame and supplied the bus architecture that gave commu­
nications processors modularity and flexibility. 
ARPANET, the first large-scale packet switched data net­
work, produced the fundamental design principles for cur­
rent data communications architectures. From these prin­
ciples originated the intelligent virtual circuit switch, the 
first functional communications processor. 

A later development in minicomputer applications cre­
ated the distributed processor, a small computer dedicated 
to part of a larger application that performed communica­
tions with its peers in a distributed network. Distributed 
processing contributed the idea of intelligent communica­
tions handling under software control. 

The lower cost of dedicated processing in small com­
puters made it feasible to dedicate a small computer for 
off-loading intelligent communications handling from the 
mainframe. The first intelligent front ends, such as IBM's 
3704, predate modern network architectures and, to a 
large extent, made such architectures possible. 

The microprocessor also contributed to the communi­
cations processor's development. The advent of inexpen­
sive silicon intelligence enabled designers to implement 
the hierarchical scheme of the typical communications ar­
chitecture in hardware, with dedicated microprocessors 
performing low-level functions and reporting to larger, 
more complex processors at higher levels. Indeed, some 
communications interface modules in present-day com­
munications processors are programmable, receiving 
downloads from the units' CPUs that describe protocol 
and synchronization. Some systems consist of entirely re­
dundant, microprocessor-controlled modules that perform 
the functions of other modules, using the proper software 
load. 

Functions 
Front-end processing is the most difficult task performed 
by a communications processor. In a large, complex net­
work governed by one or more mainframe hosts, a front 
end must perform the following: physical transmission and 
reception of data; data buffering and queuing; multiplex­
ing; message framing and unframing; transmission error 
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control; message sequencing; protocol conversion; mes­
sage pacing and flow control; message or packet assembly 
and disassembly, route selection; session establishment 
and disconnection; and data formatting. 

Intelligent switching is slightly less complex. When act­
ing as a dedicated switch, the communications processor 
does not carry on a running dialog with a host computer 
and is not responsible for end-to-end establishment and 
disconnection of sessions. Still, an intelligent switch in 
normal operation must perform several basic functions. 

Since concentration is the simplest task performed by a 
communications processor, the processor can be confused 
with less sophisticated, single-function devices like statis­
tical multiplexers, protocol converters, PADs, and termi­
nal cluster controllers. Indeed, the widespread use of mi­
croprocessors and the declining cost of silicon intelligence, 
have enabled many devices at the high ends of these lines 
to approach true communications processor functions. In 
true communications processing like concentration, how­
ever, a dynamic process occurs that involves feedback 
from other intelligent devices in the network. Statistical 
multiplexing, protocol conversion, and packet assembly! 
disassembly are basically static processes that do not 
change as network conditions change. 

An intelligent concentrator helps control the network, 
either under the direction of a master processor or as a peer 
of other concentrators and switches, receiving status infor­
mation from the network and changing its behavior ac­
cordingly. These changes include accelerating or withhold­
ing transmissions; initiating diagnostic procedures for 
pathways and devices in its local domain; and controlling 
access to the network from its locally attached devices. 
Some sophisticated terminal controllers, notably IBM's 
3174s, perform some or all of these functions. 

Design 
As shown in Figure 2, the basic design of almost all com­
munications processors follows a three-tiered, hierarchical 
plan-a plan that they share in common with digital PBXs 
and other data communications components. This hierar­
chical arrangement includes the CPU, various common 
control components, and communications interface mod­
ules. All these components are linked via a common pro­
cessor bus. 

The CPU 
The processor's central processing unit (CPU) with its 
main memory sits at the top of the hierarchy. The CPU 
controls the communications processor's operation ac­
cording to the rules and parameters of its operating soft­
ware and, in front-end configurations, in conjunction with 
instructions from the host computer. In general, the CPU 
performs addressing, route selection, protocol conversion, 
access control, session establishment, application-level 
formatting, and error logging. It also delegates rote opera­
tions to subsidiary components. 

Common Control Components 

Host Inter/aces: Communications processors configured 
as front ends must have at least one host interface, which 
handles communications between the front-end processor 
and the host's byte or block multiplexer, or selector chan­
nel. The host interface buffers data from the front end's 
CPU, assembles it into parallel bit streams of a format spe­
cific to the attached host channel, and transmits it up the 
channel to the host. It performs the same process in reverse 
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for data from the host. The host interface converts data 
from the communications processor's internal word size to 
the host computer's. 

Input/Output Processors: Some communications proces­
sors contain one or more input/output processors that 
t~ansfer data between the CPU and attached storage pe­
npherals. In some cases, the liD processors arbitrate 
among the various lin~ ba~es for access to main memory 
and to the CPU, handhng mterrupts generated by the line 
bases or host interfaces to gain the attention of the CPU or 
controlling the line bases' or host interfaces' access to m~in 
memory. In communications processors with more than 
one liD processor, each liD processor usually controls a set 
complement of storage units or communications lines. 

R:ejerence Clock: The reference clock generates a timing 
signal for other components of the communications pro­
cessor. In many systems, the CPU performs reference tim­
ing. Some systems have separate reference clocks for tim­
ing signals at different data rates. 

Operator In~erjace: The operator interface allows an oper­
ator to mOnitor and controlthe communications processor 
and to run diagnostic tests. In newer and more sophisti­
cated systems, the operator interface works under software 
control from a dedicated console, which usually contains a 
display unit and a printer for logging. In older communica­
tions processo~, the 0I?erator interface works through a 
front panel eqUipped wIth manual switches and indicator 
lights. 

Communications Interface Modules 
All the aforementioned devices perform functions that are 
shared among all communications lines; they sit just below 
the CPU in the communications processor's internal hier­
archy. On the network side, the "business end" of a com­
munications processor, the line bases and line sets com­
plete the hierarchy. 

Communications interface modules handle communi­
cations at the Data Link layer between the communica­
tions processor and one or more attached communications 
lines that share a common synchronization pattern, line 
speed, a?d protocol. Each module usually contains a dedi­
cated mICropro~essor that perfonns framing and stripping, 
message buffen~g, message sequencing, synchronization, 
and error detectIon under the CPU's direction. Such mod­
ules are available for Tl, fractional Tl, and token-ring and 
Ethernet LAN connectivity. 

Parallel Data Bus 
All components of the communications processor commu­
nicate with one another over a parallel data bus, usually 
located along the backplane or a side plane of the proces­
sor's .c~binet. The p~ysical bus architecture, popularized 
by mIDicomputer deSIgn, supports easy installation and re­
placement of parts. In a hierarchical architecture, the bus 
also accommodates easy reconfiguration. To replace asyn­
chronous communications over voice grade lines with 
HDLC communications over wideband or satellite circuits 
for. a 16-line networ~ segment, a user needs only to replace 
1 h.ne base and 8 hne sets, rather than swapping out an 
entIre front-end processor. The hierarchical design extends 
the communications processor's functionality over time 
and helps protect the user's investment. 
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Selection Guidelines 
The principal advantage of using a communications pro­
cessor as a networki~g tool is. to physically and logically 
s~parate the networkmg functIOns from the host applica­
tions programs accessed by the network's end users. To 
achieve this goal, the communications processor must be 
capable to transparently provide networking services for 
any and all host applications. It must provide a modular 
hardw~r~ architecture allowing easy expansion and up­
gradablhty to accommodate additional users and network­
ing environments. Additionally, a modular software archi­
tecture will allow introduction of support for new 
networking technologies, such as ISDN, OSI, and frame 
relay. 

Redundancy for added reliability is another key feature 
to look f~r in. a communications processor. Backup CPUs, 
commUnicatIOns modules, and network lines can maintain 
~etwo~k integrity in t~e ev~nt of a processor component or 
l~ne faIlure. ~utomatIc sWItchover to backup host facili­
tIes, another Important capability, allows users to continue 
working or to gracefully tenninate their tasks before total 
system failure occurs. 

A third issue to consider in selecting a product is its 
network management capabilities. Key features include 
the capability of interacting with major network manage­
ment systems such as IBM's NetView and Systems Cen­
ter's Net/Master; software distribution from a central site' 
~)Dline configuration through a user-friendly, menu-drive~ 
m~erface; and performance monitoring and statistics gath­
enng to help plan for future expansion. 

Emerging Technologies 
Improvements in very large scale integration (VLSI) have 
enabled vendors to introduce intelligent and increasingly 
powerful add-on modules providing links to multiple envi­
ronments without further loading down the processor 
CPU. Communications processors will continue to be 
marketed as platforms for integrating host processing sys­
tems with X.25 packet switched and frame-relay networks 
T1 facilities, token-ring and Ethernet LANs OSI net: 
,",:orks, fiber optic communications facilities, an'd other en­
VIronments. 

Developments in VLSI technology have also enabled 
vendors to greatly reduce the total number of internal pro­
cessor compo~~nts and to improve their reliability. 
Greater rehablhty means less monitoring and mainte­
nance costs for the user. 

The com~u?ications processor still fulfills its original 
purp?se: rehevmg the host of the overhead generated by 
keepmg track of a network. Today's networks are larger 
and more complex than those of the mid-1970s when the 
first communications processors appeared. Thanks to the 
declining costs of memory and processing power many of 
today's communications processors are faster ~nd more 
powerful than early mainframes. 

The complexity of communications processors, how­
ever, poses problems. In an era of user-friendly hardware 
and software, the communications processor remains a de­
vice hospita1;>le o~y to trained engineers. Most require 
programs wntten m an arcane, Assembler-level language 
sometimes (but not always) with the benefit of pregener: 
ated macros in the host access method. 
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Vendors 

The following list includes the names, addresses, and 
phone numbers of vendors that participate in the commu­
nications processor market. 
Amdahl Communications 
1250 E. Arques Avenue 
P.O. Box 3470 
Sunnyvale, CA 94088-3470 (408) 746-6000, (800) 233-8489 

Bull HN Information Systems, Inc. 
Technology Park, 2 Wall Street 
Billerica, MA 01821-4199 (508) 294-7000 

Concurrent Computer Corp. 
106 Apple Street 
Tinton Falls, NJ 07724 (908) 758-7000, (800) 631-2154 
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IBM 
Old Orchard Road 
Armonk, NY 10504 

Data Networking 

Contact your local IBM representative. 

McData Corp. 
310 Interlocken Parkway 
Broomfield, CO 80021 (303) 460-9200 

NCR Corp. 
Network Products Group 
2700 Snelling Avenue N. 
St. Paul, MN 55113 (612) 638-7777 

Netlink Inc. 
3214 Spring Forest Road 
Raleigh, NC 27604 (919) 878-8612, (800) 638-5465 

Thomas Engineering Co. 
2440 Stanwell Drive 
Concord, CA 94520 (415) 680-8640 

Unisys Corp. 
P.O. Box 500 
Blue Bell, PA 19424 (215) 986-4011. 
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Synopsis 

Editor's Note 
This report examines the communi­
cations processor market. For infor­
mation on the technology, see 
"Communications Processors: Tech­
nology Overview"; for comparison 
columns detailing the features of key 
products, see "Communications Pro­
cessors: Comparison Columns." 

Report Highlights 
The communications processor in­
dustry still exists, not as a shining 
star in the communications firma­
ment, but as a reliable source of 
light. Although IBM, NCR, Unisys, 
and Amdahl dominate the market, 
other vendors have managed to infil­
trate it. The major vendors continue 
to enhance their products, while 
NCR and Unisys have added new 
models. 

IBM recently announced that by the 
middle of 1991, it will be adding 
DS3, FODI, and ESCON networking 
support to the 3745 Communication 
Controller, making the 3745 front­
end processor a vital part in IBM's 
networking strategy. 

-By Barbara Rinehart 
.Associate Editor/Analyst 
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NCR added one new system, the 
5645-B, and enhanced all the A mod­
els to B models. All the B models 
have been substantially reduced in 
physical size, number of compo­
nents, and power and cooling re­
quirements. 

Amdahl enhanced the 4745 Series by 
expanding the memory capacity to 
8M bytes, allowing the 4745 to con­
nect up to four 4M bps token-ring 
networks. Amdahl also expanded the 
channel connectivity to support four 
active channel adapters in the base 
frame and extended the 4745's Inte­
grated Switching Architecture (ISA). 

U nisys added three new models: the 
DCPI25, DCP/35, and DCP/55. En­
hancements include support for 
power-on-pluggable line modules, 
input/output module (10M) power 
supplies, three input/output proces­
sors (lOPs) in a single 10M (DCP/50 
and DCP/55 models only), the newly 
designed Maintenance Control Fea­
ture (MCF), and an improved power 
control feature. 
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Analysis 

Market Overview 
Although communications processors do not gen­
erate bold headlines, the products sustain a steady 
revenue stream for the four industry leaders: IBM, 
NCR, Unisys, and Amdahl. The technology is ma­
ture, but it still fills a need for these market seg­
ments: IBM and plug-compatible communications 
processors for the IBM mainframe environment, 
communications processors dedicated to the main­
frame architectures of vendors other tha.n IBM, 
and intelligent concentrators designed to serve in 
transparent network architectures. 

Vendors did not allow their products to stag­
nate. Instead, the communications processors of 
the '90s support the hot items oftoday's communi­
cations marketplace: Tl, LANs, SNA, TCP/IP, and 
IBM's NetView. 

In 1990, IBM and Amdahl did not introduce 
new communications processor lines but dusted off 
existing ones and made them shinier and more up 
to date with token-ring and Tl capabilities. Am­
dahl made an announcement in April 1990 about 
supporting Tl, but as of February 1991, this major 
feature was not available. 

Vendor Survey Results 
Twenty-eight vendors of communications proces­
sors responded to this year's survey requests. They 
provided details on the principal characteristics of 
65 products. The data collected indicates that the 
communications processors are most widely used 
as remote line concentrators. Forty-two of the 
sixty-four products serve in that capacity, and five 
vendors did not respond to the question. Forty­
seven processors can function as front-end proces­
sors. In last year's survey, 17 of the 42 
communications processors were used as distrib­
uted processing nodes; in this year's survey, 27 of 
the 65 products perform that function. All of the 
processors perform protocol conversion. 
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IBM's Systems Network Architecture (SNA) 
is the company's master plan for communications 
with and among IBM computers, terminals, and 
office systems. It is also the company's vehicle for 
interconnection with other industry-standard net­
works, such as X.25. Without the capability to 
communicate with IBM equipment, a product 
starts its life cycle at a disadvantage. Aware of the 
importance of penetrating the IBM world, vendors 
have incorporated support for SNA into 44 of the 
64 products included in the survey (see Figure 1). 

Open Systems Interconnection (OSI) emerged 
in the late '70s as an attempt by the International 
Organization for Standardization (ISO) to resolve 
compatibility issues. The OSI model for open ar­
chitecture consists of seven layers. Many vendors 
have released products that conform to OSI re­
quirements. In the communications processor 
field, however, OSI conformity does not appear to 
be a driving force. Of the 64 products in the sur­
vey, only 23 adhere to OSI specifications. 

The X.25 Recommendation of the CCITT 
was developed in response to the need for a stan­
dard interface between packet-switching networks. 
The X.25 standard enables terminals and comput­
ers to be connected to public and private packet­
switching networks. More than half of the 
communications processors in the survey conform 
toX.25. 

Vendor Strategies 

Amdahl 
In April 1990, Amdahl enhanced both 4745 mod­
els with 4M bps token-ring adapters, extended the 
memory capacity to a total of 8M bytes, extended 
the channel connectivity of both models to support 
up to four active channel adapters in the base 
frame, and extended the Integrated Switching Ar­
chitecture (ISA) with automatic backup capabili­
ties. The base prices of the 4745 models have not 
changed since November 1989. 

IBM 
The IBM product line currently consists of the 
3745 Models 130, 150, 170,210, and 410. 

IBM 3745 Models 130,150, and 170 com­
plete IBM's front-end processor line at the low end. 
Model 130 accommodates four 4M bps or 16M bps 
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Token-Ring interfaces, two T1lines, and four host­
channel links. Model 150, a remote line concentra­
tor, supports 16 communications ports operating 
at speeds up to 256K bps, two 4M bps or 16M bps 
Token-Ring interfaces, and one TIline. Model 
170, a general-purpose controller, supports up to 
112 lines at speeds up to 256K bps, two 4M bps or 
16M bps Token-Ring interfaces, and two Tllines. 

IBM 3745 Model 210 and Model 410 are 
high-end models. The Model 210 has a single Cen­
tral Control Unit (CCU) and is field upgradable to 
the Model 410. The Model 410 has two indepen­
dent CCUs, each capable of running a separate 
Network Control Program (NCP). Both the Model 
210 and 410 support 16 or 256 hosts with token­
ring simultaneously, and up to 896 medium- and 
high-speed lines. In the third or fourth quarter of 
1991, IBM is expected to add DS3, FDDI, and ES­
CON networking support to the 3745 Communica­
tions Controller, making the 3745 front-end 
processor a key piece in IBM's networking strategy. 
Other enhancements to the 3745 are expected 
sometime during 1991. 

NCR Network Products Division 
In 1990, NCR added one new system and replaced 
all the A models with B models. 

The new model, the NCR 5645-B, was an­
nounced in August 1990. This new communica­
tions processor supports up to four T1links, 128 
lines, four channel-connected hosts, 4M to 16M 
bytes of main storage, 80M bytes of fixed disk stor­
age capacity, and support for up to 12 TCP/IP 
Ethernet LANs and up to 16 token-ring LANs. All 
of the line, LAN, and host connectivity maximums 
cannot be achieved simultaneously. 

The product line now consists of the NCR 
5645-B, NCR 5655-B, NCR 5665-B, and NCR 
5675-B. NCR enhanced the models by changing 
the physical size, number of components, and 
power and cooling requirements. 

NCR also improved the processors' hardware 
design: Instruction Execution Unit (lEU) has been 
added on a single, 60,000-gate VLSI CMOS chip; 
cache and main storage are now on a single Printed 
Circuit Board (PCB); the total number of PCB 
components has been reduced from 36 to 6; the 
system cabinet size has been reduced from 9.9 to 
4.67 square feet; the bulk power supply is now 
silicon-based technology; and a Local Communica­
tion Interface (LCIF) allows direct attachment of 
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Indicates the number of communication pro­
cessors, scored on this year's survey, that 
comply to the standards and architectures fea­
,ured above. 

X.25 

rack-mount, 16-line communications bases and 
network interface adapters for low-end systems 
that have no switching requirement. 

Unisvs 
The newest models to Unisys' communications 
processors product line include the DCPI25, DCPI 
35, and DCPI55. In 1990, Unisys enhanced the 
DCP/5, DCP/15, DCP/30, and DCP/55. The en­
hancements made to communications processors 
include support for power-on-pluggable line mod­
ules, redundant 10M power supplies, high­
performance 10M capability, three input/output 
Processors (lOPs) in a single input/output Module 
(10M) (DCP/50 and DCP/55 systems only), a 
newly designed Maintenance Control Feature 
(MCF), and an improved power control feature. 

Future Directions 
As long as vendors prime their products for the 
needs of the '90s, the communications processor 
market will experience a steady but not spectacular 
growth. As front-end processors, these machines 
perform important tasks. As remote concentrators 
and nodes in networks, they perform functions that 
are not about to become obsolete. 
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It is doubtful that many newcomers will ar­
rive on the communications processor scene. Most 
of the market belongs to IBM, NCR, Unisys, and 
Amdahl. Taking on these giants is not likely to ap­
peal to start-up companies, which would probably 
prefer entering a more dynamic field with more 
possibilities. 
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Most of the activity in the communications 
processor field will come from the big four. Cur­
rently, NCR and IBM appear to be sparring with 
each other for supremacy, while Amdahl appears 
to be banking on the ongoing success of its 4745 
communications processor .• 
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In this report: Synopsis 

Technology Editor's Note 
Basics............ ....... .... '2 This report examines the technology 

of communications processors. For 
Products........ ...... ..... '4 information on the market, see 

"Communications Processors: Mar-
Selection ket Overview"; for comparison col-
Guidelines ................. ,6 umns detailing the features of key 

products, see "Communications Pro­
cessors: Comparison Columns." 

Report Highlights 
The term "communications 
processor" describes not only a spe­
cific category of equipment but also 
systems that perform communica­
tions processing functions and other 
services. Datapro's definition of 
communications processors covers 
multifunctional, intelligent systems 
dedicated to communications and 
serving as nodes in a network. These 
systems generally include three basic 
types of products: front-end proces­
sors, intelligent switches, and remote 
concentrators. 

In the late 1970s, IBM's SNA and 
the ISO's OSI model advanced data 
communications as a function sepa­
rate from applications processing. 
SNA and OSI defined a network as a 

-By Barbara Rinehart 
Associate Editor/Analyst 

@ 1991 McGraw-Hili, Incorporated. Reproduction Prohibited. 
Datapro Information Services Group. Delran NJ 08075 USA 

physical entity, separate from its par­
ticipating hosts and terminals. The 
implementation of a physically sepa­
rate communications function oc­
curred through a system of small 
dedicated computers. Users placed 
these communications processors at 
the front end of a mainframe or al­
lowed them to function indepen­
dently as concentrators and switches 
within their architectures. 

In most communications processors, 
under the direction of the CPU, 
some components perform functions 
for the whole communications pro­
cessor, while others perform func­
tions for specific groups of lines. 
Among the former are host inter­
faces, input/output (1/0) processors, 
reference clocks, and operator inter­
faces. Among the latter are the pro­
cessor's line bases and line sets. 

There are two kinds of network ar­
chitectures: those for communica­
tions among computers and 
terminals from a specific vendor, 
and those for open communications 
regardless of the vendor of the com­
municating devices. 

This report discusses communica­
tions processor design, evolution, 
and position in modern network ar­
chitectures. It concludes with Selec­
tion Guidelines for users. 
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Analysis 

Technology Basics 
The definition of a communications processor var­
ies greatly. Network designers hold one view of 
what a communications processor does, but equip­
ment manufacturers hold another. The term "com­
munications processor" has covered equipment 
ranging from an IBM 3745 to a four-port packet 
assembler/disassembler (PAD). 

A network designer believes that a communi­
cations processor should set up connections to 
transmit and receive data, multiplex and demulti­
plex data, frame and unframe messages, perform 
error correction and protocol conversion, choose 
transmission routes, and collect performance and 
traffic statistics. Unfortunately, this definition has 
led many manufacturers to classify their protocol 
converters, PADs, terminal controllers, and multi­
plexers as communications processors. Manufac­
turers consider communications processors as 
devices that connect terminals to networks and 
maintain control through changing network condi­
tions. This concept clouds the definition of the 
equipment-an IBM 3745 and a protocol con­
verter do not belong in the same category. 

Datapro defines a communications processor 
as a multifunctional, intelligent device dedicated to 
communications and serving as a control point, or 
node, in a data communications network. It func­
tions as a front end to a mainframe, as an intelli­
gent switch, or as a remote concentrator. As a 
front-end processor (FEP), the communications 
processor acts as a peripheral device locally at­
tached to one or more large computers, relieving 
them of the overhead involved in message han­
dling and network control. An intelligent switch 
routes messages among the network's various end 
points and participates in the network's control 
and management, either under the control of a 
master (usually front-end) processor or as a peer of 
other intelligent switches. A concentrator controls a 
community of terminals, clusters of terminals, or 
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distributed applications processors; gathers, 
queues, and multiplexes their transmissions onto 
one or more high-speed network trunks; and partic­
ipates in the network's control and management, 
either under the direction of a master processor or 
as a peer of other concentrators and switches. 

Network Architectures 
In general, there are two kinds of network architec­
tures: those designed to provide communications 
among computers and terminals from a specific 
vendor, and those designed to provide open com­
munications regardless of the vendor of the com­
municating devices. 

Mainframe vendor architectures include 
IBM's SNA, Bull's DSA, and Unisys' BNA and 
DCA. Open architectures include the CCITT X.25 
packet-switching specification and several 
"transparent" network schemes marketed by com­
munications vendors. The communications proces­
sor plays an important part in vendor-specific and 
open architectures. The International Organization 
for Standardization (ISO) reference model for 
Open Systems Interconnection (OSI) provides a 
framework in which to examine the functions per­
formed by communications processors in different 
kinds of network architectures. 

Mainframe Architectures 
In network architectures designed by mainframe 
vendors, the communications processor functions 
most often as a front end and controls communica­
tions in conjunction with one or more software 
systems in the host computer. In general, the front­
end processor handles the Data Link through Ses­
sion layers of the ISO model, with host software 
implementing the Presentation and Application 
layers. The activity in the layers varies, depending 
on the architecture. In Unisys' DCA, the DCP­
Series front end controls many Presentation layer 
functions, while in IBM's SNA, the host's access 
method (along with software residing in the termi­
nal controllers) handles communications down to 
the Session layer, with the 37XX front end acting 
almost as a channel-attached packet switch. The 
range of control assigned to front-end processors in 
other mainframe architectures varies between 
those extremes. 

In all mainframe architectures, the same com­
munications processor models that serve as front 
ends also function as intelligent switches and as 
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A communications processor can function as a front end for one or more host computers, as an intelligent 
switching node not attached directly to any applications equipment, or as a remote terminal concentrator. 

remote concentrators. In these functions, the com­
munications processors usually appear in smaller 
configurations than they do as front ends. Commu­
nications processors working in mainframe archi­
tectures also perform intelligent gateway functions. 
In this application, the communications processor 
provides the interface between the mainframe net­
work and communications facilities outside the 
architecture, particularly public, packet switched 
data networks using X.25 protocols. 

Open Architectures 
In an open architecture, such as X.25, the commu­
nications processor serves as an intelligent packet 
switch, implementing the Data Link through 
Transport layers via a uniform set of complemen­
tary protocols. Designed specifically for public 
data networks, X.25 protocols establish virtual cir­
cuits, or logical paths through the network, for de­
vices from any vendor. Communicating devices at 
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either end of the virtual circuit must handle the 
Session, Presentation, and Application layers ac­
cording to their own protocols. 

In a public network, the network provider is 
responsible for network management. The X.25 
communications processors in such a network, 
therefore, carry a heavy load of access, error, and 
class-of-service control, along with provisions for 
statistically recording traffic and usage data for 
individual users. 

Communications processors operating in full­
scale X.25 configurations seldom perform gateway 
functions. The user must comply with the net­
work's protocols, either through X.25 software re­
siding in a participating host or its front-end 
processor, or through a packet assembler/ 
disassembler (PAD) that handles the Physical and 
Data Link layers of the architecture. 

Vendors offer transparent architectures as 
low-cost alternatives to mainframe architectures 
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and X.25 implementations. These architectures are 
usually stripped-down versions ofX.25 without the 
network administration and class-of-service over­
head necessary to operate a public or large private 
network. In these architectures, the communica­
tions processor functions primarily as a switching 
concentrator, providing services at the Data Link, 
Network, and Transport layers. Most of these con­
centrators evolved at the high ends of lines ofsta-­
tistical multiplexers, adding the crucial routing and 
flow control features that qualify them as commu­
nications processors. Some of these products offer 
integrated network management functions, such as 
error logging and performance statistics, but most 
rely on separate, complementary network manage­
ment systems for these functions. 

Evolution of the Communications Processor 
Two developments in the late 1960s provided the 
technical base for the modem communications 
processor: the minicomputer and ARPAnet. The 
minicomputer performed a number of functions 
more efficiently than a mainframe and supplied 
the bus architecture that gave communications 
processors modularity and flexibility. ARPAnet, 
the first large-scale packet switched data network, 
produced the fundamental design principles for 
current data communications architectures. From 
these principles originated the intelligent virtual 
circuit switch, the first functional communications 
processor. 

A later development in minicomputer appli­
cations created the distributed processor, a small 
computer dedicated to part of a larger application 
that performed communications with its peers in a 
distributed network. Distributed processing con­
tributed the idea of intelligent communications 
handling under software control. 

The lower cost of dedicated processing in 
small computers made feasible the idea of dedicat­
ing a small computer to off-load intelligent com­
munications handling from the mainframe. The 
first intelligent front ends, such as IBM's 3704, 
predate modem network architectures and, to a 
large extent, made such architectures possible. 

The microprocessor also contributed to the 
development of the communications processor. 
The advent of inexpensive silicon intelligence en­
abled designers to implement the hierarchical 
scheme of the typical communications architecture 
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in hardware, with dedicated microprocessors per­
forming low-level functions and reporting to larger, 
more complex processors at higher levels. Indeed, 
some line bases in present-day communications 
processors are programmable, receiving downloads 
from the units' CPUs that describe protocol and 
synchronization. Some systems comprise entirely 
redundant, microprocessor-controlled modules 
that perform the functions of other modules, using 
the proper software load. 

Products 
Front-end processing is the most difficult task per­
formed by a communications processor. In a large, 
complex network governed by one or more main­
frame hosts, a front end must perform the follow­
ing: physical transmission and reception of data; 
data buffering and queuing; multiplexing; message 
framing and unframing; control transmission er­
rors; message sequencing; protocol conversion; 
message pacing and flow control; message or 
packet assembly and disassembly; route selection; 
session establishment and disconnection; and data 
formatting. 

Intelligent switching is slightly less complex. 
When acting as a dedicated switch, the communi­
cations processor does not carry on a running dia­
log with a host computer and is not responsible for 
end-to-end establishment and disconnection of ses­
sions. Still, an intelligent switch in normal opera­
tion must perform several basic functions. 

Since concentration is the simplest task per­
formed by a communications processor, it can be 
confused with less sophisticated, single-function 
devices like statistical multiplexers, protocol con­
verters, PADs, and terminal cluster controllers. 
Indeed, the widespread use of microprocessors and 
the declining cost of silicon intelligence, have en­
abled many devices at the high ends of these lines 
to approach the functions of true communications 
processors. In true communications processing like 
concentration, however, a dynamic process occurs 
that involves feedback from other intelligent de­
vices in the network. Statistical multiplexing, pro­
tocol conversion, and packet assembly/disassembly 
are basically static processes that do not change as 
conditions change in the network. 

An intelligent concentrator participates in the 
control of the network, either under the direction 
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The diagram shows the hierarchical, bus-based architecture of a typical communications processor. Such a pro­
cessor can contain more than one host interface, several I/O processors, and many line bases. Each line base 
serves communications lines of a specific synchronization, speed, and protocol. Each line set serves lines with a 
specific, physical interface. The modular arrangement of line bases and line sets on the processor bus allows 
easy configuration and reconfiguration. 

of a master processor or as a peer of other concen­
trators and switches, receiving status information 
from the network and changing its behavior ac­
cordingly. These changes include accelerating or 
withholding transmissions, initiating diagnostic 
procedures for pathways and devices in its local 
domain, and controlling access to the network 
from its locally attached devices. Some sophisti­
cated terminal controllers, notably IBM's 3174s, 
perform some or all of these functions. 

Design 
The basic design of almost all communications 
processors follows a three-tiered, hierarchical 
plan-a plan that they share in common with digi­
tal PBXs and with a number of other data commu­
nications components. 

The device's central processing unit (CPU) 
with its main memory sits at the top of the hierar­
chy. The CPU controls the communications pro­
cessor's operation according to the rules and 
parameters of its operating software and, in front­
end configurations, in conjunction with instruc­
tions from the host computer. In general, the CPU 
performs addressing, route selection, protocol con­
version, access control, session establishment, 
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application-level formatting, and error logging. It 
also delegates rote operations to subsidiary compo­
nents. 

Front-End Processors (FEPs): Communications 
processors configured as front ends must have at 
least one host interface, which handles communi­
cations between the front-end processor and the 
host's byte or block multiplexer, or selector chan­
nel. The host interface buffers data from the front­
end's CPU, assembles it into parallel bit streams of 
a format specific to the attached host channel, and 
transmits it up the channel to the host. For data 
from the host, it performs the same process in re­
verse. The host interface converts data from the 
communications processor's internal word size to 
that of the host computer. 

Input/Output Processors: Some communications 
processors contain one or more input/output pro­
cessors that transfer data between the CPU and 
attached storage peripherals. In some cases, the 110 
processors arbitrate among the various line bases 
for access to main memory and to the CPU, han­
dling interrupts generated by the line bases or host 
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interfaces to gain the attention of the CPU, or con­
trolling the line bases' and host interfaces' access to 
main memory. In communications processors with 
more than one 110 processor, each I/O processor 
usually controls a set complement of storage units 
or communications lines. 

Reference Clock: The reference clock generates a 
timing signal for other components of the commu­
nications processor. In many systems, the CPU 
performs reference timing. Some systems have sep­
arate reference clocks for timing signals at different 
data rates. 

Operator Interface: The operator interface allows 
an operator to monitor and control the communi­
cations processor and to run diagnostic tests. In 
newer and more sophisticated systems, the opera­
tor interface works under software control from a 
dedicated console, which usually contains a display 
unit and a printer for logging. In older communica­
tions processors, the operator interface works 
through a front panel equipped with manual 
switches and indicator lights. 

Line Bases and Line Sets: All of the aforemen­
tioned devices perform functions that are shared 
among all communications lines; they sit just be­
low the CPU in the communications processor's 
internal hierarchy. On the network side, the "busi­
ness end" of a communications processor, the line 
bases and line sets complete the hierarchy. 

A line base, sometimes called an attachment 
base, interface base, or interface module, handles 
communications at the Data Link layer between 
the communications processor and a group of at­
tached communications lines that share a common 
synchronization pattern, line speed, and (some­
times) protocol. Each line base usually contains a 
dedicated microprocessor that performs framing 
and stripping, message buffering, message sequenc­
ing, synchronization, and error detection under the 
direction of the CPU. Most current communica­
tions processors accommodate from 8 to 32 line 
bases, each of which handles from two to eight line 
sets. 

A line set handles communications at the 
Physical layer between its attached line base and 
from one to eight communications lines. All the 
communications lines attached to a line set must 
use the same physical interface at approximately 
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the same data rate. The line set handles serializa­
tion of data and interface-level control signaling. 

Parallel Data Bus: All components of the commu­
nications processor communicate with one another 
over a parallel data bus, usually located along the 
backplane or a side plane of the processor's cabi­
net. The physical bus architecture, popularized by 
minicomputer design, supports easy installation 
and replacement of parts. In a hierarchical archi­
tecture, the bus also accommodates easy reconfigu­
ration. To replace asynchronous communications 
over voice grade lines with HDLC communica­
tions over wideband or satellite circuits for a 16-
line segment of a network, a user might need only 
to replace one line base and eight line sets, rather 
than swapping out an entire front-end processor. 
The hierarchical design extends the communica­
tions processor's functionality over time and helps 
to protect the user's investment. Figure 2 shows the 
hierarchical configuration of a generalized commu­
nications processor. 

Selection Guidelines 
The principal advantage of a communications pro­
cessor as a networking tool is the physical and logi­
cal separation of the networking function from the 
applications of its end users. Whatever its architec­
ture, such a network functions for any application, 
grows in size without qualitative change to accom­
modate new applications, and runs new applica­
tions through the installation of relatively 
standard, intelligent components. The user need 
not redesign and rebuild a modular network to 
change the network's ultimate purpose. 

Programmable, software-controlled commu­
nications processors are especially useful tools in 
standalone networks because they accommodate 
not only changes in application but also the effects 
of technical progress. A software-controlled com­
munications processor with a good design can sur­
vive breakthroughs in networking techniques 
through relatively simple upgrades. The 
microprocessor-controlled line bases, and even line 
sets, provide an even more flexible buffer against 
obsolescence. 

In operation, a network controlled by com­
munications processors survives the total failure of 
one or more of its host processors. In a multihost 
network, front-end processors switch users from 
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applications in a failed host to similar or identical 
applications in a backup host, perhaps elsewhere 
on the network. In a single-host network, a func­
tioning front end allows service to degrade grace­
fully in the event of a host failure, sometimes 
allowing users to terminate their tasks before total 
system failure or allowing communications among 
distributed application processors in the absence of 
the controlling host. 

The communications processor still fulfills its 
original purpose: relieving the host of the overhead 
generated by keeping track of a network. Today's 
networks are orders of magnitude more complex 
than those of the mid-1970s when the first commu­
nications processors appeared. Thanks to the de­
clining costs of memory and processing power, 
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many oftoday's communications processors are 
faster and more powerful than mainframes of that 
era. 

The complexity of communications proces­
sors, however, poses problems. In an era of user­
friendly hardware and software, the 
communications processor remains a device hospi­
table only to trained engineers. Most require pro­
grams written in an arcane, Assembler-level 
language, sometimes (but not always) with the ben­
efit of pregenerated macros in the host access 
method .• 
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In this report: Synopsis 

Vendors ................ .... 2 Editor's Note 
For information on the communica-

Comparison tions processor market, see "Com-
Columns.................... 5 munications Processors: Market 

Overview"; for information on com­
munications processor technology, 
see "Communications Processors: 
Technology Overview." To assist 
readers in researching the communi­
cations processor market, this report 
contains comparison columns listing 
the principal characteristics of 65 
products offered by 28 vendors. 

In the Comparison Column Entry 
Descriptions, we have briefly de­
scribed and defined the characteris­
tics featured in the columns. We 
suggest that the reader become famil­
iar with the descriptions of the en­
tries before reading the columns. 
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The vendors furnished information 
for the columns during January and 
February 1991. When a vendor did 
not provide information for a spe­
cific entry, and we could not locate 
that information in our files, we have 
listed "Vendor did not specify" on 
the appropriate line. Datapro wishes 
to thank the vendors for their coop­
eration. 

In addition to the lines allocated for 
vendors to indicate specified infor­
mation for their models, we have 
added space at the bottom of the col­
umns for vendor notations about 
options or special features of their 
products. 

The absence of any company or 
product from these columns means 
that the company either failed to re­
spond to our repeated requests for 
information or declined to be part of 
the survey. 
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Vendors 

Amdahl Communications 
1250 E. Arques Avenue, MS: 276 
Sunnyvale, CA 94088 (408) 746-6000, (800) 233-8489 

Apertus Technologies 
7275 Flying Cloud Drive 
Eden Prairie, MN 55344 (612) 828-0300 

Bull HN Information Systems, Inc. 
Technology Park, 2 Wall Street 
Billerica, MA 01821-4199 (508) 294-7000 

Carse, Woodworth and Associates Int'l. 
15750 Winchester Boulevard, Suite 104 
Los Gatos, CA 95030 (408) 395-2000 

Commtex Inc. 
1655 Crofton Boulevard 
Crofton, MD 21114-1341 (301) 721-3666 

Computer Communications, Inc. 
2610 Columbia Street 
Torrance, CA 90503 (213) 320-9101, (800) 421-1178 

Computer Designed Systems 
14050 21st Avenue N. 
Minneapolis, MN 55447 (612) 553-2042 

Computer Logics Ltd. 
31200 Carter Street 
Solon, OH 44139 (216) 349-8600, (800) 354-059 

Computer Network Technology Corp. 
6655 Wedgwood Road 
Maple Grove, MN 55369 (612) 420-4466, (800) 638-8324 

Computerm Corp. 
100 Wood Street 
Pittsburgh, PA 15222 (412) 391-7804, (800) 873-0303 

Concurrent Computer Corp. 
106 Apple Street 
Tinton Falls, NJ 07724 (908) 758-7000, (800) 631-2154 

Control Data Corp. 
Computer Products Div. 
8100 34th Avenue S., P.O. Box 0 
Minneapolis, MN 55440 (612) 853-8100 

Emulex Corp. 
3545 Harbor Boulevard, P.O. Box 6725 
Costa Mesa, CA 92626 (714) 662-5600, (800) 854-7112 
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Encore Computer 
6901 W. Sunrise Boulevard 

Data Networking 

Fort Lauderdale, FL 33340-9148 (305) 587-2900 

International Business Machines Corp. (IBM.) 
Old Orchard Road 
Armonk, NY 10504 
Contact your local IBM representative. 

Lemcom Systems, Inc. 
2104 W. Peoria Avenue 
Phoenix, AZ 85029 (602) 944-1543 

Micom Communications Corp. 
4100 Los Angeles Avenue 
Simi Valley, CA 93063-8100 (805) 583-8600 

Morning Star Technologies 
1760 Zollinger Road 
Columbus, OH 43221 (614)451-1883, (800) 558-7827 

NCR 
2700 Snelling Avenue N. 
St. Paul, MN 55113 (612) 638-7777 

Netlink, Inc. 
3214 Spring Forest Road 
Raleigh, NC 27604 (919) 878-8612, (800) 638-5465 

Periphonics Corp. 
4000 Veterans Highway 
Bohemia, NY 11716 (516) 467-0500 

Simpact Associates, Inc. 
9210 Sky Park Court 
San Diego, CA 92123-4302 (619) 565-1865, (800) 448-4188 

Systech Corp. 
6465 Nancy Ridge Drive 
San Diego, CA 92121 (619) 453-8970 

Thomas Engineering Co. 
2440 Stanwell Drive 
Concord, CA 94520 (415) 680-8640, (800) 832-8649 

TIL Systems, Inc. 
225 Stedman Street, Suite 27 
Lowell, MA 01851 (508) 970-1189, (800) 752-1736 

Tri-Data Corp. 
3270 Scott Boulevard 
Santa Clara, CA 95054 (408) 727-3270, (800) 874-3282 

Unisys Corp. 
P.O. Box 500 
Blue Bell, PA 19424 (215) 986-4011 
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Entry Descriptions 

Computer Svstems PU Type 1, PU Type 2, PU 
Interfaced Type 4, and PU Type 5. 
Manufacturer/Models. If 

Remote Line Concentra-processors serve IBM 
tor. A "yes" response and plug-compatible 

mainframes, the vendor indicates that the proces-

indicated that information sor can serve as a line 

here. Vendors of proces- concentrator located re-

sors operating in open motely from any host pro-

network architectures cessor in its network. 

also listed the computers Max. Hosts Served by 
interfaced here. One Concentrator. Since 

Direct Attachment of many concentrators can 
serve more than one host, Host. This entry distin-

guishes between a front- vendors noted the maxi-

end processor and a mum number here. 

network processor, which Host-Independent Net-
does not connect directly work Processor. Some 
to the host. models can control a net-

Functional 
work based on open ar-

Characteristics chitecture without the 

Front-End Processor. direction of a host com-

The front-end processor puter. 

(FEP) intercepts and han- Host Channel Extender. 
dies communications ac- The architectures of some 
tivities for the host. processors enable them 

to function as host chan-Max. Hosts Attachable to 
nel extenders. FEP. In this space, the 

vendor noted the highest Terminal Controller. The 
number of hosts that can architectures of some 
be channel attached to processors enable them 
the system. to function as terminal 

Max. Hosts Supported 
controllers. 

Simultaneously. This en- Store-and-Forward 
try notes the highest num- Switching. Some proces-
ber of hosts that can be sors can function as 
active at the same time. standalone, store-and-

PU'Type within Network. forward message switch-
ing. This entry indicates the 

physical unit (PU) type Distributed Processing 
within the network. These Node. In addition to their 
devices are also known principal networking func-
as Node Types (NTs). The tions, some processors 
most common types are 
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can support distributed information channels. Oe-
applications. multiplexing restores the 

Network Architecture 
datastream to its original 

Compliance. Some com-
number of channels. 

munications processors Terminal-Initiated Appli-
function exclusively within cation Switching. This 
their vendors' network entry indicates that the 
architectures; others sup- processor, at the termi-
port open architectures nal's request, supports 
such as X.2S. If a proces- the selection of applica-
sor supports no network tions within a session be-
architecture, it may be a tween an attached 
transparent device. terminal and an attached 

Native T1 Support. A 
host. 

"yes" response indicates Dynamic Line Reconfigu-
that the T1 was pur- ration. Vendors noted if 
chased from a carrier and the processor can switch 
is used on an "as is" ba- a session, without opera-
sis. tor intervention, from a 

Number of T1 Lines Sup-
connection with a failed 

ported. Indicates the 
line or component to a 

maximum number of T1 
healthy connection when 

lines supported as well as 
it senses the failure. 

the number of T1 inter- LAN Connectivity. This 
face modules. entry indicates which local 

Communications Line 
area networks (LANs) can 

Capacity 
be connected to the pro-

No. Half-Duplex Lines 
cess or. 

Attachable. In half-duplex Interface to Ethemet 
operation, transmission LAN. If the processor can 
occurs alternately in ei- connect to an Ethernet 
ther direction, but not in Local Area Network 
both directions simulta- (LAN), it is noted here. 
neously. This entry lists 

Protocol Conversion. the number of half-duplex 
Some of the popular lines attachable to the 

processor. forms of protocol conver-
sion are async to 3270 

Highest Line Speed Sup- BSC, async to Uniscope, 
ported (bps). Vendors SOLC to X.2S, and async 
filled in line speeds in bits to X.2S. 
per second (bps). 

Error Control. Some types 
Communications of error control tech-
Features/Functions niques are parity checking 
Multiplexing! with retransmit, parity 
Demultiplexing. Multi- checking, longitudinal re-
plexing refers to the dundancy check (LRC) 
division of a transmission and cyclic redundancy 
facility into two or more check (CRC), and auto-
channels, either by split- matic repeat request 
ting the frequency band (ARQ)-cyclic redundancy 
into narrower bands or by check (CRC). 
allotting a common chan-
nel to several different 
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S,stem along with the communi-
Characteristics cations processor's main 
Processor Type. Some of memory word size, yields 
the processors are propri- the level of data trans-
etary. Other widely used ferred (e.g., byte or 
processors are Tymnet; block). 
Motorola 6800, Z80B, 
MC68010, MC68020; LSI Type of Data Transfer 

11/23,LSI11/73;andln- Supported between 

tel 286, 386, and 486. Memory and Communi-
cation Lines, Mass Stor-

Main Memory Word Size age, and Other 
(bits). In most cases, the Peripherals. In some 
main memory word size is communications proces-
also the width of the pro- sors, only the CPU has 
cessor's internal trans- access to main memory, 
mission path along its and other components 
bus. must interrupt the CPU to 

Main Memory Storage 
read from or write infor-
mation to main memory. 

Capacity (bytes). This 
In others, microproces-

entry lists the capacity of sors in the subsidiary 
main memory in bytes. components share control 
Large main memory ca- of main memory with the 
pacity is useful for trans- CPU and can read and 
mission with high-speed 

write memory on their 
protocols in which large 

own. The latter process is 
blocks of data must be called direct memory ac-
stored for retransmission 
in case of error. 

cess (DMA). 

I/O, Backup, and Diag-
Hard Disk Storage Ca-

nostic Peripherals. Most 
pacity (M bytes). This communications proces-
entry indicates the largest 

sors interact only with 
disk capacity available, their attached hosts and 
usually represented in terminals, relying on host 
megabytes (MB). The 
hard disk provides rapid 

disk systems for storage 

restart and recovery ca-
and on host software for 

pabilities and allows us-
detailed diagnostics. 
Some newer models, 

ers to store multiple 
however, support local 

copies of software. disk storage for control 
Data Transferred across software, traffic, and sup-
I/O Lines. Communica- port information and fea-
tions processors config- ture diagnostic consoles 
ured as front ends for direct operator inter-
transfer data to and from vention. 
the host through an I/O Support for Remote Con-
channel (line). The width, sole. Some processors 
in bits, of the I/O channel, 
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that support local opera-
tors' consoles can also 
support an operator's 
console attached over 
communications lines. 

Support for X.2S Level 3 
Capabilities. X.25 is a 
CCITT recommendation 
that specifies the inter-
face between user data 
terminal equipment (DTE) 
and packet-switching data 
circuit-terminating equip-
ment (DCE). X.25 Level 3 
defines procedures for 
call initiation, data trans-
fer, interrupts, reset, re-
start, and clearing. 

Communications 
Operating Software 
Operating System Imple-
mented in. This entry ex-
plains how the processor 
stores its control pro-
gram: wired directly into 
the hardware, in software 
that must be loaded into 
memory from the outside, 
in firmware (local read-
only memory) on-board 
the processor, or in some 
combination. 

IPL Method. This entry 
indicates how the proces-
sor receives its initial pro-
gram load (IPL): from its 
host processor, from a 
locally attached diskette 
activated by an operator, 
or from on-board read-
only memory. 

User Programmability. 
This entry indicates the 
programming method 
used. 

Data Networking 

Network 
Management/Control 
Diagnostic Tests Sup-
ported. Examples of diag-
nostic tests are remote 
and local loopback, port/ 
link status, and internal 
diagnostics. 

Data Collected. The pro-
cessor can collect data 
relating to traffic loading, 
line outages, line hits, link 
loading, node/link/ 
software status, port sta-
tistics, error rates, 
accounting, trace, and 
events. 

Pricing and 
Availability 
Purchase Price ($). Ven-
dors provided the price of 
the unit, excluding any 
options; monthly mainte-
nance and monthly lease/ 
rental prices may also be 
listed. 

Date of First Commercial 
Delivery. The date on 
which the product 
reached the marketplace. 

Serviced by. Usually the 
vendor offers service on 
an on-site or factory 
repair/return basis. In 
some cases, a third party 
provides the service. 

Comments. This space 
affords vendors the op-
portunity to describe sig-
nificant or unusual 
features, capabilities, or 
applications that are not 
reflected in the standard 
entries. 
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Computer .,.,..... IIIlWfeced 
Manuf.cturer/Modals 

Direct Attachment of Host 

FuncIIonaI CIIIf8CterIItIcI 
Front-end Processor 
Max. Ho.ts Attachable to FEP 
Max. Hosts Supported Simultaneously 
PU Type within Network 

Remotl Una Concentrator 
Max. Hoats Sarvad by Ona Concentrator 
HOlt-Independent Network Processor 
Host Channal Extender 
Terminal Controller 
Store-and-Forward Switching 
Dilltrlbuted Processing Noda 
Network Architecture Compliance 

Native T1 Support 
Number of T1 Unes Supported 
Communications Une Capacity 
No. Half-duplax Unu Attachable 
Highest Une Spaad Supported (bpa) 

Communications Faatures/Functlons 
Multlplaxlng/D8multlplexlng 
Terminal-Initiated Application Switching 
Dynamic Une Reconftguratlon 
LAN Connectivity 
Interface to Ethernet LAN 
Protocol Conversion 

Error Control 

s, .... CIIanIIctertatI 
Processor Type 

Main Memory Word Size (bits) 
Main Memory Stors8: ~ (bytes) 
Hard Disk S~ peclty ( bytes) 
Oats Trens" Acroas I/O Unes 
Date Transferred Batwsen: 
Memory and Communications Lines 
Memory and Ma .. Storage 
Memory and Other Peripherals 

I/O, Backup, and Diagnostic Peripherals 

Support for Remote Con80le 
Support for X.25 Lavel 3 Capabilities 

Communications Operating Software 
Operating System Implemented In 
IPL Method 

U_ Programmability 

Network M • .....-m Control 
Diagnostic THts Supported 

D.ta Collected 

PrIoIng and Av ••• bllIr 
Purch.se PrIce (S) 
Monthly PurcheH (S) 
Monthly La_IRentel ($) 
Date of Rrst Commercial Delivery 
ServIced by 

eo-ta 

Communications 
Processors: 
Comparison Columns 

AmdIIhl Communication. 

4745-110 

370 class mainframe. 

Vas 

Va. 
4 
2 
4 

Vas 
SNA/NCP 
No 
No 
No 
No 
No 
SNA, BSC, X.25 

No 
Not appIlcabia 

84 
258K 

No 
No 
No 
Token-ring 
No 
SOLS to X.25, uync to X.25 

Parity check w/retransmlt 
on error, LAC & CRC 
detection/correction, 
parlty,ARQ-CRC 

Proprietary 

18 
8M 
87 formatted 
Byte, block 

DMA and Interrupt 
DMA and Interrupt 
Interrupt 

FEP consols, diskette, 
patch panel, disk 
V .. 
Vas 

Software 
Download from host, 
Internal seIf-ioad 
No 

Local/remote Ioopback, 
Internal diagnostics, 
problem determination, 
port/line status 

NPA NetVlew statistics 

100,850.00 
303.00 
Not 1PC=bIa 
June 1 
Amdahl 

Runs both NCP-3 or NCP ... 
and NCPoS; runa In 3725 
mode or 3745 mode 

@ 1991 McGraw-Hili, Incorporated. Reproduction Prohibited. 
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Communications Controllers 

AmdllhI Communlcellon. AperM Technologle. Bull HN InfonnIIIIon 
.,....., Inc. 

4745-210 Deta 818rlOOO DATANET 1/01 DPS 7000 

370 clu. mainframe. IBM E various unix Bull DPS 7000 

Vu Vu Yes 

Va. Vendor did not specify Vu 
8 Vandor did not specify 1 
8 Vandor did not specify 1 
4 2 5, DBA noda/FE to hOlt 

Vandor did not specify Vas No 
SNA/NCP daflned 8 or more 1,000 
No Vu No 
No No No 
No Vu Yea 
No No No 
No Vu No 
SNA, BSC, X.25 SNA, BSC, TCP/IP BSC, OSI, X.25, DBA 

No V .. Vendor did not specify 
Vandor did not specify 4 Not applicable 

258 12 or more 15 
258K T-1 84K 

No No Vu 
No Vu Vu 
No Yea Yea 
4MB Tokan-rIng, Ethernet Ethernet 
No Yes No 
SOLS to X.25, uync to X.25 ~ to 3270 BSC, asyne to 

X. ,3270 to Async 
Async, VIP, DSC, RCI 

Parity check w/retransmlt LAC & CRC ParIty check w/retransmlt 
on error, LAC & CRC detectIon/correctIon on arror, LRC & CRC 
detection/correction, detection/correction, 
parity parity 

Proprlatsry Intel 288, ::y,ncmetrIc Proprietary 
Multlprocasa ng 

18 18, 2M/module 18 
8M 2M 2M 
87 formatted 40 Not applicable 
Byte, block Byte Word, 38 bit 

DMA and Interrupt DMA, DMA and Interrupt DMA and Interrupt 
DMA and Interrupt DMA and Inb!rrupt Vendor did not specify 
Interrupt DMA and Interrupt DMA 

FEP console, diskette, Dlakatta, disk FEP console, diskette, 
patch panel, disk holt/malnfreme 
V .. Yes Ve. 
Ves No Yes 

Software Software Software, ftrmware 
Download from hOlt, Manual load, Internal Downlosd from host, IPL 
Internal self-load self-load, IPL dlakatta diskette, tale-load 
No No No 

LocaI/ramOII Ioopback, Local/remote loopback, Local/remote Ioopback, 
Internsl dlagnoatlca, Internal dlagnoatlca, Internal dlagnoatlca, 
problem detsrmlnatIon, problem determination, problem determination, 
port/Ilne ststus port/llne status portJIlne atstus, network 

management 
NetVlew/NPA Noda/llnk/aoftware status, Tratllc loading, 

line outages, pori noda/link/eoltware status, 
stetlstlce, trace, evente, accounting, Iina outages, 
link loading pori statistics, trace, 

error rates, events, link 
loading 

132,000.00 5K-50K 12,000.00 
319.00 Vendor did not specify 150.00 
Not applicable 
June 1988 

Vendor did not apeclfy 
June 1989 

Vendor did not apeclfy 
Saptambar 1987 

Amdahl Apartus Technology Bull Worldwide Info Sya 

Runs NCP-3 or NCP-4 and 
CommunIcatIons _ 

NCN; runs In 3725 mode or provIdH various host 
3745 modi _. by I8rmlnall (3270 

aeync) 
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l1li HN 1'''-lI0II 
.,........Inc. 

DATANBT 1/10 

COnIpuIIr .,..... InIIrfaced 
Mlnuf8cllnrJModIIl Bull DPS7, DPS7000, DPSI, 

OPSlOOO, OPS8l, DPS80, 
OPS9000 

Dnot AtIIIChmant of Holt V .. 

.......... CIIanIGtIIIIIII 
FI'OIIHnd "-tor VII 
MD. Hoeta AttIChIbII to FEP 1or2 
MD. HOItI 8upportad SImuItInaouIIy 1or2 
PU Typa within NIIIWOI'Ic DSA node 

RImoIe LIM ConoenIIItor VII 
MD. Hoeta SIIMId by Ona ConoIIntretor 1,000 
HoIt-IndIpIndIInt NI\work "-tor V .. 
Holt Channel Extander No 
TIIIII'IInII ControIIar V .. 
81onHnd-FOIWII'd Switching No 
DIatrIbutad ProceasIng Noda No 
NI\work An:hItIIctIn CompIIano8 BSC, OSI, DSA 

.... T1~ Vandor did not 8pacIfy 
Numbar of IJnH Supported Not applicable 
COmmunloItIonI LIne ~ 
No. HaIf-dupiax Un8I Attach 31 
HIghIIt Una 8pHd Supported (bps) 14K 

CommunIcatIona F .. IunII/Function. 
MUltlplaxl:=UItlplaxIng VII 
Tarmlnal-In ApplIcatIon SwItchIng V .. 
~Ic LIM ReoonIIgul'lllon V .. 

Connactlvlly E1hImIt 
I"*'- to EIhImat LAN No 
Protocol Converelon AIync, VIP, DSC, RSI 

Error Control Parity check w/rstrsnsrnlt 
on arror. LAC • CRC 
detactIon/correctIon, 
parity 

.,.... CIIarHIIrIIIIoa 
'"-aorTypa ProprIatary 

Mlln Memory Word Size (bill) 16 
MIIn Memory ~~ (bytes) 2M 
Hard ~ ( bytaa) Not applicable 
Data AcroIS I/O UnH Word (36 bit) 
Data Trensfarred BeIw8en: 
Memory IJId ComrnunIcItIona IJnH OMA,Intarrupt 
Marnory and M ... Storaga Vandor did not 8pacIfy 
Marnory and Other PerIpheral. OMA' 

I/O, Backup, and Diagnostic PerlpheraJa FEP console, hoatfmIInframa 

8upport for Remota ConsoIa Va. 
Support for x.25 Lavel 3 CIpabIIItIea Va. 

CommunlQatlon. OperatIng Software 
OperatIng Syetam Implamentad In Software, firmware 
IPL Method Download from holt, 

tale-Ioad 
u..r Programmability No 

NalwoIk .............. Control 
DtagnoatIc Taeta Supported Local/remota Ioopback, 

Internal ~tIca, 
problem detarrnlna!lon, 
port/llna etatua, nIIIWOI'Ic 

Data CoIIecmd 
managament 
Trefllc loading. 
noda/llnk/Ioftware etatu .. 
aocounttng, line outag8I, 
port atatIatIca, traca, 
arror retas, avanta, link 
loading 

PrIcIng HcI A"....,.., 
PurohUa PrIce ($) 33,880.00 
Monthty Puroh ... ($) 244.00 =" Laaaa/RantII ($) 1,180.00 
Data FIrIt Commercial DIIlvery September 1815 
8arvIcad by Bull Worldwide Info Sya 

CoINnenta 

MAV1881 

Communications 
Processors: 

Data Networking 

Comparison Columns 

lui HN 1'''-lI0II aul HN Information c. .... , Woodworth and 
.,.... .. Inc. .,...... .. Inc. ~Int'l • 

DATANIT 1/20 DATANIT I,. COM/3X CommunICatIOn 
G8teway All TCP\IP UNIX 
Hoeta 

DPS7, DPS7ooo, DPS8. DPS8I. Bul OPS7. DPS7ooo. OPSI, Vandor did not lpaclfy 
OPS80,OPSlOOO,OP~ OPS8000. OPS8I. OPS90, 

OP~ 
V .. VII Ves 

Va. Ves VII 
4 4 1 
4 4 Unlimited 
2, 4, DSA node 2. 4, OSA node PU Type 2.1, LU 6.2 

VII Ves No 
1.000 1,000 Vendor did not specify 
Va. Val No 
No No No 
V .. Vas Vas 
No No Ves 
No No No 
SNA, BSC, OSI, X.25, OSA SNA, BSC, OSI, X.25, OSA SNA, X.25, TCP/IP 

V .. Vas No 
Vendor did not specify Vendor did not specify Vandor did not lpaclfy 

127 127 24 
2.6M 2.5OM 14K 

Vas Vas No 
Va. Ves Vas 
Vas Va. Vas 
EIhIrnet Ethernet Tokan-rlng, Ethernet 
No No Ve. 
SOLS to x.25 SOLS to X.25, lSync, VIP, 

BSC. RCI 
SOLS to X.25, aayne to 
X.25, SNA to TCP/lP 

Parity check w/retrlnlmlt Parity check w/rstrsnsmlt Parity check w/ratransmlt 
on arror. LAC • CRC on error, LRC • CRC on error 
daIectIon/correctIon, detection/correction, 
parity parity 

ProprIetary Proprietary Intel 188, Intal 288, 188, 
388, 486 family 

16 16 16 
2M 2M 16M 
Nona Nona 120M 
Word (36 bit) Word (36 bit) Block 

OMA and Interrupt OMA, Interrupt Vendor did not specify 
Not appHcabia Vandor did not specify Vandor did not specify 
OMA OMA Vendor did not Spaclfy 

FEP conlDle, dlakette, FEP console, diskette, FEP console, diskette, 
Holi/mainframe hosl/malnframa magnetic tapa, printer 
Val Vas Vas 
Ves Ves Vas 

Software, firmware Software, firmware Software, OS/2, Comf3X 
Download from host, IPL Download from host, IPL IPL diskette 
diskette, Tala-Ioad dlskatta, tale-load 
No No No 

LocaI/rarnota Ioopback, Local/remota loopback, Local/remota loopback, 
Intlmll diagnostics, Internll diagnostics, Intamll diagnostics, 
probiam detllrrnlnatlon, problem detarmlnatlon, portfIlna status 
portIIIne etatua, Network portJIlna statu., network 
managamant management 
Trefllc loading. Trame loading, Une outages. port 
nodefHnk/1oftwars statuI, node/llnk/software status, statistics, line hits, 
aooountlng, line outsglS, acoountlng, line outages, arror ratas 
port etatIItIcs, trees, port stall.tIeI, trace, 
error retas, evants, link arror ratas, evants, link 
loading loading 

47,880.00 47,880.00 25,000.00 
829.00 829.00 250.00 
1.840.00 1,840.00 Not appllcabla 
Saptambar 1815 Saptember 1985 s.ptamber 1967 
Bull Worldwide Info 8ye Bull Worldwlda Info Sys CWA 

8NA to TCP/IP Gataway 
supporta seven layer 
protocol translation 
betwaan uaar applications 
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Data Networking 

CompubIr B. __ InIIrfaced 
Manufacturer/Models 

Dnct Attachment of Host 

FunotIonII CIIarace.rIItIca 
Front-end ProoHsor 
Max. HOlts Attachable to FEP 
Max. HOlts Supported Simultaneously 
PU Type within Natwork 

Ramota Una ConoanIrator 
Max. HoltS Served by Ona Conosntrator 
HOIt-independent Natwork Processor 
Holt Channel Extender 
Termlnel Centraller 
Store-and-Forwerd Switching 
DIltributsd Prooseslng Node 
Natwork Archltacture Compllenos 

Netlve T1 Support 
Number of T1 Unes Suppcrtsd 
Communication. Una CapecItr 
No. Half-cluplex Unes Attachllble 
Highest Una Speed Supported (bpi) 

Communication. Festures/Functlon. 
Multlplexlng/Oemultlplexlng 
Tarmlnal-Inltleted Application Switching 
Drnemlc Una RaconfIguretion 
LAN Connectlvlt)' 
InterfeOI to EthIImet LAN 
Protocol Conversion 

Error Central 

...... Chtrecterletlca 
Proosnor Type 

Main Memory Word Size (bItS) 
Main Memory S:-8: Ca~ (bytes) 
Hard Disk Storaga paclty ( bytes) 
Date Transferred Across I/O Unaa 
Data Transferred Between: 
Mamory and Communication. Unes 
Memory and Mall Storaga 
Memory and Other Peripherals 

I/O, Backup, and Diagnostic PerIpherals 

Support for Remota Console 
Support for X.25 Laval 3 Capabilities 

Communications Operating Software 
Operallng Syltam Implemented In 
IPL Method 

UHr Prcgrammablllt)' 

Network Management Control 
DlagnosllC Tests SupportacI 

Data Collected 

PJIcIng and Avahbllltr 
PUrchlH PrIOI ($) 
Monthly Purchase (S) 
Monthly Laua/Rantal ($) 
Data of First Commercial Dsllvary 
ServIOId by 

eo.nm.ta 

Communications 
ProceSSOI'll= 
Comparison Columns 

c-tulnc. 

ex ... om I!xcII8nge 

Two IBM 3270 mainframe. (4 
opt.) and/or any umc 
hOlts (6) 
No 

No 
Not appllcebla 
4 
2 

No 
Not appIlcebIe 
No 
No 
VII 
No 
No 
SNA,BSC 

No 
Vendor did not apecHy 

4 
84K 

No 
Ve. 
No 
Not eppIIcabIe 
No 
~c to 3270 BSC, SOLS to 
X. ,a.ync to X.25, a.ync 
to SNA/SDlC 
Parii)' 

Z8OB, MC68010, HD 84180 

18 
128K,258K,512K,1M 
Not applicable 
Block 

Intsrrupt 
Not applicable 
Interrupt 

Diskette 

Ves 
Ves 

Software 
Intarnal HIf-lOld 

Via u_-Hlected 
parametsrs 

Localframota Ioopback, 
Internal diagnostics, 
prcblem datarmlnatlon 

Una outages, line hits, 
errcr rataa 

4,950.00 
Vendor did not apeeltr 
Vandor did not speeltr 
1982 
IntalOglC Treos 

Unrestricted mix up to 50 
ornc ASCII, & Type-A COIIX 
tarmlnall & pea to acosSl 
two (four opt.) IBM 3270 
mainframe holts, asyne 
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Compublr ConI\IIUnICIIII CompubIr DHlgned .,..... CompuIIIr Logics Ltd. 
Inc. 

Dn ....... ~2IIO/XX CCP 320& 

IBM 370 c1u. IBM, MIPS, Pyrsmld, Unllys 
Motorola 

Ve. Ve. Ve. 

Ve. V .. Ves 
13 4 2 
13 4 2 
2,2.1-8.2 OptIonal 1 thru 5 2 

VII Ve. Ve. 
128 4 Unllmltad 
VII VII Ve. 
Ves VII No 
VII VII Ve. 
Ves Ves No 
Ve. Ves No 
SNA, DECnat, BSC, OSI, SNA, BSC, OSI, X.25 OSI, X.25, TCP/IP 
X.25, Ale, SlC, & TCP/IP 
Ve. V .. Vendor did not specltr 
4 24 Vendor did not speclfr 

258 32 111-11ne expan.1on 
T1 (1.544M) 58K 84K 

VII Ves Ve. 
Ves Ves Ve. 
Ves Ves Ves 
Token-rlng, EthIImet TOken-rIng, Ethernet Vendor did not .peeltr 
Ve. V .. Ve. 
A?;C to 3270 BSC, SOLS to ~ to 3270 BSC, SOLS to Asmch to unlscope 
X. X. ,uync to X.25 

Parii)' chack w/retran.mlt ParI\)' check w/retransmlt lRC & CRC 
on error, LRC & CRC on error, LRC & CRC detection/correction 
datIctIon/corractIcn, datecllon/corractlon 
parii)'. ARQ.CRC 

Prcprletary, Motorola 6800 MC88020, Intsl 286, 388 Concurrent Computer 3205 

18,32 32 32 
No pract. limit 4M 8M 
No practical Hmlt 2.4GB Max. Vandor did not speeltr 
Byte, fHa, blOck Byte, file, block Byte 

DMA and Intsrrupt DMA, DMA and Intsrrupt DMA, Interrupt 
DMA and Intsrrupt DMA and Intsrrupt DMA, or ESI channel 
DMA and Intsrrupt DMA and Intsrrupt DMA, Intsrrupt 

FEP console, diskette, FEP console, dIakatte, FEP conSOle 
patch panel, disk, mag. tape patch penal, disk, mag.tape 
Ves Ve. Vendor did not specltr 
Ves Ves Ves 

Hardware, software Firmware Software 
Download frem holt, manual DownIoId from hOlt, Holt download 
100d, Int.Hif-load, dl.k. Intsmal Hlf-load 
Via uHr-esiected Vie uHr-eslected Via uHr-Hlectad 
parametsrs, via paremeters, via parametsrs 
uHr-created programs, via u_-created programl, via 
conSOle console 

Local/remota Icopback, Local/remota loopbeck, Local/remota loopback, 
Internal diagnostics, Internal diagnostics, Internal dlegnostlcs, 
prcbIem detsrmlnatlon, problem datermlnetlon, portJIlne status 
portfIlne statuI, aldanllva portJIlne status 

Trafllc loading, Traffic loading, Noda/llnkfsoHware status, 
node/llnk/eoftware ItStus, node/llnk/eoftware status, port staUllles 
line outages, port accounting, lina outages, 
1t8IIItIca, trlOl, line port ItStiltIcI, trlOl, 
hits, error ratss, evants, llna hila, error rates, 
link 100ding evants, link loading 

50,000,00 8,500.00 500,000.00 
3,500.00 98.00 300.00 
Contact vandor Not appllc8b1e Vendor did not apeclfr 
Vendor did not speeltr January 1990 1988 
Computsr Communlcstlons Various Computsr logics 

Fully compliant TCP/IP and 
Ethemet support; allows 
for PC LAN Interfaca to 
1100s with fuH UTS 
amw.lIon at each PC 
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CompuIiIr .,..... Inlerfaced 
Manufacturer/Mocleis 

Direct Altschment of Host 

Funcllonal ChIl'8Cllrlatlc8 
Front-end Processor 
Max. Hosts Attachable to FEP 
Max. Hosts Supported Simultaneously 
PU Type within Network 

Remote Uns Concentrator 
Max. Hosts Sarved by One Concentrator 
Host·lndependent Network Proce.eor 
Host Channel Extender 
Terminal Controller 
S1ore-end-Forwerd Switching 
Distributed Proceealng Node 
Network Archltecturs Compliance 

Native T1 Support 
Number of T1 Unee Supported 
Communications Uns CapecIty 
No. Half-duplex Unes Attachable 
Highest Uns Speed Supported (bps) 

Communications Featursl/Functlons 
MultiplexlngfDemultiplexlng 
Terminal-Initiated ApplIcation Switching 
Dynamic Une ReconfIgurstlon 
LAN Connectivity 
Interface to Ethernet LAN 
Protocol Conversion 

Error Control 

SptwnChllI'llOlllll .. 
ProceaeorType 

Main Memory Word Size (bits) 
Main Memory Sto~~ (bytes) 
Hard Disk Storage ( bylal) 
Data Transfem8cl Across I/O Unes 
Date Transfem8cl Between: 
Memory and Communlcatlonl Unes 
Memory and Mass Storage 
Memory and Other PerIpherals 

I/O, Backup, and Diagnostic PerIpherals 

Support for Remote ConeoIe 
Support for )(,25 Level 3 Capabilities 

Communications Operating Softwars 
Operating Syatem Implemented In 
IPL Method 

Uesr Programmability 

Network Management Control 
Dlagnoetlc Teste Supported 

Date Collected 

PrIcIng and AVIIIabIIItr 
Purcheae PrIce ($) 
Monthly Purchase (S) 
MonthJ Lease/Rental ($I 
Date First Commercial Delivery 
Sarvlcad by 

eo--. 

MAV1"1 

Communications 
Proc ... ors: 
Comparison Columns 

Data Networking 

CompuIiIr Network TecIInoIogr ComptDnn Corp. C-rrent CompuIW Corp. C-rrent CompuIiIr Corp. 
Corp. 

CHANNIUInk 3IOOf3IIO a.-.I extIInIIon "'-m·2 "-"' .,... 
IBM S/370 A compat., Cray IBM S/370, and compatibles Concurrent Computer Sarles Concurrent Computer SerIea 
Supercomputers, 3200 3200 
DECJVAX·B1Bus 

Ves Ves Ves Ve. 

No Ves Ves Ves 
8 7 1 1 
8 7 1 1 
All PU types Not applicable Not applicable Not appllclbla 

Ve. Ves No No 
Vendor did not specify 28 Vendor did not .pecIfy N 
Ve. Ve. No No 
Ves Vea No No 
No No No No 
Ves No No No 
No No Vea Vea 
SMA, DECnet, esc, OSI, Trsnsparent OSI, X.25 OSI, X.25 
)(,25, TCP/IP 
Ves Vea No No 
12 4 No No 

16 8 2 8 
100M 1.644M 84K 84K 

Vea No Ves Ves 
No Ve. No No 
Ve. No No Vendor did not epecIfy 
Ethernet, Proprietary Token-rtng, through gateway None None 
Ves No No No 
Vendor did not specify No No No 

Parity check w/retransmlt LRC A CRC LRC A CRC LRC ACRC 
on error, ARQ.CRC detection/correction datecIIon/correctlon datecIIon/correctlon 

MC88020 IBM Sertes/1 and lao Motorola 88000 Motorola 88000 

32 18 32 32 
Up to 10MB 2M 512K 612K 
Vandor did not apecIfy Not applicable Not appllcabla Not applicable 
Block Byts, block Byts Byts 

DMA DMA DMA, Intarrupt DMA, Intarrupt 
DMA None Not applicable Not appllcabla 
Vendor did not epecIfy DMA None None 

Battery, Back-up, RAM FEP coneole, dl8ketta Nons None 

Ves Vea No No 
No No Ves Ves 

Softwars Softwars, flrmwars Flrmwars Flrmwars 
Intamal eeIf-ioad Internal eelf-load, IPL DownlOad from hoat Download from host 

dl.kette, optional 
Via coneole Ueer conllgursble Via ueer-created programs Via ueer-created programs 

Local/remote Ioopback, Intamll dlagnoetica Internal diagnostics Intamal diagnostics 
Intarnel dlagnostlca, 
problem determination, 
portfIlne status 

Trslllc loading, Trslllc loading, line Node/llnk/eoftware etetul, Node/llnk/tIOftware etetus, 
node/llnk/tIOftware status, outage" traca, error accounting, Iins outages, eocountlng, line outages, 
Iins outag88, port rstes, realtime monitor trace trace 
stattetlca, trace, Iins 
hits, error rates, events, 
link lOading 

Contact vandor 73,000.00 4,000.00 6,000.00 
Vendor did not apeclfy 613.00 37.00 58.00 
Vendor did not specify 1,621.00 Not applicable Not applicable 
1887 December 1962 Not avalleble Not available 
StorageTek, IBM Computarm and IBM Concurrent Computer Corp. Concurrent Computer Corp. 

CHANNEUnk delivers Chan.extanaIon suppt. Software environment Software environment 
networking eoIutIona for for print., CRT., check uttRzes OS/32 Rev 8.1.3 or uttllzes OS/32 Rev 6.1.3 or 
data canter consolidation, eortera, Mag tape, and FEPa higher. Procom board la higher. Procom board II 
dleater recovery, muItIplI with IateIllt8-efllclent provided with OS/32 driver provided with OS/32 driver 
date cantara protocols. IUpport support 
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Data Networking 

Computer .,..... Im.rfIcId 
MIIIUfIcIurer/MOdIIl 

DlI'ICIt Attachment of HOlt 

I'IIncIIonII CIIInIcIIrIItIc 
Front_d ProceIlOl' 
MIX. HOlle Atllchable to FEP 
MIX. HOlle SUpported Slmultlnlously 
PU Typa wtthln Network 

Remote Una Concentrator 
MIX. HOSII Servad by One Concentrator 
HOII-Incllpendent NItwork Proceasor 
HOlt Channel Extender 
Termlnel Controller 
Stora-III1d-Forward SwItching 
Dlltrtbuted Pl'OCIIIIIng Node 
Network ArchItecture Compliance 

Native T1 Support 
Number of T1 Unas SUpported 
Communications Una ~ 
No. Heltoduplex Unes Atllche 
Highest Una Speed Supported (bps) 

Communications Festuras/Functtons 
Multlpllxl~DemUltiplexlng 
Termlnal-ln ted Application Switching 
~amlc Una Reoonllguratlon 

Connecttvlty 
Interf_ to Ethemst LAN 
Protocol Convaralon 

Error Control 

8yItIm CIwac1IIrlattce 
Processor Typa 

Main Memory Word Size (bill) 
Main Memory Sto~ Capacity (byIIs) 
Hard DI~ paclty (Mbytes) 
Dell Tnt Aero.a I/O Une. 
DIll Transferrad Betweln: 
Memory and Communications Unes 
Memory and Mess S= 
Memory and Other Perl eral. 

I/O, Backup, and Dlagnoettc Perlphereia 

SUpport for Remote Console 
SUpport for X.211 Level 3 Capabilltin 

Communications Operating Software 
Operating System Implemented In 
IPL Method 

User Programmability 

NeIwork Mlnagement Control 
Dlagnosttc Tnll Supported 

DIll Collected 

Ptlclno and Av.UIbllIty 
Purchan PrIes ($) 
Monthly Purchan ($) 
MonthJ Lease/Rlntsl ($I 
Dete Firat Commercial Delivery 
Servlcad by 

Commante 

Communications 
Proce .. ors: 
Comparison Columns 

ecmcurr.nt Com,"*, Corp. 

8CP .. II1II CommunlCellonl 
"--

ConculTlnt Computer SerIes 
3200 

VI. 

Ves 
1 
1 
Not applicable 

No 
Vendor did not .pecIfy 
No 
No 
No 
No 
VIS 
X.25 

No 
No 

4 
58K 

Ve. 
No 
No 
None 
No 
No 

LRC & CRC 
detectIon/~n 

Motorola 88000 

32 
512K 
Not applicable 
Byte 

DMA, Interrupt 
Not applicable 
None 

None 

No 
Ves 

Flrmwara 
Download from hOlt 

Via user-created programs 

Internal dlagnOlllca 

Node/link/software stetus, 
lOCOuntlng, line outages, 
lraoa 

6,500.00 
12.00 
Not eppllcable 
1987 
ConculTlnt Computer Corp. 

Purchan price Is $8,500 
without software; $7,500 
with software 

@ 1991 McGraw-Hili, Incorporated. Reproduction Prohibited. 
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Control Data Corp. Emula Corp. Encore Computer 

CDCNET 2100 ...... DCP-211 Q88C (QuId Sync Sertel 
Controller) 8521 

Concept 32/87, Concept Control Dall Corporatton! ISA, Micro Channal Pea 
CDCNET 2800 Sertea 2040, Concept 32/97 

Ve. Ves Ves 

Ve. VI. Ves 
3 1 1 
3 8 1 
Not available Not applicable Vendor did not specify 

Ves Ves No 
Unllmllld 8 Vendor did not specify 
Ves No No 
No No Ves 
Ves Ves Ves 
No Ves No 
Ves Ves No 
esc, OSI, X.25, TCP/IP SNA, esc, X.25 OSI, X.25 

No No Ves 
Vendor did not .pecIfy Vendor did not specify 4 

84 8 4 
258K 1M 2.048M 

Ve. Ves Ves 
Ve. Ves Ves 
Ve. Ves Ves 
Ethernst Nona Not applicable 
Ve. No Vendor did not specify 
Async to X.25 A~ to 3270 BSC, SOLS to Not applicable 

X 5, aayne to X.25 

Parity check w/ratrensmlt Parity check w/ratransmlt LRC & CRC 
on error, LRC & CRC on error, LRC & CRC detectlon/corl'lCltlon 
dllsctlon/colTICtIon dstectton/COITIctIon, 

parlty,ARQ.CRC 

MC 88030 Intel 288 Thompson 5025 

18 18 32 
1M·18M 1M 128K 
No dl.k Not applicable Not applicable 
Block Byte Block 

DMA, Interrupt DMA and Interrupt DMA and Interrupt 
Not avellable Not applicable DMA 
Interrupt Shered memory Not applicable 

FEP console Not eppllcable Disk, magnetic llpa 

Ves Ves No 
Ve. Ves Vn 

Software, firmware Software Software 
Download lrom host Download from host Internal sell-load 

No Vie user-created progrems Via user-selected 
parametera 

Local/remote loopback, None Local/remote loopback, 
Internal diagnostics, problem determination, 
problem determlnatton, port/llne stltus 
pori/line stetua 

Tralllc loading, Vendor did not specify Node/link/software status, 
nodeJllnk/software atetus, accounting, line outeges, 
accounting, line outages, port sllttstlcs, events 
port IIItIItiCI, line hila, 
error ralll, avants, link 
loading 

12,000.00 1,895.00 15,000.00 
100.00 Not applicable 67.00 
Vendor did not specify Not applicable Not applicable 
Deoamber 1986 1986 December 1989 
Control Dell Corp. Emulex Corp. Encore Computer Corp. 

A modular multlnode loesl 
area nstwork product with 
extended features Including 
front-and !unci., 
router, fuH X.25 

MAV 1991 
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IntematIonIIl IIuIIneIa 
MIIChI_ Corp. (11M) 

IBM 3741130 

CompuIW .,....... InterfIIced 
Manuflcturer/Models IBM 43XX, 937X, 308)(, 3090 

Direct Attachment 01 HOlt Ves 

FunctIonII Ch~ 
Front-end Procea_ Ves 
Max. Hoata Attachable to FEP 4 
Max. Hoata Supported Simultaneously 258 with token ring 
PU Type within Network 4 

Remote Line Concentrator Ve. 
Max. Hosts Served by Ona Concentrator 258 
HOlt-Independent Network Procal8Or No 
HOlt Channel Extander No 
Terminal Controller No 
Store-and-Forward Switching No 
Dlstrlbutsd Processing Node No 
Network Archltacture Compliance SNA 

Native T1 Support Ves 
Number 01 T1 Una. Supported 2 
Communlcetlons Une Cspaclty 
No. Hall-duplex Llna. Attachable Not applicable 
Highest Une Speed Supported (bps) 1.544M 

Communications Features/Functions 
MUltiplexl::lMDemultiplexing Ves 
Termlnal-ln ated Application Switching No 
Dynamic Un. Reconflguration Ves 
LAN Connectivity Token-rlng 
Interlace to Ethernet LAN No 
Protocol Conversion Ves 

Error Control LRC & CRC 
detectIon/correction 

Svatem ChIracterIstIcI 
ProcasaorTypa Proprlatsry 

Main Memory Word Size (bits) 8 
Main Memory Stor~ Cspaclty (bytss) 8M 
Hard Disk s~e paclty (Mbytss) 67 formatted 
Dets Tranale Acroes 1/0 Unas BlOck 
Dets Transtarred Bstwaan: 
Memory and CommunICations Unea DMA 
Memory and Mals Storage DMA 
Memory and Other Peripherals DMA 

I/O, Backup, and Diagnostic Peripherals FEP console 

Support lor Remota Console Ves 
Support lor X.25 Level 3 Capabilities Ves 

Communication. Oparatlng Software 
Operating System Implemented In Software 
IPL Method Intsrnai self-load 

User Programmability Ves 

NeIWOIk ManaganMnt Control 
Diagnostic Teats Supported Local/remota loopback, 

Intsrnal diagnostics, 
problam datsrmlnatlon, 
portfllna status 

Dets Collected Traffic loading, 
node/link/software status, 
accounting, line outages, 
port statistics, trace, 
line hits, error ratsa, 
events, link loading 

PrIcIng and AVllHabll1ty 
Purchase Price ($) 21,420.00 
Monthly Purchase ($) 220.00 
Monthly Leese/Rentsl ($) Vendor did not .paclfy 
Data 01 Firat Commercial DeUvery 1989 
Serviced by IBM 

Com ....... Contact lOcal IBM rep. 

MAV 1991 

Communications 
Processors. 
Comparison Columns 

IntelllltloMl Iu ....... InIImdoI ... Iu ....... 
MRh ..... Corp. (IBM) MachInM Corp. (11M) 

IBM 3741110 IBM 3741170 

Date Networking , 

I ....................... 
MMIII_ Corp. (IBM) 

IBM 3741210 

IBM 43XX, 937X, 308)(, 3090 IBM 43XX, 937X, 308X, 3090 IBM 8/370, 43XX, 937X, 
3033, 308X, 3080 

Vas Vas V .. 

Yea Ves Ves 
4 4 18 
258 with token ring 258 with token ring 258 with token-ring 
4 4 4 

Ves Vas V .. 
258 258 258 
No No No 
No No No 
No No No 
No No No 
No No No 
SNA SNA SNA, X.25 

Yea Ves Ves 
1 2 18 

32 112 898 
1.544MB 1.544Mb 1.544M 

V .. Vea Yea 
No No No 
Vea Ves Vea 
Token-ring Token-ring Token-rlng 
No No No 
Vea Yes Vea 

LRC & CRC LRC & CRC LRC & CRC 
detectlOn/correctlon detectlon/correctlon detection/correction 

Proprlatsry Proprlatsry Proprlatsry 

18 8 8 
8M Vendordldnotspaclfy 8M, (par CCU) 
67 formatted 87 formatted 87 formatted 
Block Block Block 

DMA DMA DMA 
DMA DMA DMA 
DMA DMA DMA 

FEP console FEP conSOle Vendor did not spaclfy 

Yea Vea Vea 
Yes Vea Yes 

Software Software Softwara 
Intarnal self-load Internal self-load Intsrnal sell-load 

Ves Ves Vea 

Local/remota IOopback, Ves Vea 
Internal dlagnoatlcs, 
problem datsrrnlnatlon, 
portfIlne ststua 

Traffic lOading, Ves Ves 
node/Unk/soItwera ststus, 
acoountlng, line outages, 
port statistics, trace, 
line hits, error ratss, 
events 

31,590.00 26,780.00 147,050.00 
232.00 220.00 310.00 
Vendor did not specify 
1989 

Vendor did not _pacify 
1989 

Vendor did not apaclfy 
March 1988 

IBM IBM IBM 

Contect lOcal IBM rep. Contsct local IBM rap. Max. hosts auppoited 
,Imultaneoualy u8lng token 
ring la 258 

@ 1991 MCGraw-HIli, Incorporated. Reproduction Prohibited. 
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Data Networking 

ConIpuIM' Syeteme lnterlloed 
Menufacturar/Modals 

Direct Attachment of Heat 

I'unc:tIcIMI Chel'llClerlatlcl 
Front-and Processor 
Max. Hoata Attachable to FEP 
Max. Hosts Supported SlmultanllOusly 
PU Type within Network 

Remote Una Concantrator 
Max. Hoata Sarvad by Ona Concentrator 
Host-lndepandent Network Processor 
Host Chennal Extendar 
Tarmlnal Controller 
StoI'II-and·Forward SwItching 
Distributed Procelling Node 
Network Archltac\Ul'II Compllanca 

Native T1 Support 
Number of T1 Unaa Supported 
Communications Una Capacity 
No. Half-duplax Unas Attachable 
Hlghast Una Spead Supported (bpS) 

Communications Features/Functions 
MultlplexlngfDemultlplexlng 
Tarmlnal·lnltlatsd Application SwItching 
~mlc Una Raconflguratlon 

N ConnactlYlty 
Interfaoe to Ethernet LAN 
Protocol Convarelon 

Error Control 

8yetemChel'llca.rtatlcl 
Procaasor Type 

Main Memory Word Slza (bHs) 
Main Mamory Sto~a CapaCIty (bytes) 
Hard Disk Storaga apaClty (Mbytes) 
Date Trenafarred Acroaa I/O LIna8 
Oats Transferred Batwaan: 
Mamory and Communications Unas 
Mamory and M88S Storage 
Memory and Other Peripherals 

I/O, Backup, and DiagnostIC Peripherals 

Support for Remota Conaola 
Support for X.25 Laval 3 Capabilltlaa 

Communications Operating Softwara 
Operating Syatam Implamantad In 
IPL Method 

Usar Programmability 

Network Manapmant Control 
Diagnostic Tasts Supported 

Data CoIIacI8d 

PrIcIng and Availability 
Purchasa Prioa ($I 
Monthly Purchasa ($) 
Monthly Laasa/Rantal ($) 
Date of First CommerCIal Delivery 
Barvload by 

ConImeIa 

Communications 
Proc ...... : 
Comparison Columns 

InllmatlOlllll 811t1111a. 
MacIIInM Corp. (18M) 

IBM 37411 410 

IBM S/370, 43XX, 937X, 
3033, 308)(, 3080 

Vss 

Vas 
18 
258 with token· ring 
4 

Vas 
Up to 258 
No 
No 
No 
No 
No 
SNA, X.25 

Vas 
18 

898 
1.544M 

Vas 
No 
Vea 
Tokan·rlng 
No 
Vas 

LRC &CRC 
datactlon/correctlon 

Proprlatary 

Vandor did not spaclfy 
8M, (per CCU) 
87 formatl8d 
Block 

OMA 
OMA 
OMA 

Vandor did not specify 

Vas 
Vas 

Software 
Internal salf·load 

Vas 

Vas 

Va. 

221,450.00 
538.00 
Vendor did not speCIfy 
March 1988 
IBM 

Max. hoats supported 
slmulten80usly using 
tokan·rlng II 258 

@ 1991 McGraw·HiII, Incorporstsd. Raproduction Prohibited. 
Oatapro Information Services Group. Dalran NJ 08075 USA 

Lemcom 8"eteml, Inc. 

DIeIrIIIutecI Network 
I'rocMlIOr 

IBM 43XX, SOXX, 937X 

Vas 

Vas 
32 
32 
2,4 

Vas 
32 
Vas 
No 
No 
No 
Vas 
SNA,BSC 

No 
Vandor did not specify 

1,024 
84K 

Vea 
Vea 
Vandor did not specify 
Vandor did not speCIfy 
No 
ASroc to 3270 BSC, 88YOO to 
32 0 SOLC 

ParIty check w/retrensmlt 
on arror, LRC & CRC 
dataction/correctlon, 
parity, ARQ.CRC 

MC8809 

32 
4M 
Vandor did not specify 
Byts, block 

OMA end Interrupt 
OMA end Interrupt 
Not applicable 

FEP console, dlskatta 

Vas 
No 

Software 
Internal salf·load 

Via usar·salactad 
parameters, via 
usar-creatad programs, via 
consola 

Local/remota Ioopback, 
Intamal diagnostics, 
problam determination, 
portfIlna status 

Traflle loading, 
noda/llnk/software atatus, 
Ilna outages, traoe, llna 
hItS, error ratas, link 
loading 

18,450.00 
Vandor did not specify 
832.00 
1980 
HOS)HltSchl Data Syatams 

Appears to host as locally 
attached IBM 3274·1A, IBM 
3274-10, or IBM 3737. 
Upgraded version 1988 

3803 11 
Communications Controllers 

L-.n 8yatemI, Inc. Mlcom CammunlcatloM 

DNP 8000 MIcom/MBE 

IBM 43XX, SOXX, 937X 370 01811 malnframas 

Vas No 

Vas No 
18 33 
18 33 
2,4 1 and 2 

Vas Vas 
18 33 
Vea Vas 
No No 
Vas Vas 
No No 
Vas Vas 
SNA,esC SNA, BSC, OSI, X.25 

HOLC, TCPflP 
Vas No 
Vandor did not Specify Vandor did not speCify 

Vandor did not speCIfy 
1,000 Vandor did not specify 
2.0488M 128K 

Vas Vas 
Vas Vas 
Vas Vas 
Tokan·rlng Ethernet 
No Vea 
Async to 3270 BSC, BSC to SOLC to X.25, ~ to X.25 
SOLC aSlanc to 3270, B ,HOLC to 

X. 
LRC &CRC LRC and CRC datactlon/cor· 
detection/correction, 
perlty, ARQ.CRC 

rectlon 

MC88020 Motorola 8800 

32 18 
2M, per MC88020 2M 
Non·volatile RAM Vandor did not specify 
Byte, block Block 

OMA and Interrupt OMA 
OMA Interrupt 
Not avallabla OMA 

FEP consola, dlskatta PC·basad network manage-
mant system 

Vas Vas 
No Vea 

Softwara Flrmwara 
Internal salf·load Internal salf·load 

Via usar-sa1acl8d Vas, via consola 
paramaters, via 
usar-creatsd programs, via 
console 

Local/remota Ioopback, Local/remota loopback, 
Internal dlagnoatlcs, port/llna status, In-
problem determination, ternal diagnostics, 
portfIlna status problem datermlnatlon 

Traflle loading, Tralllc loading, line 
node/llnk/software ststus, outagaa, line hItS, link 
lina outagaa, traoe, line loading, noda/llnkf 
hItS, arror rates, avants, software status port 
link loading statistics, arror rates, 

accounting, tr808, avents 

20,000.00 9,700 
150.00 200 
885.00 Vandor did not specify 
1991 1988 
Hitachi Data Systems Mlcom 

Concurrently usad as Runs NCP-3 or NCP-4 end 
IBM-compatible FEP and NCP·5; runs In 3725 moda or 
RCTCA, 88 concentrator for 3745 mode 
networking IBM compatible 
DES Encryption 

MAV 1991 
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MomIntI- T .... DI •• I .. 

HoIIaoI\ I40V 

CompulW .,... IldIrfaced 
Manufacturer/Modela Board-IeYeI that InItIIII 

In VMEbul UNIX oomputerI 

Direct Attachment of Host V .. 

"-IkInIII Ch~ 
Front-end Proceaaor VII 
Max. HOItI Attachable to FEP Not IppIIcabIa 
Max. HOItI Supported Slmultanaoully Not IppIIcabIa 
PU Type within Natwork 2, SNA or BSC 3270 

Remota Una Concentrator No 
Max. HOItI Served by One Concentrator Vendor did not apacIfy 
Host-Independent Network P_ Val 
HOlt Channal Extendar No 
Tarmlnal Controller No 
Stora-and-Forward SwItching No 
DIatrIbuted Processing Node No 
Network Archltactura CompRance SNA,BSC,x.25 

Native T1 Support No 
Number of T1 Unaa Supported 
Communlcatlona Una CIpacIty 

0 

No. Half-cluplax Unaa Attachable 
Highest Una Speed SUpported (bpi) 

2 fuI: Iinaa 
84K lina 

Communlcetlons Fllturll/Functlons 
MUltiplaxl~DamUltiplaxlng No 
Tarmln .... 1 tad Application Switching No 
Dynamic Una Reconflguratlon VII 
LAN ConnectIVIty Not applicable 
Interface to Ethernat LAN VII 
Protocol Convaralon Not applicable 

Error Control Vendor did not apacIfy 

.,..... Charac1erllllce 
Proceaaor Type 10M Hz 88000 

Mlln Memory Word Size (bite) Vendor did not apecIIy 
Mlin Memory ~ capacity (bytes) 1M,2M::-
Hard Disk Storage paclty (Mbytesl Not evil 
Data Transferred AcrOIa I/O Un8I Frama 
Data Tranafarred Batwaan: 
Mamory and Communlcetlons Unas DMA 
Mamory and Mila Storage Not awlable 
Memory and Other PerIpherals Not aYlilable 

I/O, Backup, and Diagnostic PerIpherals Vendor did not apecIIy 

Support for Remota Conaole Val 
Support for X.25 Leval 3 capabUItlaa VII 

CommunlcaUona Operating Software 
Operating System Implemented In SoIIwara 
IPL Method Sat with Jumpers 

Uaar Programmability VIa uaar-aalacted 
paramatara, via 
uaar-wcl program" via 
conlOle, 

Network Mana.ement Control 
Dlagnolltlc TIItI Supported Local/remota Ioopback, 

Internll cIIagnOItIca 

Data CoUec:tad TraIIIc loading, 
acoounting, port 
1ItatIIItIca, trace, error 
rata. 

PIIcInt and AYliIablIItr 
Purchaaa PrIce ($1 2,880.00 
Monthly PUrch888 ($) Not applicable 
MonthJ Lesaa/Rantll ($I Not applicable 
Data Firat CommercIal Delivery 1988 
SarvIcad by MornIng Star TachnoIogIII 

Commanta Both aerIaI~ porta 
aupport IIgnaI a a 2 
port ribbon cebIa with DB25 
famaIe connaotora. Runs MST 
X.25, SNA, or BSC prot.slt. 

MAV 1991 

Communications 
Proc .. sors= 
Comparison Columns 

Data Networking 

MomIntI .. Tect;aoIogIN Mom .... SIIIr TecImoIcIgln NCR 

HDrIHn 4I2V Horizon 840 NCR II82O-XP 

BoarcI-IeYeI that Inatalla Board-ieval that lnatalla IBM 380/310, 303X, aoex, 
In VMEbuI UNIX computera In Multlbul UNIX computera 3090, 43XX, plus compatible 

Amdahl a Hitachi (NAS) 
VII Val VII 

VII Vaa VII 
Not avillable Not_Mable 2 
Not avillable Not available 2 
2, SNA or BSC 3270 2, SNA or BSC 3270 4,5 

No No VII 
Vendor did not apacIfy Vandor did not specify Throughput dependent 
VII VII No 
No No Val 
No No VII 
No No VII 
No No VII 
SNA,BSC,X.25 SNA, BSC, X.25 SNA, BSC, OSI, X.25 

No No No 
Vendor did not specify 0 Vendor did not apacIfy 

4 fuM-clupiax 8 full-cluplex 84 
84K 84K 58f84K 

No No VII 
No No VII 
VII VII VII 
Not 8Yll1abIe Not available Token-ring, Ethernet, 4Mb 
Yea Ves Ves 
Not avaaable Vendor did not specify ~ to 3270 BSC, SOLS to 

X ,a&ync to X.25 

Vendor did not apacIfy Vandor did not apaclfy LRC a CRC 
datectIon/correction 

MC88020, 20M Hz 10M Hz 88000 Propriatary 

Vendor did not specify 3M optional 32 
1 M, 4M, optional 1 M, atanderd 4M 
Vendor did not apaclfy Vendor did not specify 10M 
Frerna Frame Byte 

DMA DMA DMA and Interrupt 
Not available Not available DMA 
Not avlliable Not available DMA 

Not avaMabla Vandor did not spaclfy FEP console, dlakatte, 
dlak, printer 

VII Vea Yes 
VII Vea V's 

Software Software Softwara 
COnfIgured via aoftwara Sat by wire-wrap Download from holt, manual 

load, Intamal aalf-load, 
VIa uaar_1acIed Via uaar-aalected Via uaar-881ected 
perematera, via paramatere, via peramatarl, via 
uaar-craatad prograrne, via uaar-craatad programs, via uaar-craatad programl, via 
conlOle conaole console 

l.oceI/r8mot8 Ioopback, Local/remota Ioopback, Lcoelfremota Ioopback, 
Intamal dlagnolltlca Intarnal diagnostics Internal dlagnolltlcs, 

problem datarmlnaUon, 
portfIlna atatue 

TraIIIo loading, Trame loading, Tretllc loading, 
acoountIng, port accounting, trace, error noda/llnk/aoftware atatus, 
1ItatIIItIca, tr_, error ratas acoountlng, line outages, 
retaa port statilltlca, trace, 

Iina hits, error rataa, 
sventa, link loading 

3,817.00 2,748.00 Vendor did not specify 
Not applicable Not appllceble Vandor did not specify 
Not applicable Not applicable Vendor did not apacIIy 
1980 1985 1987 
Morning Star Technologies Momlng Star Technologies NCR 

Four aerial sync porta can SerIal sync porta csn be NCR 8500/8500 and 9800 are 
be Indlvld~ lit up for IndlYldually aatup for other computer systams 
eIthar RS- , R~449 aIthar RS-232, R8-422/449 Interfaced 
or V.35 algnll8. Runs ST or V.35 signals. Rune MST 
X.25, SNA, or BSC proLaft. X.25, SNA or BSC prot.alt. 

@ 1991 McGraw-Hili, Incorporated. Reproduction Prohibited. 
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Data Networking 

Computer SyNma IIIIm'fIIcH 
Manur.cturer/Models 

Direct Attachment of Host 

Functional Chal'llcleltlllce 
Front-end Proceaaor 
Max. Hoste AttachelH to FEP 
Max. HOSIe Supported Simultaneously 
PU Type within Network 

Remote Une Concentrator 
Max. HOlte Served by One Conoentrator 
Holt-Independent Network Processor 
Holt Channel Extender 
Terminal Controller 
Store-and-Forwerd SWitching 
Distributed PrOO8lllng Node 
Network Architecture Compllenos 

Nallve T1 Support 
Numbsr of T1 Unes Supported 
Communlcellon. Une Cllpaclty 
No. Half-duplax lines AttlchllH 
Highelt Line Speed Supported (bpel 

Communications Festures/Functtona 
MUlllplexiculllplaxlng 
Terminal-I AppUcation Switching 
Dynamic Une Reconfiguretion 
LAN ConnectMty 
Interr.ca to Ethernet LAN 
Protocol Conversion 

Error Control 

SyNm ChIl'llCl8rlellca 
Processor Type 

Main Memory Word Size (bllal 
Main Memory S:-8: Capacity (bytesl 
Hard Disk Storage apaclty (Mbytesl 
Date Transferred Acroea I/O Un.. 
Date Transferred Between: 
Memory and Communications Un.. 
Memory and Maes Storage 
Memory and Other Pertpherals 

I/O, Backup, and Dlagnoattc Peripherals 

Support for Ramote Console 
Support for X.25 Level 3 CapabilitieS 

CommunlCatione Operating Softwara 
Operating System Implemented In 
IPL Mathod 

User Programmability 

Natwork Management Control 
DiagnostIC Taste Supported 

Date Collected 

PrIcIng and Avltlablilty 
Purchase Price ($1 
Monthly Purchase ($1 
MonthJ Lease/Rentel ($I 
Date First Commerclel Dallvery 
Serviced by 

CaInIMnte 

Communications 
Processors: 
Comparison Columns 

NCR 

NCR ...... 

IBM aetJ/370, 303X, 308X, 
3080, 43XX, plus com~1I1H 
Am~hI a Hitachi (NASI 
Ve. 

Ve. 
4 
4 
4,5 

V .. 
Throughput ~ndent 
No 
Yea 
Yea 
Ve. 
V .. 
SNA, BSC, OSI, X.25 

V .. 
4 

1284 - 9.8K FOX line 
T-l (l.544/2.048MI 

Yea 
Va. 
Yea 
Token-rlng, Etharnet 
Ves 
~ to 3270 BSC, SOLS to 
X. ,esync to X.25 

LRC aCRC 
detactIon/correcIIon 

Proprietary 

32 
IBM 
80 
Byte. IIle, block 

OMA and Interrupt 
OMA 
OMA 

FEP CCIII8OIe, dlak, prtnter 

Ves 
Ves 

Software 
Download from holt, menual 
load, Internal self-load, 
VIa user-selected 
perametara, via 
user-craated programs, via 
console 

Local/remote Ioopback, 
Internal dlagnosttca, 
problem ~Inatlon, 
portIIlne status 

Tramc loading. 
n~flink/aoltware atetus, 
aocounllng, line outagea, 
port ItBIIBIIca, traca, 
line hila, error rates, 
lvente, link loading 

Vendor did not specify 
Vendor did not specify 
Vendor did not spacify 
September 1990 
NCR 

NCR 8500/8800 end 9800 are 
other computer aystems 
Interfaoad 

© 1991 McGraw-Hili. Incorporated. Reproduction Prohlbltad. 
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NCR NCR NCR 

NCR ...... NCRIIII-. NCR 11175-8 

IBM aetJ/370, 303X, 308)(, IBM 380/370, 303X, 308)(, IBM 380/370, 303X, 308)(, 
3090, 43XX, plus com~1I1H 3080, 43XX, plus compdlH 3080, 43XX, plus com~tlble 
Amdahl a Hllachl (NASI Amdahl a Hitachi (NASI Amdahl a Hltechl (NASI 
V .. V .. Ve. 

V .. V .. Ve. 
8 8 18 
8 8 18 
4,5 4, 5 4,5 

Ve. Yes V .. 
Throughput dapendant Throughput dependent Throughput ~ndent 
No No No 
Yea Yes Ve. 
Ves Yes Yes 
V .. Yes Yea 
Ves V .. V .. 
SNA, esc, OSI, X.25 SNA, BSC, OSI, X.25 SNA, esc, OSI, X.25 

Yea Yea V .. 
18 18 24 

512 - 9.81< FOX linas 512 1,024 
T-l (l.544/2.048MI T-l (l.544/2.048MI T -1 (l.544/2.048MI 

Yes Ves Ve. 
V .. Ve. Ves 
V .. Ves Va. 
Token-ring, Ethernet Token-ring, Ethernet Token-ring, Ethernet 
V .. Yea Ve. 
AI~ to 3270 BSC, SOLS to 
X. ,uync to X.25 

A7snc to 3270 esc, SOLS to 
X. ,async to X.25 

~nc to 3270 BSC, SOLS to 
X. ,async to X.25 

LRCaCRC LRC a CRC LRC a CRC 
detection/correction detection/correction detection/correction 

ProprIetary Proprtetery ProprIetery 

32 32 32 
IBM IBM IBM 
80 80 80 
Byte, 1I1e, block Byte, 1I1e, block Byte, 1I1e, block 

OMA, Interrupt, both OMA, Interrupt, OMA. Interrupt 
OMA OMA OMA 
OM" OMA OMA 

FEP conlOle, dl.k, printer, FEP console, disk, prtnter. FEP conSOle, dl.k, printer, 
unlvereal comm. a~pter unlvereal comm. adapter unlvereal cornm. adapter 
Yea Vas Yes 
Ves Yes Ves 

Software Software Software 
Download 1rom host, manual Download from hOlt, manual Download from holt, manual 
load, Internal self-load load, Intamal self-load, 100d, Internal self-load. 
Vie user-selected Via user-aelectad Via user-selected 
~rametera, via parameters, via parameters, via 
user_ted program., via user-created programs. via user-creatad programs. via 
conaole console console 

Local/ramote loopback, Local/ramote Ioopbsck, Local/remote loopback. 
Internal dlagnoatlca, Internal dlagnoBllca, Internal dlagnoattcs. 
problem determination, prolHm determination, problem determination, 
portfIlne stetus porl/llne stetus porI/Ilne stetus 

Trafllc loading, Tramc loading, Trafllc loading, 
~/link/aoftware stetus, node/llnk/aoftware status. ~fllnk/aoftware stetus. 
accounting, Ilnl outages, aocountlng, line outegaa, aocountlng, line ooteges, 
port stetlstlca, traca, port stetistlca, traca, port 1tBIIltlcs, traca, 
line hlte, Irror rates, line hila, error rates, line hila, error rstes, 
evente, link loading evante, link loading events, link loading 

Vendor did not &pacIfy Vendor did not specify Vendor did not specify 
Vendor did not spaclfy Vendor did not specify Vendor did not spaclfy 
Vendor did not spacify Vendor did not specify Vendor did not spaclfy 
Septembsr 1990 AprtII991 April 1991 
NCR NCR NCR 

NCR 8500{8800 and 9800 are NCR 8500/8800 and 9800 are NCR 85OOf8800 and 9800 are 
other computer 8ystem. other computer syatems other computer systems 
Interlaced Interfacad Interlacad 

MAV 1991 
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,....,., Inc. 

INA UnII 

ConIpulw .,.....1 ...... 
Manufaclurer/MOdlll8 IBM (and compatible) SNA 

ho8t8 

Direct Attachment of Host No 

Funcllonal CIIenIctIrIeIIa 
Front-end Proceeaor No 
MIX. Hosts Attachable to FEP VnIor did not Ip8CIfy 
MIX. Hosts Supported Slmultaneoully VnIor did not Ip8CIfy 
PU Type within Network 2, PU 5 

Remote Una Concantrator V88 
MIX. Hosts Served by One Concentrator 2 
Host-Independent Network Proc88IOr No 
Host Channel Extender No 
Terminal Controller No 
Store-end-FIIIWBrd SwItching No 
Dlstrtbutsd Proce88Ing Node No 
Network Archlteclunt Compliance SNA 

Native T1 Support No 
Number of T1 UneI Supported VnIor did not Ip8CIfy 
Communication. Una CapecIty 
No. Half-duplex Un88 Attachable 8 
Highest Un. Speed Supported (bpi) 84K 

Communlcatlona Feetures/Functlonl 
MultlpJlX~ng V88 
Termlne!-I AppIIce1Ion SwItching V88 
Dynamic Una RecontIguralion No 
LAN Connectlvtty Vendor did not Ip8CIfy 
Inlerfaoa to Ethemst LAN No 
Protocol Conversion No 

Error Control Parity check wfre\rBMrnIt 
on error, LRC & CFlC 
deIecIion/oorrecIton 

8' ...... ChaNcterI ... 
Proceasor Type Intel 188, Intel 288, 8088 

Main Memorr Word Size (bits) 18 
Main Memorr S:a8: C8pacIty (byI88) 1M 
Hard Disk =:ye pacItJ (MbyI88) 20 
Data Trana Acr08a I/O Un88 Block 
Data Transferred Between: 
Memorr and Communications Un88 DMA and InIerrupt 
Memorr and Maa. Storage DMA and InIerrupt 
Memorr and Other Peripherals Intsrrupt 

I/O, Backup, and Diagnostic Perlphera18 DIsk 

Support for Remote Conaol8 V88 
Support for X.25 Level 3 CBpabilltl88 No 

Communlcatlona Operettng Software 
Operating SJIt8m Implemented In SofIwIre 
IPL Method Download from host, 

InI8maI aeIf-load 
Uaer ProgramrnablHtr VII uaer-aellcled 

parematerI 

Network ............ ContNI 
Diagnostic T88ts Supported LooaI/remote Ioopbeck, 

Internel dIegnostIca, 
problem dItIrmInatIon, 
portIIIne stIIU. 

Data CoIIacIed Tralllc loading, 
nocIe/llnk/t!oflwanlsteIUI, 
line outIIgIII, port 
1IatIetIoa, traoa, Ina 
hits, error ret88, --. 
IInkloecIIng 

PrIcIng end AvallUllIIr 
Purch ... Prioa ($) 4,100.00 
MonthIJ Purchaae ($) Vendor did not Ip8CIfy 
Montho'T Leaae/Rental ($) VnIor did not Ipedfy 
Date . First Commercial Delivery VnIor did not Ip8CIfy 
Serviced by Dlctsphhone 

CommenII SNA PU and Una 
ConoanI.; Multiple 
host _; lUPP.for 
SNA dlal-ln devIoaI; LU 
priority 1CheduIIng. 

MAY 11111 

Communications 
Proce .. ors: 

Data NetwOrking 

Comparison Columns 

rt.IIInIc, Inc. .... phonIca Corp. .... phonIca Corp. 

INA-Hull VP8 7000 VP8 7100 

IBM (and compatible) SNA 
ho8t8 

IBM 3274 SNA/SDLC/BI8YIIC, 
IBM 5251 SDLe, Aayrrc 

IBM 3274 SNA/SOLe/BIsync, 
IBM 5251 SOLe, Aayrrc 

V.s V88 V88 

No V88 V88 
VIndor did not Ip8CIfy 4 4 
VnIor did not spedfy 4 4 
2, PU5 2 2 

V88 V88 V •• 
Up to 8 4 4 
No V88 V88 
No V88 V88 
No V88 V88 
No No No 
No V88 V88 
SNA SNA, BSC, 88ync SNA, BSC, 88ync 

No No No 
Vandor did not Ip8CIfy can be upgraded can be upgraded 

18 84 84 
84K 19.2K 19.2K 

V.a Vea V88 
V88 Vea V88 
No V88 V88 
Token-rlng Tokan-rlng Token-ring 
No No No 
IBRO 30/40 to SNA. aaync to 
SNA 

Aaync to 3270 BSC Aaync to 3270 BSC 

ParIty check w/retrenamlt 
on error, LAC & CRC 

Vandor did not apeclfy Vandor did not apacIfy 

detection/correction, 
parity 

8088 Motorola 88000/88030 Motorola 88000/88030 

18 32 32 
1M 8M, 32MB voIoa 8M, 32MB voIoa 
Vendor did not apedfy 43MB min.; 800MB max. 43MB min.; 100MB mIX. 
Block B,.. B,.. 

DMA and Interrupt Interrupt Interrupt 
InIerrupt Inlerrupt Intsrrupt 
Vendor did not apacIfy Inlerrupt Interrupt 

FlOM DlakeIte, magnetic tape Dlaketle, dial<. magnetic 
tape 

V88 V88 V88 
No V88 V88 

SofIwIre, firmware Proprletsrr aofIware ProprIetary aoftware 
Download from host InI8mal aeIf-load InI8ma1 HIf-load 

VII 1IIII'-aeIIcIed Via uaar-sallctecl VII u_-aelacled 
paremstlra parameters, via parIITIItIr8, via 

uaer-created programa, via uaar-created programa, via 
conaol8 console 

LooaI/reIIIOIe Ioopback, Local/remote Ioopbeck, LoceI/remol8 Ioopback. 
InIemaI dlagnostlca, InI8mal dlagnosttoa, Intarnal dIagnosttoa, 
problem dItIrmlnatlon, portIIlne status portJIine stilUs 
portIIIne stIlUs 

Tralllc loading, 
nocIe/llnk/IOftw .... statuI, 

Trame loading, 
noda/Hnk/aofIware ItsIUI, 

TraIIIc loading, 
node/llnk/101twere 1te1U •• 

line outIIgIII, port 
stattltlca, traoa, Nne 

Nne outag88, pori 
stattltlca, line hits, 

line outages, port 
1IatIetIoa, line hits, 

hits, error retaa, awnts, error rltea, events error retaa, awnts, link 
link loading loading 

8,000.00 asK to 1501< 36Kto150K 
Vendor did not spedfy Of purch ... prIoa VnIor did not lpeclfy 
VnIor did not spaclfy Vendor did not spacIfy Vendor did not Ip8CIfy 
August 1987 1987 1987 
Dlctsphhone Per\phonIcI Corp. Perlphonlca Corp. 

SNA PU and Una Supports a",log Supports analog telaphone 
ConcentratIon; Host-beaed telaphone conn. & can be conn. & can be expanded 
confg.mang;. LU priority 1Ched. :r,:ed to 84 Hn88 per 

, vocab.& appl.cIaveIop. 
to 84 Nnel per unit, 
vocab. & appl. 

tooIl development 
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CcInIpIar .,. ... Im.rtaced 
Manufacturer/Modell 

Direct Attachment of Host 

~ CharactMatIca 
Front-end Proosssor 
Max. HOIla Attachllble to FEP 
Max. HDIII Supported Simultaneously 
PU Type within Network 

Ramote Una Concentrator 
Max. HDIII Served by One Concentrator 
Host·lndependent Network Proosssor 
Host Channal Extender 
Terminal Controller 
Store-and-Forwlrd Switching 
Dlstributad Proos8slng Node 
Network Architecture Compliance 

Nltive T1 Support 
Number of T1 Unes Supported 
Communications Une Capacity 
No. Half-dupiax Unas Attachable 
Highest Llna Spead Supported (bpS) 

Communications Festures/Func:tlons 
Multiplaxlng!Demultiplexlng 
Termlnal-Inltlstad Application Switching 
Dynamic Una Racontlguretlon 
LAN Connectivity 
Intarfsca to Ethernet LAN 
ProtDCDI Conversion 

Error Control 

8y8I8m Characteristics 
ProoBIIDr Type 

Main Memory Word Siza (bits) 
Main Memory Storage Capacity (bytas) 
Hard Disk Storage Capacity (Mbytea) 
Date Transferred Across I/O Unes 
Date Transferred Between: 
Memory and Communications Lines 
Memory and Mass Storage 
Memory and Other Peripherals 

I/O, Backup, and Diagnostic Peripherals 

Support for Ramote ConIOIe 
Support for X.2S Level 3 Capabilities 

Communications Operating Softwere 
Operating System Implemented In 
IPL Method 

User Programmability 

Network M .... g.m.nt Contral 
DIagnostic Tella Supported 

DIll Collected 

PrIcIng .nd Avellabltty 
Purchase Price ($) 
Monthly Purchase ($) 
Monthly LeIIa/Rentel ($) 
Date of First Commercial Delivery 
Serviced by 

Com ...... 

Communications 
Processors: 
Comparison Columns 

Pettphoillce Corp. 

VPSIOOO 

IBM 3274 SNA/SDLC/Bleync, 
IBM 5251 SDLC, Async 

Yes 

No 
4 
4 
2 

Yea 
4 
Yes 
Yea 
Yea 
No 
Ve, 
SNA, BSC, lIync 

Ve, 
2 

2 T-1 SPANS 
19.2K 

Yes 
Yes 
Ves 
Token-ring 
No 
Async to 3270 esc 

Vendor did not apaclfy 

Motorola 68030/88000 

Vendor did not specify 
8M, 32 voIoa 
4.3MB min.; 8DO MB max. 
Byte 

Interrupt 
Interrupt 
Interrupt 

Diskette, magnetic tepe 

Yes 
Yes 

Proprietary 
Internal self-load 

Vie user-salacted 
parameters, via 
user-craatad programs, vta 
console 

Internal dlagno,tlca, 
pcrt/llne llatua 

Traffic loading. 
node/llnk/software llatua, 
line outages, port 
IlatlBtlca, line hili, 
error ram, events 

150,000.00 
Vendor did not 8pacIfy 
Vendor did not epaoIfy 
1987 
PerIphonlcs 

Connecte directly to 
digital speach natwk. Dr 
dlgltll PBX unit. 
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......... IIoaCorp. ......... MiliCi.., lno. ......... AIeocI8IM, Il1o. 

VP8 IIiIIO CN'IOOO~ 
CommunIcIItIone Network 

ICP1I22 Q.bua .,....... 

...". 

IBM 3274 SNA/SDLC/Blaync, 
IBM 5251 SDLC, Aaync 

All modele of IBM Q-bue syateml 

Yea No Yea 

No Yea Yea 
4 258 Not appIlcabIa 
4 258 1 unit II board laval 
2 Vendor did not lpecify 2, SofIwarI depenclan,t 

Yea Vendor did not epecIfy No 
4 Vendor did not epaoIfy Not applloabla 
Vel Val No 
Vee Vendor did not epeclfy No 
Vae Vandor did not epeclfy No 
No Vendor did not epecIfy No 
Vee vee No 
SNA, BSC, lIync esc, X.25, TOP/IP esc, X.25 

Yea Yea No 
2 1 Nona 

2 T-1 SPANS 8 4 or 18 w/axpander 
19.2K 1.Ii44M 1M 

Vendor did not epeclfy Yea No 
Yea Vendor did not specify Vendor did not epaclfy 
Yea VII Vendor did not epecIfy 
TOken-ring Ethamat None 
No Yea No 
Async to 3270 BSC X.25 to TCP/IP No 

Vendor did not 8pacIfy Parity check w/relr8l1smlt 
on arror, LRC & ORC 

P.rIty check w/ratranamlt 
on error, LRC & ORC 

detactIon/oorrectIon, detactIon/oorrectIon, 
parity parity 

Motorola 68030/88000 MC88010 DEC MICRO/T-11 

Vendor did not specify 18 18 
8M, 32M volDa 1M, 2M, 8M 512K 
4.3MB min.; 8DO MB max. Not applicable Not applicable 
Byte Byte, block SofIwarI dependant 

Interrupt Interrupt DMA, Interrupt. 
Interrupt Vandor did not 8pacIfy Not appllcllbla 
Interrupt DMA, Interrupt Not .ppIIcabIe 

Diskette, magnatlc tape FEP conaoIa FEP conaoIa 

V •• Vel No 
Yes VII Vee 

~ryfrom hoet, 
Software Hardware, RAM 
DownlOad from host Download from host 

Internal self-load 
VI. uaer-selactad VIa uaer-craatad programs VIa user-salacted 
parameters, via parameters, vt. 
uaer-craatad programl, via uaer-craatad programs 
console 

Internal diagnostics Local/remote 1oopbIck, LocIl/ramote IocpbIok, 
Internal dlagnostICI, Internal dlagnoatlcs, 
pcrt/lIna atatus porI/IIne BIetuI 

Tralllc loading, Tralllc 1oIcIIng, port NodI/link/1DfIwIra atetus, 
node/llnk/BOfIware ltatul, IIItIItIcs, link loading = 1IItI1ItIcs, traoa, 
lin. outagI8, port Ina hili, .rror rataa, 
IIItIstlca, Rna hili, avanI8 
arror rataa, _nte 

35K to 1501< Vendor did not epaoIfy Vendor did not epecIfy 
Vendor did not epecIfy Vendor did not epaoIfy 21IIi.00 
Vendor did not 8pacIfy Vendor did not epecIfy Not appIIcIbIa 
1987 September 1990 Vendor did not =-PerIphonIca SImpact $Impact & DIgItal Equ 

Connecte directly to HIrdwIra IncIudaI board, 
digital speach natwk. or dI8trIbutIon panal, and 
digital PBX unit, ClblII 
Main memory storage 32 
MB voIoa 
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IImpIoI ... 00' ..... Il1o. 

1CP11t1 VAXIII .,.... 

COm..- 8pIIma ............ 
Manufaoturer/MOdllll VAXBI Syatems 

Direct Attachment of HOlt VII 

"-'-' CherllCllrletlDe 
Front-end Proc8I8or VII 
Max. HoetI Attachable to FEP Not appIIcebIe 
Max. HOItI SUpported Simultaneously 1 
PU Type within Network 2, Softwere dependent 

RernofII Une Concentrator No 
Max. HOItI Served by One Concentrator Vendor did not Ipecify 
HOlt-independent Network Proc8I8or No 
HOlt Channel Extender No 
Terminal Controller No 
Store-end-Forwerd SwItchIng No 
Distributed Proc8I8lng Nodi No 
Network Archlteclure Complllnce asc, US 

NetIve T1 SUpport No 
Number ofT1 UnII Supported Not applicable 
Communications Une CepecIty 
No. HaIf-duplex UnII Attachable 4 
HIghIIt Une Speed SUpported (bpe) 1M 

CommunICation, Featur../FunctIon, 
MUItlplexI:=Ultlplexlng No 
Terminal-! Application Switching No 
~Ic Une ReconfIguration Vendor did not Ipecify 

N ConnectIvIty Not IppIIc8bI8 
Intarfaoa to Elhemet LAN No 
Protocol Conversion No 

Error Control ParIty check w/rllflnlmlt 
on error, LRC & CRC 
cIetecIIon/CCll'reCtlOll, 
parity 

.,...... CllarllCllr1811c8 
Proce88Ol" Type DEC MICRO/T-11 

Main Memory Word SIze (bits) 18, 18, 32 
Main Memory Stor~clty (bytes) 5121< 
Hard Disk Storage (MbytII) Not applicable 
Data Transferred AcrotIs I/O UnII Byta 
Dsta Transferred Between: 
Memory end Communications Una, DMA, Interrupt, 
Memory and M188 Storage Not IPPIIc8bI8 
Memory end Other PerIpherals Not applicable 

I/O, Backup, and DlagnoatlC PerIpherals FEP oonaole 

Support for Remote ConaoI8 No 
SUpport for X.2S Level 3 C.pablllIIlI VII 

CommunICations Operetlng Software 
OperatIng Syatam Implementad In Herdware, RAM 
IPL Method Download from hoet 

U_ Progremmablllty VIa uaar .... 18ctad 
pararnetara, via 
uaar-creatad progrems 

NelwMI .... gemant Control 
Dlagnoetlc Teats Supported LoceI/remota Iocpback, 

Intamal dlagncetlca, 
port/IIne It8tu8 

Dsta CoII8ctad NodI/lInk/eoftware 1t8tu8, 
port atstlltlca, ~, 
line hits, error retaI, 
events 

PrIcIng end AVIIlIIbIIIlr 
Purch ... PrIce ($I Contact vendor 
Monthly Purchase ($) 295.00 
Month~ lilli/Rental ($) Not IPPlIcabIe 
Dsta 0 Firat Commercial Delivery Vendor did not ~ 
Serviced by Dlgltsl Equip. & 

Conunen1a 

MAV 1991 

Communication. 
Proceuor8l 
Comparlaon Column. 

Data Networking 

8Impect ... acl ..... Inc. 8ImpeDt ~ Inc. 8Impect ~ Inc. 

ICPI222 ICP3I32 VAXIII 8pIIma 1CNOIIO/111110 VMlIIua 

Vendor did not Ipecify Vendor did not Ipecify Vendor did not Ipecify 

VII VII VII 

VII VII VII 
Not lppI!cable Not IPPIIc8bIe 1 
1 1 1 
2, Software dependent 2, 4, IIOftwere dependent Not IPPIIc8bI8 

No No Vendor did not Ipecify 
Vendor did not Ipecify Vendor did not specify Vendor did not Ipecify 
No No No 
No No Ve, 
No No No 
No No No 
No No No 
asc, X.2S asc, X.25 BSC, 081, X.2S 

No No VII 
Not applicable Not appllcabla 1 

4 '" 
18 

1M 1M 1.8M 

No No No 
No No No 
VII No VII 
None None Vendor did not Ipecify 
No No Vendor did not 8pec1fy 
No No Vandor did not Ipecify 

Parity check w/retransmlt 
on error, LRC & CRC 

Parity check wJretrensmit 
on error, LRC & CRC 

Parity check w/retranamit 
on error, LRC & CRC 

cIetecIIon/correctIon, cI8tectIon/correctlon, dll8ction/correctIon, 
parity parity parity 

MC88020 MC88020 MC88020 

32 32 32 
1M 1M 1M 
Not IPPIIc8bIe Vendor did not specify Vendor did not Ipecify 
Byta Byta Block 

DMA, Interrupt DMA, Intarrupt DMA 
Not applicable Not IPPllCable Vendor did not Ipecify 
Not .ppllcable Not IpplJceble Vendor did not ,pecIfy 

FEP conaole FEP oonaole Vendor did not specify 

No No Vendor did not epacJly 
VII VII Ves 

Hardware, RAM Hardware, RAM Software 
Download from hoet Download from host Download from hoet 

VIa uaar-aeI8ctad Via ullr-sellcted Via u .. r-aalectad 
paremetare, YIa paremetera, via pararnetara, YIa 
u_-creatad progrems uaar-creatad programs UIIr-creatad progrems 

LocaIJremota Iocpback, Local/remota 1oopbICk, Local/remota Iocpback, 
Intamal diagnostics Intamal diagnostics, Internal dlagnoetlca 
portJIIne It8tu8 portJUne atstue 

Nodl/link/eoftware atstus, Nodl/link/eoftware 8tatUl, Port atatlltlca, line hits, 
port statlltlC8, ~, pon stellstlca, trace, error retas, link loading 
Une hits, error retas, line hlta, error rltll, 
IVInt8 IVInt8 

Contact vendor Contact vendor Contact vender 
295.00 295.00 Vendor did not Ipecify 
Not IPPIIc8bIa Vendor did not Ipecify Vendor did not epacJly 
Vendor did not spaclfy Vendor did not specify November 1888 
Slmpact Slmpact Simpact 
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Computer .,.... IIIIarfacad 
Manufacturer/ModIIls 

Direct Attachrnllnt of Hoat 

FullCllonel CII~ 
Front-end PI'OOIII_ 
Max. HOlte Attechabla to FEP 
Max. HOlte Supported Slmultanaously 
PU Typa within Network 

R,mote Una Concentrator 
Max. HOlte Served by One Concentrator 
Host-lndapandant Network ProosllOr 
Ho~Channal ~ 
Terminal Controller 
Store-and-Forwerd Switching 
DI~lbuted Proos .. lng Nodi 
Network Architecture Compliance 

NetIYe T1 Support 
Number of T1 Unas Supported 
Communications Una capacity 
No. Half-cluplax Unes Attachable 
Highest Line Speed Supported (bpa) 

Communications Features/Functtona 
MultiplexlngfDamultlplexing 
Terminal-Initiated Application SwItching 
~amlc Une Raconflguratlon 

N Connectivity 
Interface to Ethernet LAN 
Protocol Conversion 

Error Control 

Syatam Cllaractarlatloa 
Proosssor Typa 

Main Memory Word Size (bits) 
Main Memory Stora8: Capacity (byte,) 
Hard Disk Storage apaclty (Mbytes) 
Date Transferred Acroas I/O Unes 
Date Transferred Between: 
Memory and Communications Un .. 
Memory and Mill Storege 
Memory and Other Peripherals 

I/O, Backup, and Diagnoatic PerIpherals 

Support for Remote Consoli 
Support for X.25 Lavel 3 Capabilities 

Communications Operating Software 
Operating Syatem Implemented In 
IPL Method 

U_ Programmability 

Network Mllnagamant Control 
Dlagnoetle Tea Supported 

Data Collected 

P!tcIng and Availability 
Purchaaa Prlca ($) 
Monthly Purcha .. ($I 
Monthly LaaaefRantel ($I 
Date of Flr~ Commercial Dallvary 
ServIced by 

Comments 

Communications 
Processors: 
Comparison Columns 

.,.....eorp. 

DCP 1120 

VME Bus compatible syatems 

V .. 

v .. 
Vandor did not epacIfy 
Vandor did not epacIfy 
Vandor did not epaclfy 

Vendor did not epacIfy 
Vendor did not apaclfy 
No 
V .. 
V .. 
No 
V .. 
SNA, BSC, X.25 

Vandor did not ,pacify 
Vandor did not spaclfy 

4 
1.8Mb 

Yes 
No 
V .. 
Vendor did not apaclfy 
Vendor did not specI~ 
Aa~ to 3270 BSC, LS to 
X "syne to X.25 

Parity 

Intel 188 

a 
512K 
Not applicable 
Byte 

DMA, Interrupt 
DMA, Interrupt 
DMA, Interrupt 

Not applicable 

Yes 
Yes 

Firmware 
Download from holt 

Via u_ .... 1acI8d 
paramatera, via 
uaar-created programs 

Local/remote Ioopback, 
Internal dlagnoatlca, 
portilina lletus 

Vandor did not spaclfy 

Vandor did not epacIfy 
Not appllcabla 
Not appIIcabia 
January 1987 
Syatech Corp. 

Flexible channel 
configurations: RS-232, 
R~/422, V.11, and V.as 
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TIIomM IngIMeIIng Co. TIIDmIIa IngInMrIng Co. nLSy ....... lnc. 

LAN-TEC UNJ..TEC PDX PI ... 

LAN-Tao Unl-Tao TIL SyaIama with SNA HPAD, 
X.25, SDLC TPAD, Blayn HPAD 

No No No 

No No No 
Nona None None 
a 4 with 32 uaare, 12 with 18 Vandar did not specify 
Vandor did not ,pacify 2 2 

No V .. V .. 
Vendor did not epacIfy 20 SNA or X.25 Vendor did not spaclfy 
V .. V .. Ves 
No No No 
V .. V's V,s 
No No V's 
No No No 
BSC, VIP, Unllcopa SNA, BSC, )(,25, VIP, 

Unllcopa, IPARS 
SNA, BSC, X.25 

No No No 
Not appllGable Vendor did not spaclfy Vendor did not specify 

a 44 32 
19.2K 58K 84K 

V's Ves No 
Yes Ves No 
No V .. Vendor did not spaclfy 
Tokan-rIng, Arena! Vendor did not specify Vendor did not spaclfy 
Ves No No 
Asyne to TCPflP Myne to 3270 BSC, aaynch 

to unllcopa, SOLS to X.25, 
A~ to 3270 BSC, SDLS to 
X. 5, asyne to X.25 

asyne to X.25, Aayne to VIP 
LRC &CRC Parity chack w/retransmlt Vendor did not specify 
detectIon/oorrec:tIon, on error, LRC & CRC 
parity detection/correction 

ZSOB, Intel 288 zaoa, MC88010, MC88000 NS32532 

Vandor did not apaclfy 18 32 
2M 512K to 8M 18 max. 
20,40, SO No hard dllk, 12M IIoppy Vendor did not spaclfy 
Byte, block Byte Byte 

Interrupt Interrupt Interrupt 
DMA Interrupt Interrupt 
Interrupt Not applicable Interrupt 

DIIketI8 Diskette, prtnter Diskette 

Vii Ves Ve. 
No Ves Vas 

Software Software Software 
IPL diskette IPL diskette IPL diskette 

Via u_-created programs VII uaar-aeIacI8d Via uaar-88IecI8d 
paramatera, via con8Ola parametera, via console 

LocaIfrell\Ol8 Ioopback, Internal dllgnoatlca, PortIUne stetus 
IIIIIIrnaI dlagnoatlca, problem datermlnatlon, 
problem datermlnatlon, portilina stetus 
portfIlna aws 

TraIIIc loading, Node/link/software status, Aocountlng, port 
aocountlng, port traoa, evanta lletlstles, traoa, line 
~, traoI, _nta, hits, error rates 
link loading 

2,995.00 3,495.00 Vendor did not spaclfy 
25.00 90.00 Vendor did not spaclfy 
Not applicable Not applicable Vendor did not spaclfy 
July 1990 1985 Vendor did not spaclfy 
Vendor did not epacIfy Thoma. Engineering Vandor did not .peclfy 

Protocol conversion also Maximum numbar of 
Includea to BSC, VIP, and hoete -* .::r ona 
Unlacopa concentrator VIP, 

Protocol convers •• re 
Unlacopa VIP to X.25 
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1'rI-DIIa Corp. 

Netway 10lI0 

CompuW Sptema InterfececI 
Menufeclurer/MOdels Moat IBM ayatems 

Direct Atlllchment of Host Ve. 

I'uncIIonaI CMrRterIaIIca 
Front-enc:l Prooaaaor No 
Max. HOItI AtlllChable to FEP Vendor did not .pecIfy 
Max. HOItI Supportld Simultlneoualy Vendor did not apecIfy 
PU Type wIItIln Network 2 

Remote Une Conoentrator No 
Max. HOItI Served by One Conoentnltor Vendor did not apeclfy 
Hoat·lndependent Network Prooeasor V .. 
Hoat Chlnnel Extender No 
Terminal Controller No 
StonHnd·Forward SwItching No 
Distributed Prooaaaing Node Ves 
Network Architecture Compliance SNA 

Native T1 Support No 
Number of T1 Unes Supported Vandor did not apecIfy 
Communlclltlons Une CIpacIty 
No. Half-duplex Unes AtlllChabie Vendor did not apecIfy 
Hlg/ltl8t Une Speed Supportld (bps) 19.2K 

Communlclltlons Features/Functions 
MUltiplexlCUltiplexing No 
Termlnal·ln atad Application SwItChing V .. 
~mlc Une Raconllguration V .. 

N Connectivity LocaITalk (AppieTalk) 
Inter1aoe to Ethernat LAN No 
Protocol Conversion SNA 

Error Control LRC&CRC 
datactIon/correctIon 

Syatem Characterlatlca 
Prooaeaor Type Z80 clone, HD84180 

Main Memory Word Size (bits) 32 
Main Mamory S::a8: Capae~ (bytea) 4M 
Hard Disk Storage pacity ( bytes) N/A 
Data Translarrad Across I/O Unes Byte 
Data Transferred Batwean: 
Memory and Communlclltlons Unes DMA 
Memory and Mass Storage N/A 
Memory and Other Peripherals DMA and Interrupt 

I/O, Backup, and Dlagnoetlc Peripherals MACtpC 

Support for Remota Con8OIe Vea 
Support for X.25 La",1 3 CapabIlities Vendor did not specify 

Communlclltiona Operating Software 
Operating System Implsmentad In Software 
IPL Method Across-LAN automatic 

User Programmability Via conaoIe 

Network Management Control 
Diagnostic Tests Supported Internal dlagnoatlcs, 

problem determination, 
porI/IIne atatus 

Data Collected Node/Hnk/1IOftwara status, 
line outagea, port 
atatIstIcs, trace, Iina 
hits, _nte 

PrIcIng and AvaHab11ity 
Purchass Prlca ($) 2,185.00 to 3,185.00 
Monthly PUrch888 ($) Vendor did not 8pecify 
Mon~ Laass/Rental ($) Vendor did not specify 
Data Firat Commercial Delivery Ma~ 1966 
Serviced by DE 

Commenta 

MAV 1991 

Communications 
ProcesSOrsl 
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1'rI-DIIa Corp. Un.,. Corp. Unleya Corp. 

Netwey 2GIIO CP2000 DCP/I 

Moat IBM aystems Unllya A & V Hr1e8 
mainframe. 

All models of Unlaya 
1100/2200 and System 80 

V .. V .. No 

No V .. No 
Vendor did not .pecIfy 99 No 
Vendor did not specify 99 Vendor did not 8pecify 
2 2,5 2,4,5 

No V .. V .. 
Vendor did not specify Unlimited Any hoat In network 
V .. No Vea 
No No No 
No Ves No 
No No V .. 
V .. No No 
SNA SNA, OSI, X.25, Unlaya BNA, SNA, esc, OSI, X.25, DDN, 

TCP/IP X.21, Unl DCA 
Vendor did not apecIfy Vendor did not specify No 
4 Vandor did not specify 11 

4 56 11 (V.35) 
56/84K 84K 84K 

No Ves Vas 
Vas Yes V .. 
V .. Vas V .. 
Tokan-rlng,LocaITaik Vendor did not specify Elhamat 
V .. Ves Vas 
SNA SDLS to X.25, BDLC to ET As~ch to unlacope, SDLS to 

X.25 X. ,"r.e to X.25, 
3270/Un, Unl/3270 

LRC & CRC Parity check w/retransmlt Parity check w/ratrensmlt 
daIIIctIon/oorractlon on error, LRC & CRC on error, LRC & CRC 

detection/correction detection/correction, 
ARQ-CRC 

SPARC Intel 80388 Proprlatery 

32 16 16 
4M 5M 2M 
Vendor did not specify Vendor did not spaclfy 80 
Byte Byte Byte 

DMA DMA, DMA and Interrupt DMA 
N/A DMA and Interrupt DMA 
DMA and Interrupt Not applicable DMA 

MAC/PC Disk FEP con8Ole, diskatlll, 
patch panel, disk, printer 

Yes Vas V .. 
No Ve, Vas 

Software Software, firmware Software 
AcrossLAN; automatic Download from host Download from host, IPL 

dlskatta 
Via console No Via u __ ted programs 

Inlamal dlagnostlc8, Local/remota loopback, Local/r8mote Ioopbsclt, 
problem determination, Internal diagnostics, Internal diagnostics, 
porl/llne status problem determination, problem determination, 

porl/llne status portIOne atatus 

Node/llnk/aoftware status, Trame loading, Trame loading, 
line outages, port node/llnk/aoftwers status, noda/llnk/aoftwers status, 
statistics, traoe, line line outages, port line outages, port 
hits, evente statlstlc8, traoe, line statistics, trace, line 

hits, error rates, link hits, error rates, link 
loading loading 

14,995.00 18,888.00 9,600.00 
Not eppllcable 141.50 172.00 
Not applicable 705.00 Vandor did not specify 
Ma~ 1989 1986 Merch 1969 
DE Unlsys Unlaya 

WhIn used es a front .. nd 
prOC8llDr, multlpls CP2000s 
are connected to the A & V 
series mainframes via 802.3 
LAN 
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ConIpuIB .,..... Interfaced 
Menufacturer/Models 

Direct Attachmant of Host 

FunctIonal aw.terIatIce 
Front-endPfOCIIIOf 
Max. HoatI Attachable to FEP 
Max. HOlle Supported Slmultaneou,1y 
PU Type within Network 

Remote Una Concentrator 
Max. HoatI Served by One Concentrator 
HOlt-Independent Network ProcellOr 
HOlt Chennel Extender 
Termlnel Controller 
Store-encl-Forwerd Swltchlng 
DIstributed Procelling Node 
Network Architecture Compliance 

Nallve T1 Suppcr1 
Number 01 Tl Una, Supported 
Communications Une capeclty 
No. H ... -duplex Unas Attachable 
Higheet Une Speed Supported (bPI) 

Communlcetlons Flltufll/FunctIonS 
Mump~n~mumple~ng 
Terminal-In eted AppIICIIIon Swltchlng 
Dynamic Una ReconIIguration 
LAN Connectivity 
Interface to Ethernlt LAN 
Protocol ConverelOn 

Error Control 

Syatem Chenicte111t1c8 
Proceuor Type 

Main Memory Word Size (bits) 
Main Memory ::8: capacity (bytes) 
Herd DIsk Storage apaclty (Mbyte8) 
Date Trensferred AcfOll I/O Unes 
Data Transferred Between: 
Memory and Communication, Unas 
Memory and Mu. Storage 
Memory and Other PerIpherals 

I/O, Backup, and Diagnostic Peripherals 

Support for Remote ConlCle 
Support for X.25 Level 3 Capabilities 

Communications Operallng Software 
Operellng S,atem Implemented In 
IPL Method 

User Programmability 

Network Mana ...... Control 
Diagnostic Testa Supported 

Dsts Collected 

PrIcing and AvallabHlty 
Purchue PrIce (S) 
Monthly Purch ... ($) 
Monthly Lase/Rentel ($) 
Date of First Commercial Delivery 
ServIced by 

Commente 

Communications 
Processors: 
Comparison Columns 

um.,. CaIp. 

DCP/1& 

All modell 01 UnlaYI 
1100/2200 and Sy8llm 80 

Vea 

VII 
2 
2 
2.4.5 

VII 
Any holt In network 
Ves 
No 
No 
No 
No 
SNA. BSC. OSI, TCP/lP, lt21 
clr.lw. 
Vendor did not 8pec1fy 
Vendordldnot'pecIfy 

52 
84K WAN, 10M LAN 

Yes 
Ve, 
VII 
Vendor did not specify 
VII 
A7snch to unl~, SOLS to 
X. ,aayne to x. 5, 
3270/Unl, Unlf3270 
Parity check w/retren,mlt 
on error, LRC & CRC 
cIetecIIon6COrrectlOn, 
ARQ-CR 

Proprietary 

18 
4M 
Vendor did not specify 
Byte. block. word 

DMA 
DMA 
Vendor did not specify 

FEP COII8OIe, dl8ketta, 
patch panel, disk, printer 
Ve, 
Ve. 

Software, firmware 
Oownloecl from hOlt, IPL 
dlskltte 
VIa uaer-creeted programs 

Local/remote loopback, 
Internal dlagnosllcs, 
problem dltermlnallon, 
port/llne status 

Tralllc loading. 
node/link/aoltware status, 
line outagll, port 
statistics, tr_, line 
hits, eventl, link loading 

55,000.00 
89.10 
800.00 
April 1987 
Unl,ys 
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UnlayaCorp. UnIe,. Corp. UnI.,. Corp. 

DCP/2I DCP/30 DCP/3I 

All model, 01 Unlsy' 
1100/2200 and SyBtam 80 

All model, 01 UniSYI 
1100/2200 end S,allm 80 

All modeII 01 Unla,. 
1100/2200 and Sy'tem 80 

VII VII VII 

VII Ve, VII 
8 21 21 
8 21 21 
2.4.5 2.4.5 2.4.5 

Va, VII Ve, 
Any holt In network Vendor did not specify Any holt In network 
V .. VII VII 
No No No 
No No No 
No No No 
No No No 
SNA, BSC, OSI, X.25, SNA, BSC, OSI, X.25, SNA, BSC, OSI, X.25, 
TCP/lP, X.21 clr.lW. TCP/lP, X.21 clr.lW. ICP/IP, X.25 clr.aw. 
Ve, VII V .. 
2 3 3 

184 880 872 
258K WAN, 10M LAN 1.544M/2.048M, Tl/El 1.544M/2.048M 

Ve, V .. VII 
VII VII VII 
Ves Vendor did not specify VII 
Vendor did not specify Ethernet Ethernlt 
VII Ve8 VII 
~h to unl~, SOLS to ~ to unlecope, SOLS to A8~ to unlecope, SOLS to 
X. ,e,ync to X. , X. 5, Ufc to X.25, X. ,uyne to X.25, 
3270/Unl, Unl/3270 Unlf327 , 3270/Uni 3270/UnI, Unlf3270 
PerIty check w/retran8mlt PerIty check w/retrensmlt PerIty check w/retransmtt 
on error, LRC & CRC on errcr, LAC & CRC on error, LAC & CRC 
detection/correctIOn, detectIOn/correctIOn, detection/correctIOn, 
ARQ-CRC ARQ-CRC ARQ-CRC 

ProprIetary ProprIetary Proprietary 

32 32 32 
8M 8M 8M 
2) 20MB per I/O module 20, 20MB per I/O module 2) 20 MB per I/O module 
Byte. blOCk, word Byte. block. word Byte, block, word 

DMA DMA DMA 
DMA DMA DMA 
Vendor did not ,pecIfy Vendor did not specify Vendor did not specify 

FEP conlCle, dl8ketta. FEP console, dlskltte, FEP conlCle, dl8ketta, 
patch panel, disk, printer patch panel, disk, printer patch panel, printer 
Ves VII VII 
Ves Ve, Ve. 

Software, ftrmware Software, ftrmware Software, IIrmware 
Download from hOlt, IPL Downloed from holt, IPL Download from hOlt. IPL 
dlakltte dlskltte dlskltte 
Via ullr-satected Via usar-creeted progrem8 VIa user-created programs 
paremltere 

Local/remote loopback, Local/remote Ioopback, Local/remote toopback, 
Internal diagnostics, Internal dlagno8tlca, problem dltermlnetlon, 
problem determination, problem dltermlnatton, port/llna status 
portfIIne 1tItU, port/llne status 

Tralllc lOading, Trelllc loading, Trefllc IoecIlng, 
noda/link/aoltware 1tItU" node/llnk/8oIIware stltUl, node/link/aoltware status, 
line outagII, port IIna outageB, port line outage., port 
ststIstIcI, line hits. statistics, trace, line statistic., trace, line 
error filii, link IoecIlng hits, arror rete8, events, hits, error rates, events, 

link loading link lOading 

31,000.00 55,000.00 125,500.00 
Vendor did not specify 175.00 Vendor did not specify 
Vendor did not specify Vendor did not specify Vendor did not specify 
Vendor did not specify October 1988 Vendor did not specify 
Vendor did not specify Unls,. Vendor did not specify 

Up to 31 line module slota Up to 93 line module slOl8 Required aoItware Is DCP/OS 
pIu, Tetcom 8R2 or higher 
rellllI level. Up to 92 
llna module slOI8 
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Computer ....... Interfaoed 
Manufacturer/Models 

DIrect Attachment of Host 

I'uncIIonIII CIIIIractIrII1Io 
Front~ PI'OCII88OI' 
Max. Hosts Attachable to FEP 
Max. Ho8t8 Supported Simultaneously 
PU Type within Network 

Remota Une Conosntretor 
Max. Ho8t8 Served by One Concentrator 
Holt-Independent Network Processor 
Holt Channel Extender 
Terminal Controller 
Store-and-Forward Switching 
DIstributed Processing Node 
Network ArchItecture Compliance 

Native 11 Support 
Number of T1 Un .. Supported 
Communications Une Capacity 
No. Half-duplex Unes Attacheble 
Hlgh88t Une Speed Supported (bps) 

Communications Features/Functlona 
MultiplexlngJDemuttlpllxlng 
Terminal-Initiated Application Switching 
Dynamic Une Reconflguratlon 
LAN Connectivity 
Intertaca to Ethernet LAN 
Protocol Conversion 

Error Control 

Sy.-n ChaI'llCterlIllca 
Procaasor Type 

Main Memory Word Size (bits) 
Main Memory Storae!: Capacity (bytes) 
Hard DIsk S":::ge paclty (Mbytes) 
Date Tren8fe Acroes I/O Un .. 
Date Tran8ferredBetween: 
Memory and Communications Unes 
Memory and Man Storage 
Memory and Other Peripherals 

I/O, Backup, and D18gn08t1c Peripheral. 

Support for Remota Console 
Support for X.25 Level 3 Capabilltl88 

Communlcatlona Operating Software 
Operating Syatem Implemented In 
IPL Method 

User Programmability 

Network Management Control 
Dlagnoatlc Te8t8 Supported 

Oats Collected 

Prlclnt end Avall8blllty 
Purcha8e PrIce ($I 
Monthly Purchue ($) 
Monthly Lease/Rantal ($) 
Date of Firat Commercial Delivery 
Servloed by 

MAV 1991 

U .... Corp. 

DCPfIO 

All models of Unlsya 
1100/2200 and Syatam 80 

Ves 

Ves 
58 
66 
2,4,5 

Ves 
Any hOlt In network 
Ves 
No 
No 
No 
No 
SNA, BSC, OSI, X.25, )(.21 
circuit .wItch 
Ve. 
12 

1912 
l.544M/2.048M 

V .. 
VII 
VII 
Ethernet 
Vendor did not :1 
~ to unl~, DLS to 
X. ,nynctoX. , 
3270/Unl, Unl/3270 
ParIty check w/retransmlt 
on error, LRC & CRC 
detectIontcorrectlon, 
ARO-CR 

Proprietary 

32 
8M 
2) 20M per I/O module 
Byte, block, word 

DMA 
DMA 
DMA 

FEP _II, diskette, 
patch panel, disk, printer 
VII 
Vn 

Software, firmware 
Download from host, IPL 
diskette 
Via u88r-creeted progrems 

LocaI{remote Ioopback, 
IntemaI dlagnoatlc8, 
problem determination, 
portfIlne ststua 

Tralltc Ioadlng, 
nocIe/flnk/software 8t8tua, 
line outages, port 
ststlatlca, trace, Une 
hits, error ratse, evente, 
link loading 

275,000.00 
595.00 
4,880.00 
o-mber 1987 
Unlsya 

Up to 247 Nne module 
8Iot8; three lOP In s 
BIngle 10M 

Communications 
Proc ... oral 
Comparison Columns 

UnI.,. Corp. 

DCP/II 

All models of Unlsya 
1100/2200 and System 80 

Ves 

Ves 
48 
Unlimited 
2,4,5 

Ves 
Any host In network 
Ves 
No 
No 
No 
No 
SNA, BSC, OSI, X.25, 
ICP/IP, X.21 clr.8W. 
Ve. 
12 

1538 
l.544M/2.048M 

Ves 
V .. 
Ves 
Ethernet 
Ves 
A8~ to unl8COPl, SOLS to 
X. 5, aaync to X.25, 
3270/Unl, Unl/3270 
Parity check w/ratranamlt 
on error, LRC & CRC 
detection/correction, 
ARO-CRC 

Proprietary 

32 
18 
2)20M per I/O 
Byte, block, word 

DMA 
DMA 
Vendor did not lpeclfy 

FEP console, diskette, 
patch panel, mag.tepe, 
V .. 
V .. 

Software, firmware 
Download from hOlt 

Via u_-craated programs 

Local/remote Ioopback, 
Internal dl8gnoetlc8, 
problem determination, 
portfllne status 

Tretnc loading, 
node/link/software 8t8tUB, 
line outag .. , port 
8t8t1at1ca, tr808, line 
hlta, error rates, events, 
link loading 

396.00 
Vendor did not specify 
Vendor did not specify 
Vendor did not specify 
Vendor did not specify 

Requlred software Is DCP/OS 
Teloom 9R/or hlgh .. t 
release level. Three lOP In 
a single 10M 
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Communications Controllers 

An Overview of 
Terminal Controllers 

In this report: Synopsis 

The Functions of Editor's Note 
Terminal Controllers ..... 2 Terminal controllers provide IBM 

and non-IBM host access for syn-
Market Overview ............ 2 chronous and asynchronous devices, 

such as terminals, printers, and per-
Future Directions .......... 6 sonal computers emulating displays. 

This report provides a technical 
overview of terminal controllers. It 
also analyzes present and future mar­
ket trends, identifies leading ven­
dors, and compares the features of 
the major products on the market. 

Report Highlights 
The first generation of terminal con­
trollers, released by IBM in 1972, 
was designed to provide communica­
tions only between an IBM host and 
multiple 3270 devices. Over the 
years, the terminal controller has 
evolved into a device that provides 
connectivity with other non-3270 
environments, including asynchro­
nous hosts and devices, token-ring 
and Ethernet LAN s, and packet 
switched and ISDN networks. 

-By Martin Dintzis 
Assistant Editor 
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IBM and vendors of IBM-compatible 
controllers have made these enhance­
ments to keep their host-based dis­
play products in demand. For years, 
steadily declining prices and in­
creased processing power of pes 
have resulted in a shift away from 
the master-slave relationship dic­
tated by host-to-terminal communi­
cations in favor of the distributed 
networking approach of LAN-based 
systems. 

This shift may accelerate in the next 
two years, as major LAN router ven­
dors begin to offer support for IBM's 
SNA protocol and peer-to-peer com­
munications capability in their prod­
ucts. Major industry experts confirm 
this trend with projections that the 
market for routers and other inter­
networking products could increase 
by nearly 200 percent between 1990 
and 1995. 
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Analysis 

The Functions of Terminal Controllers 
Terminal controllers, also referred to as cluster 
controllers or communications controllers, provide 
access to IBM and non-IBM host computers for a 
variety of synchronous and asynchronous devices, 
including display terminals, printers, standalone 
personal computers configured for terminal emula­
tion, and LAN workstations. 

Like front-end processors, terminal control­
lers relieve the host of much of the work involved 
in monitoring and controlling network devices. 
This arrangement frees more computing resources 
to the applications that serve those devices and 
speeds up host-to-device communications. While a 
front-end processor is always located in close prox­
imity to the host computer it serves, the terminal 
controller may be a local or remote processor. 

Functions commonly performed by terminal 
controllers include device polling, device control, 
data buffering, line concentration and multiplex­
ing, protocol conversion, collecting performance 
statistics, gateway services, and physical media 
conversions. 

Market Overview 

Market Trends 
IBM delivered the first generation of 3270 dis­
plays, controllers, and printers in 1972. (For a de­
tailed summary of the evolution of the IBM 3270 
family, see Table 1.) Over the years, IBM has ex­
panded and revamped its family of 3270 control­
lers (and displays) several times to provide 
improved price/performance, added functionality, 
and support for a greater number and range of de­
vices. IBM has made these changes to remain com­
petitive with third-party vendors that offer 3270-
compatible controllers at a lower price-often with 
unique features not yet supported by IBM. 
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One major feature IBM's competitors ex­
ploited in the early 1980s was direct attachment of 
asynchronous display terminals to the controller. 
In the middle of that decade, access to multiple 
asynchronous hosts and support for multiple IBM 
synchronous host connections became key compet­
itive issues. In recent years, third-party vendors 
have offered features such as multiple synchronous 
and asynchronous host sessions with windowing, 
greater internal memory capacity, a more user­
friendly configuration system, and support for a 
greater range of networking protocols-to weaken 
IBM's position. 

The immediate popularity of IBM's AS/400 
midrange host, which was released in June 1988, 
served as a shot in the arm for both IBM and ven­
dors of 5250-compatible display terminals. To sup­
port communications between the AS/400 and up 
to 16 remote devices, IBM markets the 5394 Re­
mote Control Unit. The need for terminal control­
lers is far less in midrange systems, however, since 
display terminals can connect directly to the 
AS/400. 

Unable to match IBM's moves and maintain 
a respectable profit, numerous competitors have 
withdrawn from the 3270- and 5250-compatible 
display systems markets over the years. In 1990, 
AT&T sold its 3270-compatible product line to 
Memorex Telex, while Lee Data's product line was 
divided among Intelligent Information Systems 
and Apertus Technologies. The fallout has left IBM 
with approximately 70% of the 3270 display sys­
tems market, about 80% of the midrange display 
systems market, and only five major competing 
terminal controller vendors: Apertus Technologies, 
IDEA Courier, IDEAssociates, McData, and 
Memorex Telex. , 

Competition among themselves is only part 
of the difficulty these terminal controller vendors 
face. As personal computers become more and 
more affordable, users continue to shift away from 
the master-slave processing arrangement dictated 
by host-to-terminal transmission systems in favor 
oflocal area networks (LANs), which support re­
source sharing, distributed processing, and peer-to­
peer networking. 

Determined to keep their display systems in 
demand, vendors now market their terminal con­
trollers as products capable oflinking multiple, 
dissimilar environments. All terminal controllers, 
for example, support attachment of one or more 
token-ring networks, providing LAN workstations 
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Table 1. The Evolution of the IBM 3270 Family 

1972 IBM delivered the first generation of 3270 devices: the 3270 Control Unit, the 3272 Control Unit, the 3275 Stand­
alone Display Station, the 3277 Cluster Display Station, the 3284 Matrix Printer, the 3286 Matrix Printer, and the 
3288 Belt Printer. 

1977 IBM introduced a new generation of components offering increased capabilities at much lower prices, including 
the 3274 Control Unit, the 3276 Control Unit Display Station, and the 3278 Cluster Display Station. 

1979 IBM added the first color products: the 3279 Color Display Station and color versions of the 3278 Printer. 

1983 March: IBM announced several additions to the 3270 product line, including the 3178 Display Station (a smaller 
and less expensive version of the popular 3278 Model 2 Display); the 3290 Information Panel, a gas plasma dis­
play; four new 3274 Control Unit models (41 A, 41C, 410, and 61C); the 3299 Terminal Multiplexer, a coaxial cable 
eliminator; and an option permitting the attachment of the IBM PC to the 3278 Display Station. 

October: IBM introduced the 3270 Personal Computer, a version of IBM's PC capable of supporting up to seven 
concurrent sessions: four 3270 sessions, one DOS session, and two notepad sessions. IBM also introduced the 
3279 Personal Computer Attachment. 

1984 IBM unveiled the 3180 Display Station and 3179 Color Display Station. 

1985 IBM unveiled two graphics versions of the 3179 Color Display Station, Models G1 and G2, supporting selectable 
screen formats and all-points-addressable graphics. 

1986 IBM realigned the 3270 family to highlight the 3174 Subsystem Control Unit, the first processor to support a to­
ken-ring connection and communications with asynchronous hosts. IBM released 3174 controller Models 1L, 1R, 
2R, 51R, and 52R that year. The vendor also announced the 3191, 3192, 3193, and 3194 Display Station series. 

1987 IBM released 3174 controller Models 3R and 53R and announced Models 81R and 82R. 

1989 IBM introduced the 3174 Establishment Controller Models 11L, 11R, 12R, 13R, 61R, 62R, 63R, 91R, and 92R. 
These models provide greater speed and memory capacity and more connectivity options than the older 3174 
units. IBM also introduced the InfoWindow 3471 and 3472 families of displays. 

1990 IBM unveiled its new System/390 Enterprise Systems Connection (ESCON) architecture, which implements high­
speed, fiber optic channels and supports dynamic connectivity through switched point-to-point topology. IBM in­
troduced 3274 Models 12L and 22L, both of which support fiber optic connections to a System/390 host. At the 
same time, IBM increased from 32 to 64 the number of 3270 devices capable of connecting to large 3174 models 
through the release of the 3299 Terminal Multiplexer Model 32, which also provides the means to attach devices 
via fiber optic cable. 

1991 In June, IBM released the ISDN Interface CO-Processor/2 Model 2 Adapter, a board-level product for the PS/2 
providing access to the ISDN basic rate interface. In September, IBM is scheduled to introduce the 3174 ISDN 
Basic Rate Interface Adapter, which provides downstream communications at 64K bps for PS/2s equipped with 
the co-processor card. 

with a high-speed channel to controller-attached 
IBM hosts. Improved functionality and lower 
prices for display terminals have helped to pre­
serve the place of controller-based display products 
as well. 

Market Leaders 

Apertus Technologies 
Apertus Technologies provides hardware and soft­
ware solutions based on industry standards and an 
open-architecture philosophy. The company's of­
ferings include the Coax L (Lee Data System com­
patible) windowing terminals, intelligent 
workstations, and printers; the Datastar 5000 
Communications System, the vendor's mu1tiproto­
col communications controller; and applications 
software systems, including database management 
and synchronization products. 
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The Datastar 5000 is available in three sizes, 
with 16 module slots in the large version, 8 in the 
midsize version, and 4 in the smallest cabinet. The 
Datastar 5000 features separate system modules 
for devices, host computers, and network connec­
tions. By selecting the appropriate device modules, 
the system can be customized to support IBM and 
non-IBM hosts and the terminals and printers of a 
number of vendors. The Remote 3270 Communica­
tions Module (RCM) provides access to one or two 
3270 BSC or SNA hosts. Up to two cards can be 
installed, for a maximum of four remote IBM 
hosts. The Async Communications Module (ACM) 
provides eight async host communications lines. A 
maximum off our ACMs provide 32 async host 
connections. Other modules provide token-ring 
LAN, Ethernet TCP/IP LAN, and X.25 WAN ac­
cess. Each device module supports 16 IBM or non­
IBM devices via coax or twisted-pair wire. Up to 
300 synchronous devices and 88 asynchronous de­
vices can be supported concurrently. 
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IBM 
IBM's spotlight is clearly focused on the 3174 Es­
tablishment Controller. Released in 1986, the 3174 
was the first IBM controller supporting communi­
cations with asynchronous hosts and token-ring 
networks. In 1989, IBM introduced anew genera­
tion of 317 4s incorporating a faster microproces­
sor, more memory capacity, and the capability to 
connect to as many as three synchronous main­
frame hosts. In 1990, IBM introduced versions of 
the 3174 supporting IBM's new System/390 Enter­
prise Systems Connection (ESCON) architecture, 
which utilizes fiber optic media, and a new termi­
nal multiplexer that raises the maximum number 
of attachable 3270 terminals from 32 to 64. 

This year, IBM has introduced an ISDN Ba­
sic Rate Interface Adapter for the 3174, enabling it 
to accommodate up to eight PS/2s configured for 
ISDN communications. IBM also announced fu­
ture enhancements to the 3174 operating code, 
Configuration Support-C, which will add advanced 
peer-to-peer networking (APPN) capability to the 
controller. 

No longer just a shared logic controller for 
IBM host-to-terminal communications, the 3174 is 
being touted by IBM as a connectivity device for 
multivendor host access, local area network inter­
action, and routing services for wide area net­
works. 

The 3174 is available in over 14 different ver­
sions. Included in this family are local and remote 
models that are available in three sizes: large floor­
standing, medium-size floorstanding, and tabletop 
or rack-mounted units. The 3174 supports a vari­
ety of interfaces, up to 64 synchronous devices and 
24 asynchronous hosts and/or devices, and a 16M 
bps or 4M bps token-ring gateway. Terminal users 
can access up to three remote IBM hosts over an 
SNA or X.25 network; optionally, they can access 
up to eight IBM hosts via other 3174s connected to 
a token-ring network. 

In IBM midrange (AS/400 and System/3X) 
environments, 5250-type terminals can connect 
directly to the host or indirectly via the 5394 Re­
mote Control Unit, which accommodates up to 16 
devices and one host connection. Remote commu­
nications over an SNA or X.25 network is sup­
ported. 

IDEA Courier and IDEAssociates 
IDEA is a leading supplier of controllers, termi­
nals, printers, terminal emulation cards, and re-
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lated products for communications with IBM 
environments. IDEA Courier markets products for 
IBM mainframe systems; its sister company, IDE­
Associates, concentrates on IBM midrange prod­
ucts. In 1990, IDEA introduced multiple models of 
the Concert Controller, a communications plat­
form capable of linking multiple IBM and non­
IBM environments. Models 10300, 10400, and 
10500, marketed by IDEA Courier, compete with 
the IBM 3174; the IDEA Concert 394, marketed by 
IDEAssociates, competes with the IBM 5394. 

Model 10300, a compact unit, supports re­
mote or token-ring environments where up to eigh­
teen 3270, fourteen 5250, sixteen ASCII, or 
twenty-four Ethernet Digital Local Area Transport 
(LA T) devices need to access a single host. 

Model 10400, a mid-sized unit, provides 
dual-host access (any combination of IBM System/ 
370, IBM AS/400, IBM System/3X, and Digital 
VAX hosts) for up to thirty-two 3270 devices, 
twenty-eight 5250 devices, sixteen ASCII, or forty 
Digital LAT devices. Up to two token-ring connec­
tions are supported. 

ModeI10SOO, a large floorstanding model, 
provides access to any combination of four IBM 
System/370, IBM AS/400, IBM System/3X, and 
Digital VAX hosts for up to sixty-four 3270 de­
vices, forty-two 5250 devices, thirty-two ASCII, or 
an unlimited number of Digital LAT devices. Up 
to two token-ring connections are supported. 

The IDEA Concert 394 provides concurrent 
access to as many as four IBM AS/400s and/or 
System/3Xs for up to 42 midrange terminals and 
printers. Both SNAlSDLC and X.25 communica­
tions protocols are supported. 

A major strength of the ModellOXOO Con­
cert Controllers is concurrent support for Ethernet 
IEEE 802.3, token-ring IEEE 802.2, Digital LAT, 
SNAlSDLC, TCP/IP, and X.25 protocols. An 
Ethernet LA T connection provides 10M bps trans­
mission speeds; the use of the LA T protocol creates 
less overhead for the VAX than is common with 
asynchronous communications. 

The IDEA Concert 394 many be configured 
to appear to the IBM midrange host as multiple 
IBM 5294/5394 controllers or physical units (PUs), 
allowing the controller to support a greater number 
of devices and concurrent sessions than the IBM 
5394. 
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McData markets families of wide and local area 
channel extenders, host-to-host and host-to­
Ethernet network processors, and 3270-compatible 
communications controllers. Its Linkmaster 7100 
Network Controller, released this year as a compet­
ing product to IBM 3174, comes in two local and 
three remote models. 

Models lOL and 20L provide one to four IBM 
mainframe host connections (up to two of which 
can be local hosts). ModellOL supports up to 128 
coax devices and up to 34 asynchronous devices or 
hosts. Model 20L can accommodate 64 coax de­
vices and 10 asynchronous devices or hosts. Both 
models provide an optional token-ring connection, 
support IBM's Systeml390 ESCON architecture, 
and can communicate with remote hosts over an 
X.25 network. 

Models lOR, 20R, and 60R all provide four 
remote IBM mainframe host connections. Model 
lOR supports up to 128 coax devices and 34 asyn­
chronous devices or hosts. Model 20R can accom­
modate up to 64 coax devices and 10 asynchronous 
devices or hosts. Model 60R, a tabletop controller, 
is designed for up to 32 coax devices and 3 asyn­
chronous devices or hosts. All three models sup­
port a token-ring connection, Digital Ethernet local 
area transport (LAT) connectivity, IBM's System/ 
390 ESCON architecture, and X.25 communica­
tions. 

McData's controllers provide up to five con­
current sessions with windowing for attached 3270 
and asynchronous terminals. An ASCII Definition 
Utility (ADU) allows the user to define the charac­
teristics of any nonstandard asynchronous device. 
McData provides an online system customization 
capability, although the controllers also support 
IBM's Central Site Customization (CSC) and Cen­
tral Site Change Management (CSCM) utilities. 

Memorex Telex 
Memorex Telex is the world's largest supplier of 
3270 plug-compatible computer equipment and 
accessories. The company also markets intelligent 
workstations, local area network products, airline 
reservation systems, PBX equipment, and a variety 
of other products. 

Memorex Telex' flagship hardware platform, 
the 1174 Network Controller, comes in four mod­
els: 10L, lOR, 60R, and 90R. In 1990, Memorex 
Telex purchased the 3270-compatible display sys­
tem of AT&T, which includes the 6544 Multifunc-
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tion Communication Controller and the 6541 
Controller. 

The 1174 Network Controller ModellOL, a 
local floorstanding controller, is designed to pro­
vide access to one local and three remote IBM 
mainframe hosts for up to 96 (64 coax and 32 
asynchronous) devices, with up to two token-ring 
connections. Model lOR, a remote floorstanding 
model, provides the same device support with four 
remote IBM host connections. Model 60R, a mid­
size controller, provides access to four remote 
hosts for up to 32 coax and 8 asynchronous de­
vices, with dual token-ring connections. Model 
90R, the entry-level model, supports dual host con­
nections for up to 16 coax devices and 4 asynchro­
nous devices. Protocols supported by these 
controllers include async, token-ring IEEE 802.2, 
SNAlSDLC, BSC 3270, and X.25. 

With the 1174, asynchronous device ports 
can also be used for asynchronous host access. U s­
ers have access to up to five concurrent host ses­
sions on both asynchronous and 3270 displays with 
windowing or "hot key" session switching. A mod­
ular architecture allows multiple microprocessors 
and memory modules to be added to the system as 
more terminals are added. Memorex Telex pro­
vides ongoing support for IBM's NetView and 
Central Site Change Management facility. 

The 6544 Multifunction Controller, part of 
AT&T's former 6500 Multifunction Communica­
tion System, provides up to four synchronous IBM 
host connections. It supports 32 synchronous de­
vices and 32 asynchronous devices or hosts. Up to 
two IBM host connections can be local channel 
attachments. The 6544 supports a token-ring con­
nection and an X.25 packet-switching interface. 
Personal computers equipped with an ISDN basic 
rate interface (BRI) adapter can access a remote 
IBM host over an ISDN network through the 
6544's optional ISDN gateway module. 

Attached IBM plug-compatible displays can 
access up to four host sessions concurrently via 
"hot key" switching; 6500 system-compatible dis­
plays (not IBM plug compatible) can access any 
combination of four synchronous/asynchronous 
host sessions concurrently in customizable win­
dows. Displays can attach to the 6544 using either 
coaxial wire or twisted-pair wire. 

The 6541 is a tabletop controller, supporting 
connections to as many as eight IBM plug­
compatible devices, one remote host, and up to 
two asynchronous hosts or devices. 
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Future Directions 
Third-party vendors attract users by offering lower 
prices, greater capacity, and a greater range of net­
working and connectivity options in their control­
lers. IBM, however, maintains a key technical and 
psychological advantage: only IBM's genuine 3270 
products can guarantee full compatibility with 
IBM's Systems Network Architecture (SNA), 
which is in a constant state of evolution. Fearful of 
unknown interoperability problems and lack of 
immediate support for IBM's latest network en­
hancements, the majority of users continue to stick 
with IBM for their 3270 communications solu­
tions. 

The movement away from dumb, host­
controlled terminals in favor of intelligent worksta­
tions capable of functioning as peers with hosts 
and other workstations spells ultimate doom for 
traditional display terminals and the terminal con­
trollers that serve them. Fortunately for vendors, 
the large installed base of terminals and control­
lers, and the investment users have made in host­
to-terminal applications programs, have kept the 
market alive. Companies are unwilling to scrap an 
investment that still works. Changing the worksta­
tion platform, moreover, would require modifica­
tion of the host applications, which were designed 
originally for dumb terminals. 

Enhancements such as multiprotocol conver­
sion, token-ring and Ethernet gateways, multihost 
access, and support for multiple media have helped 
extend the life of the terminal controller by trans­
forming it into an internetworking device. Support 
for the Open Systems Interconnection (OSI) model 
is another connectivity option for terminal control­
lers that is destined to emerge. Already, IBM mar­
kets the 3172 Interconnect Controller, which 
provides multi vendor host access for a variety of 
LAN-attached devices using the TCP/IP or MAP 
protocol. Apertus Technologies is also hot on the 
trail of OSI and plans to introduce OSI functional­
ity in the Datastar 5000. 

Another area of growth may be in the use of 
terminal controllers for distributed and coopera­
tive processing applications. This year, IBM an­
nounced future support for advanced peer-to-peer 
networking (APPN) on the 3174 Establishment 
Controller. APPN allows points on the network to 
be defined as network nodes (e.g., 3174s and IBM 
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FEPs) or end nodes (e.g., IBM PS/2s). Multiple net­
work nodes serve as the backbone of the APPN 
network by providing directory services, routing 
functions, and control functions through each 
other to attached end nodes. The network nodes , 
therefore, share in many of the functions that are 
ordinarily handled by host software .. 

APPN has the potential to free workstations 
from dependency upon the host and to provide 
dynamic routing capability. At present, however, 
APPN provides routing only for software programs 
that implement IBM's LU6.2 protocol, such as co­
operative processing applications. Most SNA traf­
fic is not based on LU6.2, but on 3270 terminal 
emulation (LU2.0). IBM's lack of support in APPN 
for other non-SNA protocols, such as NETBIOS 
and Novell's IPX, is another area of disappoint­
ment to users. 

Aware of the present limitations ofIBM's 
communications controllers for peer-to-peer net­
working, several router vendors-including Cisco 
Systems, Vitalink Communications Corp., and 
Proteon-plan to add IBM's SNA to the numerous 
protocols they already support. These products 
could provide greater flexibility than IBM's FEPs 
and terminal controllers at a fraction of the cost , 
eventually making IBM's display system products 
obsolete for LAN and WAN networking. 

Studies performed by industry experts, such 
as Frost and Sullivan, Inc. of New York and For­
rester Research, Inc. of Cambridge, MA, confirm 
that the steady growth in local area networking 
could nearly triple the demand for internetworking 
products-including routers-from 1990 to 1995. 
According to Frost and Sullivan, for example, the 
number ofLANs will grow from 3.7 million in 
1990 to 12.7 million in 1995, causing a rise in the 
sale of internetworking products from $607 million 
in 1990 to $1.8 billion in 1995. Forrester Research 
projects that the sale of routers will increase from 
$156 million in 1990 to $565 million in 1995. 

In the PC-based networks of the future, users 
will have a variety of reliable, LAN-based solutions 
for handling SNA and non-SNA traffic. For the 
multivendor environments of today, however, 
which often consist of clusters of dumb terminals 
as well as LAN-based devices, communications 
controllers remain the most popular solution for 
linking disparate display systems .• 
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Note: This report pro­
vides an overview of 
channel extenders. It 
identifies the major 
equipment vendors, 
discusses market and 
technology trends, ex­
plains channel exten­
sion concepts and tech­
niques, and provides 
selection guidelines. 

Overview 

Market Analysis 

Market Highlights 
As more corporations disperse their opera­
tions, channel extension is becoming a 
more vital link in private corporate net­
works. Channel extension bypasses the 
front-end processor (FEP), allowing local or 
remote hosts, LANs, and peripheral devices 
to access the mainframe directly at speeds 
equal or close to those normally supported 
over short distances between the main­
frame and the FEP. 

Traditionally, users have linked the 
mainframe to terminals, remote peripher­
als, LANs, and other remote mainframes 
through front-end processors (FEPs), which 
connect directly to the mainframe's I/O 
channel. These communications proces~ 
sors, however, typically support relatively 
low data rates (56K to 256K bps) because of 
the overhead inherent in the communica­
tions protocols used. Vendors have intro­
duced Tl/EI interfaces for front-end pro­
cessors. Even if the FEP can handle Tl (or 
T3) data rates effectively, however, the 
communications protocols cannot. 

The increased use of PCs, particularly 
those operating in a peer-to-peer environ­
ment (such as in an LU6.2 configuration), 
has created the need to move data files 
much more frequently and efficiently. PC­
to-host file transfer using 3270 terminal 
emulation is not efficient, since dumb ter­
minals receive only a single screen of data 
at a time. Users with applications requiring 
high data rates (large file transfers, high-res­
olution graphics, CAD/CAM, and so on) 

-By Martin Dintzis 
Assistant Editor 
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may need to bypass the FEP and achieve 
direct host-channel communication. 

The proliferation of LANs has also con­
tributed to market growth for channel ex­
tenders. In recent years, LAN-attached PCs 
have not only replaced dumb terminals, but 
have off-loaded much of the computing 
that formerly took place on the mainframe. 
LAN routers, at the same time, have begun 
to replace terminal controllers and FEPs. 
The routers provide a more efficient way to 
interconnect populations of PCs than ter­
minal controllers, and they can operate at 
speeds ranging from 1 M to 100M bps for 
new backbone implementations, including 
FDDI. 

The mainframe, however, continues to 
be the central resource for a company's da­
tabase, programs, and utilities. The host 
provides the processing power for sorting 
the data and preparing individualized re­
ports. Large corporations are expanding 
mainframe I/O channels to support these 
higher speeds, and channel extension is a 
key strategy for improving host access. 

Interest in channel extension technology 
has recently increased for two additional 
reasons. Many organizations are expanding 
geographically and must link multiple com­
puting facilities and resources via high­
speed links. Second, organizations that are 
downsizing or merging with other firms 
must consolidate existing computing re­
sources. 

Point-to-point channel extension prod­
ucts (supporting communications between 
a mainframe and a single remote device) 
have been on the market since the early 
1970s. In recent years, however, the market 
for this type of mainframe connectivity 
product began to dwindle somewhat as an 
increasing number of firms began moving 
their data processing off the mainframe and 
onto LAN PCs. Now it seems that channel 
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extenders have made a comeback. A new breed of mul­
tipoint channel extender networking products goes beyond 
point-to-point solutions, offering a cost-effective way for a 
mainframe to form multiple concurrent links with remote 
peripheral devices and other mainframes. Vendors offer­
ing multipoint networking capabilities include AT&T, 
Computerm Corp., Computer Network Technology, Data 
Switch Corp., and Network Systems Corp. These enhance­
ments, directed at the growing need for high-speed links 
between geographically dispersed computing facilities, 
have injected new life into the channel extension market. 

Applications 
Channel extenders are used in two types of applications: 
local area extension, typically in a multibuilding or cam­
pus environment, and wide area extension, across town or 
across country. Common applications are discussed here. 

• Centralized Data Storage: Two or more mainframe facil­
ities can share access to a single data storage system (tape 
or DASD). For companies that have downsized or 
merged, dual storage systems may be unnecessary and 
too expensive. 

• Remote Data Storage: In some cases, real estate expenses 
make it too costly to install all equipment near the main­
frame. 

• Data Backup for Disaster Recovery: Large amounts of 
data can be dumped in realtime to a secure location mir­
roring all operations, eliminating the need to generate, 
manage, and ship tapes-labor-intensive activities. This 
also eliminates the current bottlenecks of occasional 
dumps of small selected data sets over slow communica­
tions lines. 

• LAN Integration: Channel-to-channel attachment offers 
the possibility of using computers as true servers while at 
the same time retaining the hierarchical control within 
the system. 

• Improving the Performance of Peripherals: Connecting 
remote terminals using channel extension can provide 
sub second response time. Linking a mainframe and a 
high-speed printer can speed up the printing process. 

• Distributed Data Processing: Users can connect remote 
host processors in a high-speed network. If desired, dif­
ferent portions of the data can reside in different hosts' 
disk drive systems, spread throughout the country. With 
channel extenders and TI/EI or T3/E3 links, all hosts 
have quick access to all the information. 

• Dual Center Transaction Processing: With appropriate 
programming, each transaction can be maintained in 
two or more hosts for fully mirrored operation with neg­
ligible delays. 

• Facilities Relocation: Since real estate costs are soaring in 
many cities, many companies are moving their data cen­
ters to lower-cost facilities. A number of New York 
banks have built data centers in New Jersey. Through 
channel extenders, terminals in New York accessing a 
host in New Jersey appear to be making a local connec­
tion. 

Channel extension equipment is not cheap; a user needs a 
channel extension unit at each end of the link. But organi­
zations using channel extension technology have reported 
substantial financial advantages. The cost to extend a 
mainframe channel ranges between $30,000 and $90,000. 
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(Installing an IBM 3745 PEP to increase remote through­
put, in contrast, could cost between $125,000 and $1.2 
million.) 

Offsetting the initial cost of channel extenders are the 
resulting savings obtained by reducing the number of hosts 
supported, the number of systems operators at each of the 
remote sites, and the license fees for duplicating software. 
With so many data centers consolidating, channel ex­
tender vendors are not feeling the crunch as are other in­
dustry market segments. 

Market Leaders 

AT&T Paradyne 
AT&T Paradyne markets the PIXNET-XL Model 
XL/lOOO and Model XU2000 channel connectivity units. 
The products use a multiple-processor architecture, and 
the software is based on the Open Systems Interconnection 
(OSI) model. The Pixnet-XUlOOO, the entry-level prod­
uct, supports one channel connection and accommodates 
up to eight RS-232-C, four V.35, or two X;21 extended 
links. It provides a maximum aggregate throughput of 
2.6M bps. The PIXNET-XU2000 supports dual channel 
connections, providing a maximum aggregate throughput 
of 5.2M bps. It accommodates up to 16 RS-232-C, 8 V.35, 
or 4 X.21 extended links. 

Both models support both analog and digital communi­
cations, including leased line, satellite, and microwave fa­
cilities, at speeds up to TI/E1 per link. Devices supported 
include IBM and plug-compatible mainframes, 3270-type 
controllers, high-speed laser printers, low-speed printers, 
check sorters, microfiche units, and tape drives. Options 
include NetView/PC support, a redundant power supply, 
application/CPU switching, and multilink protocol (MLP) 
support. 

Late in 1991 , AT&T and IBM announced that they had 
signed a contract to jointly develop new channel extension 
products that work with the IBM 3172 Model 2 Intercon­
nect Controller. The XU4000 and XU5000 models, to be 
marketed and serviced by AT&T, will extend IBM's ES­
CON capabilities for connecting tape drives and printers 
over T3lines at speeds of up to nearly 45M bps. 

.eall Technologies, Inc. 
Beall's CHAN-X 400 channel extender provides exten­
sions up to 400 feet per unit (multiple units can be daisy­
chained for greater distances) using bus and tag mainframe 
cable connections. Data transfer rates up to 4.5M bps are 
possible. It can be used as a standalone device for one 
point-to-point link, or in rackmounted configurations con­
sisting of 4, 8, or 16 units supporting multiple, indepen­
dent links. Peripherals supported include IBM 3270-type 
terminal controllers, 37XX PEPs, DASD and tape sys­
tems, impact printers, and laser printers. 

The vendor's CHAN-X product line includes three 
channel extenders for IBM mainframe environments sup­
porting transmission over T1 carner facilities at distances 
up to 120 miles. The T-lIAl and the T-lIA2 both support 
serial data rates of 1.544M bps and block transfer rates up 
to 96K bps. The T-l/A1 provides a DS-1 serial interface, 
whereas the T -1 I A2 utilizes a DS-1/o4 serial interface. D4 
framing may be required when the TI service utilizes a 
digital access and cross-connect system (DACS). The 
T-lIVprovides a V.35 interface for variable data rates; se­
rial speeds from 112K to 10M bps or block transfer rates 
from 2.7K to 550K bps are supported. 
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Beall's D-2000 Series consists of three models provid­
ing single- or multimode fiber optic links between IBM 
Systeml370 or System/390 block/byte multiplexer chan­
nels aJ?-d peripherals. Data rates from 76K bps to 4.5M bps 
and dIstances from three to seven kilometers, depending 
upon the model, are supported. D-2000 products are based 
~)D application-specific integrated circuits (ASICs); fewer 
Internal components increases reliability. They feature re­
dundant power supplies and compatibility with a full 
rang~ of IBM peripherals, including DASD, laser printers, 
termInals, check sorters, and tape drives. 

Beall will be introducing a "store and forward" ex­
tender utilizing frame-relay technology in the fourth quar­
ter of 1992. This product will support unlimited distance 
extensions over any public frame-relay network with no 
software patch. It will be capable of automatically switch­
ing between a primary, private network line and a backup 
public line. 

Computerm Corp. 
The Computerm 3800/3890 Channel Extension System in­
cludes three low-speed models providing up to 56K bps of 
throughput per line and three high-speed models providing 
fractional to full T 1 data rates. The largest model supports 
up to six extended channels and up to 256 channel ad­
dresses. 

Both host channel-attachment and remote device at­
tachment configurations are supported. Users can attach 
the 3800/3890 to networks over copper-based wire fiber 
optic cable, microwave systems, and satellite link~. The 
3800/3890 supports IBM or plug-compatible line printers 
laser printers, CRT controllers, document processors card 
readers, tape drives, and front-end processors. ' 

The system is completely transparent to all operating 
systems and applications software and requires no alter­
ations or modifications to existing software. The system's 
redundancy allows an operator to switch the external sys­
te~s from the primary to a completely separate backup 
umt. 

Computer Network Technology CCNT) Corp. 
CNT markets the CHANNELink networking channel ex­
tender, which is available in two sizes: the Small Access 
Unit (SA Uj, supporting 4 function modules, and the Ex­
tended Access Unit (XAUj, supporting 12 function mod­
ules: Each. module, an independent processing unit 
eqUIpped WIth from 2M- to 10MB of RAM, manages its 
o~n extended channel, but all modules are linked by a 
hIgh-speed VME bus. Connectivity options offered by the 
vendor include the following: 

• Host Attachment: Host Modules provide IBM Systeml 
370 byte/block multiplexer attachment at data rates up 
!o 4.5M bps, Digital V AX-to-Digital VAX links support­
Ing memory-to-memory transfer at data rates up to 20M 
bps and 100M bps channels to Cray computers. 

• LAN Attachment: A Coax. Module supports 50M bps 
data rates over distances up to 3,500 feet, an Ethernet 
Module, a 100M bps Fiber Module supporting distances 
up to two kilometers, and an FDDI Module. Token-ring 
LANs are accommodated via an IBM-compatible com­
munications processor. 
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• Wide Area Networking: WAN interfaces provide access 
to fractional TI, TI/EI, and T3/E3 common carrier fa­
cilities; a High Speed Serial Interface (HSSI) allows mul­
tiple hosts and/or devices to share the bandwidth avail­
able on a single T3 channel. Versions of this interface are 
available for both DTEs and DCEs. 

• Device Attachment: CHANNELink supports interfaces 
com~atible with a variety of tape controllers, printers, 
termInal controllers, graphics controllers, and other de­
vices; in the third quarter of 1992, CNT will release a 
new DASD Interface providing connectivity to com­
monly used mainframe DASD systems, disk arrays and 
solidstate disk systems. ' 

CHA~olNE~in~ pr~)Vides dyna~ic load leveling, a feature 
enabhng dIstnbutIon of bandWIdth among multiple data 
paths when more than one path exists between any two 
network points. The system also supports alternate path 
assignment, automatic error recovery, and pipelining. 

CNT's Network Curator network management soft­
",:are, avail~ble in both host- and PC-based versions, pro­
VIdes genenc alerts to IBM NetView and Systems Center 
Net/Master, and it supports interfaces to most high-level 
network management protocols such as SNMP CMIP 
UNMA, and EMA. ' , 

Data Switch Corp. 
Data Switch markets the ChannelNet family of channel 
extenders, the Distributed Director System, and the Model 
3600 Multi-Architecture Director.The 

The ChannelNet family consists of Models 9040, 9044, 
9045, 9200, and 9400. This product line includes channel 
extenders for CPU-to-control units for extending tapes, di­
rect access storage devices (DASDs), graphic workstations 
and printers over private fiber or public transmission facil: 
ities; integrated host networking; and channel switching 
and channel extension systems to connect distributed 
CPUs and control units. 

ChannelNet Model 9040 and 9045 fiber optic channel 
extenders support both single-mode and multimode fiber 
optic cabling. They are configured in pairs with an ex­
tender attaching to an IBM (or compatible) CPU channel 
and the other attaching to a communications processor 
terminal, printer, tape drive, DASD, or other peripherai 
device. Model 9040 can be attached to a byte or block mul­
tiplexer channel operating either in datastreaming or non­
datastreaming mode. It offers channel extension capabili­
ties of up to three kilometers and channel data rates up to 
4.5MB per second. 

Attaching to the block multiplexer mainframe channel, 
Model 9044 extends datastreaming and non-datastream­
ing control units up to seven kilometers using multimode 
fiber optic cabling and 40 kilometers using single-mode fi­
ber optic cabling, with channel rates up to 4.5MB per sec­
ond. An optional system controller provides a central 
point of control for up to eight extended channels. 

ChannelNet Model 9200 ChannelPlexer multiplexes 
dat8; from. ,?ne or two mainframe channels over a single 
carner faclhty (Tl/EI or T3/E3) for communications with 
tape drives, printers, graphic workstations, and communi­
cations processors. ChannelNet Model 9400 Channel­
Plexer multiplexes up to four computer channels over one 
or two TI/EI or T3/E3 communications links. Both mod­
els increase link efficiency by up to 40% through data com­
pression; variable V.35 interfaces support data rates from 
500K bps to 10M bps. The 9400 supports automatic 
switchover from one line to another in the event of a line 
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failure. Both models are completely transparent to the 
computer channel, requiring no software modifications to 
attached systems. Model 9200 can be upgraded to the 
9400. 

The Distributed Director System (DDS) provides mul­
tipoint, distributed nodal networking for information 
sharing among IBM data centers. DDS supports bus and 
tag, fiber, and public Tl/EI and T3/E3 carrier facilities. 
Six internal buses connect multiple processors and inter­
face cards. Any channel interface can be configured as a 
backup for another link. DDS offers features such as auto­
matic data rerouting, line sharing with dynamic band­
width allocation, and redundant components. 

A Remote Dial-In Facility (RDF) allows testing and di­
agnostics of any network element from a single network 
management center. An On-Line Channel Analyzer and 
Trace (CAT) Diagnostic Inter/ace provides a window for 
channel fault determination and isolation, and trouble­
shooting problems. TotalNet, Data Switch's control sys­
tem, processes alerts from a central site and provides a uni­
versal interface to NetView and other host-based 
management systems. 

This year, Data Switch introduced the Model 3600 
Multiarchitecture Director, a modular data path manage­
ment platform that integrates multiple Systeml370 bus 
and tag channels and IBM System/390 (ESCON) fiber 
channels. The product supports four different switching 
and conversion modules. The Director A"ay Module inter­
connects fiber channel equipment and provides dynamic 
channel switching. An optional Sparing Module allows re­
routing of data to a backup Director Array module. The 
Bus and Tag Module provides static matrix switching be­
tween bus and tag computers and control units. The Con­
version Module provides conversion between ESCON and 
bus and tag channels. A single Model 3600 system supports 
as many as 128 fiber channels and control unit interfaces 
in 16-port increments. The unit can also manage up to 48 
bus and tag channels and 96 peripheral device links. 

IBM 
IBM's Enterprise Systems Connection (ESCON) architec­
ture represents a dramatic new direction in CPU-to-chan­
nel connectivity. ESCON provides fiber optic channels for 
CPU communications. The new channel speeds range to 
17MB per second (about 140M bps). Distances between 
the CPU and devices were initially announced at 5.5 miles, 
and then increased to 37.2 miles, far exceeding the current 
400-foot restriction of bus and tag cables. 

The ESCON offerings include ESCON Directors, ES­
CON Converters, an ESCON Manager (ESCM), and an 
ESCON Monitor System (ESCMS). ESCON Directors pro­
vide connection and switching capabilities among chan­
nels and control units. Two models are available: one al­
lowing up to 16 connections and the other offering from 28 
to 60 connection ports. ESCON Converters allow System/ 
370 parallel channels to be attached to the new ESCON 
channels. The ESCON Manaager is a program product en­
abling customers to manage ESCON Director connections. 
The ESCON Monitor System enables customers to moni­
tor the operating environments of both local and remote 
installations from a single location. IBM peripheral de­
vices supported by ESCON include the 3112 Interconnect 
Controller, the 3174 Establishment Controller, the 3990 
disk drive, the IBM 9343 storage controller, and the 3490 
tape drive. 

IBM has announced that its 3044 Fiber Optic Channel 
Extender Link, an older channel extension solution, is 
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scheduled to be withdrawn from the market in September 
1992. Available in four models, the 3044 extends proces­
sor and peripheral channels to distances up to 6,000 feet 
using fiber optic cables. 

IBM's 3088 Multisystem Channel Communication Unit, 
available in three models, is a standalone 110 control unit 
interconnecting two, four, or eight processors via 4.5M bps 
block multiplexer channels. Model Al interconnects up to 
two processors and supports up to 63 logical channel-to­
channel adapters. Modell supports up to 126 logical CT­
CAs distributed across four CPU interfaces, while Model 2 
supports up to 252 logical CTCAs distributed across eight 
interfaces. 

McDATA Corp. 
McDAT A offers the LinkMaster Series of channel extend­
ers, which include the LinkMaster 5200F local area fiber 
optic channel extender, the LinkMaster 5200T and 5300T 
wide area channel extenders, the LinkMaster HSSI Chan­
nel Extension System, and the LinkMaster CX Controller 
Extension System. A short summary of each model with 
some characteristics follows. 

The LinkMaster 5200F supports IBM System/370-
compatible block multiplexer channels and provides full­
duplex data rates up to 12M bps over fiber optic media. It 
is interoperable with IBM 43XX, 30XX, and IBM plug­
compatible mainframes. The 5200F offers four inter­
changeable interface boards: multimode to 1.5 miles, mul­
tim ode to 3 miles, single mode to 6 miles, and single mode 
to 25 miles. It automatically performs an end-to-end loop­
back test each time the system is powered up, and it sup­
ports a single, centralized network management system 
providing a direct interface to IBM NetView. 

The LinkMaster 5200T attaches to an IBM System/ 
370-compatible block multiplexer channel, providing 
transmission speeds ranging from 56K to 2.048M bps in 
full-duplex mode over Tl, fractional Tl, and other digital 
communications facilities. The system provides a second­
ary link that can be used as an alternate route in the event 
of a failure in the primary line. The 5200T, when com­
bined with an inverse multiplexer, allows multiple main­
frame channels to share a single TlIEllink. Users can also 
share Tl bandwidth with LAN bridges and routers. Up to 
256 SNA or non-SNA devices are addressable on one 
channel. 

Features of the 5200T include a full range of WAN 
communications interfaces (V.35, X.21, RS-449/RS-530, 
RS-232-C, U.S. OS-I, and European ElIG.703 twisted 
pair or coax), automatic end-to-end loopback tests during 
system power-up, a dual power supply option, and op­
tional NetView Command Processor software. 

The LinkMaster 5300T supports IBM System/370-
compatible block multiplexer channels, allowing high­
speed peripherals to be remotely located and accessed 
through a public or private T3 communications facility. 
Users can select either of two interface modules: a DS-3 
interface for full T3/E3 data rates or a High-Speed Serial 
Interface (HSSI) supporting both fractional and full T31E3 
data rates. The HSSI interface also allows multiple main­
frame channels, LAN bridges, and LAN routers to share 
line bandwidth through TOM multiplexing. 
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Features of the 5300T include a channel trace facility, 
remote diagnostic capabilities, optional dual power sup­
plies, and optional NetView Command Processor soft­
ware. The 5300T is available in rack-mounted configura­
tions capable of supporting up to four simultaneous full­
duplex T3/E3 links. McDA T A offers this configuration as 
the LinkMaster HSSI Channel Extension System. 

The LinkMaster CX Controller Extension System links 
IBM System/370 hosts to remote 3270 equipment, provid­
ing higher throughput than terminal controllers can sup­
port. The LinkMaster CX is available in two models: a 
TlIEI model, which takes advantage of Tl/EI carrier fa­
cilities, and a fiber optic model providing serial 72M bps 
data rates over a maximum distance of six miles. Both 
models provide standard bus and tag support, remote di­
agnostics capabilities, optional dual power supplies, a 
channel trace utility, and optional NetView Command 
Processor software. 

Network S,stems Corp. (NSC) 
NSC's Remote Device System includes the 9360 Enter­
priseChannel Fiber Extender, the 9520 EnterpriseChannel 
Extender family, and the 7200 Host and 7250 Device Con­
trollers. 

The 9360 EnterpriseChannel Fiber Extender is avail­
able in models supporting distances up to 1.5 miles or 3 
miles using multimode fiber, as well as versions supporting 
distances up to 6 miles or 25 miles using single-mode fiber. 
The 9360 attaches to the mainframe using standard bus 
and tag cables and provides full-duplex throughput at data 
rates up to 50M bps. Peripherals supported include high­
speed printers and plotters, terminal controllers, tape 
drives, and front-end processors. 

The 9360 is software upgradable via a plug-in ROM 
card. It provides automatic diagnostics, centralized net­
work management with a direct interface to NetView, and 
dual power supplies. 

The 9520 EnterpriseChannel Extender links any IBM 
System/370-compatible mainframe's block multiplexer 
channel to a remote device at data rates from 56K to 
2.048M bps over fractional or full TlIEI carrier facilities. 
Communications between the local and remote 9520 units 
use a subset of the standard HDLC protocol for error de­
tection and correction. Like the 9360, the 9530 provides 
automatic diagnostics and an interface to NetView. 

The 7200 Series of host controllers and the 7250 Series 
of device controllers support multiple communications 
links over TlIEI or T3/E3 carrier facilities, as well as 
transmission over coaxial or fiber optic (including FDDI) 
media at data rates from 50M bps to 100M bps. The host 
controller resides at the host end of the network. It sup­
ports the Systeml370/FIPS channel protocol and presents 
itself to the host as a control unit. The device controller 
interfaces with IBMlFIPS or compatible peripherals at the 
remote end of the network. In addition to tape systems, 
terminals, communications processors, and printers, the 
controllers support solidstate DASD and disk arrays. 

RDS software manages the logical data paths for all 
traffic on the 7200/7250 network. While NSC offers a ver­
sion of RDS that runs on the controllers, the vendor has 
chosen a host-based software implementation as its pri­
mary product offering. NSC claims that its host-based soft­
ware provides higher performance than competing high­
end solutions that run the communications software in the 
channel extender. With RDS running in the host, all infor­
mation is packaged in a single envelope and transmitted in 
one step through the network. This scheme reduces the 
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number of steps required to transmit the data, enabling 
more efficient use of the host channel (and the high-speed 
communications link). RDS software automatically re­
routes traffic to alternate paths in the event that a primary 
path fails, and it provides load sharing across multiple 
communications lines. Multiple hops from one computer 
center to another are possible, reducing the need for ex­
tremely long carrier lines. Statistics for capacity planning 
and a direct interface to NetView are other software fea­
tures. 

Future Directions 
Channel extension products have evolved far beyond sim­
ple point-to-point solutions. Newer products are designed 
to provide multiple users, located virtually anywhere, with 
shared access to mainframe resources. With T3/E3 carrier 
facilities more readily available, users can obtain speeds of 
45M bps for a single mainframe link. Using TDM multi­
plexing, users can support multiple devices through a high­
speed network facility. 

With features such as automatic load balancing and dy­
namic bandwidth allocation, channel extenders can maxi­
mize the use of a limited number of communications lines. 
Fault tolerance is ensured through an alternate routing ca­
pability, which provides automatic switchover to a backup 
line or a backup mainframe in the event of a network or 
computer failure. 

Although channel extenders offer a viable alternative to 
FEPs for high-speed communications, they still have their 
limitations. They cannot handle gateway functions or so­
phisticated switching. FEPs and terminal controllers, on 
the other hand, are well suited to linking multiple, incom­
patible hosts, LANs, and terminals. For the same reason, 
channel extenders cannot replace LAN bridges and rout­
ers. Still, users can overcome some of these switching lim­
itations by configuring channel extenders with separately 
targeted channels to feed more than one host. 

T3 carrier facilities, providing a throughput of 45M 
bps, are currently available for channel extension applica­
tions. In the future, users may wish to extend the CPU 
bus-not just the channel-putting the process some­
where in the range of 150M bps. Some are looking at bun­
dled T3 lines to extend the bus. This trend is consistent 
with the FDDI and MAN activities being discussed and 
implemented in the industry. 

Better than bundled DS3s, however, is the promise of 
broadband ISDN, which will extend bandwidth to 600M 
bps. During the summer of 1988, the Consultative Com­
mittee on International Telephony and Telegraphy 
(CCITT) approved the draft standard for broadband 
ISDN, 1.121. This draft standard is consistent with the 
Synchronous Optical Network (SONET) bandwidth con­
cept, which provides a modem digital transmission hierar­
chy built on approximately 50M bps multiples. 

Vendors will continue to increase channel extension op­
tions and reduce the prices of their products. Support for 
multi vendor networking, fault tolerance, and LAN con­
nectivity are examples of key features that will be empha­
sized by vendors in the months to come. 

Technology Basics 

Channel Extender Equipment 
A channel extender is a communications controller that 
attaches to a host's channel, providing one or more links to 
remote devices or host computers. Many high-end channel 
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extenders offer a modular architecture, enabling them to 
support several independent point-to-point links concur­
rently. Some products can use telecommunications facili­
ties for virtually unlimited distances; others interconnect 
computing environments within only a few miles. 

A channel extender is required at both ends of each 
communications link. The two extenders are transparent, 
except for a possible reduction in throughput due to limi­
tations of the communications link. Many products re­
quire no changes to host software. 

A channel extender performs the following functions: 

• Emulation of the remote device or host, making the lo­
cally attached system believe that the remote system is 
only a few feet away; channel extenders typically emulate 
front-end processors, data storage systems such as tape 
or DASD, and high-speed printers. 

• Conversion between the host's parallel data format, 
which implements the channel block or byte multiplex 
protocol, and the serial data format used over the high­
speed link; the channel extender also provides an inter­
face to a high-speed communications link such as a T I or 
T3 public carrier facility, a fiber optic line, or a coaxial 
line. 

• Data buffering for instances in which the remote device 
cannot receive the transmission immediately. 

• In some caSes, conversion between incompatible com­
puter systems such as those of Digital and IBM; Digital 
host computers cannot easily emulate an IBM channel 
directly; it is possible, however, to achieve the equivalent 
of channel-to-channel communication through a channel 
extender. 

Emulation enables the channel extender to exchange data 
with the host exactly as a locally attached front-end proces­
sor, peripheral device, or mainframe would. Once the ex­
tender has received one or more blocks of data from its 
locally attached host, it can return a confirmation that the 
data has been received at the destination-even if the re­
mote system has not fully received the information. Al­
though device emulation isolates the host from throughput 
limitations and network traffic delays, it can cause difficul­
ties in the event of a communications link failure. In such a 
situation, the host would not be aware of the fact that some 
or all of the information never reached the intended desti­
nation. Automatic switchover to a backup communica­
tions link, a feature available in many channel extension 
products, can safeguard against this potential problem. 

Related Equipment 
Related equipment includes channel extender matrices, 
often available from channel extender manufacturers, 
which offer highly sophisticated channel switching func­
tions. These products might incorporate channel extension 
functionality, or they may be used with channel extension 
equipment in some applications. 

Channel extender matrices should not be confused with 
electronic digital matrix switches that interconnect main­
frame digital ports on the FEP to the digital side of a bank 
of modems. These systems provide automated intermedi­
ate electronic patching functions. 

Channel extender matrices are targeted for very large 
corporations that need to transfer data between a complex 
of mainframes. They come in static and dynamic switch­
ing versions. A static switch eliminates the need to discon­
nect and reconnect cables. It can be used to switch to a 
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spare PEP, for example, when the primary FEP needs re­
pair. A dynamic channel switch provides mainframe-to­
mainframe internetworking. Examples of channel ex­
tender matrices are IBM's 3088 Multisystem Channel 
Communication Unit and Data Switch Corp.'s Model 
3600 Multiarchitecture Director. 

Channels, Buses, and Networks 
A computer system consists of a number of distinct com­
ponents, including mainframes, storage devices, commu­
nications processors, printers, and terminals. These com­
ponents share and exchange information consisting of 
either instructions or data. This process requires a physical 
means of transferring the information and a mutually ac­
cepted set of rules for the transfer. The combination of 
protocols and a physical medium for electrical signals con­
stitutes a data path. 

A host's two key data paths are the bus and the channel. 
The bus normally interconnects computer components 
such as the central processing unit (CPU), the arithmetic 
and logical unit (ALU), main memory, cache memory, and 
the 110 processor. The channel normally connects the 
computer with external peripherals, such as disk and tape 
drives, printers, and communications devices. Typically, 
the bus speed is higher than the channel speed (500M bps 
and 36M bps, respectively). In some computer systems, 
the bus and the channel are the same. 

Buses, channels, LANs, metropolitan area networks 
(MANs), and wide area networks (WANs) are all compo­
nents of the continuum of technology used to interconnect 
computers and computing equipment over a wide range of 
distances and speeds. Buses generally connect hardware 
cards and submodules to form a computer system, while 
LANs, channels, and WANs interconnect systems. The 
distinction between buses, channels, and LANs, however, 
is becoming more blurred as time goes on. For example, 
several modern, high-performance buses include features 
for passing blocks of data between devices, a process that 
resembles a form of message passing. 

Network Topologies 
Channel extension occurs in two ways: through a point-to­
point or point-to-multipoint architecture, or over high­
speed LANs. In the first approach, shown in Figure 1, each 
remote system has its own point-to-point facility connect­
ing it to the IBM host. 

In the backbone LAN approach, shown in Figure 2, 
each processor in a given location connects to a high-ca­
pacity LAN through channel adapters. The LAN is then 
connected to other LANs supporting hosts, peripherals, or 
servers at other locations. The LAN approach offers a high 
degree of flexibility for interconnecting many peripherals 
with various hosts and providing host-to-host interconnec­
tions. Applications and processors can also share the Tl or 
T3 transmission facilities required by these networks. 

The LAN approach has certain drawbacks, despite its 
greater level of interconnectivity. These disadvantages in­
clude costs higher than straight point-to-point solutions 
and increased management complexity. 

For a more complete understanding of the environment 
in which channel extenders operate, it is necessary to re­
view the IBM channel attachment process. 

Channel Attachment 
Channel attachment is an IBM term for communications 
between the host processor and other devices. An IBM in­
terface, known as a channel adapter on the host end and a 
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Figure 1. 
A Multipoint Channel Extension Network Linking 
Dissimilar Hosts and a LAN 
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device adapter on the peripheral end, implements channel 
attachment. The two adapters connect via the bus and tag 
cable, a large, round cable (about one inch) with paddle­
shaped connectors on the ends. Signal degradation and 
protocol requirements impose distance limitations on 
these connections. 

Although direct channel attachment sounds simple, 
such an interface might require extensive reprogramming, 
particularly for a network of diverse hosts_ This situation 
could involve modifying the operating system and/or the 
communications access method software, such as VT AM. 
Such programming can be difficult and, at times, risky_ 
The host vendor may also object to these modifications 
and may require that the user back out all changes before 
modifications or troubleshooting can be performed. 

Traditional IBM System/370 Channels 
The IBM System/370 channel is a parallel facility carrying 
eight information bits and one control bit. The channel 
typically operates at 3MB per second (3M bps connections 
for each of the 8 bits of the byte) with a serial data rate of 
24M bps (27M bps if one includes the control bit). The 
actual bus has 32 cable conductors, which handle the 110 
in arrays of 32-bit words. Remote channel extender de­
vices take the 32 concurrent inputs and align them in a 
serial stream for transmission. 

IBM System/370 computers have used a number of 
channel types to communicate with the outside world: byte 
multiplexer channel, selector channel, and block multi­
plexer channel. 
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Byte Multiplexer Channel. This channel transfers bytes 
interleaved between storage and several 110 devices (byte 
mode) or transfers a byte string to one device (burst mode). 
The channel consists of a number of subchannels, each of 
which can control one device and has one unit control 
word (UCW) implemented in control storage. Micropro­
gram controlled, the channel has only one active UCW. 
During multiplex mode operation, subchannel UCWs are 
fetched into the active UCW, updated, and returned to 
control storage, In some implementations, all storage ac­
cess for byte multiplexer channel operation interferes with 
processor operation. 

The byte multiplexer channel connects to a number of 
slow- and medium-speed devices and can operate with a 
number of 1/0 devices simultaneously. The computer sys­
tem can have a number of channels, each assigned an ad­
dress. Similarly, each channel can connect to several de­
vices, and each device is assigned an address. 

In byte multiplexer operations, channels can function 
in byte multiplex or burst modes. In byte multiplex mode, 
several relatively slow-speed 1/0 devices can operate con­
currently. Each byte multiplexer can operate with an aggre­
gate data rate in the range of 90KB per second to 300KB 
per second for data transfer burst sizes of four bytes or 
more. Configurations consisting of control units with 
faster 1/0 interface tags and larger data transfer burst sizes 
can achieve the higher performance level. 

Sekctor ChanneL Designed for devices with high data 
transfer rates, selector channels operate only one device at 
a time in the burst mode. These channels are typically im­
plemented in circuit registers and by microprogram rou­
tines. They are faster than byte multiplexer channels be­
cause operating data remains in the operating register 
during the entire operation. Older systems increased the 
speed of the selector channel through the word buffer fea­
ture, which placed a four-byte buffer in the data path be­
tween a channel and storage, thus reducing by 75% the 
number of storage access cycles required for an 1/0 data 
transfer. 

Block Multiplexer Channel. By interleaving blocks of 
data, this type of channel allows concurrent operation of 
several burst-mode devices on the channel's single data 
path. The block multiplexer channel combines the features 
ofthe byte multiplexer and selector channels. It provides a 
connection to a number of high-speed devices, but all 110 
operations transfer an entire block of data, unlike a byte 
multiplexer channel that transfers only one byte at a time. 
In block multiplex operation, channels can operate in high­
speed transfer mode or in datastreaming mode. In 
datastreaming mode, a block multiplex channel can trans­
fer at a rate up to 3MB per second. 

Like the selector channel, the block multiplexer channel 
has a high data rate and operates only one device at a time. 
It can, however, have several active channel programs. De­
vices using block multiplexer operation logically discon­
nect from the channel when not prepared for data transfer; 
they reconnect via the interrupt system when the channel 
is no longer busy transferring data to another device. 
Channel extenders usually support the block multiplexer 
data transfer protocol. 

In a large host processor setup, processors in a multimo­
dule complex communicate with one another over channel 
connections under a block-oriented protocol. These con­
nections are referred to as block channel attachments. 
Datastreaming supports data transfer rates up to 4.5MB 
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Figure 2. 
Channel Extension Using a LAN Configuration 
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per second on block multiplexer channels. All printers, ter­
minal controllers, and disk and tape controllers co-located 
with the data center connect with the processors via chan­
nel attachments. 

Newer Systems 
Even newer mainframe systems, using a separate processor 
to handle lID, still use channels to communicate with the 
outside world. Modem computers have integrated lID 
channels, normally within an lID processor, that contain 
and control channels. Users can configure the channels for 
byte or block multiplexer operation. 

The IBM 3090, for example, employs a Channel Sub­
system (CSS) to handle all liD operations for the CPU. The 
CSS controls communications between a configured chan­
nel, control unit, and device. The liD Configuration Data 
Set (lOCOS), selected at system initialization, identifies 
channels, control units, and device configurations to the 
channel subsystem. The lID Configuration Program cre­
ates the lOCOS, which is stored on disk drives attached to 
the processor controller. During initialization, the lOCOS 
information builds necessary control blocks in the hard­
ware system area of central storage. In addition, the CSS 
contains a channel control element, which interacts with 
central storage, the central processors, and the channels. In 
operation, the channel control element initiates and ends 
channel operations, provides central storage access con­
trol, and sets priorities for lID operations. 

Channel extension units are increasingly becoming 
small programmed processors. Unisys A, B, and V sys­
tems, for example, use microprogrammed data link pro­
cessors. 
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Since users have many options to consider when choosing 
channel extension products, asking these key questions can 
be helpful. 

• Does the product meet the user's throughput require­
ments? Where there is a time-critical element to the data 
flow, such as in engineering and scientific environments, 
one should look for a high-speed interface of at least 
3MB-per-second transmission in a datastreaming mode. 

• What range of communications media and public carrier 
services is supported? 

• For point-to-multipoint networking products, can multi­
ple devices or hosts share the bandwidth available on a 
single communications line? Is dynamic bandwidth allo­
cation offered? 

• What range of hosts and peripheral devices is supported? 
Does the system accommodate LAN connections? Sup­
port for multiple device types avoids the expense and 
performance inefficiency of multiple layers of protocol 
conversion software on the mainframe, and it reduces 
development time for application-specific solutions. 

• Does the product require modifications to existing host 
software? 

• Does it provide integration with existing network man­
agement systems such as IBM's NetView or Systems 
Center Net/Master? 

• For fault-tolerant networking, are features such as alter­
nate path rerouting, automatic switchover to a backup 
host, and redundant power supplies offered? 
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When evaluating potential vendors, users should check for 
vendor-sponsored development facilities. Where such re­
sources exist, users can speak to technically knowledgeable 
personnel who can help with testing implementations and 
provide application development. Another criterion is 
vendor experience in providing mainframe-related prod­
ucts and support. 

Vendors 

The following list includes the names, addresses, and 
phone numbers of vendors that participate in the channel 
extender market. 

AT&T Paradyne 
8545 126th Avenue North 
Largo, FL 34649-2826 (800) 482-3333 

Beall Technologies, Inc. 
9103 Third Avenue 
North Bergen, NJ 07047-5299 (201) 854-3562 
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Computer Network Technology Corp. 
6500 Wedgwood Road 
Maple Grove, MN 55369 (612) 550-1500 

Computerm Corp. 
III Wood Street 
Pittsburgh, PA 15222 (412) 394-1091 

Data Switch Corp. 
One Enterprise Drive 
Shelton, CT 06484 (203) 926-1801 

IBM Corp. 
Old Orchard Road 
Armonk, NY 10504 
Contact your local IBM representative. 

McDATA Corp. 
310 Interlocken Parkway 
Broomfield, CO 80021 (303) 460-9200 

Network Systems Corp. 
7600 Boone Avenue North 
Minneapolis, MN 55428 (612) 424-4888. 
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Synopsis 

Editor's Note 
Channel attachment minimizes the 
processing time required for commu­
nications between users and applica­
tions. The technology allows bypass 
of the front-end processor (FEP) and 
attachment directly to a mainframe 
channel, thus offering significant cost 
savings for the creation of high-speed 
links to local area networks (LANs) 
or other mainframes. 

Report Highlights 
As more corporations disperse their 
operations, channel extension net­
working becomes a vital link in pri­
vate, corporate networks. Channel 
networking offers organizations a 
cost-effective way to give more users 
access to existing mainframes and 
high-powered peripherals. 

This report discusses channel exten­
sion technology and applications. It 
includes information on the purpose 
and types of mainframe channels, 
channel extender features, and typi­
cal applications. It also lists key con­
siderations for users to keep in mind 
when choosing a system. Future 
trends are also presented. 

-By Barbara Rinehart 
Associate Editor/Analyst 

To round out the subject, the report 
includes an explanation of related 
equipment, which includes channel 
extender matrices. These devices 
perform sophisticated channel 
switching functions, supporting mul­
tiplex connections in a switching ar­
rangement. 

The report includes current summa­
ries of channel extension products 
from leading vendors, such as AT&T 
Paradyne's PixnetlXL Series, Com­
puter Network Technology's CHAN­
NELink Series, Computerm's 3800/ 
3890 System, Data Switch's 
ChannelNet Series, IBM's 3044 and 
3088, McDATA's LinkMaster Series, 
and Network Systems Corp.'s Re­
mote Device Systems (RDS). 
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Analysis 

Datapro Opinion 
Although channel extenders constitute only a small 
segment of the data communications market , 
Datapro believes they are valuable assets to many 
types of installations. One of the key reasons users 
install channel extenders is to minimize the risks 
by relocating peripherals away from the mainframe 
computer. Thus, channel extenders have been used 
extensively for "hot" Disaster Recovery sites to 
download backup databases. 

Even though the initial cost of channel ex­
tenders may seem costly, savings can be made by 
the reduction in the number of hosts supported, 
need for systems operators at each of the remote 
sites, and the savings of the cost oflicense fees for 
duplicating software. With so many data centers 
consolidating, the channel extender vendors are 
not feeling the crunch as other environments are. 
What the products need, however, is less propri­
etary architectures and more open units and inter­
faces. 

Channel Extension 
Channel extenders facilitate distributed processing 
by extending the mainframe's channel geographi­
cally, thereby supporting the remote location of 
high-speed peripherals. Speed-preserving extenders 
can stretch the channel to about 6,000 feet; other 
extenders, with a speed-reduction link such as 
DS 1 /T 1, can extend the channel over thousands of 
miles. The technology is not new. In the mid-
1970s, vendors offered systems that extended the 
channels of remote mainframes over high-speed 
circuits. Recently, interest in the technology has 
increased because organizations are dispersing 
their networks, and many new products address 
the problem. 

Remote channel extension serves four basic 
purposes: 
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• connecting remote host processors in a high­
speed network; 

• connecting remote terminals requiring sub sec­
ond response time; 

• connecting remote high-speed printers; and 

• connecting remote tape or disk drive units for 
disaster recovery applications. 

Channels, Buses, and Networks 
A computer system consists of a number of distinct 
components: processors, memories, and peripher­
als. These components share and exchange infor­
mation consisting of either instructions or data. 
This process requires a physical means of transfer­
ring the information and a mutually accepted set of 
rules for the transfers. The combination of proto­
cols and physical medium for electrical signals con­
stitutes a data path. 

A computer's two key data paths are the bus 
and the channel. The bus normally interconnects 
computer components, such as the central process­
ing unit (CPU), the arithmetic and logical unit 
(ALU), main memory, cache memory, and the I/O 
processor. The channel normally connects the com­
puter with external peripherals, such as disk and 
tape drives, printers, and communication devices. 
Typically, the bus speed is higher than the channel 
speed (500M bps and 36M bps, respectively). In 
some computer systems, the bus and the channel 
are the same. 

Buses, channels, LANs, metropolitan area 
networks (MANs), and wide area networks 
(W ANs) are all components ofthe continuum of 
technology used to interconnect computers and 
computing equipment over a wide range of dis­
tances and speeds. Each of these technologies has a 
characteristic, but not rigidly defined, set of fea­
tures, as shown in Table 1. Buses generally connect 
hardware cards and submodules to form a com­
puter system, while LAN s, channels, and WAN s 
interconnect systems. The distinction between 
buses, channels, and LANs, however, is becoming 
more blurred as time goes on. For example, several 
modern, high-performance buses include features 
for passing blocks of data between devices, a pro­
cess that resembles a form of message passing. 

Large corporations are expanding mainframe 
I/O channels to prepare for the avalanche of I/O 
activities expected to accompany the emergence of 
new data-intensive business applications. Mainly, 
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connectivity used to mean the interconnection of 
dumb terminals and host processors. Although PCs 
have proliferated, the mainframe continues to be 
the central resource for a company's database, pro­
grams, and utilities. The host provides the process­
ing power for sorting the data and preparing 
individualized reports. In addition, mainframe 
connection allows multiple workstations to simul­
taneously run the same complex application pro­
gram and accomplish tasks cooperatively with it. 

Traditionally, users achieve the mainframe 
connection by linking the mainframe's I/O channel 
through a FEP and related access software. These 
links connect terminals, remote peripherals, and 
remote mainframes to the central mainframe at 
relatively low data rates. Connection through the 
FEP allows remote users to move screen images of 
data interactively; file transfers, however, are not 
efficient. Dumb terminals receive only single 
screens of data at one time. The increased use of 
PCs, particularly those operating in a peer-to-peer 
environment (such as in an LU6.2 configuration), 
has created the need to move data files much more 
frequently and efficiently. 

It takes over 12 minutes to transmit a IM­
byte file over a 56K bps Digital Data Service 
(DDS) link between a PC and the mainframe. This 
delay is due partially to the transmission speed of 
the line. Higher speed facilities, such as Tl 
(1.554M bps), are becoming increasingly avail­
able. But the delay may also occur because data is 
being sent to the PC in a 3270-emulation mode 
rather than in some form of sophisticated file 
transfer protocol. Bottlenecks interjected by the 
FEP also cause delays. 

Channel extenders solve many of the prob­
lems inherent in the typical mainframe link 
through a FEP. They provide host-to-host, high­
volume data transfers at high speeds, allowing us­
ers to access many different hosts as if they were a 
single host. Channel extenders also support the re­
mote location of peripherals, such as high-speed 
laser printers, storage devices, tape units, and 
FEPs. 

Connectivity Challenges 
Traditionally, co-located IBM computers commu­
nicate with one another via a channel-to-channel 
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Glossary of Terms 

Block multiplexer 
channel-a multiplexer 
channel that interleaves 
blocks of data. Contrasts 
with selector channel. 

Bus-a circuit over which 
data or power is transmit­
ted. Often one which acts 
as a common connection 
among a number of loca­
tions. 

Byte multiplexer 
channel-a multiplexer 
channel that interleaves 
bytes of data. Contrasts 
with selector channel. 

Channel-path for trans­
mission of signals be­
tween two or more pOints. 
Also called circuit, line 
link, path, or facility. 

Channel Adapter-a de­
vice that permits the con­
nection between data 
channels of differing 
equipment. The device 
allows data transfer at the 
rate of the slower chan­
nel. 

Channel Extender­
communication control­
lers that attach to a host's 
channel and communicate 
with another host, 
channel-to-channel, over 
great distances. Channel 
extenders operate in 
pairs-one at each end of 
the communication link. 

Fiber Distributed Data 
Interface (FDDI)-a LAN 
standard specifying a 
LAN-to-LAN backbone for 
transmitting at 100M bps 
speeds over fiber optic 
media. 

High-Level Data Link 
Control (HDLC)-a bit­
oriented communication 
protocol developed by the 
ISO. 

Multipoint-to-Multipoint 
(dynamic) Channel Ex­
tender Matrix-a dy­
namic channel switch that 
provides mainframe-to­
mainframe internetwork­
ing. 

Point-to-Point (static) 
Channel Matrix­
switches that connect the 
IBM channel to a number 
of possible devices. They 
are typically small and 
generally use mechanical 
crosspoint technology, 
though some solidstate 
products exist. 

Selector Channel-used 
where high-speed devices 
are to be attached to a 
system. A single channel 
can operate only one I/O 
device at a time. 

adapter (CTCA). According to standard specifica­
tions, the connection between mainframe and con­
trol unit (or other peripherals) is a bus and tag 
cable that limits distance to 200 feet. In some situ­
ations, this limitation is 400 feet. 
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Table 1. Comparison between Channels and Other Computer Networks 

Feature Bus Channel LAN MANjWAN 

Distance Covered A few tens of 200 feet within A few miles within Hundreds or thousands 
feet in a backplane a building a building or campus of miles 
or among cabinets 

Type of Devices Parts of a com- Peripherals of a Computer systems, Computer systems 
Interconnected puter system computer servers, workstations and terminals 

Address Fine (a memory Fine (peripherals) Coarse (different com- Coarse (different com-
Granularity location) puters and terminals) puters and terminals) 

Data Rate High High Medium Low 
(10M to (24M to (1M to (1K to 
500M bps) 36M bps) 100M bps) 1.5M bps) 

Ownership of Private Private, but Private, but Typically carrier 
Facility may also employ may also employ based 

carriers' links carriers' links 

Cable 10 to 100 10 to 30 1 channel, serial 1 channel, serial 
wires, parallel wires, parallel transmission transmission 
transmission transmission 

Topology Bus Bus Bus, ring, star, tree Star, mesh 

Error Rate of Very low Low Medium Higher 
Cable (depends on 

communications 
medium used) 

Error Detection Usually not Implemented Always implemented Always implemented 
implemented by channel-

extender hardware 

Device Relationship Hierarchical Hierarchical Peer-te-peer Master-slave 
and peer-to-peer 

Response Time Media inherent Very low, 1-3 seconds 1-10 seconds 
10-30 milliseconds 

Data Unit Word Byte 

Off-site telecommunications have tradition­
ally taken place via FEPs, also called communica­
tion processors. Examples of these include 
Amdahl's 4745, NCR's 56XX Series, and the IBM 
3745/3746. The IBM 3745 employs cache memory, 
datastreaming in channel adapters, and direct 
memory access; it can accommodate up to 16 T 1 
lines, 512 data communications lines with speeds 
up to 256K bps, and eight token-ring networks op­
erating at 4M bps. FEP connections are optimized 
for transaction processing through terminals. In 
spite of its impressive array of features, however, 
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Message or file Message or file 

the 3745 is still relatively slow for some applica­
tions. In today's computing environment, a 
broader set of communications requirements has 
emerged; in particular, diverse computer networks 
and peripherals require connection in a more sym­
metrical, peer-to-peer manner. 

Figure 1 depicts the traditional IBM telepro­
cessing environment in which FEPs mediate access 
between terminal cluster controllers and the host. 
Communication links operating at 9600 bps have 
been standard, with some use of DDS at 56K bps. 
Until recently, the maximum data rate between 
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two PEPs was 256K bps. Such speeds are becoming 
inadequate for today's business applications. Also, 
the additional software required by these 
processors-Network Control Program, Network 
Packet Switched Interface, and other native and 
emulation software-also increases the total trans­
mission delay. That added delay can make subsec­
ond response time on terminals unachievable. 

Today, LANs connected to the mainframe 
provide a more efficient way to interconnect a lo­
cal population of peer-to-peer PCs and/or 3270-
emulation PCs. In many new installations, LANs 
are replacing traditional cluster controllers, elimi­
nating the cabling constraints of the older technol­
ogy. LANs operate at speeds ranging from 1M to 
100M bps for new backbone products, including 
FDDI. The mainframe link must accommodate 
these higher LAN transmission speeds. 

Recognizing the growing need to make the 
mainframe easier to access as a node on a network, 
IBM now offers built-in connectivity on its 9370 
computers. The 9370's integrated communication 
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controllers enhance LAN-ta-mainframe connectiv­
ity by opening the latest IBM mainframe architec­
ture to a broad range of users. The built-in 
controllers interface directly to LAN s and other 
computers without going through PEPs. These 
built-in connectivity devices are not available, 
however, for the entire family of IBM computers. 
Channel extenders can connect devices beyond the 
200-foot limit. DSlITI circuits over copper, fiber, 
or microwave provide the links to remote peripher­
als. 

As noted earlier, channel extenders allow host 
processors to pass information directly to each 
other on a channel-to-channel basis and permit 
remote terminal devices to attach directly to a host 
computer channel, bypassing the communication 
processor. For a number of years, PEPs have con­
nected the mainframe to a DSlITI facility. PEPs, 
however, do not use the DSllink efficiently. 

In 1987, a new crop ofFEPs emerged, all 
aimed at increasing back-end throughput while in­
terfacing with new higher rate communications 
lines and LANs at the front end. Vendors are push­
ing the DSIITI interfaces, but the PEPs may not 
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Figure 2. 
Typical Po;nt-to-Po;nt Channel Exte1lller Usage 
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have the power to handle data in the 3M bps range 
and still provide reasonable performance. Even if 
the processor handles T 1 or T3/DS3 rates (45M 
bps) effectively, the communications protocol typi­
cally does not. Common protocols handle low to 
medium speeds-up to 56K bps or at best 256K 
bps-and are not efficient at higher speeds. Users 
with applications requiring high data rates (large 
file transfers, high-resolution graphics, CAD/CAM, 
and so on) may need to bypass the PEP and 
achieve direct host-channel communication. This 
is the type of situation for the channel extender. 

Applications 
Channel extenders perform two types of applica­
tions: local area extension, typically in a multi­
building or campus environment, and wide area 
extension, across town or across country. Applica­
tions of the technology are summarized in Table 2. 

Users install channel extenders to minimize 
the risks of relocating peripherals away from the 
mainframe·computer. Thus, channel extenders 
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have been used extensively for "hot" disaster re­
covery sites to download backup databases. To 
many financial services companies, such as banks 
and brokerage firms, any downtime or loss of data 
can cause serious problems. With a remote host or 
storage device at a separate site, the potential di­
saster that could result from a host failure is mini­
mized. 

Economics also plays an important part in the 
choice of channel extenders. A user can maintain 
the same quality of service at a remote location as 
at the mainframe location. This arrangement is 
particularly attractive for users relocating a city 
data center to a suburban location. Since real estate 
costs are soaring in many cities, many companies 
are moving their data centers to lower cost facili­
ties. A number of New York banks have built data 
centers in New Jersey. Through channel extenders, 
terminals in New York accessing a host in New 
Jersey appear to be making a local connection. 
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Table 2. Applications of Channel Extender Technology 

Application Explanation 

Distributed Data Processing Different portions of the data can reside in different hosts' diS~ drives, spread 
throughout the country. With channel extenders and DS1/T1 links, all hosts have 
quick access to all the information. 

Instantaneous Data Backup Large amounts of data can be dumped in realtime to a secur~ location mirrori~g all 
operations, eliminating the need to generate, manage, and ship tap~s-Iabor-Inten­
sive activities. This also eliminates the current bottlenecks of occasional dumps of 
small selected data sets over slow communications lines. 

Dual Center Transaction Processing With appropriate programminQ, eac~ trans~~on cen be maintained in two or more 
hosts for fully mirrored operation with negligible delays. 

Unmarked Data Center (for security) All the primary mainframe equipment is placed in a remote, secure, ~~d unmarked 
faCility. DS1/T1 or fiber channel extenders connect remote users. MInimum per­
sonnel are needed. 

LAN Integration Channel-to-channel attachment offers the possibility of using comp.ut~rs as true 
servers, while at the same time retaining the hierarchical control Within the system. 

Topologies 
Channel extension occurs in two ways: through a 
simple point-to-point architecture or on a high­
speed backbone LAN. In the first approach, shown 
in Figure 2, each remote device (host, printer, clus­
ter controller) has its own point-to-point facility 
connecting it to a host channel. Each host channel 
connects to a channel adapter that communicates 
with the device adapter at the remote end. 

In the backbone LAN approach, shown in 
Figure 3, each processor in a location connects to a 
high-capacity LAN through channel adapters. The 
LAN is then connected to other LAN s supporting 
hosts, peripherals, or servers at other locations. 
The LAN approach offers a high degree of flexibil­
ity for interconnecting many peripherals with vari­
ous hosts and providing host-to-host 
interconnections. Applications and processors can 
also share the DS lIT 1 transmission facilities re­
quired by these networks. 

The LAN approach has certain drawbacks, 
despite its greater level of interconnectivity. These 
disadvantages include costs higher than a straight 
point-to-point solution and increased management 
complexity. 
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IBM Channel Attachment 
For a more complete understanding of the environ­
ment in which channel extenders operate, it is nec­
essary to review the IBM channel attachment 
process. 

Channel attachment is an IBM term for com­
munications between the host processor and other 
devices. An IBM interface, known as a channel 
adapter on the processor end and a device adapter 
on the peripheral end, implements channel attach­
ment. The two adapters connect via the bus and 
tag cable, a large, round cable (about one inch) 
with paddle-shaped connectors on the ends. Signal 
degradation and protocol requirements impose 
distance limitations on these connections. 

Although direct channel attachment sounds 
simple, such an interface might require extensive 
programming, particularly for a network of diverse 
hosts. This situation could involve modifying the 
operating system andlor the communications ac­
cess method software, such as VT AM. Such pro­
gramming can be difficult and, at times, risky. The 
host vendor may also object to these modifica­
tions, and may require that the user back out all 
changes before modifications or troubleshooting 
can be done. 

Types of Channels 
Traditional IBM Systeml370 computers have used 
a number of channels to communicate with the 
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Figure 3. 
Typical Channel Extender in a UN Configuration 
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outside world: byte multiplexer channel, selector 
channel, and block multiplexer channel. 

Byte Multiplexer Channel. This channel trans­
fers bytes interleaved between storage and several 
1/0 devices (byte mode) or transfers a byte string to 
one device (burst mode). The channel consists of a 
number of subchannels, each of which can control 
one device and has one unit control word (UCW) 
implemented in control storage. Microprogram 
controlled, the channel has only one active UCW. 
During mUltiplex mode operation, sub channel 
UCWs are fetched into the active uew, updated, 
and returned to control storage. In some imple­
mentations, all storage access for byte multiplexer 
channel operation interferes with processor opera­
tion. 

The byte multiplexer channel connects to a 
number of slow- and medium-speed devices, and 
can operate with a number of 1/0 devices simulta­
neously. The computer system can have a number 
of channels, each assigned an address. Similarly, 
each channel can connect to several devices, and 
each device is assigned an address. 

In byte multiplexer operations, channels can 
function in byte multiplex or burst modes. In byte 
multiplex mode, several relatively slow-speed 1/0 
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Printer 

devices can operate concurrently. Each byte multi­
plexer can operate with an aggregate data rate in 
the range of 90K bytes per second to 300K bytes 
per second for data transfer burst sizes of four 
bytes or more. Configurations consisting of control 
units with faster 110 interface tags and larger data 
transfer burst sizes can achieve the higher perf or­
mancelevel. 

Selector Channel. Designed for devices having 
high data transfer rates, selector channels operate 
only one device at a time in the burst mode. These 
channels are typically implemented in circuit regis­
ters and by microprogram routines. They are faster 
than byte multiplexer channels because operating 
data remains in the operating register during the 
entire operation. Older systems increased the speed 
of the selector channel through the word buffer fea­
ture, which placed a four-byte buffer in the data 
path between a channel and storage, thus reducing 
by 75% the number of storage access cycles re­
quired for an 110 data transfer. 

Block Multiplexer Channel. By interleaving 
blocks of data, this type of channel allows concur­
rent operation of several burst-mode devices on the 
channel's single data path. The block multiplexer 
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channel combines the features of the byte multi­
plexer and selector channels. It provides a connec­
tion to a number of high-speed devices, but all 110 
transfers take place with an entire block of data, 
unlike a byte multiplexer channel that transfers 
only one byte at a time. In block multiplex opera­
tion, channels can operate in high-speed transfer 
mode or in datastreaming mode. In datastreaming 
mode, a block multiplex channel can transfer at a 
rate up to 3M bytes per second. 

Like the selector channel, the block multi­
plexer channel has a high data rate and operates 
only one device at a time. It can, however, have 
several active channel programs. Devices using 
block multiplex operation logically disconnect 
from the channel when not prepared for data trans­
fer; they reconnect when the channel is no longer 
busy transferring data to another device via the 
interrupt system. Channel extenders usually sup­
port the block multiplexer data transfer protocol. 

In a large host processor setup, processors in 
a multimodule complex communicate with one 
another over channel connections under a block­
oriented protocol. These connections are referred 
to as block channel attachments. Datastreaming 
supports data transfer rates up to 4.5M bytes per 
second on block multiplexer channels. All printers, 
terminal controllers, and disk and tape controllers 
co-located with the data center connect with the 
processors via channel attachments. 

Even newer systems, using a separate proces­
sor to handle I/O, still use channels to communi­
cate with the outside world. Modern computers 
also have integrated I/O channels, normally within 
an I/O processor, that contain and control chan­
nels. Users can configure the channels for byte or 
block multiplexer operation. Channel extension 
units are increasingly becoming small programmed 
processors. For example, the Unisys A, B, and V 
systems use microprogrammed data link proces­
sors. 

In the System/370 environment, any channel 
can be assigned any valid channel address without 
concern for priority. In the System/370 Extended 
Architecture environment, up to four channel 
paths are available to any attached I/O device. 
During any I/O operation, one of the available 
channel paths to any specific I/O device is selected 
as a hardware function rather than a system con­
trol function. 
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The IBM channel is a parallel facility, carry­
ing eight information bits and one control bit. The 
channel typically operates at 3M bytes per second 
(3M bps connections for each ofthe 8 bits of the 
byte) with a serial data rate of 24M bps (27M bps if 
one includes the control bit). The actual bus has 32 
cable conductors, which handle the I/O in arrays of 
32-bit words. Remote channel extender devices 
take the 32 concurrent inputs and align them in a 
serial stream for transmission. 

The IBM 3090 employs a Channel Subsystem 
(CSS) to handle all I/O operations for the CPU. 
The CSS controls communications between a con­
figured channel, control unit, and device. The 110 
Configuration Data Set (IOCDS), selected at sys­
tem initialization, identifies channels, control 
units, and device configurations to the channel 
subsystem. The I/O Configuration Program creates 
the 10CDS, which is stored on disk drives attached 
to the processor controller. During initialization, 
the 10CDS information builds necessary control 
blocks in the hardware system area of central stor­
age. In addition, the CSS contains a channel con­
trol element, which interacts with central storage, 
the central processors, and the channels. In opera­
tion, the channel control element initiates and ends 
channel operations, provides central storage access 
control, and sets priorities for 110 operations. 

Channel Extender Equipment 
Channel extenders are communication controllers 
that attach to a host's channel and communicate 
with another host, channel to channel, over great 
distances. Channel extenders operate in pairs-one 
at each end of the communications link. Each unit 
emulates the remote computer to its channel­
attached host so that the two extenders are trans­
parent, except for some reduction in throughput 
because of the communication link's limitation of 
approximately 1.5M bps. An extended pair pro­
vides a channel-to-channel connection between 
two host CPU s with no changes to VT AM or any 
other host CPU software. Also, the channel extend­
ers must make use of a 1.544M bps terrestrial or 
satellite link. 

Although some products use telecommunica­
tions facilities with various degrees of distance lim­
itations, others can connect hosts within only a few 
miles. A way to evaluate channel extension prod­
ucts is to determine if they interconnect hosts only 
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Table 3. Comparison of Channel 
Extenders, Channel Switches, and 
Electronic Matrix Switches 

Location 

Speed 
(per sec.) 

Purpose 

Size 

Channel 
Extender 

Channel side 

3M bytes 

Extend 
channel 

1 x 1 

Electronic 
Channel Matrix 
Switch Switch 

Channel side FEP side 

3M bytes 9.6K bps 

Extend and Facilitate 
switch channel modem sparing 

n x n, n<16 n x n, n<256 

or allow interconnection of a group of high-speed 
peripherals (e.g., laser printers). To date, the most 
popular application has been for host-to-peripheral 
channel extension. 

The high-end channel extender products in­
corporate microprocessors, memory buffers, and 
control logic to operate locally and over wide geo­
graphic areas. These sophisticated channel extend­
ers can perform a number of communication 
functions by re-creating the block multiplexed 
channel of an IBM mainframe. Manufacturers in­
clude AT&T Paradyne (Largo, FL), Computer Net­
work Technology (Minneapolis, MN), Computerm 
(Pittsburgh, PA), Network Systems Corp. (Minne­
apolis, MN), and NTX Communications Corp. 
(Sunnyvale, CA). 

Channel extension equipment performs the 
following functions: 

• Supports the channel data transfer block or byte 
mUltiplex protocol. 

• Serializes the parallel data. 

• Provides buffering where speed transparency is 
not maintained. 

• Interfaces to the communications link (DSlITI 
or fiber). 

The three basic types of channel extenders, each 
with its specific applications, are fiber optic chan­
nel extenders, wide area extenders, and channell 
device emulation extenders. These types differ in 
amount of intelligence within the system, capabili­
ties, and price. 
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Related equipment includes channel extender ma­
trices that offer highly sophisticated channel 
switching functions. While channel extenders offer 
connections from Point A to Point B, channel ex­
tender matrix equipment allows multiplex connec­
tions in a switching arrangement. Often available 
from channel extender manufacturers, these prod­
ucts might incorporate channel extension function­
ality, or they may be used with channel extension 
equipment in some applications. 

Channel extender matrices should not be con­
fused with electronic digital matrix switches that 
interconnect mainframe digital ports on the FEP to 
the digital side of a bank of modems. These sys­
tems provide automated intermediate electronic 
patching functions. The electronic matrix switch 
differs from the channel switch/extender by operat­
ing at FEP data speeds, ranging from 4800 bps to 
19.2K bps, while the channel switch operates at the 
channel speed (i.e., 3M bytes per second and 
higher). The two types of equipment differ in 
scope, application, functionality, and technology. 

See Table 3 for a comparison of channel ex­
tenders, channel switches, and electronic matrix 
switches. Also see Figure 4, which shows where 
each type of system resides, relative to the host, in 
a network. 

Channel extender matrices come in either 
point-to-point or multipont-to-multipoint versions. 
(See Figure 5 for a graphic illustration of these sys­
tems.) 

Point-to-Point (static) Channel Matrix. These 
switches connect the IBM channel to a number of 
possible devices. They are typically small (2 x 2 or 
16 x 16 inches) and generally use mechanical 
crosspoint technology, though some solidstate 
products exist. Typical applications involve 
putting spare FEPs online when one of the same 
FEPs needs repair. The switch eliminates the need 
to disconnect and reconnect cables. The equipment 
operates as a patch panel on the channel side. 
Some examples are the IBM 3814 Switching Man­
agement System and the Data Switch 1200 Intelli­
gent Peripheral Switch. 

Multipoint-to-Multipoint (dynamic) Channel 
Extender Matrix. This dynamic channel switch 
provides mainframe-to-mainframe internetwork­
ing. The mainframes, however, must be relatively 
near to each other for this technology to apply. 
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Placement of channel switches, channel extenders, and digital electronic matrix switching in a computer instal­
lation. 

Otherwise, channel extenders can be used in con­
junction with the switch. 

Multipoint channel switches are similar in 
operation to the LAN version of a channel ex­
tender, except that instead of a LAN with a serial 
bus, the core consists of a parallel bus. Examples of 
the technology are the IBM 3088 and Data 
Switch's Model 9088 Multisystem Interconnect 
Unit (MIU). 

Until the introduction of the IBM 3088 in the 
early '70s, users could directly connect only two 
mainframes within 50 feet. The 3088 allows the 
connection of up to eight mainframes within 200 
feet. Data Switch's 9088 MIU increased that dis­
tance to 800 feet and the number of mainframes to 
16. To accommodate the large throughput neces­
sary to handle 16 mainframes, the MIU supports 
six data buses, sending data in parallel at 3M or 
4.5M bytes per second. (IBM's 3088 has only two 
buses.) The allowable distances between main­
frames will grow to about 4,000 feet when IBM 
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adds fiber optic channels to its mainframes. Mul­
tipoint channel extender matrices are targeted for 
very large corporations that need to transfer data 
between a complex of mainframes. The technology 
is expensive. 

IBM-Digital Equipment Interconnectivity. 
IBM and Digital Equipment computers can also be 
interconnected. As already discussed, the IBM par­
allel connection port is a channel, combining a pro­
cessor and a parallel port; the processor executes 
programs and can transfer data from the memory 
of the host computer to the device attached to the 
channel without involving the CPU. 

Digital systems cannot easily emulate an IBM 
channel; fortunately, other computers and channel 
extender devices can. Hence, it is possible to 
achieve the equivalent of channel-to-channel com­
munication by linking the IBM channel to certain 
supermicros and minis through a channel extender 
device. Users can then link this device to Digital 
systems via a conventional parallel port. 
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Figure 5. 
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Some observers believe that channel extenders rep­
resent a threat to FEPs. Figure 6 depicts a potential 
evolution over the next three to five years. Al­
though channel extenders provide a competitive 

avenue for high-speed, point-to-point applications, 
they cannot handle gateway functions and sophisti­
cated switching. Users can configure channel ex­
tenders, however, with separately targeted channels 
to feed more than one host. 
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In the future, users may wish to extend the 
CPU bus-not just the channel-putting the pro­
cess somewhere in the range of 150M bps. Some 
are looking at bundled DS3/T3lines (operating at 
45M bps) to extend the bus. IBM may also be plan­
ning a channel extension solution at the DS3 rate. 
This trend is consistent with the FDDI and MAN 
activities being discussed and implemented in the 
industry. 

Better than bundled DS3s, however, is the 
promise of broadband ISDN, which will extend 
present bandwidths of 150M bps up to 600M bps. 
During the summer of 1988, the Consultative 
Committee on International Telephony and Tele­
graphy (CCITT) approved the new draft standard 
for broadband ISDN, 1.121. This draft standard is 
consistent with the Synchronous Optical Network 
(SONET) bandwidth concept, which provides a 
modern digital transmission hierarchy built on ap­
proximately 50M bps multiples. In addition to 
such dedicated high-speed links, one might see the 
introduction of switched facilities of comparable 
speeds, which allow channel connections, but at a 
more cost-effective rate. 

Until recently, most channel extenders had 
proprietary interfaces, restricting users to connect­
ing only those products offered by the channel ex­
tender vendor. Both local and remote units must 
be purchased from the same vendor and be ofthe 
same model type. In addition, most of the equip­
ment has been special-purpose connectivity prod­
ucts capable of handling only one type of 
connection; they have not supported general at­
tachment for multiple devices. 

Users need a multisource channel extension 
product. A nonproprietary, open-architecture unit 
could bring less limiting solutions to users and 
serve as a connectivity "platform." An open­
architecture channel unit, a generic interface de­
vice, would attach directly to the mainframe 
channel at channel speed. Thus, the unit would 
allow users to "really" connect multiple applica­
tions through standard protocols, such as IEEE 
796, without changing software at the application 
level. 

Equipment Selection 
Since users have many options to consider when 
choosing channel extension products, asking these 
eight key questions can be of assistance. 
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• Does the product need host-based software? 

• Does the product require modifications to 
VT AM and/or the operating system? 

• Does the product provide full networking capa­
bilities? 

• How much control can a remote operator have? 

• Does the product provide full automatic alter­
nate path routing? 

• Does the equipment support multiple hosts? 

• How many and what types of peripherals are 
supported? 

• Does this product operate with an integrated 
network management system, such as IBM's 
NetView? 

When evaluating potential vendors, users should 
check for vendor-sponsored development facilities. 
Where such resources exist, users can speak to 
technically knowledgeable personnel who can help 
with testing implementations and provide applica­
tion development. Another criterion is vendor ex­
perience in providing mainframe-related products 
and support. An important consideration is the 
capability of supporting multiple device types to 
avoid the expense and performance inefficiency of 
multiple layers of protocol conversion software on 
the mainframe. A channel extension product 
should be readily configured with a wide range of 
adapter boards to support standard applications, 
reducing development time for application-specific 
solutions. Where there is a time-critical element to 
the data flow, such as in engineering and scientific 
environments, one should look for a high-speed 
interface of at least 3M bytes per second transmis­
sion in a datastreaming mode (not limiting trans­
mission to a predetermined amount). 

Products 
These vendors offer channel extension products. 

AT&T Paradyne 
AT&T Paradyne (8550 Ulmerton Road, P.O. Box 
2826, Largo, FL 34649-2826. Telephone 813/530-
2000) offers the Pixnet-XL channel connectivity 
units, which are comprised of the Pixnet-XLllOOO 
and -XLl2000. The products use multiple­
processor architecture, and the software is based 
on the Open Systems Interconnection (OSI) model. 
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Figure 6. 
Possible Future Remote-Peripherals Configuration 
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A short summary of Pixnet family character­
istics is described below: 

Pixnet-XL/lOOO 

• Entry-level product. 

• Maximum throughput is 2.6M bps. 

• Supports one channel connection. 

• Supports DC Interlock. 

• The communication media supported are RS-
232-C with speed ranges from 9.6K bps to 
19.2K bps, and V.35 with speed ranges from 
56K bps to 2.048M bps. 

• The maximum number oflink connections are 
eight RS-232-Cs, four V.35s, two V.35 (TlIEl) 
interfaces; and two X.2Is. 

• Supports analog and digital communications, 
such as leased line, satellite, and microwave, at 
speeds up to T liE 1. 

• The options are NetView/PC support, redun­
dant power supply, application/CPU switching, 
and multi-link protocol (MLP). 
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Metropolitan Area 
Networks 

Broadband ISDN 

SONET 

• Supports up to two Tllines. 

• The devices supported are IBM and plug­
compatible mainframes, 3270-type CRT con­
trollers, high-speed laser printers, low-speed 
printers, check sorters, microfiche units, and 
tape drives. 

Pixnet-XL/2000 

• Midrange product. 

• Maximum throughput is 5.2M bps. 

• Supports two channel connections. 

• Each device attachment supports eight control 
units. 

• Supports the same devices and options as the 
Pixnet-XUlOOO. 

• The maximum number oflink connections are 
16 RS-232-Cs, eight V.35s, four V.35 (TlIEl) 
interfaces, and four X.21s. 
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Computer Network Technology 
Computer Network Technology (CNT) (6500 
Wedgewood Road, Maple Grove, MN 55369. Tele­
phone 612/550-8000) offers the Extended Channel 
Network that is comprised of the four following 
components: Channels, LANIW AN, Network Cu­
rator, and the CHANNELink. The CHANNELink, 
a channel-attached network processor, forms the 
core ofCNT's Extended Network Channel Net­
work. 

The CHANNELink currently consists of three 
models: the 5100/R, 5137, and the 5188. 

Some of the features of the CHANNELink 
include: 

• Each CHANNELink network processor is con­
figured with 2M to 10M bytes of RAM which is 
used as data buffer memory. 

• CHANNELink network processors connect re­
mote CPU s and peripherals for unlimited dis­
tances over Tl and DS3links, up to 3,500 feet 
over coax, and 2 kilometers over fiber. 

• The CNT Extended Channel Network solution 
is transparent to the channel and requires no 
host software. 

• CHANNELink offers 50M bps Coax Module, 
Ethernet Module, 100M bps Fiber Module, 
Variable Interface Module, and a DS3 module 
as a means to provide local connectivity for 
data center, building, and campus-wide configu­
rations. 

• The CHANNELink Network Processor and its 
modules are based on Motorola 680XO technol­
ogy and the VMEbus. 

• The peripheral function modules provides local 
and remote transparent connectivity. 

• The peripheral devices include tape drives, 
printers, check sorters, microfiche recorders, 
terminal controllers, graphics subsystems, Ter­
data DBCs, and front-end processors. 

• Communication between network processors is 
achieved by a software distribution program 
called the MDM Software. 

• To provide remote connectivity between future 
channels and devices, CNT has developed a Ge­
neric Control Unit Interface (GCUI), which 
responds to common interrupts and command 
sequences, providing a common interface for 
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channels and devices and a growth path for 
meeting future user requirements. 

• CNT offers a network management package 
called Network Curator, which interfaces with 
IBM NetView and can be either PC based or 
IBM host based. 

Computerm (100 Wood Street, Pittsburgh, PA 
15222. Telephone 412/391-7804) offers six host 
models and six remote models. Users can attach 
the 3800/3890 to networks over copper-based wire, 
fiber optic cable, microwave, and satellite links. 
Users can also extend the capacity of a CPU in an 
IBM mainframe from its central site to remote 
sites, without relocating the CPU or adding on an­
other one. 

Computerm has been in the channel exten­
sion business for 20 years. The company intro­
duced the 3800/3890 in 1983, using Series/l 
processors. As the Series/l CPU s were enhanced 
and higher speed microprocessors became avail­
able for system components, the 3800/3890 sys­
tems' capabilities grew. The system's redundancy 
allows an operator to switch the external systems 
from the primary to a completely separate backup 
unit. 

A basic Computerm system consists of a cen­
tral processing unit; memory; and Computerm­
designed boards, which are Channel Adapter (host) 
or Channel Emulators (remote), Monitor, Commu­
nications Adapter, and PROM Load. 

Features of the 3800/3890 include: 

• Hosts supported are IBM 43XX, 30XX, and 
IBM plug compatibles. 

• Seven channels are supported. 

• Maximum number of channels addressed per 
system is 256. 

• The line speeds range from 9600 bps to 1.544M 
bps. 

• The data unit transferred across the I/O channel 
is byte and block multiplexed. 

• The 3800/3890 supports IBM or plug­
compatible line printers, laser printers, CRT 
controllers, document processors, card readers, 
tape drives, and front-end processors. 

• The 3800/3890 system is completely transpar­
ent to all operating systems and applications 
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software, and requires no alterations or modifi­
cations to existing software. 

Data Switch 

Data Switch (One Enterprise Drive, Shelton, CT 
06484. Telephone 203/926-1801) offers six channel 
extension products: ChannelNet Models 9014, 
9040, 9044, 9045, 9200, and 9400. The product 
line includes channel extenders for CPU-to-control 
units for extending tapes, direct access storage de­
vices (DASDs), graphic workstations, and printers 
over private fiber or public transmission facilities; 
integrated host networking; and channel switching 
and channel extension systems to connect distrib­
uted CPUs and control units. Data Switch offers 
the Channel Plexers models that offer a significant 
savings in line charges. 

A short summary of each model with some 
characteristics is described below. 

Telecommunications Links 

ChannelNet Model 9014 is a channel extender for 
sub rate and fractional Tl. 

• The model supports V.35 interfaces. 

• The line rates range from 56K bps to 2.048M 
bps. 

• Completely transparent to the host and ex­
tended control units. 

• Redundant power supply. 

• The configuration components are made up of 
two 9014 extender units. 

ChannelNet Model 9200 ChannelPlexer 
"multiplexes" one or two computer channels over 
a telecommunications circuit (V.35, TlICEPT1, 
T3/CEPT3). 

• A variable-speed interface for V.35 supports 
lines speeds from 500K bps to 10M bps. 

• Is field-upgradable to the Model 9400. 

• Supports bidirectional CPU and control unit 
communications. 

• Transparent to all host and control unit soft­
ware. 

• Supports on-line, realtime disaster recovery sys­
tems. 

• Supports DCI (DC-Interlock) and datastream­
ing channel protocols. 
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• Maximum burst rate speed is 4.5M bytes per 
second in datastreaming mode. 

• Configuration components are two integrated 
link adapters, up to four channel adapters, rack 
assembly (standard), and dual power supplies 
(standard). 

ChannelNet Model 9400 ChannelPlexer extends 
up to four computer channels over one or two com­
munications links, including V.35, TlICEPT1, and 
T3/CEPT3. 

• A variable interface for V.35 supports line 
speeds from 500K bps to 10M bps. 

• Supports automatic switchover from one com­
munications line to another in the event of a 
line failure. 

• Allows bidirectional communications between 
devices at both ends ofthe link. 

• Supports DCI (DC-Interlock) and datastream­
ing channel protocols. 

• Maximum burst rate speed is 4.5M bytes per 
second in datastreaming mode. 

• Configuration components are two integrated 
link adapters, supporting one or two communi­
cations links, up to eight channel adapters, rack 
assembly (standard), dual power supplies (stan­
dard), and a system controller. 

Fiber Optics 

ChannelNet Model 9040 

• Handles DCI and datastreaming channel proto­
cols. 

• It extends tape; printers; terminals; worksta­
tions; and DASD 3990 Models 1,2, and 3, as 
well as DASD Model CJ2 control units. 

• Maximum burst rate speeds of 4.5M bytes per 
second in datastreaming mode are supported at 
a 3-kilometer distance. 

• DASD extension is possible up to 800 feet. 

ChannelNet Model 9044 extends print spools, 
graphic workstations, and terminals over fiber, up 
to 7 kilometers from the computer channel. 

• Supports data rates up to 1 M byte per second, 
without degradation of data transfer rates as 
distance increases. 
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• Is totally transparent to all host and applica­
tions software, and has a redundant power sup­
ply. 

• The configuration components are comprised of 
two 9044 extender units, a system controller 
(optional), power supply redundancy (stan­
dard), and are standalone or rack mountable in 
Data Switch cabinets. 

ChannelNet Model 9045 is a mainframe channel 
extender for high-speed control units over dedi­
cated fiber networks. 

• Supports datastreaming and nondatastreaming 
control units up to 7 kilometers from the host 
computer. 

• Supports both datastreaming and non­
datastreaming devices. 

• The optional system controller provides a cen­
tral point of control for up to eight extended 
channels. 

• Offers a laser enhancement that supports single­
mode fiber at distances up to 40 kilometers and 
has a high fiber-loss tolerance. 

• Maximum burst data rate of l.8M bytes per sec­
ond in DC-Interlock mode, and a maximum 
burst data rate of 4.5M bytes per second in 
datastreaming mode. 

• The configurations components are comprised 
of two 9045 extender units, a system controller, 
power supply redundancy, and are standalone 
or rack mountable in Data Switch cabinets. 

IBM 

IBM (Old Orchard Road, Armonk, NY 10504. 
Contact your local IBM representative.) offers the 
3044 Fiber Optic Channel Extender Link and the 
3088 Multisystem Channel Communication Unit. 

3044 Fiber Optic Channel Extender Link con­
sists of four units: the Models CO 1 and DO 1 and 
Models C02 and D02, which are interconnected 
by up to 3 km. of fiber optic cables. The 3044 
Model COX attaches the processor channel to one 
end of the fiber cable. The 3044 Model DOX at­
taches the other end of the fiber optic cable to the 
"remote" 110 control units. 

3044 Fiber Optic Channel Extender Link 
Models COl and DOl 

• Consists of two units interconnected by up to 2 
km. (6,600 ft.) of fiber optic cable. 
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• Handles datastreaming of up to 1.25M bytes per 
second at any distance up to 2 km. 

• Nondatastreaming rates of up to 43K bytes per 
second at 2 km., and up to 76K bytes per sec­
ond at 1 km. 

• Requires no modification of existing operating 
systems and user programs. 

• Extends distances for channel-to-channel pro­
cessor communications to 4 km. (13,000 ft.) 
through use of the 3088 Multisystem Channel 
Communication Unit (MCCU). 

• Operates with selected models of a broad range 
ofI/O units, such as printers, card readersl 
punches, control units with displays, magneticl 
optical character readers, switches, and other 
devices. 

Models DOl and D02 

• Allows IBM 3990 Models 1, 2, and 3, and IBM 
3380 Model CJ2 DASD control units to be 
placed up to 245 m. (800 ft.) from the channel. 

• Allows IBM 3480 Enhanced Tape Subsystem 
(ETS) to be placed up to 3 km. from the chan­
nel. 

• Can be used with optical fiber trunk installed 
for the 3044 Models CO 1 and DO 1. 

3088 Multisystem Channel Communication Unit 
offers the Model AI, Modell, and Model 2. 

• Model Al interconnects up to two processor 
channels. 

• Model Al provides up to 63 logical channel-to­
channel adapter (CTCA) links. 

• Model 1 interconnects up to four processor 
channels. 

• Modell provides up to 252 logical CTCA links. 

• Model 2 interconnects up to eight processor 
channels. 

• Field upgradability from the Model 1 to the 
Model 2. 

• Up to two simultaneous data transfers. 

• Datastreaming capability providing 4.5M bytes 
per second transfer rate. 

• Up to 126 logical CTCA links connecting a 
maximum of four processor channels via the 
Modell. 
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• Up to 252 logical CTCA links connecting a 
maximum of eight processor channels via the 
Model 2. 

McDATA 
McDATA (310 Interlocken Parkway, Broomfield, 
CO 80021-3464. Telephone 303/460-9200) offers 
the LinkMaster Series channel extenders, which 
include the LinkMaster 5200F local area channel 
extender, LinkMaster 5200T wide area channel 
extender, and LinkMaster 5300T wide area chan­
nel extender. 

A short summary of each model with some 
characteristics is described below: 

LinkMaster 5200F 

• Supports IBM System/370-compatible block 
multiplexer channels. 

• Utilizes fiber optic technology. 

• Supports IBM 43XX, 30XX, and IBM plug­
compatible mainframes. 

• Serial data rate up to 12M bps (full duplex). 

• Offers four interchangeable interface boards as 
an option: multimode to 1.5 miles, multimode 
to 3 miles, single mode to 3 miles, and single 
mode to 6 miles. 

• Automatically performs an end-to-end loopback 
test each time the system is powered up. 

• Three basic software-programmable channel 
protocols and IBM NetView options. 

• The hardware components are comprised of a 
5012F local unit, a 5002F remote unit, two 
plug-in ROMs with required software, two 
6-foot power cords, two 20-foot link adapter 
cables, and an installation guide. 

LinkMaster 5200T 

• Supports the IBM System/370-compatible block 
multiplexer channel. 

• Offers speeds ranging from 56K to 2.048M bps 
in full-duplex mode over T1, fractional T1, and 
other digital communications facilities. 

• Up to 256 SNA or non-SNA devices are ad­
dressable on one channel. 

• Options include various line interface options, a 
rack-mount kit, a second power supply, IBM 
Net View Command Processor software, adapter 
cables, and additional channel cables. 
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• Automatically performs an end-to-end loopback 
test each time the system is powered up. 

• Full range of WAN communications interface 
options: V.35, X.21, RS-449/RS-530, RS-
232-C, U.S. DS1, European TlICEPT G.703 
twisted pair, and TlICEPT G.703/6 coax. 

LinkMaster 5300T 

• Supports high-speed peripherals to be remotely 
located and accessed through public or private 
T3 communications facilities. 

• Supports IBM Systeml370-compatible block 
multiplexer channels. 

• Offers two interface modules, direct DS3 and 
High Speed Serial Interface (HSSI). 

• Peripherals supported by the channel extenders 
include line printers, laser printers, check sort­
ers, CAD/CAM terminals, and CAD/CAM plot;. 
ters. 

Network Systems Corp. 
The RDS Channel Device Systems products manu­
factured by Network Systems Corp. (7600 Boone 
Avenue N., Minneapolis, MN 55428-1099. Tele­
phone 612/424-4888) include the 9300 Series of 
Enterprise Channel Extenders, 9500 Series Enter­
prise Channel Extenders, and the 720017250 RDS 
Host and Device Controllers. 

A short summary of each of the models' char­
acteristics is described below. 

The 9300 Enterprise Channel Extender Fam­
ily consists of two units: the 9300-1L, which is de­
signed to operate as as IBM/FIPS control unit 
attached to a single-host channel, and the 9300-1R, 
designed to operate as a remote IBM/FIPS channel 
attached to a device controller. 

• The 9300 family are fiber optic channel extend­
ers supporting channel speeds up to 3M bytes 
per second to distances up to 40 km. 

• The 9300-1L supports up to eight control units. 

• The 9300 units perform six levels of error 
checking. 

• Peripherals supported by the 9300-1R include 
most IBM and IBM plug-compatible printers, 
display controllers, tape subsystems, channel 
switches, check sorters, and graphic devices. 

• The 9300 products do not use host-based soft­
ware. 
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The 9500 Enterprise Channel Extender Family con­
sists of two units: the 9500-1L, which is the local 
unit or channel-attached unit; and the 9500-1R, 
which is the remote unit or device controller­
attached unit. 

• The 9500-1L unit takes one control-unit posi­
tion on a processor channel, but it is not ad­
dressable. 

• Up to eight 9500-1L hosts units may be at­
tached to one channel. 

• The 9500 communicates via standard digital 
communications links at speeds up to 2.048M 
bps. 

• The extenders interface with the link equipment 
via a V.35, RS-449, or RS-232-C interface. 

• Through the direct interface of the 9500 to 
IBM's NetView, an operator on a 3270 
NetView console can receive generic alerts; per­
form a centralized configuration; and analyze 
configuration information, such as link statis­
tics and operating status of the 9500. 

The 7200 and 7250 RDS Host and Device Control-
/' lers provide the flexibility with any channel exten-
I" 

( 

sion requirement. This could be from a simple 
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point-to-point solution over a single low-speed 
communications link, to a highly complex network 
of multiple hosts and devices connected over a net­
work of FOOl rings, multiple high-speed commu­
nications links, or HYPERchannel50/100 local 
trunks. 

• The 7200 connects to the IBM/FIPS host chan­
nel, and can be configured with a number of 
different options, such as FOOl, high-speed 
communications links, HYPERchannel trunks, 
and other CPU interfaces. 

• The 7250 connects to the remote peripheral de­
vice and can be configured with any of the 7200 
options. 

• The 7200 can be configured to operate with or 
without host-resident software. 

• Optional software is available for a direct IBM 
NetView interface or a Host Operators Com­
mand Console. • 
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Datapro Summary 

This report explains how to interpret the Interoperability Matrices featured in the Datapro 
product reports included in this tab. In the context of this report, communications processors 
are proprietary devices. Standards-based architectures, such as TCP/IP and OSI, have de­
vices that perform routing and concentration functions, but they are treated as separate 
device classes. 

Most communications devices purchased by us­
ers operate at lower OSI levels, but vendor net­
work architectures define OSI functions at 
higher levels as well, and communications pro­
cessors are elements of vendor network architec­
tures. Other devices, such as routers and packet 
switches conforming to standards-based archi­
tectures, can also perform routing and concentra­
tion functions, but they are considered as differ­
ent device classes because of the unique 
relationship between the communications pro­
cessor and the remainder of the vendor's net­
work products. 

A communications processor is a data net­
work product designed for one or more of the 
following functions: 

• To off-load communications overhead from 
an expensive computer system (front-end pro­
cessor). 

• To perform intelligent routing within a data 
network. 

.• To concentrate data from multiple hosts, ter­
minals, and other processors into one or more 
high-speed lines. 

The distinction between a communications pro­
cessor and a multiplexer can be subtle: both can 
concentrate traffic and route information; but 
communications processors are devices that are 
tightly integrated into the computer vendor's 
network architecture. Often, as in the case of 
mM's SNA, the devices have a specific role to 
play and a specific relationship to both internal 
protocols and other network elements. 

The higher-level interface to a communica­
tions processor is normally a high-speed channel 
to a large computer system and specific software 
to support that channel on the host. The commu­
nications processor, via that interface, can be the 
first actual network device in the vendor's high­
est-level architecture-the application architec­
ture, which defines how programs relate to net­
work devices. 

At the peer level, communications processors 
can be interconnected to each other or to other 
devices defined by the vendor's network archi­
tecture. In virtually every case, there is a "smart" 
interaction between these elements; communica­
tions processors cooperate with companion 
products, not just connect to them. End systems, 
computers or terminals, are considered network 
architecture elements. 

Communications Processors 
and Higher-Level 
Architectures 
Communications processors, as network archi­
tecture elements, play a specific role in a net­
work, vis-a-vis the host computer, terminals, and 
other devices. In some cases, this role includes 
the actual interfacing with applications software 
running in the host and communicating with the 
remainder of the network. In most cases, how­
ever, the communications processor's relation­
ship is with the central computer system, or sys­
tems, it supports. 
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A host-to-processor relationship includes many factors be­
yond simple data exchange. Processors are often loaded with pro­
grams and configuration data by the host. Communications pro­
cessor operation is controlled by host network management. 
Processors often maintain statistics and status data, which is 
"read" by the host periodically. All these functions must be per­
formed by a communications processor, or the host will be inca­
pable of interacting with it properly. 

This multiplicity of functions has made it inconvenient to de­
scribe a communications processor in terms of the protocols or 
standards it supports because there would be many such standards 
and protocols. Instead, the industry has adopted the policy of de­
scribing communications processors either by reference to the 
name of a type of device within a vendor's network architectures 
(in SNA, a processor is a Physical Unit Type 4) or by asserting 
compatibility with a device type supplied by the "owner" of the 
network architecture (IBM 3705 compatible). 

This approach, unfortunately, is not wholly adequate to ensure 
interoperability. What follows are several detailed issues on com­
munications processors which must be examined to ensure that a 
given product will interoperate with the central computer com­
plex. 

Position in Network Architecture relates to the role which 
the device plays in the vendor network architecture it is designed 
to support. This role would be stated in as specific terms as the 
architecture defines. For example, an IBM-compatible communi­
cations processor would be described as an SNA PU 4. 

Compatibility indicates the device or devices in the vendor's 
network architecture which the referenced product is intended to 
replace. For example, the device might be an "IBM 3705 replace­
ment" or a "Unisys DCP-compatible" system. 

Host Software Required indicates the program/version of 
host computer software, such as the operating system or commu­
nications access method required to use the product. Normally, 
this information will be stated as "Version I or later." 

Host Software Supported indicates the communications pro­
grams/facilities supported by the processor. The device may sup­
port all the features of the compatible device or may exclude 
some features, specifying, for example, "OSI Communications 
Subsystem not supported." 

Communications Processor Software Required indicates 
the source, identity, and version of software for the communica­
tions processor itself. In most cases, the software is provided by 
the communications processor's vendor. 

Software Load indicates if the software can be loaded locally 
from a disk/tape or if it must be host loaded. In the latter case, the 
communications processor vendor must supply a utility or stipu­
late a load mechanism. 

Host Attachment Support indicates if the communications 
p~es.sor is attached to the host computer via aLAN, channel, 
senal mterface, or other method. The attachment support matrix 
entry is divided into Local and Remote. Remote attachment nor­
mally occurs via a data communications interface. 

Network Management Support indicates how the communi­
cations processor integrates with host network management fea­
tures of the network architecture. For example, the product could 
be NetView compatible or DECmcc compatible. Management 
support can be optional. 

Since communications processors are so closely tied to the 
host network architecture, they are very vulnerable to vendor 
changes in communications direction. Most third-party compat­
ible processors lag behind the primary vendor by six months to a 
year, and some never support all the features of the primary prod­
uct. On the other hand, third-party processors may offer features 
and facilities that the primary vendor has not elected to offer. 

Communications Processor 
Intero ...... bliity 

Data Networking 

Specific software and terminal support features should be ex­
plored, once overall compatibility with the computer system has 
been ensured. 

Relationships Within the Network 
Architecture 
Communications processors normally interface with one of the 
following elements: 

• Other communications processors, for the purposes of cooper-
ating in nodal routing of data. 

• Terminals, terminal controllers, and PC LANs. 

• Remote computer systems, such as departmental computers. 

In most cases, third-party communications processors are com­
patible with terminal and remote computer interconnection, but 
they may not be capable of full participation in internodal routing. 
But any relationship within the network architecture is considered 
peer. Thus, the processor must have explicit compatibility with 
any other device, including an end system. 

The following are the peer-level interoperability issues for 
communications processors. 

Compatible Communications Processors indicates the com­
munications processor models to which the product can be inter­
connected in both internodal and interdomain segments. The 
fo~.er relates to co~patible processors for node-to-node routing 
wlthm a host domain/network. The latter relates to compatible 
processors for interdomain (host-to-host) routing. 

This section also covers the terminal controller models and 
terminal models that can be attached to the device. If the terminal 
or controller has multiple operating modes, such as 3270 CUT or 
DFf, all modes are supported unless stated otherwise. 

Logical Unit Connections Supported indicates for IBM­
compatible processors the LU types that the processor can sup­
port. 

Gateways Supported indicates the identity of other network 
architectures for which the product offers gateway support, such 
as OSI, TCP/IP, DECnet, and SNA. If the gateway has specific 
limitations, such as 3270 to TCP/IP Telnet only, the limitations 
are also listed here. 

Transport Architectures Supported identifies the type of 
transmission facilities/services which can be supported by the 
processor, such as leased line, dial-up, public/private packet, 
frame relay, and SMDS. If a given transport architecture is sup­
ported for only one type of peer connection, the restriction is 
noted. For example, ~rame-relay support (processor to processor 
only)." When the specified architecture is supported by an inter­
face standard, the interface standard is cited, e.g., %blic/private 
packet, via X.25 with X.29 PAD support." 

Communications processor compatibility is reduced by the 
"mixing" of several third-party vendors in the same network, ei­
ther at the communications processor level or below. Most pro­
cessor vendors will test thoroughly with products of the primary 
network architecture vendor, but they may not test with all their 
compatible competitive products. 

Communications Processors and 
Transport Architectures 
The communications processor will attach to other elements in 
the network via a transport circuit or network. This may be a 
carrier analog circuit and modem, digital circuit, private network 
multiplexer circuit, or microwave circuit. Some processors will 
also accept value-added network connection via packet, frame 
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relay, or SMDS. Finally, processors can support LAN connec­
tions to local PCs or other types of systems. 

"Transparent" types of mUltiplexing can be used to create a 
private, integrated transport network that can carry communica­
tions processor traffic. When a nontransparent technology, such 
as packet switching, is to be used, it must be supported not only 
by the communications processor but also by the partner devices. 

The following are the interoperability issues for communica­
tions processors at the transport connection level. 

Leased Line Support describes the interface, data rates, and 
relationship limitations, if any, for attachment of devices to the 
processor via leased lines or equivalent private network services. 
For example, a processor might support "56/64K bps digital V.35, 
for links to other processors only." 

Switched (dial-up) Line Support describes the interface, 
data rates, and relationship limits, if any, for attachment of de­
vices to the processor via dial-up lines. 

PubUc Data Network Support describes the interface, stan­
dards version, data rates, and relationship limits for attachment 
via public or private packet networks. For example, the processor 
might support "X.25 1980 version, via RS-232-C to 19.2K bps, 
V.35 to 64K bps, to any compatible device." 

LAN Attachment Support describes the processor's support 
for an interface to a local area network. This notation includes the 
type (and data rate, if appropriate) of the LAN, and the device 
restrictions on partner devices, if those restrictions are other than 
any device which also supports the LAN. For example, a proces­
sor might provide "PC attachment via Token Ring (4M or 16M 
bps), via 3174-compatible emulation gateway software." 

Communications processors often have plug-in modules, 
which provide specific port interfaces. There may be limitations 
On the combination of modules per unit or on the data rate per port 
or in aggregate. These limitations may be different on various 
brands of processor, even though the processors are "compatible" 
with the same target device. Modules are not generally plug com­
patible among various vendors. 
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For devices connected over leased-line or switched-line facili­
ties, the data rates of the partners must match, but the physical 
interfaces might not be the same. For example, a communications 
processor might employ a V.35 interface to connect to a modem! 
leased line operating at 9600 bps, which connects to a compatible 
modem and a terminal through an RS-232-C interface. 

Devices connected via packet or frame-relay service might be 
capable of communicating even if the access data rate for the two 
devices is not the same. Thus, a communications processor with a 
56K bps packet network interface can communicate with a cluster 
controller attached to the same network with a 9600 bps line. 
Flow control requirements for the network must be met, however. 

Users should be advised that most communications processor 
interconnections occur via leased lines or equivalent private net­
work services. The use of a public data network is likely to ex­
pose the user to operating issues with which the third-party ven­
dor will have little experience. Problems in multivendor 
interconnection under these conditions may result in fingerpoint­
ing among the vendors and with the carrier. It is advisable to seek 
reference accounts for such applications. 

Special Issues 
The greatest risk users face in the selection of third-party commu­
nications processor products is the failure of the vendor to track 
product releases for the network architecture with which the pro­
cessor is associated. An IBM 3745-compatible processor may not 
remain so if IBM makes rapid product releases which enhance 
features, and the "compatible" vendor fails to keep up. 

There is no way to ensure that products will be promptly en­
hanced in the future, even if they were in the past. In general, 
users who regularly upgrade to new communications features as 
soon as they are released, or who are on the leading edge of their 
vendor's network and application architectures, should avoid 
third-party communications processors. -
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Datapro Summary 

This report explains how to interpret the Interoperability Matrices featured in the 
Datapro product reports included in this tab. In the context of this report, commu­
nications controllers are proprietary devices. Standards-based architectures, such 
as TCP/IP and OSI, have devices that perform routing and concentration func­
tions, but they are treated as separate device classes. 

Connections from the communications 
controller to other elements occur through 
a transport network structure that can be 
based on carrier leased line or dial-upser­
vices, public or private packet service, 
frame relay, SMDS, or other facilities. 

Because communications controllers are 
part of a vendor's network architecture, 
they are also generally part of the vendor's 
system/network management framework. 
This arrangement makes the device inher­
ently more "management ready" than a 
multiplexer or other transparent concentra­
tion/routing device. Networks made up en­
tirely of products that have specific vendor 
network architecture roles require little spe­
cialattention to "integrated management." . 

Analysis 

Most communications devices purchased 
by users operate at lower OSI levels, but 
vendor network architectures define OSI 
functions at higher levels as well, and com­
munications controllers are elements of 
vendor network architectures. Other de­
vices, such as routers and packet switches 
conforming to standards-based architec­
tures, can also perform routing and concen­
tration functions, but they are considered 

-By Martin Dintzis 
Assistant Analyst 

as different device classes because of the 
unique relationship between the communi­
cations controller and the remainder of the 
vendor's network products. 

A communications controller is a data 
network product designed for one or more 
of the following functions: 

• To off-load communications overhead 
from an expensive computer system 
(front-end processor). 

• To perform intelligent routing within a 
data network .. 

• To concentrate data from multiple hosts, 
terminals, and other controllers into one 
or more high-speed lines. 

Tbe distinction between a: communications 
controller and a multiplexer can be subtle: 

. both can concentrate traffic and route in­
formation; but communications controllers 
are devices tbat are tightly integrated into 
the computer vendor's network architec­
ture. Often, as in the case of IBM's SNA, 
the devices have a specific role to play and a 
specific relationship to both internal proto­
cols and other network elements. 

The higher-level interface to a commu­
nications controller is normally a high­
speed channel to a large computer system 
and specific software to support that chan­
nel on the host. The communications con­
troller, via that interface, can be the first 
actual network device in the vendor's 
highest-level architecture-the application 
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architecture, which defines how programs relate to net­
work devices. 

At the peer level, communications controllers can be 
interconnected to each other or to other devices defined by 
the vendor's network architecture. In virtually every case, 
there is a "smart" interaction between these elements; 
communications controllers cooperate with companion 
products, not just connect to them. End systems, comput­
ers or terminals, are considered network architecture ele­
ments. 

Communications Controllers and 
Higher-Level Architectures 
Communications controllers, as network architecture ele­
ments, playa specific role in a network, vis-a-vis the host 
computer, terminals, and other devices. In some cases, this 
role includes the actual interfacing with applications soft­
ware running in the host and communicating with the re­
mainder of the network. In most cases, however, the com­
munications controller's relationship is with the central 
computer system, or systems, it supports. 

A host-to-controller relationship includes many factors 
beyond simple data exchange. Controllers are often loaded 
with programs and configuration data by the host. Con­
troller operation is controlled by host network manage­
ment. Controllers often maintain statistics and status data, 
which is "read" by the host periodically. All these func­
tions must be performed by a controller, or the host will be 
incapable of interacting with it properly. 

This multiplicity off unctions has made it inconvenient 
to describe a controller in terms of the protocols or stan­
dards it supports because there would be many such stan­
dards and protocols. Instead, the industry has adopted the 
policy of describing controllers either by reference to the 
name of a type of device within a vendor's network archi­
tectures (in SNA, a communications controller is a Physi­
cal Unit Type 4) or by asserting compatibility with a de­
vice type supplied by the "owner" of the network 
architecture (IBM 3705 compatible). 

This approach, unfortunately, is not wholly adequate to 
ensure interoperability. What follows are several detailed 
issues on communications controllers which must be ex­
amined to ensure that a given product will interoperate 
with the central computer complex. 

Position in Network Architecture relates to the role 
which the device plays in the vendor network architecture 
it is designed to support. This role would be stated in as 
specific terms as the architecture defines. For example, an 
IBM-compatible communications controller would be de­
scribed as an SNA PU 4. 

Compatibility indicates the device or devices in the ven­
dor's network architecture which the referenced product is 
intended to replace. For example, the device might be an 
"IBM 3705 replacement" or a "Unisys OCP-compatible" 
system. 

Host Software Required indicates the program/version 
of host computer software, such as the operating system or 
communications access method required to use the prod­
uct. Normally, this information will be stated as "Version 
1 or later." 

Host Software Supported indicates the communications 
programs/facilities supported by the controller. The device 
may support all the features of the compatible device or 
may exclude some features, specifying, for example, "OSI 
Communications Subsystem not supported." 
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Communications Controller Software Required indi­
cates the source, identity, and version of software for the 
communications controller itself. In most cases, the soft­
ware is provided by the communications controller's ven­
dor. 

Software Load indicates if the software can be loaded 
locally from a disk/tape or if it must be host loaded. In the 
latter case, the communications controller vendor must 
supply a utility or stipulate a load mechanism. 

Host Attachment Support indicates if the controller is 
attached to the host computer via a LAN, channel, serial 
interface, or other method. The attachment support ma­
trix entry is divided into Local and Remote. Remote at­
tachment normally occurs via a data communications in­
terface. 

Network Management Support indicates how the con­
troller integrates with host network management features 
of the network architecture. For example, the product 
could be NetView compatible or OECmcc compatible. 
Management support can be optional. 

Since communications controllers are so closely tied to 
the host network architecture, they are very vulnerable to 
vendor changes in communications direction. Most third­
party compatible controllers lag behind the primary ven­
dor by six months to a year, and some never support all the 
features of the primary product. On the other hand, third­
party controllers may offer features and facilities that the 
primary vendor has not elected to offer. Specific software 
and terminal support features should be explored, once 
overall compatibility with the computer system has been 
ensured. 

Relationships Within the Network 
Architecture 
Communications controllers normally interface with one 
of the following elements: 

• Other communications controllers, for the purposes of 
cooperating in nodal routing of data 

• Terminals, terminal controllers, and PC LANs 

• Remote computer systems, such as departmental com­
puters 

In most cases, third-party controllers are compatible with 
terminal and remote computer interconnection, but they 
may not be capable offull participation in internodal rout­
ing. But any relationship within the network architecture is 
considered peer. Thus, the controller must have explicit 
compatibility with any other device, including an end sys­
tem. 

The following are the peer-level interoperability issues 
for communications controllers. 

Compatible Communications Controllers indicates the 
communications controller models to which the product 
can be interconnected in both internodal and interdomain 
segments. The former relates to compatible controllers for 
node-to-node routing within a host domain/network. The 
latter relates to compatible controllers for interdomain 
(host-to-host) routing. 

Thissection also covers the terminal controller models 
and terminal models that can be attached to the device. If 
the terminal or controller has multiple operating modes, 
such as 3270 CUT or OFT, all modes are supported unless 
stated otherwise. If the network architecture uses a specific 
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device nomenclature for these devices, such as Physical 
Unit Type 2, the devices supported are grouped by that 
nomenclature. 

Logical Unit Connections Supported indicates for IBM­
compatible controllers the LU types that the controller can 
support. 

Gateways Supported indicates the identity of other net­
work architectures for which the product offers gateway 
support, such as OSI, TCP/IP, OECnet, and SNA. If the 
gateway has specific limitations, such as 3270 to TCP/IP 
Telnet only, the limitations are also listed here. 

Transport Architectures Supported identifies the type of 
transmission facilities/services which can be supported by 
the controller, such as leased line, dial-up, public/private 
packet, frame relay, and SMOS. If a given transport archi­
tecture is supported for only one type of peer connection, 
the restriction is noted. For example, "Frame-relay sup­
port (controller to controller only)." When the specified 
architecture is supported by an interface standard, the in­
terface standard is cited, e.g., "Public/private packet, via 
X.25 with X.29 PAD support." 

Communications controller compatibility is reduced by 
the "mixing" of several third-party vendors in the same 
network, either at the communications controller level or 
below. Most controller vendors will test thoroughly with 
products of the primary network architecture vendor, but 
they may not test with all their compatible competitive 
products. 

Communications Controllers and 
Transport Architectures 
The communications controller will attach to other ele­
ments in the network via a transport circuit or network. 
This may be a carrier analog circuit and modem, digital 
circuit, private network multiplexer circuit, or microwave 
circuit. Some controllers will also accept value-added net­
work connection via packet, frame relay, or SMOS. Fi­
nally, controllers can support LAN connections to local 
PCs or other types of systems. 

"Transparent" types of multiplexing can be used to cre­
ate a private, integrated transport network that can carry 
communications controller traffic. When a nontranspar­
ent technology, such as packet switching, is to be used, it 
must be supported not only by the communications con­
troller but also by the partner devices. 

The following are the interoperability issues for com­
munications controllers at the transport connection level. 

Leased Line or Equivalent Support describes the inter­
face, data rates, and relationship limitations, if any, for 
attachment of devices to the controller via leased lines or 
equivalent private network services. For example, a con­
troller might support "56/64K bps digital V.35, for links to 
other controllers only." 

Switched Line or Equivalent Support describes the inter­
face, data rates, and relationship limits, if any, for attach­
ment of devices to the controller via dial-up lines or equiv­
alent. 

Packet Network Support describes the interface, stan­
dards version, data rates, and relationship limits for at­
tachment via public or private packet networks. For exam­
ple, the controller might support "X.25 1980 version, via 
RS-232-C to 19.2K bps, V.35 to 64K bps, to any compati­
ble device." 
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Special Data Network Support describes the interface, 
standards and version, data rates, and relationship limits 
for the attachment of the controller to a partner device via 
a special data network such as frame relay or SMOS. 

LAN Attachment Support describes the controller's sup­
port for an interface to a local area network. This notation 
includes the type (and data rate, if appropriate) of the 
LAN, and the device restrictions on partner devices, if 
those restrictions are other than any device which also sup­
ports the LAN. For example, a controller might provide 
"PC attachment via Token Ring (4M or 16M bps), via 
3174-compatible emulation gateway software." 

Communications controllers often have plug-in mod­
ules, which provide specific port interfaces. There may be 
limitations on the combination of modules per unit or on 
the data rate per port or in aggregate. These limitations 
may be different on various brands of controller, even 
though the controllers are "compatible" with the same tar­
get device. Modules are not generally plug compatible 
among various vendors. 

For devices connected over leased-line or switched-line 
facilities, the data rates of the partners must match, but the 
physical interfaces cannot be the same. For example, a 
communications controller might employ a V.35 interface 
to connect to a modem/leased line operating at 9600 bps, 
which connects to a compatible modem and a terminal 
through an RS-232 interface. 

Devices connected via packet or frame-relay service 
may be capable of communicating even if the access data 
rate for the two devices is not the same. Thus, a communi­
cations controller with a 56K bps packet network interface 
can communicate with a cluster controller attached to the 
same network with a 9600 bps line. Flow control require­
ments for the network must be met, however. 

Users should be advised that most communications 
controller interconnections occur via leased lines or equiv­
alent private network services. The use of a packet or spe­
cial data network is likely to expose the user to operating 
issues with which the third-party vendor will have little 
experience. Problems in multi vendor interconnection un­
der these conditions may result in fingerpointing among 
the vendors and with the carrier. It is advisable to seek 
reference accounts for such applications. 

Special Issues 
The greatest risk users face in the selection of third-party 
communications controller products is the failure of the 
vendor to track product releases for the network architec­
ture with which the controller is associated. An IBM 3745-
compatible controller may not remain so if IBM makes 
rapid product releases which enhance features, and the 
"compatible" vendor fails to keep up. 

There is no way to ensure that products will be 
promptly enhanced in the future, even if they were in the 
past. In general, users who regularly upgrade to new com­
munications features as soon as they are released, or who 
are on the leading edge of their vendor's network and ap­
plication architectures, should avoid third-party commu­
nications controllers .• 
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Synopsis 

Editor's Note 
In the context of this report, communica­
tions controllers are proprietary devices. 
Standards-based architectures, such as 
TCP/IP and OSI, have devices that perform 
routing and concentration functions, but 
they are treated as separate device classes. 

This report explains how to interpret the 
Interoperability Matrices featured in the 
Datapro product reports included in this 
tab. 

Highlights 
Connections from the communications 
controller to other elements occur through 
a transport network structure that can be 
based on carrier leased line or dial-up ser­
vices, public or private packet service, 
frame relay, SMDS, or other facilities. 

Because communications controllers are 
part of a vendor's network architecture, 
they are also generally part of the vendor's 
system/network management framework. 
This arrangement makes the device inher­
ently more "management ready" than a 
multiplexer or other transparent concentra­
tion/routing device. Networks made up en­
tirely of products that have specific vendor 
network architecture roles require little spe­
cial attention to "integrated management." 

Analysis 

Most communications devices purchased 
by users operate at lower OSI levels, but 
vendor network architectures define OSI 
functions at higher levels as well, and com­
munications controllers are elements of 

vendor network architectures. Other de­
vices, such as routers and packet switches, 
conforming to standards-based architec­
tures, can also perform routing and concen­
tration functions, but they are considered 
as different device classes because of the 
unique relationship between the communi­
cations controller and the remainder of the 
vendor's network products. 

A communications controller is a data 
network product designed for one or both 
of two functions: 

• To off-load communications overhead 
from an expensive computer system 
(front-end processor) 

• To provide concentration and routing 
within a data network, using the facilities 
which the vendor's network architecture 
defines for such purposes 

The distinction between a communications 
controller and a multiplexer can be subtle: 
both can concentrate traffic and route in­
formation; but communications controllers 
are devices that are tightly integrated into 
the computer vendor's network architec­
ture. Often, as in the case of IBM's SNA, 
the devices have a specific role to play and a 
specific relationship to both internal proto­
cols and other network elements. 

The higher level interface to a communi­
cations controller is normally a high-speed 
channel to a large computer system and 
specific software to support that channel on 
the host. The communications controller, 
via that interface, can be the first actual net­
work device in the vendor's highest level 
architecture-the application architecture, 
which defines how programs relate to net­
work devices. 

At the peer level, communications con­
trollers can be interconnected to each other 
or to other devices defined by the vendor's 
network architecture. In virtually every 
case, there is a "smart" interaction between 
these elements; communications control­
lers cooperate with companion products, 
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not just connect to them. End systems, computers or ter­
minals, are considered network architecture elements. 

Communications Controllers and Higher 
Level Architectures 
Communications controllers, as network architecture ele­
ments, playa specific role in a network, vis-a-vis the host 
computer, terminals, and other devices. In some cases, this 
role includes the actual interfacing with application soft­
ware running in the host and communicating with the re­
mainder of the network. In most cases, however, the com­
munications controller's relationship is with the central 
computer system, or systems, it supports. 

A host-to-controller relationship includes many factors 
beyond simple data exchange. Controllers are often loaded 
with programs and configuration data by the host. Con­
troller operation is controlled by host network manage­
ment. Controllers often maintain statistics and status data, 
which is "read" by the host periodically. All these func­
tions must be performed by a controller, or the host will be 
incapable of interacting with it properly. 

This multiplicity off unctions has made it inconvenient 
to describe a controller in terms of the protocols or stan­
dards it supports because there would be many such stan­
dards and protocols. Instead, the industry has adopted the 
policy of describing controllers either by reference to the 
name of a type of device within a vendor's network archi­
tectures (in SNA, a communications controller is a Physi­
cal Unit Type 4) or by asserting compatibility with a de­
vice type supplied by the "owner" of the network 
architecture (IBM 3705 compatible). 

This approach, unfortunately, is not wholly adequate to 
ensure interoperability. What follows are several detailed 
issues on communications controllers which must be ex­
amined to ensure that a given product will interoperate 
with the central computer complex. 

Position in Network Architecture relates to the role 
which the device plays in the vendor network architecture 
it is designed to support. This role would be stated in as 
specific terms as the architecture defines. For example, an 
IBM-compatible communications controller would be de­
scribed as an SNA PU 4. 

Compatibility indicates the device or devices in the ven­
dor's network architecture which the referenced product is 
intended to replace. For example, the device might be an 
"IBM 3705 replacement" or a "Unisys DCP-compatible" 
system. 

Host Software Required indicates the program/version 
of host computer software, such as the operating system or 
communications access method required to use the prod­
uct. Normally, this information will be stated as "Version 
1 or later." 

Host Software Supported indicates the communications 
programs/facilities supported by the controller. The device 
may support all the features of the compatible device or 
may exclude some features, specifying, for example, "OSI 
Communications Subsystem not supported." 

Communications Controller Software Required indi­
cates the source, identity, and version of software for the 
communications controller itself. In most cases, the soft­
ware is provided by the communications controller's ven­
dor. 

Software Load indicates if the software can be loaded 
locally from a disk/tape or if it must be host loaded. In the 
latter case, the communications controller vendor must 
supply a utility or stipulate a load mechanism. 
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Host Attachment Support indicates if the controller is 
attached to the host computer via a LAN, channel, serial 
interface, or other method. The attachment support ma­
trix entry is divided into Local and Remote. Remote at­
tachment normally occurs via a data communications in­
terface. 

Network Management Support indicates how the con­
troller integrates with host network management features 
of the network architecture. For example, the product 
could be NetView compatible or DECmcc compatible. 
Management support can be optional. 

Since communications controllers are so closely tied to 
the host network architecture, they are very vulnerable to 
vendor changes in communications direction. Most third­
party compatible controllers lag behind the primary ven­
dor by six months to a year, and some never support all the 
features of the primary product. On the other hand, third­
party controllers may offer features and facilities that the 
primary vendor has not elected to offer. Specific software 
and terminal support features should be explored, once 
overall compatibility with the computer system has been 
ensured. 

Relationships within the Network 
Architecture 
Communications controllers normally interface with one 
of the following elements: 

• Other communications controllers, for the purposes of 
cooperating in nodal routing of data 

• Terminals, terminal controllers, and PC LANs 
• Remote computer systems, such as departmental com­

puters 

In most cases, third-party controllers are compatible with 
terminal and remote computer interconnection, but they 
may not be capable of full participation in internodal rout­
ing. But any relationship within the network architecture is 
considered peer. Thus, the controller must have explicit 
compatibility with any other device, including an end sys­
tem. 

The following are the peer-level interoperability issues 
for communications controllers. 

Compatible Communications Controllers indicates the 
communications controller models to which the product 
can be interconnected. This matrix heading is divided into 
internodal and interdomain segments. The former relates 
to compatible controllers for node-to-node routing within 
a host domain/network. The latter relates to compatible 
controllers for interdomain (host to host) routing. 

Compatible Terminals/Terminal Controllers indicates 
the terminal controller models and terminal models that 
can be attached to the device. If the terminal or controller 
has multiple operating modes, such as 3270 CUT or DFT, 
all modes are supported unless stated otherwise. If the net­
work architecture uses a specific device nomenclature, 
such as Physical Unit Type 2, for these devices, the devices 
supported are grouped by that nomenclature. 

Logical Unit Connections Supported indicates for IBM­
compatible controllers the LU types that the controller can 
support. 

Gateways Supported indicates the identity of other net­
work architectures for which the product offers gateway 
support, such as OSI, TCPIIP, DECnet, and SNA. If the 
gateway has specific limitations, such as 3270 to TCPIIP 
Telnet only, the limitations are also listed here. 
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Transport Architectures Supported identifies the type of 
transmission facilities/services which can be supported by 
the controller, such as leased line, dial-up, public/private 
packet, frame relay, and SMDS. If a given transport archi­
tecture is supported for only one type of peer connection, 
the restriction is noted. For example, "Frame-relay sup­
port (controller to controller only)." When the specified 
architecture is supported by an interface standard, the in­
terface standard is cited, e.g., "Public/private packet, via 
X.25 with X.29 PAD support." 

Communications controller compatibility is reduced by 
the "mixing" of several third-party vendors in the same 
network, either at the communications controller level or 
below. Most controller vendors will test thoroughly with 
products of the primary network architecture vendor, but 
they may not test with all their compatible competitive 
products. 

Communications Controllers and 
.Transport Architectures 
The communications controller will attach to other ele­
ments in the network via a transport circuit or network. 
This may be a carrier analog circuit and modem, digital 
circuit, private network multiplexer circuit, or microwave 
circuit. Some controllers will also accept value-added net­
work connection via packet, frame relay, or SMDS. Fi­
nally, controllers can support LAN connections to local 
PCs or other types of systems. 

"Transparent" types of multiplexing can be used to cre­
ate a private, integrated transport network that can carry 
communications controller traffic. When a non­
transparent technology, such as packet switching, is to be 
used, it must be supported not only by the communica­
tions controller but also by the partner devices. 

The following are the interoperability issues for com­
munications controllers at the transport connection level. 

Leased Line or Equivalent Support describes the inter­
face, data rates, and relationship limitations, if any, for 
attachment of devices to the controller via leased lines or 
equivalent private network services. For example, a con­
troller might support "56/64K bps digital V.35, for links to 
other controllers only." 

Switched Line or Equivalent Support describes the inter­
face, data rates, and relationship limits, if any, for attach­
ment of devices to the controller via dialup lines or equiv­
alent. 

Packet Network Support describes the interface, stan­
dards version, data rates, and relationship limits for at­
tachment via public or private packet networks. For exam­
ple, the controller might support "X.25 1980 version, via 
RS-232-C to 19.2K bps, V.35 to 64K bps, to any compati­
ble device." 

Special Data Network Support describes the interface, 
standards and version, data rates, and relationship limits 
for the attachment of the controller to a partner device via 
a special data network such as frame relay or SMDS. 
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LAN Attachment Support describes the controller's sup­
port for an interface to a local area network. This notation 
includes the type (and data rate, if appropriate) of the 
LAN, and the device restrictions on partner devices, if 
those restrictions are other than any device which also sup­
ports the LAN. For example, a controller might provide 
"PC attachment via Token Ring (4M or 16M bps), via 
3174-compatible emulation gateway software." 

Communications controllers often have plug-in mod­
ules, which provide specific port interfaces. There may be 
limitations on the combination of modules per unit or on 
the data rate per port or in aggregate. These limitations 
may be different on various brands of controller, even 
though the controllers are "compatible" with the same tar­
get device. Modules are not generally plug compatible 
among various vendors. 

For devices connected over leased-line or switched-line 
facilities, the data rates of the partners must match, but the 
physical interfaces cannot be the same. For example, a 
communications controller might employ a V.35 interface 
to connect to a modem/leased line operating at 9600 bps, 
which connects to a compatible modem and a terminal 
through an RS-232 interface. 

Devices connected via packet or frame-relay service 
may be capable of communicating even if the access data 
rate for the two devices is not the same. Thus, a communi­
cations controller with a 56K bps packet network interface 
can communicate with a cluster controller attached to the 
same network with a 9600 bps line. Flow control require­
ments for the network must be met, however. 

Users should be advised that most communications 
controller interconnections occur via leased lines or equiv­
alent private network services. The use of a packet or spe­
cial data network is likely to expose the user to operating 
issues with which the third-party vendor will have little 
experience. Problems in multivendor interconnection un­
der these conditions may result in fingerpointing among 
the vendors and with the carrier. It is advisable to seek 
reference accounts for such applications. 

Special Issues 
The greatest risk users face in the selection of third-party 
communications controller products is the failure of the 
vendor to track product releases for the network architec­
ture with which the controller is associated. An IBM 3745-
compatible controller may not remain so if IBM makes 
rapid product releases which enhance features, and the 
"compatible" vendor fails to keep up. 

There is no way to ensure that products will be 
promptly enhanced in the future, even if they were in the 
past. In general, users who regularly upgrade to new com­
munications features as soon as they are released, or who 
are on the leading edge of their vendor's network and ap­
plication architectures, should avoid third-party commu­
nications controllers .• 
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Note: A new High­
Performance Feature 
(HPF) for the 4745 in­
creases external 
throughput by up to 
90%. HPF adds static 
random access memory 
(SRAM) for main stor­
age, which reduces data 
access time, and a 
higher speed channel 
adapter. 

Amdahl has also intro­
duced TIIEI commu­
nications adapters for 
leased SNAlSDLC 
lines, has increased the 
maximum number of 
channel-attached hosts 
from six to eight, and 
has added support for 
IBM's ESCON (fiber 
optic) channel inter­
face. 

The 4745 communications processor fam­
ily consists of Models 110 and 210. These 
processors are designed for use in SNA net­
works as remote concentrators or front 
ends for hosts. Model 210 supports up to 
eight channel-attached IBM hosts, 256 
communications lines, four T11El links, 
and four 4M bps token-ring LANs. 

Plug compatible with the IBM 3745, the 
Amdahl 4745 runs IBM ACF/NCP and 
other IBM processor software and can be 
fully integrated into NetView. 

Strengths 

• Amdahl claims that the 4745-210 can 
provide up to 13% greater internal 
throughput than the IBM 3745-210. 

• Fiber optic cabling supports higher chan­
nel throughput and increases the maxi­
mum distance from the host to over five 
miles. 

• Amdahl's communications processors 
are easily upgradable, which preserves the 
user's investment. 

• The 4745 can run multiple versions of 
IBM ACF/NCP (Releases 3, 4, and 5) 
without software or hardware modifica­
tion; switching from one software release 
to another is as simple as executing a sin­
gle console command. 

-By Martin Dintzis 
Assistant Editor 
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Limitations 

• An IBM plug-compatible product, the 
4745 does not support some of the open 
networking options available from 
NCR's Comten. 5600 processor family, 
such as connections with Ethernet LANs 
and support for TCP/IP communica­
tions. 

• The 4745 does not provide as much ca­
pacity as the IBM 3745 for both host and 
token-ring attachments, and it does not 
yet support 16M bps token-ring LANs. 
However, Amdahl does plan to offer 16M 
bps support in the future. 

Vendor 
Amdahl Corp. 
1250 East Arques Avenue 
P.O. Box 3470 
Sunnyvale, CA 94088-3470 
(408) 746-6000 
In Canada: 
Amdahl Canada Ltd. 
1 First Canadian Place, 5th Floor 
P.O. Box 123 
Toronto, ON M5X lA4 
(416) 862-7479 

Competition 
IBM and NCR Corp. 

Prices 
Base configurations for 4745 Models 110 
and 210 are $100,650 and $132,000, re­
spectively. GSA Schedule: Yes. 
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Product Analysis 

Founded in 1970, Amdahl designs, develops, manufac­
tures, markets, and services large-scale data processing sys­
tems. The company's product line includes large, general­
purpose mainframe computers, data storage subsystems, 
data communications products, and software for IBM 
System/370-compatible environments. 

Amdahl introduced the 4745 communications proces­
sor Models 110 and 210 in May 1988. Plug-compatible 
with the IBM 3745, the 4745 models relieve the host of 
communications processing, functioning either as remote 
controllers or front ends. They concentrate host-bound 
data into one or more high-speed links; provide access to 
multiple IBM hosts for processor-attached devices; per­
form routing and switching among multiple network 
paths; sequence messages; and participate in network man­
agement functions. 

Since our last update to this report, Amdahl has im­
proved the processing power of the 4745 in several ways. 
The processor's central control unit now incorporates 
static random access memory (SRAM) chip technology, re­
ducing the number of cycles required to access memory. 
Performance has also been increased with the addition of a 
new channel adapter equipped with a large-scale integra­
tion (LSI) interface to the 4745's internal bus, which min­
imizes internal delays on the bus. The channel adapter also 
implements a more efficient bus-and-tag procedure, in­
creasing channel availability for data transfer operations. 
These enhancements, available for both newer and older 
4745 processor models as the High-Performance Feature 
(HPF), provide up to 1.9 times the external throughput 
and 1.8 times the internal throughput capacity previously 
supported. 

Amdahl has also introduced TI/EI communications 
adapters for leased SDLC lines, has increased the maxi­
mum number of channel-attached hosts from six to eight, 
and has added support for a fiber optic host channel using 
the IBM ESCON channel interface. 

Target Applications 
The 4745 processors are designed to meet the traffic needs 
of SNA networks. Model 110, best suited for smaller, re­
mote environments, can perform routing, concentration, 
and isolation of security-sensitive applications. Model 210 
can manage communications traffic for medium-to-large 
SNA installations. 

Overview 

Amdahl 
4745 
Communications Processor 

Strengths 

Data Networking 

Amdahl claims that in a benchmark program, the 4745-
210, equipped with HPF, provided 1.13 times the perfor­
mance established in a similar test for an IBM 3745 
equipped with the Buffer Chaining Channel Adapter 
(BCCA). With a base price of $132,000, the 4745-210 is 
also competitively priced with IBM's 3745-210, which 
starts at $147,550. 

IBM's ESCON channel interface supports higher chan­
nel throughput, increases the maximum distance from the 
host to as much as 5.6 miles, and provides virtually error­
free communications. 

Amdahl's communications processors are easily up­
gradable, which preserves the user's investment. The Am­
dahl 4725, an older processor, can be upgraded to a 4745-
110 which, in tum, can be upgraded to a 4745-210 with the 
High-Performance Feature. 

In developing the 4745, Amdahl made use of very large­
scale integration (VLSI) technology. By reducing the num­
ber of internal components, Amdahl has created an ex­
tremely reliable product. 

Another attractive feature of the 4745 is its Integrated 
Switching Architecture, which provides automatic or man­
ually controlled switchover to backup host facilities in the 
event of a host or network failure. 

The 4745 can run multiple versions ofIBM ACF/NCP 
(Releases 3, 4, and 5) without software or hardware modi­
fication; switching from one software release to another is 
as simple as executing a single console command. 

Limitations 
Amdahl's processors presently support up to eight hosts 
and four token-ring LANs. The IBM 3745, however, sup­
ports up to 16 hosts and eight token-ring LANs. While Am­
dahl's products currently support only 4M bps token-ring 
networks, the IBM 3745 supports both 4M bps and 16M 
bps LAN environments. Amdahl has indicated, however, 
that it will offer support for 16M bps LANs in the future. 

An IBM plug-compatible product, the 4745 is not de­
signed to provide a migration path to open networking as 
does NCR's Comten 5600 processor family. NCR's prod­
ucts communicate with token-ring LAN, Ethernet LAN, 
and TCP/IP environments, and will support for frame re­
lay and ISDN in the future. 

Competitive Analysis 
Amdahl competes with IBM Corp. and NCR Corp. IBM 
surpasses Amdahl in its support of both 4M bps and 16M 
bps LAN environments. Unlike Amdahl, which is locked 
into IBM support, NCR supports open networking. 

Model Design Date Announced Date Delivered Base Price ($) 

4745-110 Floorstanding processor 

4745-210 Floorstanding processor 
with an optional expan-
sion unit 

4747 Console Alphanumeric display 

MAY 1992 

May 1988 

May 1988 

May 1988 

June 1988 100,650 

June 1988 132,000 

June 1988 2,310 
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Note: A new High­
Performance Feature 
(HPF) for the 4745 in­
creases external 
throughput by up to 
90%. HPF adds static 
random access memory 
(SRAM) for main stor­
age, which reduces data 
access time, and a 
higher speed channel 
adapter. 

Amdahl has also intro­
duced Tl/EI commu­
nications adapters for 
leased SNAlSDLC 
lines, has increased the 
maximum number of 
channel-attached hosts 
from six to eight, and 
has added support for 
IBM's ESCON (fiber 
optic) channel inter­
face. 

The 4745 communications processor fam­
ily consists of Models 110 and 210. These 
processors are designed for use in SNA net­
works as remote concentrators or front 
ends for hosts. Model 210 supports up to 
eight channel-attached IBM hosts, 256 
communications lines, four TIIEl links, 
and four 4M bps token-ring LANs. 

Plug compatible with the IBM 3745, the 
Amdahl 4745 runs IBM ACF/NCP and 
other IBM processor software and can be 
fully integrated into NetView. 

Strengths 

• Amdahl claims that the 4745-210 can 
provide up to 13% greater internal 
throughput than the IBM 3745-210. 

• Fiber optic cabling supports higher chan­
nel throughput and increases the maxi­
mum distance from the host to over five 
miles. 

• Amdahl's communications processors 
are easily upgradable, which preserves the 
user's investment. 

• The 4745 can run multiple versions of 
IBM ACF/NCP (Releases 3, 4, and 5) 
without software or hardware modifica­
tion; switching from one software release 
to another is as simple as executing a sin­
gle console command. 

-By Martin Dintzis 
Assistant Editor 

@ 1992 McGraw-Hili, Incorporated. Reproduction Prohibited. 
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Limitations 

• An IBM plug-compatible product, the 
4745 does not support some of the open 
networking options available from 
NCR's Comten 5600 processor family, 
such as connections with Ethernet LANs 
and support for TCPIIP communica­
tions. 

• The 4745 does not provide as much ca­
pacity as the IBM 3745 for both host and 
token-ring attachments, and it does not 
yet support 16M bps token-ring LANs. 
However, Amdahl does plan to offer 16M 
bps support in the future. 

Vendor 
Amdahl Corp. 
1250 East Arques Avenue 
P.O. Box 3470 
Sunnyvale, CA 94088-3470 
(408) 756-6000 
In Canada: 
Amdahl Canada Ltd . 
1 First Canadian Place, 5th Floor 
P.O. Box 123 
Toronto, ON M5X lA4 
(416) 862-7479 

Competition 
IBM and NCR Corp. 

Prices 
Base configurations for 4745 Models 110 
and 210 are $100,650 and $132,000 re-
spectively. GSA Schedule: Yes. ' 
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Product Analysis 

Founded in 1970, Amdahl designs, develops, manufac­
tures, markets, and services large-scale data processing sys­
tems. The company's product line includes large, general­
purpose mainframe computers, data storage subsystems, 
data communications products, and software for IBM 
System/370-compatible environments. 

Amdahl introduced the 4745 communications proces­
sor Models 110 and 210 in,May 1988. Plug-compatible 
with the IBM 3745, the 4745 models relieve the host of 
communications processing, functioning either as remote 
controllers or front ends. They concentrate host-bound 
data into one or more high-speed links; provide access to 
multiple IBM hosts for processor-attached devices; per­
form routing and switching among multiple network 
paths; sequence messages; and participate in network man­
agement functions. 

Since our last update to this report, Amdahl has im­
proved the processing power ofthe 4745 in several ways. 
The processor's central control unit now incorporates 
static random access memory (SRAM) chip technology, re­
ducing the number of cycles required to access memory. 
Performance has also been increased with the addition of a 
new channel adapter equipped with a large-scale integra­
tion (LSI) interface to the 4745's internal bus, which min­
imizes internal delays on the bus. The channel adapter also 
implements a more efficient bus-and-tag procedure, in­
creasing channel availability for data transfer operations. 
These enhancements, available for both newer and older 
4745 processor models as the High-Performance Feature 
(HPF), provide up to 1.9 times the external throughput 
and 1.8 times the internal throughput capacity previously 
supported. 

Amdahl has also introduced TIlEl communications 
adapters for leased SDLC lines, has increased the maxi­
mum number of channel-attached hosts from six to eight, 
and has added support for a fiber optic host channel using 
the IBM ESCON channel interface. 

Target Applications 
The 4745 processors are designed to meet the traffic needs 
of SNA networks. Model 110, best suited for smaller, re­
mote environments, can perform routing, concentration, 
and isolation of security-sensitive applications. Model 210 
can manage communications traffic for medium-to-large 
SNA installations. 

Overview 

Amdahl 
4745 
Communications Proc ... or 

Strengths 

Data Networking 

Amdahl claims that in a benchmark program, the 4745-
210, equipped with HPF, provided 1.13 times the perfor­
mance established in a similar test for an IBM 3745 
equipped with the Buffer Chaining Channel Adapter 
(BCCA). With a base price of $132,000, the 4745-210 is 
also competitively priced with IBM's 3745-210, which 
starts at $147,550. 

IBM's ESCON channel interface supports higher chan­
nel throughput, increases the maximum distance from the 
host to as much as 5.6 miles, and provides virtually error­
free communications. 

Amdahl's communications processors are easily up­
gradable, which preserves the user's investment. The Am­
dahl 4725, an older processor, can be upgraded to a 4745-
110 which, in tum, can be upgraded to a 4745-210 with the 
High-Performance Feature. 

In developing the 4745, Amdahl made use of very large­
scale integration (VLSI) technology. By reducing the num­
ber of internal components, Amdahl has created an ex­
tremely reliable product. 

Another attractive feature ofthe 4745 is its Integrated 
Switching Architecture, which provides automatic or man­
ually controlled switchover to backup host facilities in the 
event of a host or network failure. 

The 4745 can run multiple versions of IBM ACFINCP 
(Releases 3, 4, and 5) without software or hardware modi­
fication; switching from one software release to another is 
as simple as executing a single console command. 

Limitations 
Amdahl's processors presently support up to eight hosts 
and four token-ring LANs. The IBM 3745, however, sup­
ports up to 16 hosts and eight token-ring LAN s. While Am­
dahl's products currently support only 4M bps token-ring 
networks, the IBM 3745 supports both 4M bps and 16M 
bps LAN environments. Amdahl has indicated, however 
that it will offer support for 16M bps LAN s in the future. ' 

An IBM plug-compatible product, the 4745 is not de­
signed to provide a migration path to open networking as 
does NCR's Comten 5600 processor family. NCR's prod­
ucts communicate with token-ring LAN, Ethernet LAN, 
and TCP/IP environments, and will support for frame re­
lay and ISDN in the future. 

Competitive Analysis 
Amdahl competes with IBM Corp. and NCR Corp. IBM 
surpasses Amdahl in its support of both 4M bps and 16M 
bps LAN environments. Unlike Amdahl, which is locked 
into IBM support, NCR supports open networking. 

Model Design Date Announced Date Delivered Base Price ($) 

4745-110 Floorstanding processor 

4745-210 Floorstanding processor 
with an optional expan-
sion unit 

4747 Console Alphanumeric display 

MARCH 1992 

May 1988 

May 1988 

May 1988 

June 1988 100,650 

June 1988 132,000 

June 1988 2,310 
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High Throughput 

Price/Performance 

Upgradability 
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Comments 

Supports T1/E1 speeds, as well as a fiber 
optic host channel 

The 4745-210 does not provide the host­
and LAN-attachment capacity of the larger 
IBM 3745 models, nor does it support 16M 
bps token-ring LANs; it is, however, com­
petitive in price and throughput capability 
with the 3745-210 

Through optional modules, any Model 4725 
processor (an older Amdahl product) can 
be upgraded to a 4745; similarly, any 4745-
110 can be upgraded to a 4745-210; the 
4745 can run multiple versions of IBM 
ACF/NCP (Releases 3, 4, and 5) without 
software or hardware modification 

Multivendor Networking Capability Designed primarily for IBM SNA/SDLC en­
vironments, the 4745 does not provide a 
migration path to non-SNA environments 
such as Ethernet LANs, TCP/IP networks, 
frame-relay WANs, or ISDN carrier services 

\ 

Network Management 

Vendor Analysis 

Marketing Strategy 
Amdahl concentrates primarily on one segment of the 
computer industry: users of large systems who have stan­
dardized their operating environment on System/370 soft­
ware and its extensions. This makes Amdahl a manufac­
turer of IBM-compatible systems dedicated to protecting 
the user's investment in data processing equipment and 
software. 

In addition to communications processors, Amdahl 
markets the 5890, 5990, and 5995 Series of large-scale, 
IBM-compatible mainframes, and a line of IBM­
compatible disk subsystems. 

Target Markets 
A general-purpose product supporting communications 
between any two or more SNA environments, the 4745 is 
used by private and public corporations, financial institu­
tions, governmental bodies, universities, and research 
foundations around the world. 

Market Position 
Amdahl is one of the top three vendors in the communica­
tions processor market, which is dominated by IBM. Am­
dahl is also a major player in each of the other IBM­
compatible market segments in which it competes. 

Major Competitors 
NCR Corp., which trails behind IBM in sales of communi­
cations processors, is Amdahl's other major rival. 

@ 1992 McGraw-Hili, Inccrporated. Reproduction Prohibited. 
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Fully integratable into NetView; can be di­
agnosed remotely by an Amdahl Diagnostic 
Assistance Center (AMDAC) 

Sales and Distribution Strategy 

Sales 
Amdahl has sales/support offices in major cities through­
out the U.S., Canada, Europe, and Pacific Basin. This cus­
tomer support force includes about 2,000 service represen­
tatives. 

Distribution 
Amdahl markets its products directly from its sales offices 
worldwide. In the U.S., the company also has agreements 
with system integrators. 

Support 

Policies and Programs 

Warranty 
Amdahl backs the 4745 with a 12-month warranty, which 
includes all parts and labor. 

Support Services 
Amdahl Customer Services offers both installation services 
and ongoing product support. Support programs for the 
4745 include on-site maintenance, remote diagnostics 
through the Amdahl Diagnostic Assistance Center (AM­
DAC), and software updates by remote transmission. 

Amdahl also offers a complimentary analysis that com­
pares a customer's current computing configuration with 

MARCH 1992 
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Interoperability Matrix 

Products 

Product Classification 

Relationship With Higher 
Level Elements 

Position in Network Architecture 

Host Software Required: 

Operating Systems 

Access Methods 

Communications Processor Software 
Load 

Host Access 

Network Management Support 

Relationship With Peer 
Level Elements 

Compatible Communications Processors 

Transport Architectures Supported 

Relationship With Lower 
Level Elements 

Leased Line Support 

Packet Switched Network Support 

LAN Attachment Support 

Amdahl 
4745 
Communication. Proc •• aor 

4745 Processor (Models 110 and 210) 

Proprietary network router/gateway device 

Data Networking 

Appears to the IBM host as an SNA physical unit (PU) type 4 device 

MVS/370, MVS/ESA, MVS/XA, VM/SP, VM/SP HPO, VM/XA, VSE/AF, or VSE/SP 

VTAM, BTAM, BTAM-ES, or RTAM 

From the host, the processor's diskette, the processor's hard disk, or a remote Am­
dahl support center 

Direct connection via a System/370 block/byte multiplexer channel or fiber optic chan­
nel, remote access via a dial-up or leased line, or indirect host access via a token-ring 
LAN 

Relies upon IBM NetView; the 4745 also supports remote diagnostics from the Am­
dahl Diagnostic Assistance Center (AMDAC) 

Plug compatible with the IBM 3745 channel-attached or remote processor 

Async, IBM SNA/SDLC, IBM 3270 BSC, and X.25 

Provides access to T1/E1 facilities via a V.35 or EIA-547 interface 

Supports access to an X.25 packet switched network using an X.21 interface 

Supports up to four 4M bps token-ring networks concurrently 

projected capacity needs. This analysis can result in im­
proved network efficiency and provide key information 
for future network planning. 

Competitors' Programs 
IBM's service plan allows users to order any or all IBM 
services through a single document, including mainte­
nance, invoicing, end-user support, site-planning, installa­
tion, and network services. Round-the-clock maintenance 
is provided through customer engineers (CEs), customer 
assistance groups (CAGs), remote diagnostics services, 
and technical support teams. In addition, IBM offers 
Technical Services Management (TSM), which provides 
maintenance for customers in a mixed-vendor environ­
ment. 

Service Providers 
Amdahl uses its own service team, which provides 24-
hour, 7-day assistance through the vendor's Customer Ser­
vice Centers. 

Service Locations 
Domestically, Amdahl has service and support centers in 
each of the 50 states. Internationally, customer services are 
organized along Field Business Unit boundaries-Europe, 
Canada, and the Pacific Basin-to provide for the unique 
needs of customers in these geographic areas. 

Training and Education 
Amdahl offers a series of educational courses for network 
administrators, network managers, and maintenance per­
sonnel. Areas covered include overviews of ACF/NCP 
software, VTAM, SNA, and NetView; network planning 
and design; and hardware-specific technical training for 
customers who want to perform their own maintenance. 

MARCH 1992 

Through its worldwide support organization, NCR pro­
vides remote diagnostics; on-site service; consulting and 
engineering services for complex networks; multivendor 
solutions; and customer education and training. A support 
hot line, in service 24 hours a day, 7 days a week, dis­
patches field service personnel as needed. 

NCR provides in-depth, technical support services for 
complex and leading-edge technology products. It also as­
sists customers in the integration of NCR products into 
multivendor environments by subcontracting NCR third­
party resources for each customer project. 
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Specifica tions 

Enhancements 

Date 

Third-quarter 1991 

First-quarter 1992 

Features/Functions 

Models 

Functions Performed 

Hardware Features 
Design 

Internal Memory Capacity (bytes RAM) 

Hard Drive Capacity (bytes) 

Diskette Drive Capacity (bytes) 

Transmission Features 
Max. No. of Unes 

Max No. of T1/E1 Links 

Max. No. of Host Connections 

Max. No. of Token-Ring LAN 
Connections 

Physical Interfaces Supported 

Software Features 
IBM Software Support 

Amdahl 
4745 

3810 5 

Communications Processor Communications Controllers 

Event 

Amdahl improved the throughput and processing capabilities of the 4745 communications processor 
with the High Performance Feature (HPF); enhancements in HPF include static random access memory 
(SRAM) technology for main memory, which cuts the number of cycles needed to access stored data; a 
new channel adapter equipped with a large-scale integration (LSI) interface to the 4745's internal bus, 
which minimizes internal delays on the bus; and a more efficient bus and tag procedure for the channel 
adapter microcode, which increases channel availability for data transfer. 

Amdahl also introduced support for T1/E1 data rates over SDLC leased lines through the High-Speed 
Communications Scanner (HSS) and increased the maximum number of channel-attached hosts from 
six to eight. 

Amdahl introduced support for the IBM ESCON (fiber optic) channel interface on the 4745. 

4745-110 

Concentrates host-bound data 
into one or more high-speed 
links; provides access to 
multiple IBM hosts for 
processor-attached devices; 
performs routing and 
switching among multiple 
network paths; sequences 
messages; and participates in 
network management 
functions 

A floorstanding unit 

4M-SM (1) 

67M 

1.2M 

64 
2 

4 

2 

EIA-547, RS-232-C/V.24, RS-
366/V.25 (auto dial), V.35, 
X.21, IBM ESCON (fiber optiC) 

Plug compatible with the IBM 
3745; runs under IBM 
Advanced Communications 
Function/Network Control 
Program (ACF/NCP) Release 
3, 4, or 5; Partitioned Emulator 
Program (PEP); or Emulation 
Program (EP) 

4745-210 
Base Configuration 

Concentrates host-bound data 
into one or more high-speed 
links; provides access to 
multiple IBM hosts for 
processor -attached devices; 
performs routing and 
switching among multiple 
network paths; sequences 
messages; and partiCipates in 
network management 
functions 

A floorstanding unit without 
the optional expansion unit 

4M-SM (1) 

67M 

1.2M 

12S 

4 

4 

4 

EIA-547, RS-232-C/V.24, RS-
366/V.25 (auto dial). V.35, 
X.21, IBM ESCON (fiber optiC) 

Plug compatible with the IBM 
3745; runs under IBM 
Advanced Communications 
Function/Network Control 
Program (ACF/NCP) Release 
3, 4, or 5; Partitioned Emulator 
Program (PEP); or Emulation 
Program (EP) 

4745-210 
Expanded Configuration 

Concentrates host-bound data 
into one or more high-speed 
links; provides access to 
multiple IBM hosts for 
processor-attached devices; 
performs routing and switching 
among multiple network paths; 
sequences messages; and 
participates in network 
management functions 

A floorstanding base unit with 
the optional expansion unit; 
both the base and expansion 
units are installed side by side 

4M-SM (1) 

67M 

1.2M 

256 

4 

S 

4 

EIA-547, RS-232-C/V.24, RS-
366/V.25 (auto dial), V.35, X.21, 
IBM ESCON (fiber optic) 

Plug compatible with the IBM 
3745; runs under IBM 
Advanced Communications 
Function/Network Control 
Program (ACF/NCP) Release 3, 
4, or 5; Partitioned Emulator 
Program (PEP); or Emulation 
Program (EP) 

@ 1992 McGraw-Hili. Incorporated. Reproduction Prohib~ed. 
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Amdahl 
4745 
Communications Proce880r 

Data Networking 

Features/Functions (Continued) 

Models 

Control Program Migration Feature (CPMF) 

Protocols Supported 

Redundancy 

4745-110 

Allows transparent movement 
between ACF/NCP Releases 
3, 4, and 5 with a single 
console command 

Async, SNA/SOLC, 3270 BSC, 
HOLC,X.25 

Amdahl's Integrated Switching 
Architecture (ISA) provides 
automatic or manually 
controlled switchover to 
backup host chanriels 

4745-210 
Base Configuration 

Allows transparent movement 
between ACF/NCP Releases 
3, 4, and 5 with a single 
console command 

Async, SNA/SOLC, 3270 BSC, 
HOLC,X.25 

Amdahl's Integrated Switching 
Architecture (ISA) provides 
automatic or manually 
controlled swltchover to 
backup host channels 

4745-210 
Expanded Configuration 

Allows transparent movement 
between ACF/NCP Releases 3, 
4, and 5 with a single console 
command 

Async, SNA/SOLC, 3270 BSC, 
HOLC,X.25 

Amdahl's Integrated Switching 
Architecture (ISA) provides 
automatic or manually 
controlled switchover to 
backup host channels 

(1) IBM ACF INCP Releases 3 and 4 support no more than 3M bytes of internal memory; Release 5 can support up to 8M bytes, however. 

Network Management Functions 

Fault and Problem Management 

Configuration Management 

Performance Management 

Security Management 

Configuration 

Standard Components 
Module 

Amdahl Diagnostic Assistance 
Center (AMDAC) Modem 

Communications Control Unit (CCU) 

Main Storage 

Channel Adapter (CA) 

Line Interface Coupler (LlC) 

Communications Scanner 

Maintenance and Operator Subsystem 
(MOSS) 

MARCH 1992 

The IBM NetView SeSSion Monitor permits the user to examine information related to the SNA network 
and to identify network problems; NetView's Hardware Monitor provides accass to problem 
determination information generated at network nodes. 

With Amdahl's 4747 Console, an alphanumeric display locally or remotely connected to the 4745 
processor, the user can access the maintenance and operator subsystem (MOSS), basic systems 
operations, and hard disk functions of the 4745; the processor can also be reconfigured remotely from 
the user's host computer or from an Amdahl support center. 

The NetView Command Facility allows the user to control, record, and automate various operator 
tasks; the facility can also be used as an operator's interface to VTAM in a data communications 
network; additionally, performance management is supported by NetView Performance Monitor (NPM) 
under VM or MVS. 

NetView supports security management by restricting access to NetView, and by providing an interface 
to IBM's Resource Access Control Facility (RACF); RACF provides security features such as user 
profile control, multilevel automated logon to specified applications, automated logoff, and time-outs. 

Description 

An error-correcting, asynchronous, auto answer, full-duplex device that runs at data rates of 1200 or 
2400 bps; it enables Amdahl support personnel to remotely view error messages and system status 
information. 

The heart of the 4745, the CCU collects instructions from main memory and decodes them for 
execution; it also supports I/O functions, controls data communications to terminals, manages main 
memory, and sends error and status information to the Maintenance and Operator Subsystem (MOSS). 

Residing in the base unit, main storage supplies memory space for the control program, software 
configuration tables, and data buffers; it enables all major processor components to communicate with 
each other, since they all share this memory. 

Each channel adapter furnishes one physical connection between the host processor and the 4745 via 
a block multiplexer channel, a selector channel, or a byte multiplexer channel; through internal 
microcode, the CA controls and manages data transfer. 

Amdahl supports both the Type 5 Channel Adapter (CA5) and the newer High-Performance Feature 
Channel Adapter (HPF ICA) (see the "Options" section). 

Each LlC provides one or more physical interfaces for attachment of communications lines; each port 
on a LIC1 can handle a unique protocol, interface type, duplex type, and line speed; each port on a 
LlC4 can support a unique duplex type and line speed. 

This module controls data transfer through attached communications lines; the scanner manages line 
protocols by executing link-control functions, serializes/deserializes data characters, provides 
character buffering, performs error detection and correction, and controls OTEs in the network. 

The 4745 supports two types of scanners: the Type 4 Communications Scanner (CS4) and the Hlgh­
Speed Communications Scanner (HSS); CS4 supports async, IBM BSC and SOLC, HOLC, and X.25 
communications using LlCs, with up to 32 lines per scanner; HSS supports SOLC communications at 
speeds up to T1/E1 over leased lines, using V.35 and EIA-547 physical interfaces. 

An independent microprocessor-based subsystem, MOSS maintains independent paths to all major 
system components; it performs microcode program load, and starts up diagnostic programs during 
power-up; it also furnishes network operators with an interface to the 4745, thereby providing a flexible 
system for isolating problems, implementing diagnostic procedures, and performing maintenance. 

@ 1992 McGraw-Hili, Incorporatad. Reproduction Prohlbltad. 
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if Configuration (Continued) 

( 

Standard Components 
Module 

Token-Ring Adapter (TRA) 

Configuration Rules 
Models 

4745-110 

4745-210 Sase Config. 

4745-210 Expanded Config. 

Physical Environment 

Physical Specifications (H x W x 0, in.) 

Electrical Specifications 

Environmental Specifications 

Options 

Product 

Upgrade Options 
High-Performance Feature (HPF) 

System Extension Feature (FEF) 

Expansion Options 
Expanded Channel Connectivity 

Feature (ECCF) 

Two-Processor Switch 

Description 

Each TRA supports up to two independent 4M bps token-ring networks concurrently; it uses standard 
NCP Token-Ring Interconnection (NTRI) software within NCP to manage data transfer, and conforms 
to the IEEE 802.5 LAN standard. 

Description 

Supports one CCU, one main storage unit, one MOSS, one control panel, and one AMDAC modem, 
along with the following: 

• Up to four CAS or HPF/CA Channel Adapters; 
• Up to two CS4 or HSS scanners; 
• One Token-Ring Adapter; and 
• Up to two Two-Processor Switch modules. 

Supports one CCU, one main storage unit, one MOSS, one control panel, and one AMDAC modem, 
along with the following: 

• Up to four CAS or four HPF/CA Channel Adapters; 
• Up to four CS4 or four HSS scanners; 
• Up to two Token-Ring Adapters; and 
• Up to two Two-Processor Switch modules. 

Supports one CCU, one main storage unit, one MOSS, one control panel, and one AMDAC modem, 
along with the following: 

• Up to six CAS or eight HPF/CA Channel Adapters; 
• Up to eight CS4 or four HSS scanners; 
• Up to two Token-Ring Adapters; and 
• Up to two Two-Processor Switch modules. 

4745-110 
4745-210 Sa .. Unit 

55.1 x 35.4 x 31.5 

208 V-240 V AC, 1.7K watts 

Operating temp.: 41°F-100°F; 
operating humidity: 20%-80% 

Description 

4745-210 
Expansion Unit 

55.1 x 33.5 x 31.5 

208V-240VAC,1.7Kwatts 

Operating temp.: 41°F-100°F; 
operating humidity: 20%-80% 

4747 Console 

14.6 x 17.7 x 22.0 

120 Vor 240 V AC, 100 watts 

Operating temp.: 32°F-104°F; 
operating humidity: 20%-80% 

HPF adds static random access memory (SRAM) chip technology to main memory, which reduces the 
number of cycles required to access data. HPF also includes a new channel adapter equipped with a 
large-scale integration (LSI) interface to the 4745's internal bus, which minimizes internal delays on the 
bus. The channel adapter implements a more efficient bus-and-tag procedure, increasing channel 
availability for data transfer operations. These enhancements provide up to 1.9 times the external 
throughput and 1.8 times the internal throughput capacity previously supported. 

SEF is an advanced backpanel that is now standard on all new processor models, and which can be 
added to earlier models; SEF is a prerequisite for the Integrated Switching Architecture (described 
below), memory expansion to 8M bytes of SRAM, token-ring functionality, the High-Performance 
Feature (HPF), the High-Speed Scanner (HSS), and support for four or more host channel adapters. 

ECCF allows the attachment of up four additional channel adapters for the 4745-210 in the expanded 
configuration, for a total of eight channels. 

This component provides a second channel interface (to the same host or a different host) for a 
channel adapter; access to a secondary host ensures network integrity in the event of a failure of the 
primary host; the switch does not provide hardware or software multiplexing of data from both 
channels; usually, only one channel at a time is enabled. 

@ 1992 McGraw-HIli, Incorporated. Reproduction Prohibited. 
Datapro Information Services Group. Delran NJ 08075 USA 
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Pricing 

Equipment Prices 
Model 

4745-110 

4745-210 

4747 Console 

MARCH 1992 

Description 

Amdahl 
4745 
Communications Processor 

Includes 4M bytes of SRAM, two 
scanners,and the AMDAC 
Modem 
Includes 4M bytes of SRAM, two 
scanners, eight LlCs, and the 
AMDAC Modem 
Alphanumeric display 

Data Networking 

Base Price (S> 
100,650 

132,000 

2,310 

@ 1992 McGraw-Hih, Incorporated. Reproduction Prohibited. 
Oatapro Information Services Group. Delran NJ OB075 USA 
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Amdahl 
4745 Communications 
Processor 

Product Summary 

Editor's Note 
In April 1990, Amdahl enhanced 
Models 4745-110 and 4745-210 with 
4M bps token- ring adapters, ex­
tended the memory capacity to a to­
tal of 8M bytes, extended the 
channel connectivity of both models 
to support up to four active channel 
adapters in the base frame, and ex­
tended the Integrated Switching Ar­
chitecture (ISA) with operation of 
automatic backup capabilities. The 
base prices have not changed since 
November 1989. 

Description 
The 4745 line of communications 
controllers consists of Models 110 
and 210. The controllers are prima­
rily designed for use in large net­
works as remote concentrators or 
front ends for remote hosts. The 
Model 4745-110 can support up to 
64 lines and four channel adapters. 
The Model 210 handles the traffic 
volume in medium-to-Iarge SNA net­
works, and can handle up to 256 
lines and six channel adapters. Both 
models run ACF/NCP Versions 3, 4, 
and 5. 

-By Barbara Rinehart 
Associate Editor/Analyst 

Strengths 
Amdahl's Integrated Switching Ar­
chitecture (ISA) provides a multi­
level component backup and 
multiprocessor backup for high net­
work availability. 

Limitations 
At this time, the 4745 does not sup­
port Tl. 

Competition 
NCR and IBM. 

Vendor 
Amdahl Corp. 
1250 East Arques Avenue 
P.O. Box 3470 
Sunnyvale, CA 94088-3470 
(408) 746-6000 

Price 
Base unit price is $100,650 for the 
Model 110, and $132,000 for the 
Model 210. 

1 

@ 1991 McGraw·HiII, Incorporated. Reproduction Prohibited. 
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Analysis 

In May 1988, Amdahl introduced the 4745 front­
end communications processors, which consist of 
two models: the 4745-110 and 4745-210. Initially, 
the two models ran IBM's ACFINCP Version 2 3 < , , 

or 4 software, but in April 1989, Amdahl incorpo­
rated the capability of running NCP Version 5 into 
the models. The 4745 replaced Amdahl's earlier 
communications processor, the 4725. Both the 
4745-110 and 4745-210, can be field upgraded to 
run ACF/NCP Version 5. 

The 4745-210 is designed to meet the traffic 
needs of SNA networks. The 4745-110 is suited for 
smaller, high-speed requirements, serving as a re­
mote concentrator, a network node, or an applica­
tion controller for security or other reasons. 

The 4745s can run ACF/NCP Version 2,3,4, 
or 5 on the same hardware, without modification. 
To make the transition from one version to an­
other, the operator need only to type simple com­
mands on the 4745's console and to load the 
appropriate ACF/NCP module across the channel 
or from the 4745's disk drive, a process that takes 
about five minutes. 

In 1990, Amdahl made the following en­
hancements: 

• Introduced the Token-Ring Adapter that allows 
the 4745 to connect to as many as four 4M bps 
token-ring LANs, and to manage data transfer 
between the token-ring LANs and host applica­
tions. 

• Expanded the memory capacity of the commu­
nications processors to 8M bytes. 

• Expanded the processors' channel connectivity 
to support up to four active channel adapters in 
the base frame. 

• Extended the 4745's Integrated Switching Ar­
chitecture (ISA) to provide the option of auto­
matic backup operations. 

The Amdahl systems are IBM compatible. As such, 
the IBM installed base is a target market. 

APRIL 1991 

Amdahl Data Networking 
4748 Communications 
Processor 

Competitive Position 
Communications processors are a commodity 
product. IBM, NCR, and Amdahl dominate the 
market. In terms of market share in the communi­
cations processor field, Amdahl still ranks third 
behind IBM and NCR. 

When we compared Amdahl's revenue form 
1988 and 1989, we found that the communications 
product line's revenue contribution dropped from 
5 percent in 1988 to 3 percent in 1989. 

Decision Points 
Even though communications processors are com­
modity items, the Amdahl 4745 processors offer 
the following benefits: fit into the mainstream of 
SNA networks, are compatible with the IBM 3745 , 
and are easily upgraded from the NCP v4 to NCP 
v5. According to Amdahl, the 4745's throughput is 
up to 1.4 times that of the IBM 3745-210. 

In April 1990, Amdahl made an announce­
ment that it planned to support the TlICEPT. As 
of this writing, this feature is still not available. 

Characteristics 

Models: Model 4745-110; Model 4745-210. 

Date of Announcement: Models 110 and 210-May 
1988. 

Date of First Delivery: Models 110 and 210-June 
1988. 

Number Installed: Information not available. 

Overview 
The 4745 Communications Processor consists of the 
4745 base unit and the 4747 console. Amdahl offers an 
optional expansion frame, the 5203, for the Model 210. 
The 4745 base unit contains the Communications Con­
trol Unit (CCU), Maintenance and Operator Subsystem 
(MOSS), and main storage. 

@ 1991 McGraw-Hili, Incorporated. Reproduction Prohibited 
Datapro Infoonation Services Group. Delran NJ 08075 USA . 
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Company Profile 
Amdahl Corporation 

Corporate Gene Amdahl, and imme-
Headquarters diately attracted a group 
1250 East Arques Avenue of engineers familiar with 
Sunnyvale, CA 94088- large-scale systems. Five 
3470 years later, with $47 mil-
(408) 746-6000 lion invested on research 

and development, the 
In Canada 
Amdahl Canada Limited 

company installed its first 

One First Canadian Place 
product, the Amdahl 

P.O. Box 123 
470V/6 computer. 

Toronto, ON M5X 1A4 On October 1980, the 
(416) 862-7479 4705 front-end communi-

cations processor was 
Officers 
Chairman of the Board/ 

announced, and in Sep-
tember 1987, the 4725 

CEO; John C. Lewis Series of front-end pro-
Vice Chairman of the 

cessors was introduced 
Board: Eugene R. White 

offering up to 80 percent 
President/Chief Operating 
Officer: E. Joseph Zemke 

more throughput than the 
4705 models. 

Company Background 
Amdahl Corp. was formed 
in October 1970 by Dr. 

The base unit of the 4745-110 has two scanners 
with up to 64 lines. The base unit of the 4745-210 can 
support up to four scanners with up to 128 lines. The 
base unit for either model can support up to two chan­
nel adapters. 

The 4745 resides between the host processor(s) 
and the network terminals. Under the control of an NCP 
program in main storage, it can connect and disconnect 
terminals; transmit and receive data between the termi­
nals and host processor(s); and operate and monitor 
modems, automatic calling units (ACUs), and other com­
munication units. 

Attachment to the network can take place locally 
or remotely. Local attachment occurs via a selector 
byte multiplexer, or block multiplexer channel. Rem~te 
attachment occurs via a telecommunications link with 
another, Amdahl (4745, 4725, 4705) or IBM (3705, 3720, 
3725, 3745) communications controller. Channel adapt­
ers control the data transfer between the host and the 
4745, and line interface couplers support the attach­
ment between the 4745 and the network. 

@ 1991 McGraw-Hili, Incorporated. Reproduction Prohibited. 
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Amdahl designs, devel- Financial Profile 
ops, manufactures, mar- Net income for the year 
kets, and services large- ended December 28, 
scale, high-performance 1990 amounted to 
data processing systems. $183,954,000 or $1.66 per 
The company's product share, up from 
line includes large, $152,972,000 or $1.39 a 
general-purpose main- share in 1989. Revenue 
frame computers, data totaled $2,159 billion in 
storage subsystems, data 1990, compared to $2,101 
communications prod- billion in 1989. 
ucts, and software. Am-

In the fourth quarter of dahl also provides 
educational and consult- 1990, net income was 

ing services. $61,314,000 or 55 cents 
per share on revenues 

As of 1990, Amdahl had that increased to 
customers in more than $625,847,000. 
25 countries with approxi-
mately 120 sales offices Sources of Revenues 

and 8,200 employees. Amdahl's revenue 

Manufacturing activities sources for 1989 were 
broken down into the fol-are centered in northern 
lowing areas: California, Dublin, Ireland, 

and the Canadian prov- processors-70 percent; 

ince of Ontario. In 1990, maintenance-13 per-

Amdahl ranked 201 on cent; software/ 
educational services-2 Fortune magazine's list of 

the 500 largest U.S. com- percent; communications 

panies. products-3 percent; and 
storage products-12 
percent. 

Configurations 
The minimum ,configuration for a 4745-110 consists of 
one base unit; two communications scanners; one con­
sole; and one line interface coupler (LlC). This configu­
ration is suitable for a link-attached system. If the user 
requires channel attachment, the system must have at 
least one channel adapter. 

The minimum configuration for a 4745-210 con­
sists of one base unit; two communications scanners; 
eight LlCs; and one console. 

The maximum configuration for the 4745-110 in­
cludes of one base unit; two communications scanners; 
16 LlCs; one console; and four channel adapters. 

The maximum configuration for the 4745-210 in­
cludes one base unit; one expansion unit; eight commu­
nications scanners; 64 LlCs; six channel adapters with 2 
two-processor switches, or five channel adapters with 3 
two-processor switches, or four channel adapters with 
4 two-processor switches; and one console with an al­
ternate console. 

APRIL 1991 
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Table 1. Specifications Summary 

Configurations 

Main Storage 
4745-110 
4745-210 

Active Channel Connections 
(Byte, Block, or Selector) 

4745-110 
4745-210 

Total Channel Connecflons 

4745-110 
4745-210 

Two-Processor Switches 
(TPS) 

4745-110 
4745-210 

Token-Ring Adapters (4M bps) 

4745 Base Unit 

3MB with NCP 4 
4 or 8MB with NCP 5 
3MB with NCP 4 
4 or 8MB with NCP 5 

0-4 
0-4" 

0-4 
0-4 (with TPS) 

0-2 
0-2 

4745-110 0-1 
4745-210 0-2 

Token-Ring Attachments 

4745-110 0-2 
4745-210 0-4 

HDX and FDX Lines 

4745-110 1-64 
4745-210 1-128 

Scanners 

4745-110 
4745-210 

Consolest 

NA-Not available. 

2 
2-4 

NA 

Amdahl 
474. Communications 
Proc .. aor 

Expansion Unit 

NA 
Yes 

NA 
0-4" 

NA 
0-4 

NA 
0-2 

NA 
NA 

NA 
NA 

NA 
0-128 

NA 
0-4 

NA 

Data Networking 

Maximum Configuration 

3MB with NCP 4 
8MB with NCP 5 
3MB with NCP 4 
8MB with NCP 5 

4 
6 

4 
8 

2 
4 

1 
2 

2 
4 

64 
256 

2 
8 

2 

"The maximum total number of active channel connect/ons/n the base and expansion frames, taken together, is six. 
tOne console, including keyboard and display station, is required and is housed separately. Electronic interfaces for both local 
and remote consoles are contained in the 4745 bese unit. 

Components 

Communications Control Unit (CCU) 
The heart of the 4745, the CCU, based on emitter­
coupled logic (ECL) technology, offers a cycle time of 30 
nanoseconds. The CCU performs the following: 

• Collects instructions from main storage and decodes 
them for execution. 

• Executes I/O instructions to the channel adapters 
and communications scanners. 

• Processes interrupts. 

• Manages main storage shared by all 4745 compo­
nents. 

• Interfaces with maintenance and operator subsystem 
(MOSS) and the control panels on the base unit and 
expansion unit. 

APRIL 1991 

To facilitate future upgrades, some components are 
based on extensive microcoding. 

Main Storage 
The main storage for the 4745 supplies memory space 
for the control program, software configuration tables, 
and data buffers. Shared by all major 4745 components, 
it enables them to communicate with each other. The 
main storage resides entirely in the base unit. 

Maintenance and Operator Subsystem (MOSS) 
The 4745 MOSS, an independent microprocessor­
based subsystem, maintains separate connections to all 
major system components. It furnishes the 4745 with a 
flexible system for isolating problems and implementing 
diagnostic procedures. MOSS also gives operation and 

@ 1991 MCGraw-Hili, Incorporated. Reproduction Prohibited. 
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maintenance personnel an interface to the system via 
the console or the control panels located on the base 
and expansion units. 

Additional MOSS features are: 

• Independent paths to all major system components. 

• Support of 4745 operations. 

• Monitoring and diagnosing of subsystem problems. 

• Communication with the 4745 control program. 

• Provision of maintenance support, as required. 

System Extension Feature (SEF) 
SEF refers to an extension of the basic 4745 system. 
The SEF includes a larger hard disk (67M bytes); an en­
hanced set of printed circuit boards for the maintenance 
and operator subsystem (MOSS); a new back panel; 
and other, related modifications. The SEF can be ap­
plied to existing 4745s as a field upgrade. 

The 67M-byte hard disk contains programs that 
control configurations and enhance diagnostic tests. 
The hard disk frees the host processor from performing 
certain operational functions, accelerates program load­
ing, and sends fast prompts to the console. The hard 
disk can also store two operational NCP load modules 
and one dump module when the 4745 serves as a re­
mote concentrator. The 4745 is also equipped with a 
5.25-inch, 1 M-byte diskette drive that loads start-up di­
agnostics, microcode, system configurations, and the 
bootstrap program. 

The Expanded Channel Connectivity 
This extends the channel connectivity of the 4745-110 
and 4745-210 to support up to four active channel 
adapters in the base frame. This provides increased 
host connectivity. The previous maximum for both mod­
els was two channel adapters in the base frame. 

Channel Adapters 
The channel adapters (CAs) furnish the physical con­
nections and control the data transfer between the host 
processors and the 4745. Each channel is a CMOS VLSI 
device that uses microcode to manage data over IBM­
compatible block multiplexer channels, selector chan­
nels, or byte multiplexer channels. When equipped with 
the two-processor switch option, a channel adapter can 
supply a second channel connection to the same host 
processor or to a different processor. 

Token-Ring Adapter 
The Token-Ring Adapter (TRA) allows the 4745-210 to 
connect to as many as four independent token-ring 
LANs, running at 4M bps. Each Amdahl TRA can con­
nect two independent token-ring networks; there can be 
as many as two TRAs (four token-ring LAN connections) 
installed in the 4725-210, or one TRA (two token-ring 
LAN connections) installed in the 4745-110. The 4745 
uses standard NCP Token-Ring Interconnection (NTRI) 

@ 1991 McGraw-Hili, Inccrporated. Reproduction Prohibited. 
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Table 2. Lie Specifications 

Type Lines per Interfaces Maximum 
LlC Speeds 

(K bps) 

LlC1 4 RS-232- 19.2 
CjV.24, 
RS-366/V.25 

LlC2 1 Bell 303 23Q.4 
LIC3 1 V.35 256.0 
LIC4A 4 X.21 19.2 
LIC4B X.21 256.0 

software within NCP to manage data transfer. The Am­
dahl 4745 TRA feature is compatible with industry­
standard hardware and software, and conforms to the 
IEEE 802.5 LAN standard. 

Two-Processor Switch 
In case of a host system failure, the optional two­
processor switch is used to connect the processor to a 
backup host. It works with a channel adapter to provide 
a second channel interface for that adapter. This sec­
ond channel interface can be connected to a different 
channel on the same host or to a second host. Users 
engage the interfaces by a switch on the control panel 
of the base unit. The operator can engage either inter­
face or both simultaneously. The switch does not pro­
vide hardware or software multiplexing of data from the 
channel(s). Usually, only one channel is enabled at a 
time. 

Integrated Switching Architecture 
Functions of the Integrated Switching Architecture (ISA) 
are: 

• Allows backup of the central control unit/main stor­
age (CCU/MS). 

• Allows backup of the line interface couplers (LlCs), 
communications scanners, channel adapters, the 
maintenance and operator subsystem (MOSS), 
buses, and power supplies. 

• Enables one system to back up as many as four sys­
tems. 

• Operates in four modes of backup: twin-in-dual, twin­
in-standby, twin-in-backup, and multiple backup. 

• Provides limited online maintenance and mainte­
nance scheduling. 

Communications Scanners 
These devices control data transfer between the 4745 
and the terminal equipment in the network. Since the 
4745 uses only one type of scanner, users can easily 
configure and reconfigure the system. The scanner is a 
high-performance device that contains a VLSI micropro­
cessor with integrated RAM and a VLSI front-end scan­
ner. The communications scanner controls the line 
interface couplers that form the actual connections to 
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Table 3. Specifications Summary 

Physical Characteristics 

4745 Base Unit 

Weight (lb.) 858 

Width (in.) 35.4 

Depth (in.) 31.5 

Height (in.) .55.1 

Heat Dissipation 5794 
(Btu/h.) 

Airflow (f3/min.) 525 

Operating Temperature (0 F) 41-100* 

Operating Humidity (%) 20-80 

Power Consumption (Hz) 50/60 
(kVA) 1.7 
(V) 208-240 

Phase 

NA-Not applicable. 
*Reduced to 260 C/78° Fat 10,000 feet (3.048 meters). 

the communications lines. One scanner can attach up to 
32 lines through a maximum arrangement of eight line 
interface couplers. 

The communications scanner manages line proto­
col by executing link control functions. serializes and 
deserializes data characters. provides character buffer­
ing. and controls data circuit-terminating equipment 
(DCEs). It also performs error detection and correction. 

Line Interface Couplers (LIC) 
The L1Cs supply ports for connecting communications 
lines to the 4745. They receive data coming from the 
lines and transmit it to the scanner, and send informa­
tion from the scanner back to the lines. For details on 
the five types of L1Cs for the 4745, please refer to Table 
2. 

Line interface couplers can attach half- or full­
duplex lines. Each port on a L1C1 can handle a unique 
protocol, interface type, duplex type, and line speed. 
Each port on a L1C4 can support a unique duplex type 
and line speed. In addition, each port on a L1C1, L1C3, 
L1C4A, or L1C4B can support either direct-attached or 
DCE-attached devices. 

Operator Interface 

4747 Console 
The 4745 supports up to two 4747 consoles: a primary 
console (required) and an alternate console (optional). 
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Expansion Unit 

299 
660 

85 
33.5 

80 
31.5 

140 
55.1 

940 
3730 

12 
420 

5-38* 
41-100* 

20-80 

50/60 
1.1 
208-240 

Data Networking 

Console 

11 
24 

45 
17.7 

56 
22.0 

37 
14.6 

85 
337 

NA 
NA 
0-40 
32-104 

20-80 

50/60 
0.1 
120 (U.S.). 
240 (IntI.) 

The console consists of a 14-inch, 25-line, 2,000-
character monochrome display with attached keyboard. 
The operator can perform a wide range of operations 
and diagnostic functions with the help of a series of se­
lectable full-page screens. 

Users must place the primary console within ap­
proximately 13.5 meters (44 feet) of the base unit. The 
alternate console can be located approximately 150 
meters (492 feet) from the base unit if it is connected 
directly, or placed at a remote site and attached via mo­
dems. The alternate console port can be optionally 
switched to a modem to give Amdahl Diagnostic Assis­
tance Center (AMDAC) access to the 4745 for remote 
diagnostics and maintenance activities. The user can 
switch between an alternate console and an AMDAC 
connection via a switch in the base control panel. Pri­
mary and alternate consoles can operate concurrently. 

Control Panel 
The 4745 base unit is equipped with front-mounted con­
trol panels that allow access to critical system functions. 
These panels also contain backup controls for use in 
case the 4747 console does not operate. Each control 
panel consists of system status control switches and 
indicators. The controls enable the operator or mainte­
nance person to power the unit on or off, reset the sys­
tem, and enable or disable channel interfaces. The base 
unit control panel has a key for use by the operator to 
place MOSS in customer mode for normal operation or 
in customer engineer (CE) mode for maintenance. 
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Both models of the Amdahl 4745 Communications Pro­
cessor can run IBM Advanced Communications 
Function/Network Control Program (ACF/NCP) soft­
ware. The ACP/NCP allows Node Type (NT) 2.1 devices 
to use the LU 6.2 protocol for peer-to-peer sessions 
over SNA networks with minimal host intervention. 

The Amdahl 4745 can also run PEP, EP, as well as 
program products written for the IBM 3745. 
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Pricing and Support 
Remote diagnostic service is available through the Am­
dahl Diagnostic Assistance Center (AMDAC). 

Amdahl Customer Services offers installation ser­
vices, as well as on going local and regional product 
services. Several support plans are available for the 
4745. 

The pricing is for the base system only. The 4745-
110 costs $100,650 and the 4745-210 costs $132,000 .• 
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Harris Adacom 
Challenger ES/l 74 
Extended Systems 
Controller 
New Product Announcement 

Vendor 
Harris Adacom Corp. 
16001 Dallas Parkway 
P.O. Box 809002 
Dallas, TX 75248-3399 
(214) 386-2000 

Product 
The Challenger ES/174 is an IBM 3174-
compatible communications controller that 
is compliant with Government Open Sys­
tems Interconnection Profile (GOSIP) re­
quirements. Since August 1990, all new 
computer equipment purchased by the gov­
ernment must support multi vendor con­
nectivity using the International Organiza­
tion for Standardization (ISO) Open 
Systems Interconnection (OSI) protocols as 
specified by GOSIP guidelines. 

Date Announced 
November 1991. 

Date Released 
Fourth-quarter 1991. 

Price 
$3,000 for a base configuration. Options 
are modular and can be added as required. 

Relationship to Current Product Line 
Harris Adacom provides multi vendor net­
working equipment and systems integra­
tion services. The vendor is an established 
leader in token-ring and Ethernet LAN and 
IBM 3270 connectivity solutions. Products 
marketed by the vendor include: 

• multifunction gateways; 

• distributed processing systems; 

-By Martin Dintzis 
Assistant Editor 
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• interconnect and communications hard­
ware and software; and 

• IBM-compatible, interactive devices, 
such as 3270-compatible displays and ter­
minal controllers, and remote job entry 
(RJE) products. 

Specifications 

Overview 
The Challenger ESI 174 Extended Systems 
Controller is available in three models. 
Model 10, a floorstanding unit, supports 
128 coaxial devices along with 34 async de­
vices or hosts. Model 20 and Model 60 are 
desktop units that can also be rack­
mounted. Model 20 accommodates up to 
64 coaxial devices and 10 async devices or 
hosts. Model 60 supports clusters of up to 
32 coax devices and 3 async devices. 

Features 

• Full compatibility with IBM 3174 Estab­
lishment Controller models. 

• All models support up to four concurrent 
IBM host connections. On Model 10, up 
to two of these connections can be chan­
nel attached. 

• Multiple Logical Windowing (MLW) pro­
vides up to five concurrent windows on 
synchronous and asynchronous display 
terminals. Protocol conversion function­
ality allows any attached display to access 
any attached host. Zoom and session-to­
session cut/paste functions are also pro­
vided. 

• Token-ring LAN connectivity allows the 
ES/174 to function as a gateway or a 
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downstream processing node. As a gateway, the ES/174 
provides access to up to four different IBM hosts for 
controller-attached and downstream LAN devices. As a 
downstream controller node, it provides access to up to 
four IBM bos~s vi. multiple LAN-attachedgateway con­
trollers. Both '4M and 16M bps token-ring networks are 
supported. ' 

• Includes an online, menu-driven configuration utility. 
Software distribution to multiple remote controllers 
from a single personal computer is supported. 

H ....... Ad.com 
Cullenge,IS/174 
l ... n' ... S,....... 
Controller 

Data Networking 

• The ES/174 interfaces directly with IBM's NetView net­
work management system and supports IBM's Network 
Asset Management and Vital Product Data features .• 
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Note: The 3172 Model 3 
now optionally supports a 
66MHz Pentium proces­
sor. The 3172 SNA Com­
munications Program, a 
software product released 
in 1994, enables network 
users to access VTAMI 
SNA host applications 
from token-ring, Ethernet, 
and FODI LANs over 
frame-relay and SDLC 
networks. This software 
works with new LAN and 
WAN adapters providing 
higher performance for 
multimedia and interac­
tive data communications 
applications. 
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Datapro Summary 

The IBM 3172 Interconnect Controller is a multivendor networking product capable of 
consolidating multiple, dissimilar LANs and IBM hosts over a LAN backbone, an ESCON 
fiber link, or a wide area network. Through the 3172, IBM hosts can function as LAN 
superservers, providing shared access to storage, printing, data distribution, management, 
and other mainframe services. 

Strengths 

• The 3172 supports wide area networking be­
tween host computers using frame-relay, TCPI 
IP, and SNAlSDLC protocols. 

• Consolidation of multiple hosts and incompat­
ible LANs makes possible resource sharing, 
data backup, and centralized network manage­
ment. 

• By taking advantage of the higher speeds of 
ESCON and FODI, users can improve perfor­
mance in highly interactive forms of commu­
nication, such as host-to-graphics workstation 
and host-to-host links. 

• The TCP/IP Offload feature streamlines host 
data processing. 

Limitations 

• The 3172 does not support ESCON and Sys­
teml370 parallel channel connections concur­
rently. 

• The 3172 is designed for small- to medium­
sized networks. Large networking implemen­
tations require multiple 3172s or IBM's 3745 
Communication Controller. 

-By Martin Dintzis 
Assistant Analyst 

Competition 
CompuTerm Corp. 's ENTREX 6000 Series and 
multiprotocol communications processors from 
Apertus Technologies and IDEA. 

Corporate Headquarters 
IBM 
Old Orchard Road 
Armonk, NY 10504 
(800) 426-3333 
In Canada: Contact your local IBM representa­
tive. 

Price 
Model 3 carries a base price of $9,970 (U.S.). 
Interconnect Controller Program (ICP) costs 
$6,665 (U.S.). See the Pricing section for addi­
tional details. 

C November 1994 McGraw-Hill, Incorporated. Reproduction Prohibited. 
Datapro Infonnation Services Group. Delran NJ 08075 USA 



2 3640 
Communications 

Processors 

Product Analysis 

IBM is pursuing a more aggressive role in enterprise networking 
by increasing support for multivendor connectivity. The 3172 In­
terconnect Controller is one of IBM's flagship products for inter­
connecting Systeml370 and IBM ESCON host computers and 
multiple, incompatible LANs via SNNSDLC, frame-relay, or 
X.2S wide area networks. 

In 1994 IBM withdrew 3172 Models 1 and 2. The vendor 
continues to market and enhance 3172 Model 3, a PS/2-based 
controller. A rack -mounted or tabletop unit with four option slots, 
the 3172 Model 3 can establish the following connections: 

• Up to four token-ring or Ethernet LANs (one per option slot). 

• Up to four WAN connections: two fractional or full TIIEI and 
two 64K bps or subrate connections. 

• One FDDI LAN (uses two option slots). 

• WAN access for up to thirty-two 64K bps or twenty-four 256K 
bps device ports (eight or six per option slot, respectively). 

• Dual Systeml370 parallel or one ESCON channel connection 
per controller (each uses one option slot). 

Interconnect Controller Program (ICP) software, running on the 
3172, allows Model 3 to support both SNNVTAM and TCP/IP 
host applications and data flows concurrently over the same or 
different LANs and to bridge both SNA and NETBIOS LAN pro­
tocols (using frame relay or X.2S) over wide area connections to 
TCP/IP hosts. By running IBM's TCP/IP Offload software, the 
3172 performs TCP/IP protocol processing, thereby reducing host 
communications overhead. Interconnect Controller Program 
(lCP) software includes IBM's Operator Facility/2, a PS/2-based 
configuration and control software product that works with IBM 
NetView. 

IBM has positioned the 3172 to function as a LAN server for 
Systeml370 or ES/9000 hosts via either of two software products. 
LAN Resource Extension and Service lets Novell NetWare clients 
access mainframe file, printing, data distribution, and administra­
tive services. LAN File Services/ESA provides high-performance 
workstation access to ES/9000 host resources via ESCON. 

In the second quarter of 1994, IBM introduced the following 
enhancements to the 3172: 

• An optional 66MHz Pentium processor. 

• Two new Micro Channel LAN adapters, Auto LANStreamer 
MC 32 (token-ring) and EtherStreamer MC 32 (Ethernet), pro­
vide enhanced performance in multimedia and interactive 
LAN/WAN applications. 

Overview 

Model 3172 Model 3 

IBM 
3172 Interconnect 
Controller 

Data Networking 

• The Wide Area Connector (WAC) now supports dual commu­
nications interfaces: one fractional or full TIIEI and one 64K 

. bps or subrate connection. 

• The new ARTIC Portmaster card, based on IBM's Real Time 
Interface Co-Processor Card for Micro Channel bus systems, 
provides wide area access to as many as eight SDLC devices. 

• IBM has introduced the 3172 SNA Communications Program, 
which provides access to VTAMISNA host applications from 
LANs over frame-relay, X.2S, and SDLC networks. 

• Version 3 Release 3 of the Interconnect Controller Program 
(ICP) adds support for the ESCON Multiple Image Facility for 
sharing of ESCON channels by multiple logical (or physical) 
hosts. 

• IBM now offers its system software preloaded on the control­
ler's hard drive, which simplifies user setup. 

Target Markets 
The 3172 is a general-purpose product supporting communica­
tions between an SNA host environment and mUltiple LANs 
and/or remote SNA hosts. It is aimed at private and public corpo­
rations, financial institutions, governmental bodies, and universi­
ties. 

The 3172 can provide the following key capabilities: 

• Consolidating multiple, incompatible LAN environments; 

• Improving performance and throughput in host-to-host or host­
to-LAN communications applications by using FDDI or ES­
CON channels; 

• Interconnecting remote IBM hosts over wide area networks; 

• Providing shared workstation access to mainframe application 
and hardware resources; and 

• Developing a migration path to open systems computing 
through TCP/IP and frame relay. 

Strengths 
Supporting several LAN and WAN protocols, the 3172 can con­
solidate multiple, incompatible LANs and hosts, making possible 
resource sharing, data backup, and centralized network manage­
ment. 

By taking advantage of the higher speeds of ESCON and 
FDDI, users can improve performance in highly interactive forms 
of communication, such as host-to-graphics workstation and 
host-to-host links. The TCP/IP Offload feature streamlines host 
data processing. 

Product Type 
Design 

LAN router and host-to-LAN gateway. 
Rackmount or tabletop. 

Date Announced 
Date Released 
Base Purchase Price (US$) 

June 1992 
September 1992 
9,970 

C '994 McGraw-HiII, Inc:orporated. Reproduction Prohibited. 
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Interoperability Matrix 

Product 

Product Classification 

Relationship With Higher-Level Elements 

Position in Network Architecture 

Host Software Required: 

Operating Systems 

Access Method 

Other Software 

Communications Controller Software 
Required 

Software Load 

Host Attachment Support 

Network Management Support 

Relationship With Peer-Level Elements 

Compatible Communications Processors 

Gateways Supported 

Relationship With Lower-Level Elements 

Leased-Line Support 

X.25 Packet Switched Network Support 

LAN Attachment Support 

Limitations 
While ESCON promises host channel data rates up to 200M bps, 
not all users can cost justify replacing existing parallel channels 
with ESCON channels. The 3172 does not support ESCON and 
Systeml370 parallel channel connections concurrently. 

The 3172 is designed for small- to medium-sized networks. 
Large networking implementations require multiple 3172s or 
IBM's 3745 Communication Controller. 

Competitive Analysis 
The 3172 competes with CompuTerm Corp.'s EN1REX 6000 
Series and multiprotocol communications processors from Aper­
tus Technologies and IDEA. To a lesser extent, the 3172 also 
competes with multiprotocol LAN routers from vendors such as 

o 1994 McGraw-Hili, Incorporated. Reproduction Prohibited. 
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Proprietary network router/gateway device. 

Transparent to the IBM host. 

MVS/ESA, VM/ESA, VM/SP, or VSE/ESA. 

ACFIVTAM Version 3.4 or later. 

For TCP/IP connectivity, IBM TCP/IP for VM Version 2 Release 2 or 
later, or IBM TCP/IP for MVS Version 2.0 or later. 

3172 Interconnect Controller Program (ICP), TCP/IP Offload 
software, and 3172 SNA Communications Program, all provided by 
IBM. 

From the host, the 3172 controller's diskette drive or hard drive, or a 
remote IBM support center. 

Direct connection via a System/370 parallel or ESCON channel; 
indirect access via an FOOl, Ethernet, or token-ring LAN leading to 
another 3172; or remote access via a subrate, fractional T1/E1, or 
full T1/E1 wide area networking facility. 

Configuration, monitoring, and control are provided by Operator 
Facility/2 software for the PS/2. Centralized management can be 
provided by IBM NetView or a remote IBM support center. Also 
provides a Simple Network Management Protocol (SNMP) agent. 

IBM 3174 Establishment Controller, 3745 Communication Controller, 
and compatibles. 

Supports bidirectional gateways between IBM ES19000 and System/ 
370 hosts and token-ring, TCP/IP Ethernet, and FOOl LANs. It 
establishes these links across ESCON fiber optic links and SNAI 
SOLC, X25, TCP/IP, and frame-relay wide area networks. 

Provides access to fractional and full T1/E1 carrier services via V.35, 
X.21, and RS-449 interfaces. 

Not supported directly. 

Provides gateways to Ethernet, FOOl, and token-ring LANs. 

Cisco Systems, Wellfleet Communications, and Vitalink Commu­
nications. These routers, however, require an IBM controller to 
provide LAN access to the Systeml370 or ES/9000 host. 

Vendor Analysis 

IBM, the world's largest computer company, is involved in all 
aspects of information technology. It offers all types of computer 
and communications hardware and software, including main­
frames, midrange systems, workstations, personal computers, pe­
ripherals, and associated systems and applications software. 
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IBM began in 1911 as Computer-Tabulating-Recording, and 
took the name International Business Machines in 1924, with 
Thomas J. Watson as president. By the 1950s, it held 95% of the 
punch-card business in North America. This gave it a tremendous 
advantage when it entered the computer market in 1952 with its 
first vacuum tube computer. 

Building on the success of its first computer, and benefiting 
from international marketing and manufacturing ventures set up 
as early as 1923, IBM began to establish a clear lead in the global 
computer market. The System/360 mainframe, launched in 1964, 
quickly took 70% of the data processing market in the U.S., 
knocking out competition from General Electric and RCA. IBM 
went on to dominate the world computer market for the next 25 
years. 

Today, however, IBM, like most major computer manufactur­
ers, is suffering from the slowdown in the major information tech­
nology markets, and from the effects of worldwide recession. 
IBM's heavily centralized management structure and huge inter­
national sales and marketing workforce, which contributed to the 
vendor's near monopolistic position in the 1970s and 1980s, led 
to poor financial performance in the early 1990s and forced the 
vendor to streamline its workforce. The movement away from 
larger systems-upon which IBM's revenues depended for so 
long-in favor of smaller systems has also caused IBM to rede­
fine its role in computing and networking. 

IBM's strategy now is to move from proprietary networking 
solutions to open and distributed environments. IBM is accom­
plishing this by adhering to industry standards; introducing net­
working and computing systems that interface with its older plat­
forms as well as other vendors' products; designing networks and 
applications for system integration; and providing service and 
support for its own as well as other vendors' products. 

IBM is divided into a number of business units: 

• The Advanced Workstations and Systems Div. (AWSD) is 
responsible for developing workstations and servers based on 
IBM's RISC System/6000 technology. 

• The Application Business Systems Unit develops and manu­
factures processors and related software for IBM's AS/400 
midrange products. 

• The Enterprise Systems (ES) Business Unit is responsible for 
developing IBM's mainframes and related software (MVS, 
VM, VSE, and AIXlESA), and for the development of System/ 
390 for use in distributed computing and c1ient!server environ­
ments. 

• IBM Personal Computer Co. (IPCC) is responsible for all 
IBM's Personal Computers, the highly successful ThinkPad 
portables, the low-cost PS/VP (Value Point) products, and the 
high-end PS/2 PCs and PC servers. 

• The Networking Systems Unit provides products and services 
for operating and managing networks, including client!server 
systems. It is divided into seven segments, each responsible for 
a set of hardware or software products. It has recently changed 
its emphasis from mainframe-related networking products to 
local area networks (LANs) and open, multivendor, client! 
server computing and is increasingly active in the OEM mar­
ket. 

• Pennant Systems manufactures and markets impact and ad­
vanced-function printers. 

• The Power Parallel Systems Unit, formed by the ES and 
AWSD, is responsible for the development of scalable, parallel 
processing systems based IBM's RISC System/6000 technol­
ogy and System/390-based supercomputing systems. 

IBM 
3172 Interconnect 
Controller 
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• Storage Systems Div. manufactures direct-access storage de­
vices, disk arrays, diskette drives, magnetic tape drives and 
libraries, optical storage and libraries, storage controllers, and 
related storage management software. 

Regional Addresses 

IBM Canada Ltd. 
3500 Steeles Avenue East 
Markham, ON, Canada L3R 2Z1 
Tel: +1 4164742111 

IBM Europe 
Tour Pascal, La Defense 7 Sud 
Cedex 40 F-92075 
Paris La Defense, France 
Tel: +33 1 47 67 60 00 
Fax: +33 1 47676969 

IBM Tokyo, Shuwa Kamiyacho Building 
3-13 Toranomon, 4 Chome, Minato-ku 
Tokyo 105 Japan 
Tel: +81 3 3438 5736 
Fax: +81 3 3433 7690 

Marketing Strategy 
IBM faces the challenge of maintaining full support for SNA 
host-based networking while providing a migration path to open 
and distributed environments. IBM is accomplishing this through 
ongoing enhancements to the 3172, which now supports TCP/IP, 
X.25, and frame-relay transport of multiprotocol traffic between 
hosts and LANs. 

Market Position 
IBM is the leading vendor in the communications processor mar­
ket. All major communications processors, including those of 
Amdahl, NCR, Unisys, CompuTerm, Apertus Technologies, and 
IDEA, offer compatibility with IBM's Systems Network Archi­
tecture. 

Sales & Distribution Strategy 
The IBM 3172 Interconnect Controller is sold worldwide through 
IBM's direct sales force. IBM offers both purchase and leasing 
arrangements. The vendor also offers a Government Services Ad­
ministration (GSA) schedule for units sold in the U.S. 

Support 

IBM offers a comprehensive array of support services for its cus­
tomers. The vendor's technical service representatives and Cus­
tomer Engineers (CEs) handle everything from network design 
and installation to ongoing hardware and software maintenance, 
planning for future growth, migration, and systems integration 
support. 

Warranty 
IBM offers a one-year warranty for the 3172. The warranty ser­
vice is for IBM On-Site Repair (lOR). 
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Under the IBM Service Plan, customers can order any or all of a 
broad range of IBM services using a single-page document. 
IBM's network services are available for data, voice, and T1 net­
works with customized support options to suit various needs. Net­
work services include network evaluation, design, implementa­
tion, management, and operations. 

IBM provides two broad categories of hardware maintenance: 
IBM Maintenance Services covers IBM equipment only; IBM 
Multiple Vendor Services (MVS) covers maintenance and repair 
coordination of co-located non-IBM equipment. 

IBM Maintenance Services 
Under this agreement, IBM assumes service management respon­
sibility for all IBM equipment. This includes the following ser­
vices: 

• National geographic coverage. 

• 1Wenty-four hour access to IBM parts inventory. 

• A Customer Engineer (CE) assigned to each account. 

• Computer-assisted dispatch with multiple dispatch centers and 
direct digital radio links to CEs. 

• Customer assistance groups (CAGs) to provide telephone sup­
port for immediate assistance. 

• An online service database. 

• Engineering changes management. 

Martin Ointzis researches and analyzes wide 
area networking products, technology develop­
ments, and market trends for Oatapro. He re­
ports on newer networking solutions such as 
ATM, frame relay, channel extension, inverse 
multiplexing, and remote LAN access while 
maintaining coverage of traditional systems us­
ing X.25 packet switches, TOM circuit switches, 
and front-end processors. Martin has a back­
ground in both technical writing and electrical 
engineering technology. 

Specifications 

Enhancements 

Date Enhancement 

August 1994 Hardware enhancements. 

Multiple Vendor Services (MVS) 

3640 

Communications 
Processors 

5 

MVS is tailored to meet the customer's hardware maintenance 
requirements in a mixed-vendor environment. IBM provides 
these services in three modular offerings: 

• Repair Coordination. IBM provides a single phone number 
(800/IBM-SERV) for all service requests, dispatches service 
vendors for non-IBM product repair, coordinates maintenance 
activities, and tracks the status of each problem. 

• Maintenance Coordination. IBM takes a leadership role in 
scheduling and coordinating hardware maintenance activities 
to minimize network outages. 

• Service Management. IBM identifies expert maintenance ven­
dors, negotiates and administers service contracts, and recon­
ciles invoices, relieving the customer of the burden of these 
management activities. 

Service Providers 
IBM technical service representatives and customer engineers 
serve customers directly. 

Service Locations 
IBM maintains over 300 service locations in all parts of the word, 
staffed by more than 17,000 service personnel. IBM customer 
engineers are linked to dispatch centers, online databases, and 
parts availability and ordering systems by handheld digital termi­
nals connected to the IBM Digital Communications System. 

Service Hours 
IBM Service can be obtained 24 hours per day, 7 days per week 
by calling (800) IBM-SERV (800/426-7378). 

Training/Education 
IBM offers a broad range of educational programs for its custom­
ers throughout the world. In addition, it also provides system­
delivered (online) education for both basic- and advanced-level 
users and system administrators. 

Description 

The 3172 was enhanced to support an optional 
66MHz Pentium processor; two new LAN adapters 
(Auto LANStreamer Me 32 and EtherStreamer Me 
32); a new dual-port Wide Area Connector (WAC) 
interface card; and ARTIe Portmaster, a new 
eight-port interface card for SOLC devices. 

August 1994 Introduced the 3172 SNA Communications 
Program Version 1 Release 1 

Running under OS/2 on the 3172, this program 
enables network users to access VTAMISNA host 
applications from token-ring, Ethernet, and FOOl 
LANs over frame-relay and SOLC networks. 

C 1994 McGraw-Hill, Incorporated. Reproduction Prohibited. 
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Enhancements (Continued) 

Date 

August 1994 

August 1994 

Features/Functions 

Models 

Transmission Features 
Max. Number of Device Ports 
Max. Number of Wide Area Links 

Max. Number of Host Channels 

Max. Number of LAN Connections 

Software Features 
Multlvendor Networking Capability 

Frame-Relay Networking Support 
Off-Loading Processing From Host 

Network Management Features 
Fault/Problem Management 
Configuration Management 

Performance/Accounting Management 

Security Management 

Options 

Product 

Software 
LAN Resource Extension and 

ServlceslVM (LANRESNM) or 
LANRES/MVS 

LAN File Services/ESA (LFs/ESA) 

RouteXpander/2 Version 2.0 
RouteXpander X.25 SupportJ2 

Enhancement Description 

Introduced Interconnect Controller Program (lCP) ICP Version 3 Release 3 adds the following 
Version 3 Release 3 capabilities: 

Use of the ESCON Multiple Image Facility (EMIF), 
for sharing of ESCON channels across multiple 
logical (or physical) hosts. 
Remote control of 3172s via the 3172 Operator 
Facility/2 (OF/2). 
Compatibility with the Pentium processor. 
Support for IBM's Auto LANStreamer MC 32 and 
EtherStreamer Me 32 adapters. 

3172 preload software options. IBM began to offer TCP/IP Offload, SNA 
Communications Program, and other software 
products preloaded on the 3172's hard driVe, 
which reduces customer setup time. 

3172 Model 3 

32 (eight per option slot). 
Two fractional or full T1/E1 connections (X.21 , V.35, or R5-4221-449). Optionally, two additional64K bps or 
subrate connections (X.21 , V.35, or R5-4221-449) can be installed. 
Dual System1370 parallel channel adapters (one active and one backup) or one ESCON adapter. (Both 
ESCON and parallel channel types cannot coexist in the same controller.) 
Up to four token-ring or Ethernet LANs. 
Up to two token-ring or Ethernet LANs and one FOOl LAN. 

Provides concurrent support for SNA and TCP/IP data flows. Supports simultaneous bridging of SNA and 
multiprotocol token-ring LAN, Ethernet LAN, and FOOl LAN traffiC. 
Supports frame-relay and X.25 transport ofoSNA and multiprotocol LAN traffic. 
Processes portions of TCP/IP protocols, thereby reducing host CPU cycles. 

The 3172 provides generic alerts to IBM NetView. 
IBM's Operator Facilityl2, an OS/2-based Presentation Manager application that comes with the 
Interconnect Controller Program (ICP), enables a system administrator to install, configure, monitor, and 
control up to sixteen 3172s. NetView Network Asset Management Facility allows the administrator to 
display the machine type, serial number, model number, program common name, and program level for 
each 3172. Software downline loading using IBM's Central Site Control Facility (CSCF) Is supported. An 
SNMP host subagent provides a distributed network management solution for multivendor environments. 
NetView permits control, recording, and automation of various operator tasks. It also provides performance 
management and problem determination, measuring line capacity and response time, generating reports, 
and providing accounting data. The 3172 supports NetView Network Asset Management Facility (NAMF) 
and NAMF Vital Product Data. 
NetView supports security management by restricting access to NetView, and by providing an interface to 
IBM's Resource Access Control Facility (RACF). RACF provides security features such as user profile 
contrOl, multilevel automated logon to specified applications, automated logoff, and timEK>uls. 

Description 

Software for a Novell LAN server establishing server environments on ES/9000 or System/370 hosts. 
Allows NetWare clients to transparently access mainframe storage, printing, data distribution, and LAN 
administration services. 
Software for the ESI9000 providing workstation client access to System/390 storage capacity and other 
host resources at high data rates. 
Provides routing and bridging through frame-relay WAN "nks. 
Provides routing and bridging through X.25 WAN links. 

C 1994 McGraw-Hill, IncotpOrated. Reproduction Prohibited. 
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Options (Continued) 

Product 

Software (Continued) 
Multiprotocol Networking Software 

Solution (MPNS) 

3172 SNA Communications Program 

TCP/IP Offload for VM and MVS 

Hardware 
Internal Microprocessor 

High-Capacity Hard Drive 

Configuration 

Components 
Product 

Enclosure 

Host Channel Attachment Modules 
Parallel Channel Adapter 

ESCON Adapter 

LAN Attachment Modules 
Auto LANStreamer Me 32 Adapter 

Dual EtherStreamer MC 32 Adapter 

Ethernet Adapter 

FOOl Adapter 

Token-Ring 16/4M bps Adapter 
(Feature Code 2210) 

Token-Ring 16/4M bps Adapter 
(Feature Code 2215) 

Wide Area Connection Modules 
X.21 Wide Area Connector (WAC) 

Adapter 

V.35 Wide Area Connector (WAC) 
Adapter 

R8-4221-449 Wide Area Connector 
(WAC) Adapter 

ARnc Portmaster X.21 

IBM 7 
3172 Interconnect 
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Description 

A combination of preinstalled software: 
OS/2 
TCP/IP Offload and TCP/IP for OS/2 
RouteXpander/2 
Network Transport Services (NTS)/2 
NetView Distribution Manager (NDM)/2. 
This software supports TCP/IP off-load functions and host and multiprotocol LAN interconnections across 
frame-relay wide area networks. 
Running under OS/2, this program establishes interoperability between VTAMISNA host applications; 
token-ring, Ethernet, and FDDI LANs; and frame-relay and SDLC networks. 
Running under OS/2 on the 3172, TCP/IP Offload software processes TCP/IP traffic destined for the host 
computer, thereby reducing host TCP/IP processing by 30% to 50%. 

A base 3172 configuration provides a 25MHz 80486SX processor. A 50MHz 80486DX or 66MHz Pentium 
processor is optionally available. 
Optional 1 GB extemal hard drive with SCSI interface. 

Description 

A PSI2-based chassis housing a system board and processor card; a power supply; a fixed disk and 
adapter; 16MB of memory; a diskette drive; and four option slots for host, LAN, and WAN modules. 

Provides a parallel interface to an IBM Systernl37(k;pmpatible host, with data rates up to 4MB per second. 
A maximum of two adapters per controller are supported. Both ESCON and parallel channels cannot be 
installed simultaneously in the same 3172 unit. 
Provides a fiber optic connection to an IBM ES/9000 host, with data rates up to 200M bps. Distances as 
great as 26.7 miles between a 3172 and an ES/9000 host are possible. 

A high-performance token-ring adapter featuring IBM's LANStreamer chip set and a 32-bit Micro Channel 
(MC) bus interface, this adapter is designed for full-duplex communications in multimedia and IIO-intensive 
networking applications. Works with shielded or unshielded twisted-pair wire. Occupies one feature slot; up 
to four can be installed. 
A 32-bit Ethernet 10BASE-T Micro Channel (MC) adapter featuring 40MB datastreaming capability. The 
adapter supports full-duplex or half-duplex transmission mode and performs transparent or source routing 
Ethernet bridging. 
Attaches to an IEEE 802.3-compatible, 10M bps thick or thin Ethernet LAN. Occupies one feature slot; up 
to four can be installed. 
Provides connection to a 100M bps FDDI LAN. It occupies only two feature slots; only one per 3172 
controller is supported. 
Attaches to an IEEE 802.!K:ompatible, 16M bps or 4M bps token-ring network. Occupies one option slot; 
up to four can be installed. 
Used with the WAC Adapter in TCP/IP off-load applications. Attaches to either a 16M or 4M bps token-ring 
network, enabling NETBIOS traffic to be carried over the WAC Adapter wide area link. Occupies one 
option slot; up to four can be installed. 

Used in TCP/IP off-load applications, this adapter provides one X.21 interface supporting data rates up to 
Tl/El and one optional 64K bps or subrate interface. Requires an external CSU/DSU. Up to two adapters 
can be installed. 
Used in TCP/IP off-load applications, this adapter provides one V.35 interface supporting data rates up to 
Tl/El and one optional 64K bps or subrate interface. Requires an external CSUlDSU. Up to two adapters 
can be installed. 
Used in TCP/IP off-load applications, this adapter provides one R5-4221-449 interface supporting data 
rates up to T1/El and one optional 64K bps or subrate interface. Requires an external CSU/DSU. Up to 
two adapters can be installed. 
A RealTime Interface Co-Processor for Micro Channel bus systems providing six full-duplex X.21 port 
interfaces each transmitting at 256K bps or a single X.21 interface transmitting at 2.048M bps. Up to four 
adapters can be installed. 

@ '994 McGraw-Hili, Incorporated. Reproduction Prohibited. 
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Configuration (Continued) 

Components (Continued) 
Product Description 

Wide Area Connection Modules (Continued) 

ARTIC Portmaster V.35 A RealTime Interface Co-Processor for Micro Channel bus systems providing six full-duplex V.35 port 
interfaces each transmitting at 64K bps or a single V.35 interface transmitting at 2.048M bps. Up to four 
adapters can be installed. 

ARTIC Portmaster R8-422 

Sample Configuration 
Model 

3172 Model 3 

A RealTime Interface Co-Processor for Micro Channel bus systems providing eight full-duplex RS-422 
port interfaces each transmitting at 64K bps or a single RS-422 interface transmitting at 2.048M bps. Up to 
four adapters can be installed. 

Description 

Model 3 can link single or dual IBM hosts to as many as four TCP/IP Ethernet LANs, minimizing host 
communications processing overhead through its TCP/IP Offload feature. 

Physical Specifications 

Product 

Physical Dimensions: 

HxWxD,in. 

HxWxD,mm. 

Electrical Requirements 

Environmental Environment: 

Operating Temperature ("F) 

Operating Temperature (OC) 

3172 Model 3 

12.0 x 19.0 x 19.1 

306 x 483 x 484 

200 to 240 V AC, 2.5 Amp, 50 to 60 Hz 

Relative Humidity (% noncondensing) 

61 to 84 
16t032 

20 to 80 

Pricing 

IBM 3172 Interconnect Controller 

Product 

3172 Model 3 

Options 

2005 

2210 

2215 

2225 

2235 

2245 

2300 

2501 

2500 

2700 

2800 

2810 

2830 

2850 

Description Purch. 
Price 
(US$) 

9,970 

4MB Memory Expansion 2,150 

16/4M bps Token-Ring Adapter 921 

16/4M bps Token-Ring Adapter (WAC compatible) 1,060 

Ethernet Adapter 

Auto LANStreamer MC 32 

EtherStreamer MC 32 

FOOl Adapter 

System/370 Parallel Channel Adapter 

Rack Mounting Assembly 

TCP/IP Offload Hardware 

IBM ESCON Adapter 

16M Memory Upgrade 

50MHz 80486 Processor 

66MHz Pentium Processor 

809 

1,060 

809 

6,165 

5,250 

230 

2,860 

15,990 

2,990 

5,990 

5,990 

C 1994 McGraw-Hill, Incorporated. Reproduction ProhibHed. 
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Annual 
Onslte 

Maint. (US$) 

957 

665 

29 
179 

84 

179 

109 

221 

84 

2,065 

58 

592 

592 

~ 
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IBM 3172 Interconnect Controller (Continued) 

Product Description 

Options (Continued) 

2900 X.21 Wide Area Connector (WAC) Adapter 

2910 V.35 Wide Area Connector (WAC) Adapter 

2920 R5-422/-449 Wide Area Connector (WAC) Adapter 

2930 ARTIC Portmaster R5-232 

2940 ARTIC Portmaster X.21 

2950 ARTIC Portmaster V.35 

2960 ARTIC Portmaster R5-422 

Software Prices 

Order Number/Feature Code 

5621-42519001 IBM 3172 Interconnect Controller Program Version 3 Release 3, Basic License 

5696-86511000 SNA Communications Program 

5735-FAU1000 TCP/IP Offload Software for VM Version 2 Release 2 

5735-HAU100l TCP/IP Offload Software for MVS Version 2 Release 2.1 

5871-P01l4999 OS/22.1 

5875-POI/5547 TCP/IP Version 2.0 for OS/2 

5871-POlI3787 Network Transport Services/2 

5781-POI/2902 RouteXpander12 

o 1994 McGraw-HIII, Incorporated. Reproduction Prohibited. 
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Purch. 
Price 
(USS) 

1,150 

1,150 

1,150 

3,235 

3,285 

3,600 

3,050 

Purch. Price 
(USS) 

6,665 

9,500 

3,150 

3,150 

4,999 

230 

85 

785 

9 

Annual 
Onsite 

Maint. (USS) 

104 

104 

104 

500 

500 

500 

500 

• 
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Now: IBM enhanced the 
3172 Model 3 in several 
ways. For example, it 
now provides more than 
50% greater throughput; 
higher RAM and disk 
storage capacity; ESCON 
and FDDI support; 
TCPfIP off-load capability 
for remote hosts; and con­
current support for SNAt 
VTAM, TCPflP, frame 
relay, and NETBIOS 
LAN data flows over a 
wide area link. 

DATA PRO Data NetworKing 

IBM 

3640 
Communications 
Processors 

1 

3172 Interconnect 
Controller 

Datapro Summary 

The IBM 3172 Interconnect Controller is a multivendor networking product capable of 
consolidating multiple, dissimilar LANs; interconnecting multiple IBM hosts over a LAN 
backbone; or linking multiple IBM hosts over a Tl wide area network. Through the 3172, 
IBM hosts can function as LAN superservers, providing shared access to storage, printing, 
data distribution, management, and other mainframe services. 

Strengths .. 
• The 3172 supports wide area networking be­

tween host computers using frame-relay, TCPf 
IP, and SNA protocols. 

• Consolidation of mUltiple, incompatible 
LANs and multiple hosts makes possible re­
source sharing, data backup, and centralized 
network management. 

• By taking advantage of the higher speeds of 
ESCON and FDDI, users can improve perfor­
mance in highly interactive forms of commu­
nication, such as host-to-graphics workstation 
and host-to-host links. The TCPflP Offload 
feature streamlines host data processing. 

Limitations 

• The 3172 does not support ESCON and Sys­
temf370 parallel channel connections concur­
rently. 

• Only users with high throughput requirements 
can cost justify replacing existing parallel 
channels with ESCON channels. 

--By Martin Dintzis 
Assistant Analyst 

• The 3172 is designed for small- to medium­
sized networks. Very large networking imple­
mentations require IBM's 3745 Communica­
tion Controller. 

Competition 
Major IBM-compatible communications proces­
sor vendors such as McDATA Corp. and Apertus 
Technologies, and leading multiprotocol LAN 
router vendors. 

Corporate Headquarters 
IBM 
Old Orchard Road 
Armonk, NY 10504 
Tel: +1914765-1900 
Contact your local IBM representative. 

Prices 
Base prices for Models 1,2, and 3 (in the U.S.) 
are $16,700, $52,440, and $9,970, respectively. 
Interconnect Controller Program costs $6,665. 

C 1993 McGraw-Hili. Incorporated. Reproduction Prohibited. 
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Product Analysis 

Moving toward a future where speed, volume, and communica­
tions capabilities dictate the creation of product lines and their 
marketing, IBM offers ESCON, an architecture that uses wide­
band, high-speed fiber optic channels. ESCON extends the data 
center walls by working with communications controllers located 
up to 60 km. away, and it increases the maximum channel 
throughput rate to as high as 200M bps. IBM is also pursuing a 
more aggressive role in enterprise networking by increasing sup­
port for multivendor connectivity. The 3172 Interconnect Con­
troller is one of IBM's flagship products for networks based on 
Systems Network Architecture (SNA) and expanding into token­
ring, Ethernet, FDDI, and ESCON local area networks as well as 
non-SNA wide area networks. 

The 3172 Model 1 operates in either of two modes. In the 
Channel-to-Channel configuration, it links remote IBM hosts via 
up to four Tl lines. As a host-to-LAN gateway, it consolidates up 
to four token-ring and/or Ethernet LANs, or one IBM PC Net­
work LAN and one token-ring or Ethernet LAN. Modell also 
supports dual Systeml370 parallel or dual ESCON host channels. 

The 3172 Model 2 consolidates up to four token-ring and/or 
Ethernet LANs, or it links one FDDI LAN and three token-ring 
and/or Ethernet LANs. Like Modell, it supports dual Systeml 
370 parallel or dual ESCON host channels. 

Model 3, a PS/2-based controller, supports the same LAN 
connectivity options as Model 2, while providing one ESCON or 
dual Systeml370 parallel channel attachments. Model 3 can also 
run IBM's TCP/IP for MVS Off-load software, which works with 
IBM's host software to off-load TCP/IPprotocol processing from 
the host. 

Interconnect Controller Program (ICP) software includes 
IBM's Operator Facility/2, a PS/2-based configuration and con­
trol software product that works with IBM NetView. 

IBM's latest enhancements to the 3172 center around Model 
3. IBM now offers an optional 50MHz 80486DX processor im­
proving throughput by up to 55% for SNA traffic and 45% for 
TCP/IP traffic over the standard 80486SX processor. IBM also 
offers 16MB of standard memory, expandable to 64MB, and an 
optional 1GB SCSI hard drive. Model 3 now supports FDDI LAN 
connectivity and connections to a remote host for TCP/IP off-load 
applications via any of three new Wide Area Connector <WAC) 
Adapters (X.2l, V.35, and RS-4221-449). 

The 3172 Model 3 can access ESCON host channels with the 
latest software version of the Interconnect Controller Program: 
Version 3 Release 2. The software also allows Model 3 in TCP/IP 

Overview 

Models 

Product Type 

Design 

Date Announced 

Date Released 

Base Purchase Price ($) 

NOVEMBER 1993 

3172 Model 1 

Host wide area networking 
controller, LAN router, and 
host-to-LAN gateway. 

Rackmount or tabletop. 

October 1989 

September 1990 

16,700 

IBM 
3172 Interconnect 
Controller 

Data Networking 

Offload operating mode to support both SNNVTAM and TCP/IP 
host applications and data flows concurrently over the same or 
different LANs, which is already possible in other controller 
operating modes. IBM added support for frame relay on Model 3 
and enabled it to bridge both SNA and NEfBIOS (LAN) proto­
cols (using frame relay) over the wide area connection to the 
TCP/IP host. 

IBM has positioned the 3172 Model 3 to function as a LAN 
server for Systeml370 or ES/9000 hosts via either of two software 
products. LAN Resource Extension and Services (LANRESIVM or 
LANRES/MVS) lets Novell NetWare clients to access mainframe 
file, printing, data distribution, and administrative services. LAN 
File Services/ ESA provides high-performance workstation access 
to ES/9000 host resources via ESCON. 

Target Markets 
The 3172 is a general-purpose product supporting communica­
tions between an SNA host environment and multiple LANs 
and/or remote SNA hosts. It is aimed at private and public cor­
porations, financial institutions, governmental bodies, and 
universities. 

The 3172 can provide the following key capabilities: 

• Consolidating multiple, incompatible LAN environments; 

• Improving performance and throughput in host-to-host or host­
to-LAN communications applications by using FDDI or 
ESCON channels; 

• Interconnecting remote IBM hosts over wide area networks; 

• Providing shared workstation access to mainframe application 
and hardware resources; and 

• Developing a migration path to open systems computing 
through TCP/IP. 

Strengths 
Supporting multiple protocols, the 3172 can consolidate multiple, 
incompatible LANs and hosts, making possible resource sharing, 
data backup, and centralized network management. 

By taking advantage of the higher speeds of ESCON and 
FDDI, users can improve performance in highly interactive forms 
of communication, such as host-ta-graphics workstation and 
host-to-host links. The TCP/IP Offload feature streamlines host 
data processing. 

Limitations 
While ESCON promises host channel data rates up to 200M bps, 
few users can cost justify replacing existing parallel channels 

3172 Model 2 3172 Model 3 

LAN router and host-to-LAN LAN router and host-to-LAN 
gateway. gateway. 

Rackmount or tabletop. Rackmount or tabletop. 

September 1990 June 1992 

December 1991 September 1992 

52,440 9,970 

@ 1993 McGraw-Hili, Incorporated. Reproduction Prohibited. 
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Interoperability Matrix 

Product 

Product Classification 

Relationship With Higher-Level Elements 

Position in Network Architecture 

Host Software Required: 

Operating Systems 

Access Method 

Other Software 

Communications Controller Software Required 

Software Load 

Host Attachment Support 

Network Management Support 

Relationship With Peer-Level Elements 

Compatible Communications Controllers 

Gateways Supported 

Relationship With Lower-Level Elements 

IBM 3172 Interconnect Controller 

3640 
Communications 
Processors 

Proprietary network router/gateway device. 

Transparent to the IBM host. 

MVS/ESA, VMlESA, VM/SP, or VSElESA. 

ACFIVTAM Version 3.4 or later. 

For TCP/IP connectivity, IBM TCP/IP for VM Version 2 Release 2 or 
later, or IBM TCP/IP for MVS Version 2.0 or later. For TCP/IP 
Offload feature, TCP/IP for MVS Version 2.2 or later is required. 

3172 Interconnect Controller Program (ICP) and TCP/IP Offload 
software, both provided by IBM. 

From the host, the 3172 controller's diskette drive or hard drive, or a 
remote IBM support center. 

Oirect connection via a System/370 parallel channel; indirect 
access via an FOOl, Ethernet, or token-ring LAN leading to another 
3172; or remote access via an ESCON channel or a T1 wide area 
networking facility. 

Configuration, monitoring, and control are provided by Operator 
Facility/2 software for the PS/2. Centralized management can be 
provided by IBM NetView or a remote IBM support center. Also 
provides a Simple Network Management Protocol (SNMP) agent. 

McOATA's 6200 Network Gateway. 

Supports bidirectional gateways between token-ring LAN, TCP/IP 
Ethernet LAN, FOOl LAN, IBM PC Network LAN, and SNAISOLC 
environments. 

3 

Leased Line Support Provides access to public T1 carrier services via an R8-449 
interface. 

X.25 Packet Switched Network Support Not supported directly. 

LAN Attachment Support Ethernet, FOOl, token-ring, and IBM PC Broadband Network LANs. 

with ESCON channels. The 3172 does not support ESCON and 
Systeml370 parallel channel connections concurrently. 

IBM's ongoing enhancements to the 3172 are enabling it to 
replace the IBM 3745 in small- and medium-sized networks. For Vendor Analysis 
large host and network implementations, however, users may 
need the power of the 3745 Communication Controller. 

Competitive Analysis 
The 3172 competes with multiprotocol communications control­
lers from McDATA and Apertus Technologies, allowing different 
LAN environments to access IBM and non-IBM hosts. To a lesser 
extent, the 3172 also competes with multiprotocol LAN routers 
from vendors such as Cisco Systems, Wellfleet Communications, 
and Vitalink Communications. These routers, however, require an 
IBM controller to provide LAN access to the Systeml370 or ESt 
9000 host. 

IBM faces increasing competition from other equipment sup­
pliers offering new solutions for integrating computing environ­
ments throughout a business enterprise. By enhancing the 3172, 
IBM has managed to keep pace with its competitors. 

@ 1993 McGraw-HIli, Incorporated. Reproduction Prohibited. 
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Marketing Strategy 
IBM's 3172 offers a subset of the 3745's networking capabilities 
for integrating LANs and host computers in small- to medium­
sized networks. Recent enhancements to the 3172-FDDI LAN 
and ESCON connections, frame-relay support, and transparent 
bridging of SNA and NETBIOS traffic-demonstrate the 
vendor's commitment to providing enterprise-wide inter­
operability. 

Market Position 
IBM is the leading vendor in the communications processor mar­
ket. All major communications processors, including those of 
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Amdahl, NCR, Unisys, McDATA, Apertus Technologies, and 
IDEA, offer compatibility with IBM's Systems Network Archi­
tecture. 

Sales and Distribution Strategy 
The IBM 3172 Interconnect Controller is sold worldwide through 
IBM's direct sales force. IBM offers both purchase and leasing 
arrangements. The vendor also offers a Government Services Ad­
ministration (GSA) schedule for units sold in the U.S. 

Support 

Warranty 
IBM offers a one-year warranty for the 3172. The warranty ser­
vice is forIBM On-Site Repair (lOR). 

Support Service. 
IBM has consolidated all services under a simplified contract 
called the IBM Service Plan. Customers can order any or all of a 
broad range of IBM services using a single-page document. 
IBM's network services are available for data, voice, and Tl net­
works with customized support options to suit various needs. Net­
work services include network evaluation, design, implementa­
tion, management, and operations. 

IBM provides two broad categories of hardware maintenance: 
IBM Maintenance Services covers IBM equipment only; IBM 
Multiple Vendor Services (MVS) covers maintenance and repair 
coordination of co-located non-IBM equipment. 

Specifications 

Enhancements 

Date Enhancement 

JUly 1993 New host server options. 

IBM Data Networking 
3172 Interconnect 
Controller 

IBM Maintenance Services 
Under this agreement, IBM assumes service management respon­
sibility for all IBM equipment. This includes the following ser­
vices: 

• National geographic coverage. 

• 1\venty-four hour access to IBM parts inventory. 

• A Customer Engineer (CE) assigned to each account. 

• Computer-assisted dispatch with multiple dispatch centers and 
direct digital radio links to CBs. 

• Customer assistance groups (CAGs) to provide telephone sup­
port for immediate assistance. 

• An online service database. 

• Engineering changes management. 

Multiple Vendor Services (MVS) 
MVS is tailored to meet the customer's hardware maintenance 
requirements in a mixed-vendor environment. IBM provides 
these services in three modular offerings: 

• Repair Coordination. IBM provides a single phone number 
(8001IBM-SERV) for all service requests, dispatches service 
vendors for non-IBM product repair, coordinates maintenance 
activities, and tracks the status of each problem. 

• Maintenance Coordination. IBM takes a leadership role in 
scheduling and coordinating hardware maintenance activities 
to minimize network outages. 

• Service Management. IBM identifies expert maintenance ven­
dors, negotiates and administers service contracts, and recon­
ciles invoices, relieving the customer of the burden of these 
management activities. 

Service Hours 
IBM Service can be obtained 24 hours per day, 7 days per week 
by calling (800) IBM-SERV (800/426-7378). 

Description 

IBM enabled its hosts to function as LAN servers 
through the 3172 Model 3 and either of two 
software products. LAN Resource Extension and 
Services (LANRESNM or LANRESlMVS) and LAN 
File ServiceslESA (see Options section). 

Controller hardware upgrades. Began offering the 3172 Model 3 with an optional 
50MHz 80486DX processor, which improves 
throughput up to 55% for SNA traffic and up to 
45% for TCP/IP traffic compared to the standard, 
80486SX processor. IBM also began offering 
16MB of standard memory, expandable up to 
64MB, and an optional 1 GB SCSI hard drive. 

NOVEMBER 1993 @ 1993 McGraw-HiII, Incorporated. Reproduction Prohibited. 
Oatapro Infonnation Services Group. Delran NJ 08075 USA 



(~ 

( 

Data Networking IBM 
3172 Interconnect 
Controller 

Enhancements (Continued) 

Date Enhancement Description 
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August 1993 New Interconnect Controller Program (ICP) 
SOftware release. 

Introduced IBM ICP Version 3 Release 2. With this 
new software release, 3172 Model 3 can access 
ESCON VTAM host channels. It can also support 
VTAM (SNA) and TCPIIP host applications 
concurrently; LAN-based VTAM and TCPIIP 
workstations and their applications share LAN 
adapters within the 3172. Through ICP Version 3 
Release 2, the 3172 Model 3 also supports FOOl 
LANs. 

september 1993 Additional WAN features. 

FeatureS/Functions 

Models 3172 Model 1 

Hardware Features 
Internal Microprocessor 80386 

Internal Memory capacity (bytes RAM) 8M standard; 16M optional. 

Diskette Drive capacity (bytes) 1.544M 
Hard DrIve capacity (bytes) 30M 

Transmission Features 
Maximum Number of T11E1 Unks 4 

Maximum Number of Host Channels One or two Systeml370 parallel 
channels. Single or dual 
ESCON channels can be 
installed instead. Both channel 
types, however, cannot coexist 
in the same controller. 

Maximum Number of LAN Connections Up to four token-ring or 
Ethemet LANs; or one token-
ring or Ethemet LAN and one 
IBM PC Network LAN. 

Software Features 
Munlvendor NetwOl1dng Capability 31 721CP provides concurrent 

support for SNA and TCPIIP 
data flows. 

Frame-Relay Networking suppon SupportS frame-relay transport 
of SNA trallic. 

Off-108dlng Processing From Host • Does not apply. 

Network Management SupportS NetView Network 
Asset Management Facitity 
(NAMF) and NAMF Vital 
Product Data. 

The 3172 Model 3 supports frame-relay network 
connections; a new set of Wide Area Connector 
(WAC) adapters (X.21 , V.35, and RS-4221-449) 
supporting TCPIIP oil-load services for remotely 
located host computers; and simultaneous bridging 
01 SNA and NETBIOS protocols across a frame­
ralay wide area link. 

3172ModeJ2 3172 Model 3 

80486 . 25MHz 80486 or 50MHz 
804860X. 

8M standard; 16M optional. 16M standard; up to 64M 
optional. 

1.544M 1.544M 
80M 80M standard; optional 1 GB 

SCSI hard drive. 

Not supported One X.21, V.35, or RS-4221-449 
WAC Adapter supporting TCPIIP 
oil-load for a remote host. 

One or two Systeml370 parallel Dual Systeml370 parallel 
channels. Single or dual channel adapters or one 
ESCON channels can be ESCON adapter. Both channel 
installed instead. Both channel types cannot coexist in the 
types, however, cannot coexist same controller. 
in the same controller. 
Up to four token-ring or Up to four token-ring or Ethernet 
Ethernet LANs; up to three LANs; up to two token-ring or 
Ethemet ortoken-ring LANs Ethemet LANs and one FOOl 
and one FOOl LAN. LAN. 

31 721CP provides concurrent 31 721CP provides concurrent 
support for SNA and TCPIIP support for SNA and TCPIIP 
data flows. data flows. Supports 

simultaneous bridging of both 
SNA and NETBIOS protocols 
through a WAC-COmpatibie 
Token-Ring 16/4 adapter. 

Does not apply. Supports frame-relay transport 
of both SNA and NETBIOS 
trallic. 

Does not apply. Running TCPIIP for MVS 
Offload Software under OS/2, 
Model 3 procasses portions 01 
TCP/IP protocols, thereby 
reducing host CPU cycles. 

Supports NetVtew Network Supports NetView Network 
Asset Management Facility Asset Management Facility 
(NAMF) and NAMF Vital (NAMF) and NAMF Vital 
Product Data. Product Data. 

5 
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Options 

Product 

Software Options 
LAN Resource Extension and ServlcesIVM 
(LANRESNM) or LANRESlMVS 

LAN File ServicesiESA (LFSIESA) 

3172 Multiprotocol Networking Software 
Solution Release 1.0 

Hardware Options 
Hardware Package 1 

Hardware Package 2 

Description 

IBM 
3172 Interconnect 
Controller 

Data Networking 

Software for a Novell LAN server establishing server environments on System/390 or System/370 hosts. 
Allows NetWare clients to transparently access mainframe storage, printing, data distribution, and LAN 
administration services. 
Software for the ES/9000 providing workstation client access to System/390 storage capacity and other 
host resources at high data rates. 

Preloaded software for Model 3 providing a frame-relay link for a TCP/IP Offload Gateway with SNA and 
NETBIOS traffic bridging. 

A 3172 Model 3 kit supporting LFS/ESA, LANRESNM, and LANRESlMVS. To be used when a minimal 
amount of workstation data is stored on the controller. Provides 16M RAM. 

A 3172 Model 3 kit supporting LFS/ESA, LANRESNM, and LANRES/MVS. To be used when workstation 
data is stored on both the controller and/or the host. Provides 32M RAM and a 1 GB hard drive with an 
enhanced SCSI adapter. 

Network Management Functions 

Fault/Problem Management 
Configuration Management 

PerformanceJAccountlng Management 

Security Management 

Configuration 

Components 
Product 

Host Connections: 

Systeml370 Parallel Channel Adapter 

ESCON Adapter 

TP Adapter Type T1 

Wide Area Connector (WAC) Adapter 

LAN Connections: 

Ethernet Adapter 

FDDI A Station Adapter 

WAC-Compatible Token-Ring 1614 
Adapter 

Token-Ring 1614 Adapter 

PC Network Baseband Adapter/A 

PC Network Adapters IliA, IliA 
Frequency 2, and IliA 
Frequency 3 

NOVEMBER 1993 

The 3172 provides generic alerts to IBM NetView. 
IBM's Operator Facilityl2, an OSI2-based Presentation Manager application that comes with ICP Version 
3.2, enables a system administrator to install, configure, monitor, and control up to sixteen 3172s. NetView 
Network Asset Management Facility allows the administrator to display the machine type, serial number, 
model number, program common name, and program level for each 3172. Software downline loading, 
using IBM's Central Site Control Facility (CSCF), is supported. An SNMP host subagent provides a 
distributed network management solution for multivendor environments. 

NetView permits control, recording, and automation of various operator tasks. It also provides performance 
management and problem determination, measuring line capacity and response time, generating reports, 
and providing accounting data. 
NetView supports security management by restricting access to NetView, and by providing an interface to 
IBM's Resource Access Control Facility (RACF). RACF provides security features such as user profile 
control, multilevel automated logon to specified applications, automated logoff, and time-outs. 

Description 

Provides a parallel interface to an IBM System/370-compatible host, with data rates up to 4MB per second. 
A maximum of two per controller are supported. 
Provides a fiber optic connection to an IBM ES/9000 host, with data rates up to 200M bps. Distances as 
great as 26.7 miles between a 3172 and an ES/9000 host are possible. 
Supported on Model 1 only, this adapter provides a connection to a Tl common carrier facility for remote 
host communications; the output of this adapter must pass through a CSU/DSU or a multiplexer with an 
RS-422 interface. 
For Model 3 in TCP/IP off-load applications. Provides one X.21, V.35, or RS-4221-449 interface supporting 
data rates up to 11. Requires an external CSUlDSU. 

Attaches to an IEEE 802.3-compatible, 10M bps thick or thin Ethernet LAN. Up to four can be installed in 
the 3172. 
For 3172 Models 2 and 3 only, this adapter provides an FDDI class A connection to a 100M bps FDDI LAN. 
Although it occupies only one feature slot, only one per 3172 controller is supported. 

Used only on a 3172 Model 3 with the X21 WAC Adapter in TCP/IP off-load applications. Attaches to 
either a 16M or 4M bps token-ring network, enabling NETBIOS traffic to be carried over the WAC Adapter 
wide area link. 

Standard token-ring adapter. Attaches to an IEEE 602.5-compatible, 16M bps or 4M bps token-ring 
network. Up to four can be installed in the 3172. 

Provides connection to a 1 M bps baseband IBM PC Network. 

Provide connections to 2M bps broadband IBM PC Networks operating at different frequencies. 

@ 1993 McGraw-Hill. Incorporated. Reproduction Prohibned. 
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Sample Configuration 
Model Description 
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3172 Model 1 In the Channel-ta-Channel configuration, Modell can support links between two locally attached System/ 
370 hosts and up to four remote hosts via Tl lines. 

3172 Model 2 This model can consolidate any combination of three Ethernet and/or token-ring LAN networks, linking 
them to a remote IBM ES/9000 host over an FOOl network. 

3172 Model 3 Model 3 can link single or dual IBM hosts to as many as four TCP/IP Ethernet LANs, minimizing host 
communications processing overhead through its TCP/IP Offload feature. 

Physical Specifications 

Product 3172 Model 1 

Physical Dimensions (H lC W lC D, inches) 
Weight (lb.) 

10.0 x 19.0 x 18.0 
31 

Electrical Requirements 

Operating Temperature ("F) 

Pricing 

IBM 3172 Interconnect Controller 

Models 

3172 Model 1 
3172 Model 2 
3172 Model 3 
Options: 

2005 
2210 
2215 
2220 
2250 
2260 
2270 
2271 
2272 
2273 
2501 
2510 
2700 
2710 
2720 
2800 

200/240 V AC, 2.8 Amp, 
5Q-6() Hz 

50-105 

4MB Memory Expansion 
WAC-compatible Token-Ring 16/4M Adapter 
Token-Ring 16/4M Adapter 
Ethernet Adapter 
FOOl A Station Adapter 
TP Adapter Type Tl 
IBM PC Network Adapter 
IBM PC Network Adapter lilA 
IBM PC Network Adapter lilA Freq. 2 
IBM PC Network Adapter IliA Freq. 3 
System/370 Parallel Channel Adapter 
Rack Mounting Assembly 
TCP/IP Offload Hardware 
Hardware Package 1 
Hardware Package 2 
IBM ESCON Adapter 

3172 Moc:Iel2 

12.25 x 19.0 x 26.0 

86 
2001240 V AC, 2.8 Amp, 
5Q-60 Hz 

50-105 

2810 
2830 

16M Memory Upgrade (for Model 3 in TCP/IP off-load applications) 
50MHz 80486 Processor (for Model 3) 

2900 X.21 Wide Area Connector (WAC) Adapter 
2910 V.35 Wide Area Connector (WAC) Adapter 
2920 RS-4221-449 Wide Area Connector (WAC) Adapter 

@ 1993 McGraw-Hili, Incorporated. Reproduction Prohibited. 
Datapro Information Services Group. Defran NJ 08075 USA 

3172 Model 3 

12.0 lC 19.0 lC 19.1 

31 
2001240 V AC, 2.5 Amp, 
5Q-60Hz 

60-85 

Purch. 
Price 

($) 

16,700 
52,440 
9,970 

2,150 
921 

1,060 
809 

27,030 
3,300 

339 
689 
689 
689 

5,250 
230 

2,860 
3,490 
7,490 

15,990 
2,990 
5,990 
1,150 
1,150 
1,150 

Annual 
Onslte 
Maint. 

($) 

832 
3,095 

832 

25 
156 
73 

4,284 

73 

1,795 
50 

592 
104 
104 
104 

NOVEMBER 1993 
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SOftware Prices 
5621·42& 
57~HAL-0421 
8501·220 
P"",ni 3000 
Peature 3010 

IBM 
31721merconnect 
Controller 

'IBM 31721mereonnElCt Controller Program Version 3 Release 2 
TCPIIP Offload Diskette tot MVS 
TCPIIP VeiSion2,0 for. OS/2 
Mliltiprofocol Networking SoftWare SOlutIon (preloaded software) for VM 
MI.IIIiprotOCOl Networkmg SoftWare Solution (preloaded software) for MVS 

Data Networking 

Purch. 
Price 

($) 

6,665 
3,150 

(1) 

300 
300 

(1) InforrTlation not available. at the time OftflltiJin/tiftg. 

Note: U.S. pricing is given in US$ .• 

NOVEMBER 1993 o 1993 McGraw-Hili. Incorpor8ted. Reproduction PrOhibited. 
Datapro Infonnation Services Group. Delran NJ 08075 USA 
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Product Analysis ................. 2 

Vendor 
Analysis ............................... 3 

Support ................................ 3 

Specifications ...................... 5 

Pricing ................................. 7 

Note: This year, IBM 
introduced support for 
100M bps FOOl 
LANs. The vendor also 
released the 3172 
Model 3, a PS/2-based, 
host-to-LAN gateway 
capable of off-loading 
TCP/IP protocol pro­
cessing from the host 
computer. 

The IBM 3172 Interconnect Controller is a 
multi vendor networking product capable of 
consolidating multiple, dissimilar LANs; 
interconnecting multiple IBM hosts over a 
LAN backbone; or linking multiple IBM 
hosts over a T 1 wide area network. 

Strengths 

• Consolidation of multiple, incompatible 
LANs makes possible resource sharing, 
data backup, and centralized network 
management. 

• The 3172 supports both TCP/IP and SNA 
data flows concurrently. 

• By taking advantage of the higher speeds 
of ESCON and FOOl, users can achieve 
higher performance in highly interactive 
forms of communication, such as host-to­
graphics workstation and host-to-host 
links. The TCP/IP Offioad feature en­
hances performance even further. 

-By Martin Dintzis 
Assistant Analyst 

@ 1992 McGraw·HIII, Incorporated. Reproduction Prohibited. 
Datapro Information Services Group. Delran NJ 08075 USA 

Limitations 

• The 3172 does not support LAN Gateway 
and Remote Host Channel-to-Channel 
modes concurrently. 

• At present, there are few communications 
products that can take full advantage of 
IBM's ESCON high-speed pipeline. 

• The 3172 does not include an internal 
CSU/OSU for T1 wide area network con­
nections. 

Vendor 
IBM 
Old Orchard Road 
Armonk, NY 10504 
Contact your local IBM representative. 

Competition 
Major IBM-compatible communications 
processor vendors such as McOAT A Corp., 
NCR Corp., Apertus Technologies, and 
major multiprotocol LAN router vendors. 

Prices 
Base prices for Models 1, 2, and 3 are 
$16,700, $52,440, and $9,970, respectively. 
Interconnect Controller Program costs 
$6,665. GSA Schedule: Yes. 

NOVEMBER 1992 
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Product Analysis. 

In 1990, preparing for a future in which speed, voluf!1e, 
and communications capabilities will dictate the creatIon 
of product lines and their marketing, IBM introduced ES­
CON, an architecture making use of wide band, high-speed 
fiber optic channels. In effect, ESCON extends the walls of 
the data center by allowing communications controllers to 
be located up to 26.7 miles away, and it increases the max­
imum channel throughput rate to as high as 200M bps. 
IBM also began to pursue a more aggressive role i!1 enter­
prise networking, with increased support for multIvendor 
connectivity. Thrust into the limelight of these announce­
ments, the 3172 Interconnect Controller is assuming more 
responsibility in networks based on Systems Network Ar­
chitecture (SNA) and expanding into token-ring, Ethernet, 
FDDI and ESCON local area networks as well as non­
SNA ~ide area networks. 

The 3172 Model 1 operates in either of two modes. In 
the Channel-to-Channel configuration, it links remote 
IBM hosts via up to four Tl lines. As a host-to-LAN gate­
way it consolidates up to four token-ring and/or Ethernet 
LANs or one IBM PC Network LAN and one token-ring 
or Ethernet LAN. Modell also supports dual System/370 
parallel or dual ESCON host channels. 

The 31 72 Model 2 consolidates up to four token-ring 
and/or Ethernet LANs, or it links one FDOI LAN and 
three token-ring and/or Ethernet LANs. Like Modell, it 
supports dual System/370 parallel or dual ESCON host 
channels. 

Model 3 a PS/2-based controller introduced in Septem­
ber 1992, s~pports the same LAN connectivity options as 
Model 2, while providing single or dual System/370 paral­
lel channel attachments. Model 3 can run IBM's TCPI/P 
for MVS Off-load software, which works with IBM's host 
software to off-load TCP/IP protocol processing from the 
host. 

Version 3.0 ofIBM's 3172 Interconnect Controller Pro­
gram (ICP) supports the new TCP/IP Offioad feature. Like 
ICP Version 2.0, Version 3.0 allows concurrent implemen­
tation of SNA and TCP/IP data flows over combinations 
of token-ring, Ethernet, and IBM PC Network LANs and 
over wide area networks. ICP includes IBM's Operator Fa­
cility12, a PS/2-based configuration and control software 
product for the PS/2. 

Overview 

Models 3172 Model 1 

IBM 
3172 Interconnect 
Controller 

Target Applications 

Data Networking 

The 3172 can provide the following key capabilities: 

• Consolidation of multiple, incompatible LAN environ­
ments; 

• Improving performance and throughput in host-to-host 
or host-to-LAN communications applications by using 
FDOI or ESCON channels; 

• Interconnection of remote IBM hosts over wide area net­
works; and 

• Development of a migration path to open systems com­
puting through TCP/IP. 

Strengths 
The ability to connect multiple LANs or IBM hosts per­
mits sharing of hardware and software resources aD?-<?ng 
users of different systems as well as data backup capabIlity. 

Through fiber optic connections~ users can o?tain .faster 
performance and increased bandWidth for engmeenng or 
scientific applications. With ESCON, it is possible to in­
stall a 3172 up to 26.7 miles from an IBM mainframe. 

Support for both TCP/IP and SNA data flows provides 
a development platform for multi vendor networking. 

Limitations 
The 3172 does not function as a LAN Gateway and a Re­
mote Channel-to-Channel controller simultaneously. Mul­
tiple 3172s, however, can be rack mounted to support any 
combination of local and remote links. 

Although ESCON promises data rates up to 200M bps, 
there is presently a dearth of computer and communica­
tions products that can take full advantage of such a high­
speed pipeline. 

Competitive Analysis 
With the 3172 IBM has managed to keep in step with its 
competitors in'the realm of multi vendor LAN connectiv­
ity. IBM faces increasing competition from suppliers of 
multi protocol communications controllers, as well as nu­
merous vendors of multi protocol LAN bridges and rout­
ers. Both classes of products provide IBM host access to 
different types ofLANs. 

IBM originally entered the heterogeneous LAN com­
munications market with the introduction of its 8209 LAN 
bridge (now withdrawn), which supported both token-ring 
and Ethernet. That approach continues and expands in the 
3172 controller, which supports token-ring, TCP/IP Ether­
net, IBM PC Network, and FDOI LAN environments. 

3172 Model 2 3172 Model 3 

Product Type Host wide area networking con- LAN router, host-to-LAN 
troller, LAN router, host-to-LAN gateway. 

LAN router, host-to-LAN 
gateway. 

Design 

Date Announced 

Date Released 

Base Purchase Price ($) 

NOVEMBER 1992 

gateway. 

Rack mount or tabletop 

October 1989 

September 1990 

16,700 

Rack mount or tabletop 

September 1990 

December 1991 

52,440 

Rack mount or tabletop 

June 1992 

September 1992 

9,970 

@ 1992 McGraw-HUI. IncorporatEld. ~eproduClion Pro~. 
Oafllpto InfmrmltiOn S6r'vIce& Group. Delrart HJ 0'801& uSA 
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Decision Points 

Product Requirements 

IBM 3172 Interconnect Controller High Throughput 

Multivendor Networking 

Network Management 

If IBM believes in fiber, and sets the stage for its wide­
spread deployment through ESCON, users can bet that 
other vendors will follow. IBM will continue to support the 
3172, enhancing it for frontline service in the company's 
movement toward enterprise networking and multi vendor 
connectivity. 

Vendor Analysis 

Marketing Strategy 
IBM's installed base of computing facilities based on its 
Systems Network Architecture (SNA) gives the vendor a 
strategic position in the communications processor mar­
ket. With the 3172, IBM has positioned itself to provide 
solutions for integrating SNA host, non-SNA host, and 
multiple LAN architectures, and bringing the speed of fi­
ber to these environments. 

Target Market. 
The 3172 is a general-purpose product supporting commu­
nications between an SNA host environment and multiple 
LANs remote SNA hosts. It is aimed at private and public 
corporations, financial institutions, governmental bodies, 
and universities. 

Market Position 
IBM is the leading vendor in the communications proces­
sor market. All major competitors offer compatibility with 
IBM's Systems Network Architecture in their front-end 
processors and terminal controllers. 

Major Competitors 
McDATA Corp.'s 6100 Network Controller supports IBM 
3172 compatibility. Additionally, the IBM-compatible 
communications processors of NCR Corp. and Apertus 
Technologies support both token-ring and TCP/IP Ether­
net LANs. The 3172 also competes with multiprotocol 

@ 1992 McGraw-HIII,lncorporated. Reproduction Prohibited. 
Datepro Information Services Group. Delran NJ 08075 USA 
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Comments 

Supports T1 speeds for remote hosts and 
up to 200M bps ESCON, 100M bps FOOl, 
10M bps Ethernet, and 16M bps token-ring 
connections. 

Supports FOOl, TCP/IP Ethernet, token­
ring, and baseband and broadband IBM PC 
Network LAN architectures, providing inter­
operability between all of them. Allows con­
current operation of SNA, TCP/IP, and oth­
er non-SNA data flows over connected 
LANs. 

Provides alerts to NetView; supports fea­
tures such as Central Site Control FaCility, 
Network Asset Management FaCility, and 
Vital Product Data; configuration and con­
trol are available through the Operator Fa­
cility/2 for the PS/2. 

LAN routers of vendors such as Cisco Systems and Vi­
tal ink Communications. These routers provide IBM host 
access to different LAN environments via an IBM 3745 
front-end processor. 

Sales and Distribution Strategy 
The IBM 3172 Interconnect Controller is sold worldwide 
through IBM's direct sales force. 

Support 

Policies and Programs 
IBM's Systems Services Div. (SSD) is a wholly owned sub­
sidiary called Integrated Systems Solutions Corp. (ISSC). 
Through ISSC, IBM addresses its customers' growing 
needs for outsourcing in systems operations, business ap­
plications, and data services. IBM offers a variety of sup­
port and services. 

Warranty 
IBM offers a one-year warranty for the 3172. The warranty 
service is for IBM On-Site Repair (lOR). 

Support Service. 

Hardware Support 
IBM provides two kinds of hardware support: IBM Main­
tenance Services covers IBM equipment only; IBM Multi­
ple Vendor Services covers maintenance and repair coor­
dination of non-IBM equipment. 

IBM Maintenance Senices 
Under Maintenance Services, IBM assumes service man­
agement responsibility for all IBM equipment. This in­
cludes the following services: 

• National geographic coverage; 

NOVEMBER 1992 
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• Twenty~four hour access to IBM parts inventory; 

• 'A Customer Engineer (CE) assi~ed to each account; 

• Computer-assisted dispatch with multiple dispatch cen­
ters and direct digital radio links to CEs; 

• Customer assistance groups (CAGs) to provide tele-
phone support for immediate assistance; 

• . An online service database; and 

• Engineering changes management. 

Network Custom Services 
IBM's network services are available for data, voice, and 
Tl networks with customized support options to suit a va­
riety of needs. Network services include network evalua­
tion, design, implementation, management, and opera­
tions. 

Interoperability Matrix 

Product 

Product Classification 

Relationship With Higher-Level Elements 

Position in Network Architecture 

Host Software Required: 

Operating Systems 

Access Method 

Other Software 

Communications Controller Software Required 

Software 
Load 

Host Attachment Support 

Network Management Support 

Relationship With Peer-Level Elements 

Compatible Communications Controllers 

Gateways Supported 

Relationship With Lower-Level Elements 

Leased Line Support 

X.25 Packet Switched Network Support 

LAN Attachment Support 

NOVEMBER 1992 
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S.rvi~.HQurs 

Data Networking 

The IBM Service can be obtained; 24 hours per day, 7 days 
per week by calling (800) IBM-SERV (800/426-7378). 

Competitors' Programs 
Support offered by NCR, Amdahl, Unisys, and McDATA 
is closely patterned after IBM support services. No vendor 
seeking to compete in the market for SNA-compatible net­
working products could succeed otherwise. Support in­
cludes installation, round-the-clock maintenance and hot 
line support, remote diagnostics, education, and other ser­
vices. 

IBM 3172 Interconnect Controller 

Proprietary network router/gateway device. 

Transparent to the IBM host. 

MVS/ESA, VM/ESA, VM/SP, or VSE/ESA. 

ACFfVTAM Version 3.4 or later. 

For TCP/IP connectivity, IBM TCP/IP for VM Version 2 Release 2 
or later, or IBM TCP/IP for MVS Version 2.0 or later. For TCP/IP 
Offload feature, TCP/IP for MVS Version 2.2 or later is required. 

3172 Interconnect Controller Program (ICP) Version 3.0 and 
TCP/IP Offload software, both provided by IBM. 

From the host, the 3172 controller's diskette drive or hard disk, 
or a remote IBM support center. 

Direct connection via a System/370 parallel channel; indirect ac­
cess via an FOOl, Ethernet, or token-ring LAN leading to another 
3172; or remote access via an ESCON channel or a T1 wide area 
networking faCility. 

Configuration, monitoring, and control are provided by Operator 
Facility/2 software for the PS/2. Centralized management can be 
provided by IBM Netview or a remote IBM support center. Also 
provides a Simple Network Management Protocol (SNMP) agent. 

McOATA's 6100 Network Gateway-Server. 

Supports bidirectional gateways between token-ring LAN, TCP/IP 
Ethernet LAN, FOOl LAN, IBM PC Network LAN, and SNA/SOLC 
environments. 

Provides access to public T1 carrier services via an RS-449 
interface. 

Not supported directly. 

Ethernet, FOOl, token-ring, and IBM PC Broadband Network 
LANs. 

@ 1992 McGraW-Hili, Incorporated. Reproduction Prohibited. 
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Specifications 

Enhancements 

Date 

Augu8t 1991 

Augu8t 1991 

December 1991 

December 1991 

September 1992 

Features/Functions 

Model8 

Hardwar. F.atur.s 
Internal Microproce8sor 

Internal Memory Capacity (byte8 RAM) 

Diskette Drive Capacity (bytes) 

Hard Di8k Capacity (bytes) 

Transmission F.atures 
Maximum Number of T1/E1 Links 

Maximum Number of Host Channels 

Maximum Number of LAN Connections 

Software F.atur.s 
Munivendor Networking Capability 

Other Features 

Event 

IBM increased the amount of standard memory for the 3172 controller from 4M bytes to 8M bytes. 

IBM released Version 2.0 of the 3172 Interconnect Controller Program (ICP), supporting both SNA and 
TCP/IP data flows concurrently across LANs. Version 2.0 also added an Operator FaCility, OS/2-based 
software for the PS/2 supporting installation, configuration, monitoring, and control of multiple 3172 
controllers by a network operator. It also added NetView-related network management features. 

IBM introduced Remote Channe/-to-Channel (CTC) communications capability, enabling the 3172 to link 
remote IBM hosts via T1 lines. At the same time, IBM introduced a T1 adapter for CTC 
communications, baseband and broadband LAN adapters for the IBM PC Network, and support for 
ES/9000 host access via an ESCON (fiber optic) adapter. Version 2.1 of ICP, also released in 
December 1991, added CTC functionally. 

IBM released the 3172 Interconnect Controller Model 2. This model supports an FOOl LAN adaptar, 
available since March 1992. 

IBM Released the 3172 Model 3, a PS/2-based product. Operating as a LAN-ta-host gateway, Model 3 
can off-load host TCP/IP processing cycles using a new TCP/IP Off-load application. Interconnect 
Controller Program (ICP) Version 3, released at the same time, supports this new feature. 

3172 Model 1 3172 Model 2 3172 Model 3 

80386 80486 80486 

8M standard; 16M optional 8M standard; 16M optional 16M standard 

1.544M 1.544M 1.S44M 

30M 80M 80M 

4 Not supported Not supported 

One or two System/370 One or two System/370 One or two System/370 parallel 
parallel channels. Single or parallel channels. Single or channel adapters. 
dual ESCON channels may be dual ESCON channels may be 
installed instead. Both channel installed instead. Both channel 
types, however, may not types, however, may not 
coexist in the same controller. coexist in the same controller. 

Up to four token-ring or Up to four token-ring or Up to four token-ring or 
Ethernet LANs; or one token- Ethernet LANs; up to three Ethernet LANs; up to two 
ring or Ethernet LAN and one Ethernet or token-ring LANs token-ring or Ethernet LANs 
IBM PC Network LAN. and one FOOl LAN. and one FOOl LAN. 

3172 Interconnect Controller 3172 Interconnect Control/er 3172 Interconnect Control/er 
Program (ICP) provides Program (ICP) provides Program (lCP) provides 
concurrent support for SNA concurrent support for SNA concurrent support for SNA 
and TCP/IP data flows. and TCP/IP data flows. and TCP/IP data flows. 

Supports NetView Network Supports NetView Network Supports NetView Network 
Asset Management Facility Asset Management Facility Asset Management Facility 
(NAMF) and NAMF Vital (NAMF) and NAMF Vital (NAMF) and NAMF Vital 
Product Data. Product Data. Product Data. 

Running TCP liP for MVS 
Offload Software under OS/2, 
Model 3 processes portions of 
TCP/IP protocols, thereby 
reducing CPU host cycles by 
30%. 

@ 1992 McGraW-Hili, Incorporated. Reproduction Prohibited. 
Datepro Information Services Group. Delran NJ 08015 USA 
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Data Networking 

tletworkManagement Functions 

Fault/Problem Management 

Configuration Management 

Performance and Accounting Management 

Security Management 

Configuration 

Components 

Product 

Host Connections: 

System/370 Parallel Channel Adapter 

ESCON Adapter 

TP Adapter Type T1 

LAN Connections: 

Ethernet Adapter 

FDDI A Station Adapter 

Token-Ring 16/4M bps Adapter 

PC Network Baseband Adapter/A 

PC Network Adapters II/A, II/A 
Frequency 2, and "/A 
Frequency 3 

Sample Configuration 
Model 

3172 Model 1 

3172 Model 2 

3172 Model 3 

Physical Specifications 

Product 

Physical Dimensions (H x W x D, inches) 

Weight (lb.) 

Electrical Requirements 

Operating Temperature (OF) 

NOVEMBER 1992 

The 3172 provides generic alerts to IBM NetView. 

IBM's Operator Facility /2, an OS/2-based Presentation Manager application that comes with ICP 
Version 3.0, enables a system administrator to install, configure, monitor, and control up to Sixteen 
3172s. NetView Network Asset Management Facility allows the administrator to display the machine 
type, serial number, model number, program common name, and program level for each 3172. 
Software downline loading, using IBM's Central Site Control Facility (CSCF), is supported. An SNMP 
host subagent provides a distributed network management solution for multivendor environments. 

NetView permits control, recording, and automation of various operator tasks. It also provides 
performance management and problem determination, measuring line capacity and response time, 
generating reports, and providing accounting data. 

Netview supports security management by restricting access to NetVlew, and by providing an interface 
to IBM's Resource Access Control Facility (RACF). RACF provides security features such as user 
profile control, multilevel automated logon to specified applications, automated logoff, and time-outs. 

Description 

Provides a parallel interface to an IBM System/370-compatible host, with data rates up to 4M bytes per 
second. A maximum of two per controller are supported. 

Supported on Models 1 and 2, it provides a fiber optiC connection to an IBM ESf9oo0 host, with data 
rates up to 200M bps. Distances as great as 26.7 miles between a 3172 and an ES/9000 host are 
possible. 

Supported on Model 1 only, this adapter provides a connection to a T1 common carrier facility for 
remote host communications; the output of this adapter must pass through a CSU/oSU or a 
multiplexer with an RS-422 interface. 

Attaches to an IEEE B02.3-compatible, 10M bps thick or thin Ethernet LAN. Up to four can be installed 
in the 3172. 

For 3172 Model 2 and 3 only, this adapter provides a FOOl class A connection to a 100M bps FOOl 
LAN. Although it occupies only one feature slot, only one per 3172 controller is supported. 

Attaches to an IEEE B02.5-compatible, 16M bps or 4M bps token-ring network. Up to four can be 
installed in the 3172. 

Provides connection to a 1 M bps baseband IBM PC Network. 

Provide connections to 2M bps broadband IBM PC Networks operating at different frequencies. 

Description 

In the Channel-te-Channel configuration, Model 1 can support links between two locally attached 
System/370 hosts and up to four remote hosts via T1 lines. 

This model can consolidate any combination of three Ethernet and/or token-ring LAN networks, linking 
them to a remote IBM ES/90oo host over an FOOl network. 

Model 3 can link single or dual IBM hosts to as many as four TCP/IP Ethernet LANs, minimizing h(lst 
communications processing overhead through its TCP/IP Offload feature. 

3172 Model 1 

10.0 x 19.0 x 1B.0 

31 

200/240 V AC, 2.B Amp, 
50-60 Hz 

50-105 

3172 Model 2 

12.25 x 19.0 x 26.0 

B6 

200/240 V AC, 2.B Amp, 
50-60 Hz 

50-105 

3172 Model 3 

12.0 x 19.0 x 19.1 

31 

200/240 V AC, 2.5 Amp, 
50-60 Hz 

60-85 

@ 1992 McGraw-Hili, Incorporated. ReproductiOn Prohibited. 
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Pricing 

Models 
3172 Model 1 
3172 Model 2 
3172 Model 3 

Options: 
2002 
2005 
2215 
2220 
2250 
2260 
2270 
2271 
2272 
2273 
2501 
2510 
2700 

Software Prices 
5621-425 
5735-HAL 
5871-BBB 

IBM 
3172 Interconnect 
Controller 

ESCON Channel Adapter 
4MB Memory Expansion 
Token-Ring 16/4M bps Adapter 
Ethernet Adapter 
FOOl A Station Adapter 
TP Adapter Type T1 
IBM PC Network Adapter 
IBM PC Network Adapter II/A 
IBM PC Network Adapter II/A Freq. 2 
IBM PC Network Adapter II/A Freq. 3 
System/370 Parallel Channel Adapter 
Rack Mounting Assembly 
TCP/IP Offload Hardware 

IBM 3172 Interconnect Controller Program Version 3.0 
TCP/IP Offload Diskette for MVS 
TCP/IP Version 1.2 for OS/2 

@ 1992 McGraw·HIII,lncorporated. Reproduction Prohibited. 
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Purch. 
Price 

($) 

16,700 
52,440 
9,970 

12,430 
2,150 
1,080 

809 
27,030 
3,300 

339 
689 
689 
689 

5,250 
230 

2,860 

6,665 
3,000 

200 

Annual 
On-Site 

Maint. 
($) 

832 
3,095 

832 

685 

156 
73 

4,284 

73 

• 
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Note: In December 
1991, IBM plans to 
introduce the 31 72 
Model 2, an 80486-
based controller capa­
ble of supporting a 
100M bps FOOl LAN 
interface. IBM is also 
releasing multiple en­
hancements to the 
3172 Modell, includ­
ing T 1 connections to 
remote IBM hosts (Re­
mote Channel-to­
Channel Support), IBM 
ESCON (fiber optic) 
host channel support, 
and concurrent opera­
tion ofSNA and TCP/ 
IP. 

The IBM 3172 Controller is a multivendor 
networking product capable oflinking mul­
tiple, dissimilar LANs or multiple remote 
IBM hosts. 

Strengths 
The ability to link multiple environments 
makes possible resource sharing, data 
backup, and other important networking 
capabilities. 

Limitations 
The 3172 does not support LAN Gateway 
and Remote Channel-to-Channel modes 
concurrently. 

Vendor 
IBM 
Old Orchard Road 
Armonk, NY 10504 
Contact your local IBM representative. 

-By Martin Dintzis 
Assistant Editor/Analyst 
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In Canada: 
IBM Canada Ltd., 
Markham 
3500 Steeles Avenue E. 
Markham, ON L3R 2Z1 
(416) 474-2111 

Competition 
Major communications controller and 
LAN internetworking vendors. 

Base Prices 
Modell: $16,220; Model 2: $50,920. 
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Product Analysis 

Last year, IBM bombarded the media with announce­
ments that will affect the computer industry for years to 
come. Gearing up for a future in which speed, volume, and 
communications capabilities will dictate the creation of 
product lines and their marketing, the company intro­
duced ESCON, an architecture that makes use of wide­
band, high-speed fiber optic channels. In effect, ESCON 
extends the walls of the data center by allowing equipment 
to be located more than five miles away, and increases the 
maximum channel throughput rate to as high as 200M bps. 

Thrust into the limelight of the announcements, the 
3172 Interconnect Controller is assuming more responsi­
bility in networks based on Systems Network Architecture 
(SNA) and expanding into fiber networks. Model 1 sup­
ports fiber optic host communications through an optional 
IBM ESCON adapter. In December of this year, IBM will 
release Model 2, which supports a 100M bps FDDI LAN 
adapter (available in March 1992). 

Added to the new product introduction are a number of 
hardware and software enhancements for Modell. In De­
cember 1991, IBM is releasing a Tl remote host adapter 
and multiple LAN adapters for IBM PC Networks. The 
standard amount of memory for the controller has been 
increased from 4M to 8M bytes. 

Version 2.0 of IBM's 3172 Interconnect Controller Pro­
gram (ICP), when supported by VTAM Version 3.4 soft­
ware, enables the 3172 to function as a remote channel-to­
channel controller, communicating with remote IBM hosts 
via up to four T1lines. The same software now allows con­
current implementation ofSNA, TCP/IP, and other (non­
SNA) data flows over combinations of Ethernet, IBM PC 
Network, MAP 3.0, and token-ring LAN networks; in­
cludes the Operator Facility, a new PS/2-based configura­
tion and control software product for the PS/2; and further 
integrates the controller into NetView. 

Target Applications 
The 3172 can provide the following key capabilities: 

• Consolidation of multiple, separated LANs; 

• Interconnection of remote IBM hosts; and 
• Development of a migration path to open systems com­

puting. 

Overview 

Product 3172 Model 1 

IBM 
3172 
Interconnect Controller 

Strengths 

Data Networking 

The ability to connect multiple LANs or IBM hosts per­
mits sharing of hardware and software resources among 
users of different systems as well as data backup capability. 
Through fiber optic connections, users can obtain faster 
performance and increased bandwidth for engineering or 
scientific applications and install channel-attached com­
puting equipment more than five miles from the IBM 
mainframe. 

Limitations 
The 3172 cannot function simultaneously as a LAN Gate­
way and a Remote Channel-to-Channel controller. Al­
though support for fiber optic connections is an important 
capability, there is presently a dearth of computer and 
communications products from other vendors that can 
take advantage of fiber optics. 

Vendor Analysis 

Product Strategy 
With the 3172, IBM is catching up to its competitors in the 
realm of multi vendor LAN connectivity. IBM faces in­
creasing competition from suppliers of multiprotocol com­
munications controllers, as well as numerous vendors of 
multi protocol LAN bridges and routers. Both classes of 
products provide IBM host access to different types of 
LANs. 

IBM originally entered the heterogeneous LAN com­
munications market with the introduction of its 8209 LAN 
bridge (now withdrawn), which supported both token-ring 
and Ethernet. That approach continues and expands in the 
3172 controller, which supports Ethernet, IBM PC Net­
work, MAP 3.0 (token-bus), and token-ring LAN environ­
ments. 

If IBM believes in fiber, and sets the stage for its wide­
spread deployment through ESCON, users can bet that 
other vendors will follow. IBM will continue to support the 
3172, enhancing it for frontline service in the company's 
movement toward T3, FDDI, and OSI. 

3172 Model 2 

Design Rack mountable or standalone unit Rack mountable or standalone unit 

Operational Modes Supported 

Base Price 

Date Announced 

Date Released 

NOVEMBER 1991 

LAN Gateway or Remote Channel-to-Chan- LAN Gateway or Remote Channel-to-Chan-
nel (CTC) nel (CTC) 

$16,220 (price excludes LAN and T1 adapt- $50,920 (price excludes LAN and T1 adapt-
ers, which are optional) ers, which are optional) 

October 1989 September 1990 

September 1990 December 1991 

© 1991 McGraw·HiII, Incorporated. Reproduction Prohibited. 
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Decision Points 

Requirements 

Throughput 

Multivendor Networking 

Network Management 

IBM 
3172 
Interconnect Controller 

Performance 

Supports T1 speeds for remote hosts and 
up to 200M bps transmission speeds for 
ESCON (fiber optic) host channels, 10M 
bps Ethernet LANs, and 16M bps token­
ring LANs; the FOOl (fiber optic) LAN 
adapter, when available in March 1992, will 
support up to 100M bps transmission 
speeds. 

Supports Ethernet, baseband and broad­
band IBM PC Network, MAP 3.0 (token­
bus), and token-ring LAN architectures; 
allows concurrent operation of SNA, 
TCP/IP, and other (non-SNA) data flows 
over connected LANs. 

Provides alerts to NetView; supports fea­
tures such as Central Site Control FaCility, 
Network Asset Management FaCility, and 
Vital Product Data; configuration and con­
trol are available through PS/2 software. 

3640 3 
Communications Controllers 

Comments 

Meets high-speed networking require­
ments. 

Provides interoperability between major 
types of LAN environments. 

IBM provides full network management ca­
pability for the 3172. 

Competitive Analysis 
Apertus Technologies' Datastar 5000, IDEA Courier's 
Concert Controller, and McData Corp,'s LinkMaster 7100 
are IBM 3270-compatible controllers that provide IBM 
host access to Ethernet LAN, token-ring LAN, X.25, and 
other environments concurrently. McData's LinkMaster 
7100 features IBM ESCON (fiber optic host channel) sup­
port. LAN bridges and routers from Cisco Systems, Vi­
talink Communications, and other vendors can provide 
LAN access to an IBM host via a 3745 front-end processor. 

Competitors intent on providing a LAN-based alterna­
tive to IBM's communications controllers for SNA con­
nectivity must have experienced an early frost from IBM's 
announcements of enhancements to the 3172. IBM's state­
ments of direction for the 3172 have reinforced the com­
munications controller as an important tool in LAN inter­
networking. 

3172-1 

T1 
Channel 
to channel ESI9000 

• 
DI----~· 

3172-1 

Ethernet V2 
IEEE 802.3 
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3172-2 

Sales and Distribution Strategy 
The IBM 3172 Interconnect Controller is sold worldwide 
through IBM's direct sales force. 

OS/2EE 
(3270 emulation) 

OSI2 EE 
(3270 emulation) 
TCPIIP and AIX 

Figure 1. 
Capabilities of the IBM 3172 

The 3172 links multiple host 
and LAN environments 
t!zrough LAN Gateway and 
Remote Channel-to-Channel 
connectivity. 
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Interoperability Matrix 

Product 

Product Classification 

Network Layer 

Position in Network Architecture 

Host Software Required 

Host Attachment Support 

Network Management Support 

Transport Layer 

Transport Architectures Supported 

LAN Attachment Support 

Data Link/Physical Layers 

Support 

Policies and Programs 

Warranty 

IBM 
3172 

Data Networking 

Interconnect Controller 

3172 Model 1 3172 Model 2 

Proprietary network router/gateway device Proprietary network router/gateway device 

Transparent to the IBM host 

One or more of the following: IBM ACF/ 
VTAM Version 3.4; IBM TCP/IP (Version 
2.0 for VM or Version 1.0 for MVS); and 
IBM OSI/Manufacturing Message Services 
for VM 

Transparent to the IBM host 

One of the following: IBM ACF/VTAM Ver­
sion 3.4; IBM TCP/IP (Version 2.0 for VM 
or Version 1.0 for MVS); and IBM OSI/ 
Manufacturing Message Services for VM 

Via a System/370 block multiplexer channel Via a System/370 block multiplexer channel 
or an ESCON (fiber optic) channel or an ESCON (fiber optic) channel 

NetView compatible Netview compatible 

Remote host access is supported via pub- Remote host access is supported via pub-
lic or private T1 lines; IBM SNA and lic or private T1 lines; IBM SNA and 
TCP/IP data flows are supported TCP/IP data flows are supported concur-
concurrently. rently. 

Supports attachment of any combination of Supports attachment of any combination of 
Ethernet Version 2 (IEEE 802.3), IBM PC Ethernet Version 2 (IEEE 802.3), IBM PC 
Network baseband or broadband (IEEE Network baseband or broadband (IEEE 
802.2), MAP 3.0 (IEEE 802.4 token bus), 802.2), MAP 3.0 (IEEE 802.4 token bus), 
and 16M/4M bps token-ring (IEEE 802.5) 16M/4M bps token-ring (IEEE 802.5), and 
LANs Fiber Distributed Data Interface (FOOl) 

LANs 

Compatible with Logical Link Control (IEEE 
802.2 LLC) and Media Access Control 
(IEEE 802.4 MAC) standards; supports 
thick or thin Ethernet coax; RG-59 coax;. 
and unshielded or shielded twisted-pair 
wire 

Compatible with Logical Link Control (IEEE 
802.2 LLC), Media Access Control (IEEE 
802.4 MAC) standards, and Fiber Distribut­
ed Data Interface (FOOl) standards; sup­
ports thick or thin Ethernet coax; RG-59 
coax; unshielded or shielded twisted-pair 
wire; and fiber optic media 

• Coverage hours: 24 hours per day, 7 days per week; 

• Geographic coverage: national; 

• Parts availability: 24-hour access to IBM parts inven­
tory; 

• Customer Engineer (CE): assigned to each account; 

• Computer-assisted dispatch with mUltiple dispatch cen­
ters and direct digital radio links to CEs; 

• Customer assistance groups (CAGs) to provide tele-
phone support for immediate assistance; 

IBM offers a one-year warranty for the 3172. The warranty 
service is for IBM On-Site Repair (lOR). 

• An online service database; and 
• Engineering changes management. 

Support Services 

Hardware Support 
IBM provides two kinds of hardware support: IBM Main­
tenance Services covers IBM equipment only; IBM Multi­
ple Vendor Services covers maintenance and repair coor­
dination of non-IBM equipment. 

IBM Maintenance Services 
Under Maintenance Services, IBM assumes service man­
agement responsibility for all IBM equipment. This in­
cludes the following services: 

NOVEMBER 1991 

Network Custom Services 
IBM's network services are available for data, voice, and 
Tl networks with customized support options to suit a va­
riety of needs. Network services include network evalua­
tion, design, implementation, management, and opera­
tions. 

Service Hours 
The IBM Warranty Service, Maintenance Service, or 
Hourly Service can be obtained by calling (800) IBM­
SERV (800/426-7378). IBM Hourly Service is available at 
the applicable rate and terms, including an element ex­
change price if applicable. 
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Specifications 

Enhancements 

Date 

September 1990 

August 1991 

August 1991 

December 1991 

December 1991 

Operating Requirements 

Hardware 

Product 

Internal Memory Capacity (bytes RAM) 

Diskette Drive Capacity (bytes) 

Hard Disk Capacity (bytes) 

Software 

Product 

3172 Interconnect Controller Program (ICP) 

Operator Facility 

Transmission Features 

Event 

IBM released the 3172 Interconnect Controller Model 1, with support for Ethernet, token-ring, and MAP 
3.0 (token-bus) LAN connections; TCP/IP communications; and IBM System/370 host access. IBM 
also announced that the 3172 Model 2, offering FOOl LAN connectivity, would be available in 
December 1991. 

IBM increased the amount of standard memory for the 3172 controller from 4M bytes to 8M bytes. 

IBM released Version 2.0 of the 3172 Interconnect Controller Program (ICP), which now supports 
concurrent operation of IBM SNA, TCP/IP, and other (non-SNA) data flows across LANs. Version 2.0 
includes an Operator FaCility, OS/2 EE-based software for the PS/2 that supports installation, 
configuration, monitoring, and control of multiple 3172 controllers by a network operator. It also 
provides additional NetView-related network management features. 

IBM will introduce a number of enhancements to the 3172. Remote Channel-ta-Channel (CTC) 
communications capability enables the controller to link remote IBM hosts via T1 lines. IBM introduced 
a T1 adapter for CTC communications, baseband and broadband LAN adapters for the IBM PC 
Network, and support for ES/9000 host access via an ESCON (fiber optiC) adapter. Version 2.1 of ICP, 
available in December, provides CTC functionality. 

IBM plans to release the 3172 Interconnect Controller Model 2. The FOOl LAN adapter for Model 2 will 
be available in March 1992. 

3172 Model 1 

8M 

1.544M byte 

30M 

Description 

3172 Model 2 

8M 

1.544M byte 

80M 

ICP controls the data flow from a LAN adapter to a channel adapter and/or from a channel adapter to a 
LAN adapter; integrated into NetView, ICP supports features such as generic alerts, Central Site 
Control Facility (CSCF), NetView Network Asset Management Facility (NAMF), and NAMF Vital Product 
Data; Version 2.0 provides concurrent support for IBM SNA and TCP/IP data flows in the LAN Gateway 
configuration; Version 2.1 of ICP supports remote host connections in the Remote Channel-to-Channel 
configuration. 

A Presentation Manager application that runs on a PS/2 with OS/2 Extended Edition VerSion 1.2. It 
enables users to install, configure, monitor, and control up to sixteen 3172s from the PS/2. For 3172s 
configured as LAN gateways, the PS/2 station may be a LAN-attached workstation; for remote 
channel-to-channel configurations, the PS/2 must access the 3172 as a standalone computer­
through one of the optional ports. 

Number and Types of Communications Channels Supported 

Model 

Standard 

Optional 

3172 Model 1 

One System/370 block multiplexer channel 

One add'i. System/370 channel or one ESCON 
fiber optiC channel; up to four LAN channels (1) 
or four CTC channels 

3172 Model 2 

One System/370 block multiplexer channel 

One add'i. System/370 channel or one ESCON 
fiber optiC channel; up to four LAN channels (1) 
or four CTC channels 

(1) Each MAP 3.0 Broadband Adapter uses two ports; each broadband IBM PC Network Adapter uses three ports; al/ other types of LAN adapters use one 
port each. 

@) 1991 McGraw-Hili, Incorporated. Reproduction PrOhibited. 
Datapro Information Services Group. Delran NJ 08075 USA 

NOVEMBER 1991 



6 3640 
Communications Controllers 

IBM 
3172 
Interconnect Controller 

Data Networking 

Transmission Features (Continued) 

Adapter. 

Product 

System/370 block multiplexer channel 
adapter 

ESCON Adapter 

TP Adapter Type T1 

Ethernet Adapter 

FOOl A Station Adapter 

MAP 3.0 Broadband Adapter 

PC Network Baseband Adapter/A 

PC Network Adapters II/A, II/A Frequency 2, 
and II/A Frequency 3 

Token-Ring 1&/4 Adapter 

Configuration 

Function Maximum Communications Speed Supported 

Provides connection to an IBM System/370- 4.5M bytes per sec. 
compatible host 

Supports a fiber optiC connection to an IBM ES/ 200M bps 
9000 host 
Supports connection to a Tl common carrier 1.544M bps 
facility for remote host communications; the 
output of this adapter must pass through a 
OSU/CSU or a multiplexer with an RS-422 
interface 
Provides attachment to a thick or thin Ethernet 10M bps 
LAN; conforms to the IEEE 802.3 architecture 

(For 3172 Model 2 only) Provides FOOl class A 100M bps 
connection to an FOOl LAN 

Provides connection to a MAP Version 3.0 LAN; 10M bps 
conforms to the IEEE 802.4 token-bus 
architecture; this adapter uses 2 optional ports 
in the 3172 
Provides connection to a baseband IBM PC 1 M bps 
Network 
Provide connections to broadband IBM PC 2M bps 
Networks at different frequencies 

Supports a connection to either a 16M or 4M 16M bps 
bps token-ring network; conforms to the IEEE 
802.5 architecture 

Sample Configuration for a 3172 Model 1 LAN Gateway 

Component 

System/370 Channel Adapter 
ESCON Adapter 

Token-Ring 16/4 Adapter 
Ethernet Adapter 
MAP 3.0 Broadband Adapter 

PS/2 Network Management Workstation 

Physical Environment 

Product 

Physical Dimensions (H x W x 0, inches) 

Weight (lb.) 

Electrical Requirements 
Operating Temperature (oF) 

NOVEMBER 1991 

Number Installed 

2 

3172 Model 1 

10.0 x 19.0 x 18.0 

31 

3172 Model 2 

12.25 x 19.0 x 26.0 

86 
200-240 V AC, 2.8 Amp, 50-60 Hz 
50-105 

200-240 V AC, 2.8 Amp, 50-60 Hz 
50-105 
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Pricing 

Equipment Prices 

3172 Interconnect Controller 

2500 

Optional Adapters 

2001 
2002 
2260 

2220 
2250 
2270 
2271 

2272 
2273 
2230 
2210 

(1) Available in March 1992. 

Software Prices 

IBM 
3172 
Interconnect Controller 

Modell 
Model 2 
Optional rackmount assembly 

System/370 Channel Adapter 
ESCON (System/390 fiber optiC) Channel Adapter 
TP Adapter Type Tl 

Ethernet Adapter 
FOOl A Station Adapter (for Model 2 only) (1) 
IBM PC Network Baseband Adapter 
IBM PC Network Adapter II/A 

IBM PC Network Adapter II/A Frequency 2 
IBM PC Network Adapter II/A Frequency 3 
MAP 3.0 Broadband Adapter 
Token-Ring 16/4 Adapter 

3172 Interconnect Controller Program 

0150 
0152 

Version 2.0 (Supports LAN Gateway functionality) 
Version 2.1 (Supports Remote Channel-to-Channel Feature) 

© 1991 McGraw-Hili, Incorporated. Reproduction Prohibited. 
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Purchase 
Price 

($) 

16,220 
50,920 

224 

8,430 
12,070 
3,205 

786 
26,250 

330 
669 

669 
669 

2,795 
895 

Purchase. 
Price 

($) 

5,500 
20,000 

Annual 
On-Site 

Maint_ 
($) 

832 
3,095 

184 
665 

73 
4,284 

182 
25 

• 
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IBM 
3172 Interconnect 
Controller 

In this report: Product Summary 

Analysis .... ... ............. 2 Editor's Note 
In 1989, IBM introduced the 3172 

Characteristics... ... .... 2 Interconnect Controller Modell, to 
link local area networks to IBM 

Pricing ....................... 4 mainframes. In its September 5, 
1990 product announcements and 
enhancements, IBM released Model 
2 of the 3172. The availability date 
for Model 2 is December 27,1991. 

Description 
The 3172 Interconnect Controller is 
a microprocessor-based device that 
attaches LANs to the company's 
mainframes. Modell attaches to the 
System 1370, and the as yet unre­
leased Model 2 will connect to the 
System/370 and the newly an­
nounced Systeml390. To accommo­
date IBM's new Enterprise Systems 
Connection (ESCON) architecture, 
the company currently offers an ES­
CON adapter for the Model 1 and 
plans to incorporate ESCONsupport 
into the Model 2. 

-By Barbara Callahan 
Associate Editor 
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Strengths 
The Model 1 is already equipped 
with ESCON capabilities through the 
ESCON adapter. 

Limitations 
The Model 2, which supports LAN 
connections to the System 1390, will 
not be available until December 27, 
1991. 

Competitors 
IBM plug-compatible vendors. 

Vendor 
International Business Machines 
Corporation (IBM) 
Old Orchard Road 
Armonk, NY 10504 
Contact your local IBM representa­
tive. 

Price 
Model 1-$15,450; Model 2-
$48,500 plus $25,000 for FOOl 
adapter. 
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Analysis 

Product Strategy 
On September 5, 1990, IBM bombarded the media 
with announcements that will affect the computer 
industry for years to come. Gearing up for a future 
in which speed, volume, and communications ca­
pabilities will dictate the creation of product lines 
and the marketing of them, the company intro­
duced ESCON, an architecture that makes use of 
wideband, high-speed fiber optic channels. In ef­
fect, ESCON extends the walls of the data center 
by allowing equipment to be located more than 
five miles away. 

Thrust into the limelight of the announce­
ments, the 3172 Interconnect Controller is assum­
ing more responsibility in networks based on 
Systems Network Architecture (SNA) and expand­
ing into fiber networks via the new Model 2. 
Equipped with an Intel 80486 microprocessor, the 
3172 Model 2 can attach an FDOI LAN to an IBM 
System/370 or System/390 parallel channel. 

IBM's new Remote Channel-to-Channel Fea­
ture software allows a Model 1 to support channel­
to-channel communications via Tllinks between 
remote hosts. The software enables users to config­
ure up to four Tis as a unified transmission group. 
Plans for incorporating T3 and OSI support into 
the 3172 are under way. 

Competitive Position 
In the LAN market, in which the 3172 competes, 
IBM faces a long list of competitors. Although late 
in entering the heterogeneous communications 
market, IBM made up for lost time by developing 
the 8209 LAN bridge that supports token-ring and 
Ethernet. That approach continues and expands in 
the 3172, which supports token-ring, Ethernet, and 
MAP 3.0. 

Competitors who had hoped that IBM's years 
of dominance were waning must have experienced 
an early frost from the September announcements. 

NOVEMBER 1990 

IBM 
3172 Interconnect 
Controlle, 

Data Networking 

The giant had not been sleeping, but had been 
merely honing its tools to capture more of the net­
working market. IBM has issued statements of di­
rection for the 3172, thereby validating its 
importance as a tool in its LAN strategy. 

Decision Points 
Users can be sure that IBM will maintain its posi­
tion as a LAN leader and a LAN trendsetter. If 
IBM believes in fiber and sets the stage for its 
widespread use through ESCON, users can bet that 
other vendors will follow. IBM will continue to 
support 3172, enhancing it for frontline service in 
the company's march toward T3, FOOl, and OS!. 
IBM plans to make its products talk to whatever is 
out there now and whatever will come along in the 
future. 

Characteristics 

Overview 
The IBM 3172 Interconnect Controller Model 1 is a Mi­
cro Channel/80386-based intelligent device that sup­
ports channel attachment of local area networks to IBM 
System/370 host processors. Model 2, released in Sep­
tember 1990, is based on an Intel 80486 microproces­
sor. Model 2 can attach an FOOl LAN to an IBM 
System/370 or System/390 parallel channel. In multiple 
LAN attachments, the 3172 provides data transfer ser­
vices and connections between LANs and host proces­
sors in Transmission Control Protocol/Internet Protocol 
(TCP/IP) and Manufacturing Automation Protocol (MAP) 
networks. 

Configuration 
The base unit of the 3172 consists of a cabinet with op­
erations panel, system board with RAM and processor, 
diskette drive, hard disk, one channel adapter, and 
power supply. 

LANSupport 
The 3172 supports IEEE 802.5 (IBM Token-Ring) and 
IEEE 802.3 (CSMA/CO), which includes Ethernet via ~ 
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Company Profile 
IBM Corporation 

Corporate computer systems and 
Headquarters associated peripherals; 
Old Orchard Road minicomputer systems 
Armonk, NY 10504 and peripherals; 

microcomputer/personal 
In Canada 
IBM Canada Ltd., 

computer systems; com-
puter system software; 

Markham data communications 
3500 Steeles Avenue E. 
Markham, ON L3R 2Z1 

controllers and terminals; 

(416) 474-2111 
other communications 
products such as mo-

Offices located in other dems, voice response 
cities throughout Canada. systems, and voice mes-

Officers 
saging systems; local 

Chairman/CEO: John Ak-
area network communica-
tions products; and office 

ers equipment. In addition, 
Vice Chairman: Jack D. IBM provides specialized 
Kuehler products and services 
Sr. VP /Gen. Mgr.: Terry such as communications 
Lautenbach carrier and limited time-

Company Background sharing services; the IBM 

Year Founded: 1914 Information Network, a 

No. Employees: 400,000 communications facility 

worldwide with remote storage and 
computing services; OEM 

IBM is one of the oldest manufacturing of termi-
manufacturers of comput- nals, disk drives, and 
ing equipment in the other products; mainte-
world. It started out in nance service and system 
Poughkeepsie, NY as a supplies; and financial 
small company manufac- services through its IBM 
turing clocks for industrial Credit Corporation sub-
use and later introduced sidiary. 
punched card equipment 
for business accounting Since it introduced its PC 

functions. According to line of microcomputers, 

Business Week and For- IBM has had several 

tune, IBM is among the earning periods where the 

top five industrial corpo- growth of the company 

rations by sales volume. It was much less than antic-

has dominated the main- ipated. This reflects the 

frame market for over 30 competitive nature of the 

years and has a strong small systems market. To 

hold on other industry compete more effectively 

sectors. in this market, IBM has 
greatly expanded its soft-

Business Overview ware, as well as hard-
IBM designs, manufac- ware, efforts and has 
tures, markets, and ser- entered into agreements 
vices mainframe with several independent 
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software suppliers to pro- transformation in the 
vide tools for its entire line computer industry. To 
of computer products. that end, in 1988 IBM un-

In September 1990, IBM 
dertook the most signifi-

sent shock waves through 
cant restructuring of its 
business in more than 30 

the industry, which are years, establishing seven 
still being absorbed, by lines of business and a 
releasing a barrage of new organization-IBM 
products in the mainframe 
and communications are-

United States. This re-

nas that will shape the 
structuring continued 
through 1989 and will 

industry for many years. continue to be dynamic in 
IBM introduced a new 
mainframe, the System/ 

order to consistently meet 
the needs of its custom-

390, which, according to ers. 
many analysts, repre-
sents the company's IBM notes that it is man-
most significant an- aging for the long term 
nouncement in 25 years. and, with the steps it has 
The System/390 is based taken and continues to 
on a comprehensive set take, it remains confident 
of products, features, and about the future of its 
functions that includes at business. 
its center the IBM Enter-
prise System/9000 family To help its customers 

of processors-the most stay competitive, IBM an-

powerful ever offered by nounced its Computer-

IBM. The c9mpany also Integrated Manufacturing 

introduced the Enterprise (CIM) Architecture. IBM 

Systems Connection (ES- claims its CIM Architec-

CON) architecture, ture gives customers a 

NetView Version 2, and a comprehensive strategy 

vast array of software. In to help them integrate in-

addition, IBM enhanced formation in a consistent 

many products, such as manner across the entire 

the 3172 and 3745 con- enterprise. It addresses 

trollers. the integration challenge 
in an environment charac-

Financial Profile terized by a variety of 
Operations results for computer system technol-
1989 showed that net ogies, operating systems, 
profits fell 35 percent to and applications. The CIM 
$3.76 billion, or $6.47 per Architecture focuses on 
share. Revenues, how- the storage of shared in-
ever, increased 5.1 per- formation, its delivery 
centto $62.7 billion over throughout networks, and 
1988. Fourth-quarter its presentation to a vari-
earnings fell 75 percent to ety of devices and users. 
$591 million, or $1.04 per IBM says CIM functions 
share, due to the $2.3 bil- will be implemented for its 
lion restructuring charge. Systems Application Ar-

Management 
chitecture operating en vi-
ronments and its 

Statement Advanced Interactive Ex-
Moving more resources ecutive operating environ-
close to customers is a ments. 
cornerstone of IBM's 
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~ (Characteristics continued) 

TCP/IP, and MAP Version 3.0. The datastream is trans­
parent to the 3172, which supports up to four LAN at­
tachments and two channel attachments. Since MAP 
3.0 adapters require two feature slots, the maximum of 
four LAN adapters is reduced by one for each MAP 3.0 
installed by the user. Each 3172 includes one channel 
adapter as a standard feature and four feature slots for 
the connection of a variety of LAN adapters as optional 
features. The controller supports a second channel 
adapter as an option. 

Components 
System/370 Channel Adapter: This feature, which sup­
ports speeds up to 4.5M bps, interfaces with the 
System/370 block multiplexer channel as if it were a 
System 3088. 

Interconnect Controller Token-Ring 16/4 Adapter: 
This device attaches to a 16M or 4M bps Token-Ring 
Network that conforms to the architecture specified by 
IEEE 802.5. 

Interconnect Controller Ethernet Adapter: This fea­
ture provides attachment capabilities to IEEE 802.3 
thick or thin Ethernet LANs. 

Interconnect Controller MAP 3.0 Broadband 
Adapter: This adapter implements the connection to 
MAP Version 3.0 LANs and conforms to IEEE 802.4 
10M bps Token-Bus architecture. An adapter controller 
and broadband modem come with the product. 

Interconnect Controller MAP 3.0 Carrierband 
Adapter: This device implements the connection to MAP 
Version 3.0 LANs and conforms to IEEE 802.4 5M bps 
Token-Bus architecture. An adapter controller and carri­
erband modem come with the product. 

ESCON Adapter: IBM enhanced the capabilities of 
the Model 1 with the ESCON adapter, which supports 
remote channel-to-channel attachment over wide band 
digital transmission links. The Model 2 will support ES­
CON in the future. 

NOVEMBER 1990 

IBM 
3172 Interconnect 
Controller 

Workstation Support 

Data Networking 

Each IBM Personal Computer or PS/2 workstation com­
municating with the host via the 3172 can use one of the 
following: 

• IBM TCP/IP for the Personal System/2 

• IBM AIX Personal System/2 TCP/IP 

• IBM AIX Access for DOS users 

• IBM X Windows for IBM DOS 

• IBM AIX/RT Version 2.2 

• IBM OSI/Manufacturing Message Services for OS/2 

• AS/400 TCP/IP Connectivity Utilities 

Interconnect Controller Program 
The IBM Interconnect Controller Program (5601-400) or 
equivalent controls the data flow from a LAN adapter to 
a channel adapter (subchannel) and/or from a channel 
adapter to a LAN adapter. Users can connect multiple 
LANs to a Single subchannel or multiple subchannels. At 
IPL, a logical, permanent connection occurs between a 
LAN and a subchannel. 

IBM includes a standalone configuration utility 
with each Interconnect Control Program. This configura­
tion aid functions offline in any PS/2 or equivalent with 
space for a 3.5-inch, 1.44M-byte diskette drive and a 
5M-byte hard drive disk. The utility operates with PC­
DOS Version 3.3 or 4.0 or the DOS partition in the OS/2 
operating system. The utility prepares a configuration 
file on the diskette that is shipped with the Interconnect 
Controller Program. When the configuration is com­
plete, the user loads the diskette into the 3172. 

Remote Channel-fa-Channel Feature 
This software enables a Model 1 to support channel-to­
channel communications between remote hosts via T1 
links. Users can configure up to four T1 s as a single 
transmission group. IBM announced the same capability 
as a statement of direction for Model 2. 

Pricing 
The 3172 Model 1 costs $15,450, with an annual main­
tenance charge of $832. The 3172 Model 2, scheduled 
for availability December 27,1991, costs $48,500. An 
FOOl adapter for the Model 2 costs $25,000 .• 

@ 1991 McGraw-Hili, Incorporated. Reproduction PrQhiblted. 
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Note: IBM has extended 
the capacity and process­
ing power of 3745 Mod­
els 210, 310, 410, and 610 
through the 3746 Expan­
sion Unit Model 900. Up­
graded with support for 
additional memory, an 
enhanced maintenance 
subsystem, and an inter­
face to the expansion unit, 
3745 Models 210, 310, 
410, and 610 have been 
renamed Models 21A, 
31A, 41A, and 61A, re­
spectively. 
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IBM 
3745 COll1lllunication 
Controller 

Datapro Summary 

The IBM 3745 Communication Controller, whether used as a front-end processor or a re­
mote processor, helps to isolate the host computer from the complexities of data networking, 
enabling the host to perform its primary function: processing data. Some of the many func­
tions performed by the 3745 are host channel management, line concentration, message 
queuing, LAN gateway services, intelligent switching, protocol conversion, device polling, 
and alarm and event data collection. The 3745 is available in seven different models, sup­
porting anywhere from 32 to 896 communications lines. 

Strengths 

• The 3745 supports TIlEl data rates for wide 
area networks and connections to the ES/9000 
fiber optic 110 channel via the IBM ESCON 
converter. 

• The 3745 provides connectivity to non-SNA 
environments such as X.25, frame-relay, and 
TCP/IP networks. 

• Redundant components and support for 
backup data paths ensure network reliability. 
The user can install, replace, or move commu­
nications line interfaces while the 3745 is op­
erating. 3745 Models 41 A and 61 A offer dual, 
independent central control units (CCUs) for 
added fault tolerance. 

• Remote 3745 operations can be controlled 
from a central site. 

-By Martin Dintzis 
Assistant Analyst 

Limitations 

• Users are migrating away from hierarchical 
host-to-terminal processing, for which the 
communications processor was originally de­
veloped, in favor of LAN intemetworking. 
For intelligent switching of LAN traffic, LAN 
routers are destined to play a stronger role 
than the communications processor. 

Competition 
NCR, Amdahl, and Unisys. 

Vendor 
IBM 
Old Orchard Road 
Armonk, NY 10504 
Contact your local IBM representative, 

Price 
IBM 3745 prices range from $23,160 to 
$303,350. GSA Schedule: Yes. 

C 1993 McGraw-Hili, Incorporated. Reproduction Prohibijed. 
Datapro Information Services Group. Delran NJ 080]5 USA 

OCTOBER 1993 



2 3645 
Communications Processors 

Product Analysis 

The mM 3745 Communication Controller, available in seven 
models, is used in Systems Network Architecture (SNA) net­
works as a front-end processor to an IBM host, a remote concen­
trator, or an intelligent switch. The 3745 supports data communi­
cations between directly attached or remotely located devices 
(other 3745s, IBM 3174 terminal controllers, token-ring LAN 
and Ethernet LAN workstations, and display terminals); between 
these devices and IBM host computers; and between the host 
computers themselves. 

In June 1993 mM upgraded 3745 Models 210, 310, 410, and 
610, renaming them Models 21A, 31A, 41A, and 61A, respec­
tively. These new versions feature support for up to 16MB of 
internal memory, an enhanced maintenance subsystem, and an 
interface to the 3746 Expansion Unit Model 900. Mounted to the 
right side of the 3745 (but powered separately), the 3746 connects 
to the 3745's internal bus and runs under 3745-resident ACFI 
NCP. Accommodating up to nine token-ring LAN or four ESCON 
interfaces, this expansion unit can be used to increase the capacity 
of the communications processor. The 3746 Model 900 can also 
off-load all channel andlor token-ring LAN management func­
tions from the 3745, improving performance in frame relay and 
other wide area networking applications. 

Target Applications 
As a front end, the 3745 relieves the mM host of the overhead 
incurred in message handling and network control. As a remote 
concentrator for mM computing environments, the 3745 controls 
a community of terminals, terminal clusters, or distributed appli­
cation processors; it gathers, queues, and multiplexes all trans­
missions onto one or more high-speed communications links. 
When used for intelligent switching applications, it routes mes­
sages between LANs and among the network's various end 
points. In addition to these functions, the 3745 performs protocol 
conversion, device polling, and alarm and event data collection. 

The mM 3745 Communication Controller is not targeted to­
ward a particular industry. It is used to integrate multiple IBM and 
non-mM computing facilities into a single local area andlor wide 
area network. 

Overview 

IBM 
3745 Communication 
Controller 

Strengths 

Data Networking 

Although IBM originally developed the 3745 for SNAcommuni­
cations, the vendor is progressively adding connectivity options 
allowing integration of both SNA and non-SNA environments. 
The 3745 now provides access to frame-relay transport facilities 
and Ethernet LANs, as well as X.25 packet switched, token-ring 
LAN, and TCP/IP networks. 

With a single high-speed line to a public frame-relay network, 
users can access multiple remote 3745s. Reducing the number of 
lines cuts communications costs for IBM customers. 

The 3745 supports TlIEl data rates for wide area connectivity 
as well as ESCON (fiber optic) connections to an IBM ES/9000 
host. The vendor has also announced future support for DS3, 
Asynchronous 1fansfer Mode (ATM), and Switched Multi-mega­
bit Digital Service (SMDS) interfaces. 

Redundant components and transmission lines with automatic 
switchover ensure reliable network operation. Hot pluggable Line 
Interface Couplers (LICs) allow the user to install, replace, or 
move communications line interfaces while the 3745 is operating. 
For additional fault tolerance, Models 41A and 61A support dual, 
independent central control units. 

Multiple 3745s can be reconfigured, monitored, and managed 
from a central NetView console or from an IBM support center. 

Limitations 
As a front end to a host, the 3745 will continue to occupy an 
important place in IBM's networking strategy. As an intelligent 
switch, however, the 3745 must compete with a newer breed of 
devices: multiprotocol LAN routers. Users are migrating away 
from the hierarchical host-to-terminal type of processing, for 
which the communications processor was originally developed, 
in favor of peer-to-peer communications between intelligent 
workstations. In this environment, multiprotocol routers can pro­
vide higher throughput, greater efficiency, and more flexibility 
than the communications processor-for a lower price. 

Competitive Analysis 
The 3745 is one of IBM's chief solutions for integrating multiple 
SNA and non-SNA computing environments over local area and 
wide area networks. IBM continues to enhance the product line 
with host, LAN, and WAN connectivity options. Realizing, how­
ever, that its venerable communications processor cannot provide 
all of the features LAN users are looking for, IBM offers other 
solutions such as the 3172 Interconnect Controller and the 6611 

3745 Model Design Date Announced Date Released Base Price ($) 

130 Floorstanding May 1989 

150 Floorstanding May 1989 

170 Floorstanding May 1989 

21A Floorstanding September 1992 

31A Floorstanding September 1992 

41A Floorstanding September 1992 

61A Floorstanding September 1992 

3746 Expansion Floorstanding September 1992 
Unit Model 900 

OCTOeeR 1993 

May 1989 23,160 

May 1989 34,150 

May 1989 28,950 

June 1993 151,950 

June 1993 195,200 

June 1993 228,600 

June 1993 303,350 

June 1993 37,400 

@ 1993 McGraw-Hill. Incorporated. Reproduction Prohibited. 
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.. Decision Points 

Models 

3745 Communication Controller 

IBM 
3745 Communication 
Controller 

Requirements 

High Throughput 
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Comments 

Supports T1/E1 speeds for wide area 
networks; accommodates 10M bps Ethernet 
LANs and 16M bps token-ring LANs; 
provides ESCON (fiber optic) connections to 
IBM ES/9000 hosts. 

Multivendor Networking Capability Although the 3745 is designed primarily for 
IBM SNNSDLC and 3270 BSC 
environments, it provides connectivity to non­
SNA environments such as async ASCII, 
X.25, frame relay, and TCP/IP Ethernet 
networks. 

Reliability 

Upgradability 

LAN Router, which give users less expensive and simpler alter­
natives for interconnecting computing environments. 

Vendor Analysis 

Marketing Strategy 
IBM is the leading vendor in the communications processor mar­
ket. All major competitors, including NCR, Amdahl, and Unisys, 
offer compatibility with IBM's SNA and the 3745. To remain 
competitive with the multivendor networking capabilities in the 
communications processors of its competitors, IBM continues to 
add connectivity options to the 3745. Three of the more recent 
enhancements-Ethernet LAN, TCP/IP, and frame-relay net­
working support-represent IBM's increasing commitment to 
providing solutions for linking multiple, incompatible computing 
environments. 

Target Markets 
Supporting communications between an SNA environment and 
one or more SNA or non-SNA facilities, the 3745 is used by 
private and public corporations, financial institutions, govern­
mental bodies, and universities around the world. 

Market Position 
Communications processors do not generate bold headlines but 
still fmd their niche in the industry. The technology is mature, but 
strong competition still exists among the major vendors. IBM is 
the leading supplier of communications processors. 

Major CompetHors 
NCR is second to IBM in the sale of communications processors. 
Amdahl and Unisys follow in that order. 

C 1993 McGraw-Hili, Incorporated. Reproduction Prohibited. 
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Models 41Aand 61Asupport dual, 
independent CPUs. Backup data paths 
provide access to redundant network lines 
and processor nodes. 

A modular architecture makes system 
expansion and performance upgrades 
straightforward. 

Sales and Distribution Strategy 

Sales 
IBM offers both purchase and leasing agreements for its commu­
nications processors. 

Distribution 
The 3745 is distributed worldwide through IBM's direct sales 
force. 

Support 

Policies and Programs 

Warranty 
IBM offers a one-year warranty with IBM On-Site Repair (lOR). 

Support Services 
IBM has consolidated all services under a simplified contract 
called the IBM Service Plan. Customers now have the ability to 
order any or all of a broad range of IBM services using a single­
page document. IBM's network services are available for data, 
voice, and Tl networks with customized support options to suit a 
variety of needs. Network services include network evaluation, 
design, implementation, management, and operations. 

IBM provides two broad categories of hardware maintenance: 
IBM Maintenance Services covers IBM equipment only; IBM 
Multiple Vendor Services (MVS) covers maintenance and repair 
coordination of co-located non-IBM equipment. 

IBM Maintenance Services 
Under this agreement, IBM assumes service management respon­
sibility for all IBM equipment. This includes the following ser­
vices: 
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Interoperability Matrix 

Product 

Product Classification 

Relationship With Higher-Level 
Elements 

Position in Network Architecture 
Host Software Required: 

Operating Systems 
Access Method 

Communications Processor Software 
Load 

Host Access 

Network Management Support 

Relationship With Peer-Level 
Elements 

Compatible Communications Processors 

Transport Architectures Supported 

Relationship With Lower-Level 
Elements 

Leased Line Support 
Packet Switched Network Support 
LAN Attachment Support 

• National geographic coverage. 

IBM 
3745 Communication 
Controller 

3745 Communication Controller 

Proprietary network router/gateway device. 

Data Networking 

Appears to the IBM host as an SNA physical unit (PU) Type 4 device. 

MVS/370, MVS/ESA, MVSIXA, VMlSP, VM/SP HPO, VMlXA, VSElAF, or VSElSP. 
VTAM 
From the host, the processor's diskette, the processor's hard disk, or a remote IBM 
support center. 
Direct connection via a System/370 block/byte multiplexer channel or fiber optic channel, 
remote access via a dial-up or leased line, or indirect host access via a token-ring or 
Ethernet LAN. 
Relies upon IBM NetView; also supports remote diagnostics from an IBM support center. 

Plug compatible with the Amdahl 4745 communications processor. Also compatible with 
the NCR Comten 5600, Unisys DCP Series, and Unisys CAP processor lines. 
Async, frame relay, IBM SNNSDLC, IBM 3270 BSC, TCPIIP, and X.25. 

Provides access to T1/E1 facilities via a V.35 interface. 
Supports access to an X.25 packet switched network using an X.21 or X21bis interface. 
Supports both Ethernet and token-ring LAN connections concurrently. 

• Twenty-four-hour access to IBM parts inventory. 

• Repair Coordination. IBM provides a single phone number 
(800/IBM-SERV) for all service requests, dispatches service 
vendors for non-IBM product repair, coordinates maintenance 
activities, and tracks the status of each problem. • A Customer Engineer (CE) assigned to each account. 

• Computer-assisted dispatch with multiple dispatch centers and 
direct digital radio links to CBs. 

• Customer assistance groups (CAGs) to provide telephone sup­
port for immediate assistance. 

• An on-line service database. 

• Engineering changes management. 

Multiple Vendor Services (MVS) 
MVS is tailored to meet the customer's hardware maintenance 
requirements in a mixed-vendor environment. IBM provides 
these services in three modular offerings: 

OCTOBER 1993 

• Maintenance Coordination. IBM takes a leadership role in 
scheduling and coordinating hardware maintenance activities 
to minimize network outages. 

• Service Management. IBM identifies expert maintenance ven­
dors, negotiates and administers service contracts, and recon­
ciles invoices, relieving the customer of the burden of these 
management activities. 

Service Hours 
IBM Service can be obtained 24 hours per day, 7 days per week 
by calling (800) IBM-SERV (800/426-7378). 

@ 1993 McGraw-Hili. Incorporated. Reproduction Prohibited. 
Datapro Information Services Group. Delran NJ 08075 USA 



( 

Data Networking IBM 3645 5 
3745 Communication 
Controller Communications Processors 

Specifications 

Enhancements 

Date 

September 1992 

September 1992 

December 1992 

June 1993 

FeatureS/Functions 

Models 

Hardware Features 
Max. No. of Central Control Units (CCUs) 
Internal Memory Capacity (bytes) 

Hard Drive Capacity (bytes) 

Transmission Features 
Max. No. of Low-Speed Lines (1) 

Max. No. of T1/E1 Links 

Max. No. of Host Channels 

Max. No. of Token-Ring LAN 
Connections 

Max. No. of Ethernet LAN 
Connections 

Physical Interfaces Supported 

Enhancement 

Began shipping the 3745 Ethernet Local Area Network (LAN) Adapter, supporting Internet Protocol (IP) 
traffic routing on an existing SNA network. 

Released Advanced Communications FunctlonlNetwork Control Program (ACFINCP) Version 6, which 
supports the Ethernet LAN Adapter and uses the Internet Protocol. Additionally, ACF/NCP Version 6 allows 
the 3745 to access a frame-relay network as a DTE. The software monitors network congestion and 
provides alerts to NetView. 

Introduced support for Advanced Peer-to-Peer Networking on the 3745. This feature enables multiple 
3745s to communicate as peers, dynamically routing network traffic between each other. 
Extended the power and capacity of the high-end 3745 models (210 through 610) through the 3746 
Expansion Unit Model 900, off-loading LAN gateway and ESCON channel processing functions from the 
3745. 

Upgraded 3745 Models 210, 310, 410, and 610 with support for up to 16MB of memory, an enhanced 
maintenance subsystem, and an interface to the 3746 Model 900. The upgraded versions are now referred 
to as Models 21A, 31A, 41A, and 61A, respectively. 

130 150 170 21A 

1 1 1 
8M 8M 8M 16M 
67M 67M 67M 67M 

Does not apply; this 32 112 896 
model is designed for 
high-speed (local or 
remote) host links and 
LAN gateways. 
4 2 4 16 

4 Does not apply; this 4 16 
model is designed for 
remote host links and 
LAN gateways. 

4 2 2 8 

4 2 4 16 

V.24, V.25, V.35, X.21, V24, V.25, V.35, X.21, V.24, V.25, V.35, X.21 , V.24, V.25, V.35, X.21, 
X.21bis, IEEE 802.3 X.21 bis, IEEE 802.3 X.21 bis, IEEE 802.3 X.21 bis, IEEE 802.3 
(Ethernet), IEEE (Ethernet), and IEEE (Ethernet), IEEE 802.5 (Ethernet), IEEE 802.5 
802.5 (token-ring), 802.5 (token-ring). (token-ring), System! (token-ring), System! 
System/370 (parallel 370 (parallel channel), 370 (parallel channel), 
channel), and ESCON and ESCON (fiber and ESCON (fiber optic 
(fiber optic channel). optic channel). channel). 

(1) Not all of the line, LAN, and host connection maximums can be achieved simultaneously. 

Models 31A 41A 81A 

Hardware Features 
Max. No. of Central Control Units (CCUs) 1 2 2 
Internal Memory Capacity (bytes) 16M 16M 16M 
Hard Drive capacity (bytes) 67M 67M 67M 

@ 1993 McGraw-Hili, Incorporated. Reproduction Prohibited. OCTOBER 1993 
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FeatureS/Functions (Continued) 

Models 31A 41A 61A 

Transmission Features 
Max. No. of Low-Speecl Lines (1) 896 896 896 

Max. No. of T11E1 Links 16 16 16 

Max. No. of Host Channels 16 16 16 

Max. No. of Token-Ring LAN 8 8 8 
Connections 

Max. No. of Ethernet LAN 16 16 16 
Connections 

Physical Interfaces Supported V.24, V.25, V.35, X.21, X.21 bis, V.24, V.25, V.35, X.21 , X.21 bis, V.24, V.25, V.35, X.21, X.21 bis, 
IEEE 802.3 (Ethernet), IEEE IEEE 802.3 (Ethemet), IEEE IEEE 802.3 (Ethemet), IEEE 
802.5 (token-ring), Systeml370 802.5 (token-ring), System/370 802.5 (token-ring), Systeml370 
(parallel channel), and ESCON (parallel channel), and ESCON (parallel channel), and ESCON 
(fiber optic channel). (fiber optic channel). (fiber optic channel). 

(1) Not all of the line, LAN, and host connection maximums can be achieved simultaneously. 

Software Features 'all models) 

Multlvendor Networking Capability 

Frame-Relay Networking 

X.25 Packet Switching 

Supports both SNA and TCP/IP communications over a single wide area network. Provides gateways to 
both Ethernet and token-rlng LANs. 

Can be configured as a OTE lor communications with a frame-relay transport service. 
Users can connect the 3745 to a wide area network supporting the X.25 transmission protocol. 

Network Management Functions 

Fault and Problem Management 

Configuration Management 

Performance and Accounting Management 

Security Management 

Configuration 

Components 
Product 

HardWare: 
Central Control Unit (CCU) 

Maintenance and Operator 
Subsystem (MOSS) 

Main Storage 
Channel Adapter (CA) 

Buffer Chaining Channel 
Adapter (BCCA) 

OCTOBER 1993 

Through an operator console, the user can access the Maintenaf1C8 and Operator Subsystem (MOSS) of 
the 3745, which provides host-independent management capabilities. Functions supported include dump 
operations, on-line event recording, error notification, problem determination, and failure isolation through 
line and/or CCU switchover. An optional Remote Support Facility (RSF) enables a remote IBM support 
center to diagnose problems. IBM NetView permits the user to examine information related to the SNA 
network and to access problem determination information generated at network nodes. 
The Maintenaf1C8 and Operator Subsystem provides controller initialization, program loading, line 
conflQuration and operating mode management, and access to hard disk functiOns. The user can also 
reconfigure the 3745 through NetView. 

NetView allows the user to contrOl, record, and automate various operator tasks. The facility can also be 
used as an operator's interface to VTAM in a data communications network. The NetView Perform8f1C8 
Monitor (NPM) provides performance management and problem determination. It measures line capacity 
and response time, generates reports, and provides accounting data. 
NetView supports security management by restricting access to NetView, and by providing an interface to 
IBM's Resource Access Control Facility (RACF). RACF provides security features such as user profile 
control, multilevel automaled logon to specified applications, automated logoff, and time-outs. 

Description 

The heart of the 3745, the CCU executes the machine instruction set, controls I/O functions, controls data 
communications to terminals, manages main memory, and sends error and status information to the 
MOSS. One or two CCUs can be installed, depending on the model. 

A microprocessor-based subsystem, MOSS communicates with the CCUs and controls the switching of 
the channel and line adapters from one CCU to the other. It also supports host-independent configuration 
and management functions such as program loading and initialization, event recording, error notification, 
and problem determination. MOSS supports links to an IBM remote support facility. 

Provides from 4M to 16MB of RAM per CCU. 
Provides logical and physical interface between the 3745 and an IBM 4341, 4361, 4381, 937X, 3090, or 
ES/9000 processor; attaches to a byte multiplexer, block multiplexer, or selector channel. 

Provides the same capabilities as a regular channel adapter, but uses a buffer chaining process. 

@ 1993 McGraw-HiII, Incorporated. Reproduction prohibned. 
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Configuration (Continued) 

Components (Continued) 
Product 

HardWare: (Continued) 

ESCON Converter Model 1 

Ethernet LAN Adapter 

Token-Ring Adapter (TRA) 

Low-Speed Scanner (LSS) 

High-Speed Scanner (HSS) 

Line Interface Coupler (L1C) 

Line Interface Coupler (L1C) Base 

Two Processor Switch (TPS) 

Software: 

Advanced Communications Function 
for the Network control Program 

emulation Program (EP)lPartltioned 
Einulatlon Programming (PEP) 
Extension 

Semple Configuration 
Model 

170 

Physical Environment 

Models 

Physical Specifications (H x W x D, In.) 

Electrical Requirements 

Environmental Specifications 

Description 

Attaches existing parallel channel devices, including the IBM 3745, to IBM's ESCON fiber optic channels. 
The ESCON Converter Modell supports data rates up to 17MB per second at extended distances. 

Provides two connections to 10M bps Ethernet Version 2 or IEEE 802.3 local area networks. 

Provides two attachment ports to 4M or 16M bps IBM Token-Ring Networks using standard protocols. 

A microprocessor-based device providing data link control for a set of telecommunications lines operating 
at speeds up to 256K bps. 

Provides scanner functions for attachment of a V.35, X.21 , or X.21 bis data link operating at speeds up to 
2.048M bps. 

There are several types of L1Cs: Types 1, 3, 4A, 4B, 5, and 6. Types 1 through 4 provide internal clocking. 
Type 1 supports four 19.2K bps async, SOLC, or BSC lines. Type 3 supports one 256K bps SOLC or BSC 
line. Type 4A supports up to four 9.6K bps SOLC lines. Type 4B provides one variable speed (9.6K to 256K 
bps) SDLC line. Type 5 combines the functions of a line interface coupler and two 14.4K bps synchronous 
modems for multipoint configurations. Type 6 has a built-in 56K bps CSU/DSU. 

The L1C Base provides an enclosure housing up to eight L1Cs. 

Provides a second channel interface to attach a Channel Adapter or a Buffer Chaining Adapter to a 
Multiprocessor System, or to two channels of the same or different processors. 

Residing in the 3745, ACF/NCP provides physical network management and supports IBM Systems 
Network Architecture requirements. ACF/NCP Version 6 supports the newer Ethernet LAN, TCP/IP, and 
frame-relay networking features. 

EP allows the 3745 to emulate an IBM 270X communications controller to support non-SNA DTEs. PEP 
ExtenSion enables both ACF/NCP and EP to coexist on the same 3745 processor. 

Description 

One CCU with 8MB of memory and a power supply; dual host channel connections; one token-ring LAN 
connection; two active and two backup T1 transmission lines; twenty-tour 9600 bps async lines, twelve 
19.2K bps sync lines, and two 256K bps lines; and a remote connection to an IBM NetView management 
console. 

130,150,170 

39.5 x 29.5 x 25.5 

Single-phase AC, 200-240 V; 
50/60 Hz 

60°F to 100°F; 8 to 80% 
humidity 

210,310 
410,610 

70.0 x 47.5 x 29.5 

Three-phase AC, 208-240 V 
phase to phase; 50/60 Hz 

60°F to 100°F; 8 to 80% 
humidity 

3746 Model 900 

70.0 x 31.0 x 29.5 

Single-phase AC, 200-240 V or 
-48 V DC; 50/60 Hz (1) 

60°F to 100°F; 8 to 80% 
humidity 

(1) The 3746 has its own power supply. It does not receive power from the 3745. 

Ie 1993 McGraw-HiII, Incorporated. Reproduction Prohibited. 
Datapro Information Sel'llices Group. Delran NJ 08075 USA 
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Options 

Product 

Hardware 
3746 Expansion Unit Model 900 

Software 
X.25 NCP Packet Switching 

Interface (NPSI) 

~ricing 

Description 

IBM 
3745 Communication 
Controller 

Data Networking 

Extends the capacity and processing power of 3745 Models 21 A, 31 A, 41 A, and 61 A by off-loading 
ESCON channel and token-ring LAN gateway functions. Attached to the right side of the 3745, the 
expansion unit houses one factory-installed Token-Ring Coupler type 3 (TIC3, a token-ring LAN interface) 
and up to four processor modules, each providing either one ESCON connection or dual token-ring LAN 
connections. The 3746, therefore, supports up to nine token-ring or four ESCON interfaces. 

In addition to these intelligent adapters, the 3746 contains a connectivity switch, which provides 
interconnection between pairs of processor modules (via NCP in the 3745); a Controller Bus and Service 
Processor (CBSP), which provides an interface to the 3745's Service Processor; a Controller Bus Coupler, 
which provides a connection to the 3745's CCU; an AC power supply and cooling unit; and a control panel 
hidden by a sliding door. 

Provides a link to an X.25 packet switched network. 

IBM 3745 Communication Controller Products 

Products 

3745 Communication Controller 
Model 130 
Model 150 
Model 170 
Model21A 
Model31A 
ModeI41A 
ModeI61A 

3745 Options: 
1561 
1562 
1563 
1571 
9034 
4720 
4740 
4770 
4900/4901 
4902 
4903 
4911 
4931 
4941 
4942 
7865 
7825 
7100 
7101 
8320 

OCTOBER 1993 

DeSCr1ptlon 

OneCCU 
OneCCU 
OneCCU 
OneCCU 
OneCCU 
Two independent CCUs 
Two independent CCUs 

Channel Adapter for Models 21A, 31A, 41A, and 61A 
Channel Adapter with two processor switches 
Channel Adapter for Models 130, 150, and 170 
Buffer Chaining Channel Adapter (BCCA) 
ESCON Converter Modell 
Low-Speed Scanner 
High-Speed Scanner 
Token-Ring Adapter Type 2 
Line Interface Coupler (LIC) Unit 
LIC Base Type 1 
L1C Base Type 2 
LICType 1 
L1CType3 
LICType4A 
L1CType4B 
L1C Type 5 
L1CType6 
Base Memory (4MB RAM) 
Memory Expansion to 8MB RAM 
Two Processor Switch 

Purchase 
Price 

($) 

23,160 
34,150 
28,950 

151,950 
195,200 
228,600 
303,350 

12,150 
17,010 
7,520 

15,370 
15,450 
17,010 
26,730 
22,060 
11,540 
4,855 
3,470 
3,155 
3,155 
3,155 
3,155 
5,435 
3,580 

12,150 
11,800 
4,855 

@ 1993 McGraw-Hill, Incorporated. Reproduction Prohibited. 
Datapro Infonnation Services Group. Delran NJ 08075 USA 

Monthly 
Rental 

($) 

2,310 
3,405 
2,885 

15,180 
19,520 
22,850 
30,340 

1,215 
1,690 

750 
1,535 

750 
1,690 
2,665 
2,200 
1,145 

485 
347 
314 
314 
314 
314 
542 
357 

1,215 
1,180 

485 

'-
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IBM 3745 Communication Controller Products (Continued) 

Products Description 

3746 Expansion Unit 

3746 Options: 

5000 Dual Power Input (2001240 V AC) 

5500 ESCON Processor 

5501 ESCON Coupler 

5600 Token-Ring Processor 

5601 Token-Ring Coupler (T1C3) 

5602 Controller Bus Coupler 

Software Prices 

5688-231 ACF/NCP Version 6 

5688-035 X.25 NPSI Version 3 

@ 1993 McGraw-l-lill, Incorporated. Reproduction ProhibHed. 
Datapro Information Services Group. Delran NJ 08075 USA 
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Purchase Monthly 
Price Rental 

($) ($) 

37,400 3,740 

8,800 880 

13,200 1,320 

6,600 660 

13,200 1,320 

3,300 330 

6,600 660 

Purchase Monthly 
Price Rental 

($) ($) 

9,880-29,930 212-623 

2,820-15,150 57-315 

• 
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IBM 
3745 Communication 
Controller Models 
310/610 
New Product Announcement 

Vendor 
International Business Machines 
Corp. (IBM) 
Old Orchard Road 
Armonk, NY 10504 
Contact your local IBM representa-
tive. 

Technology 
The new IBM 3745 Communication 
Controllers, Models 310 (single 
CCU) and 610 (dual CCU), make 
use of a faster bipolar technology, 
with a larger high-speed buffer. The 
improved Central Control Unit 
(CCU) and Buffer Chaining Channel 
Adapters (BCCAs) of the Models 310 
and 610 result in data throughput 2.5 
times greater as compared to the 
Models 210 and 410. 

Date Announced 
June 1991. 

Scheduled Delivery 
Models 310 and 610, and upgrade 
kits for other 3745 models: October 
25, 1991. 
Timed IPL and Rename Load Mod-
ule: March 1992. 
Ethernet LAN Adapter: Third-
quarter 1992. 

-By Barbara Rinehart 
Associate/Editor Analyst 

@ 1991 McGraw-Hili, Inccrporated. Reproduction Prohibited. 
Datapro Information Services Group. Delran NJ 08075 USA 

Pricing 
IBM 3745 Model 310: $18,960; IBM 
3745 Model 610: $29,460; Ethernet 
LAN Adapter card: prices will range 
from $8,030 to $21,420, depending 
on the 3745 model to which it will be 
configured. 

Relationship to Current Product Line 
The IBM 3745 Communication Con-
troller family now consists of seven 
models: 130, 150, 170, 210, 310, 
410, and 610. The Models 130, 150, 
and 170 are for small- to medium-
sized data centers, for specialized 
applications, or for remote network 
concentration. The Models 310 and 
610 join the Models 210 and 410 as 
the medium to large environment 
controllers within the IBM 3745 
Communication Controller family. 

Market Position 
The communications processor in-
dustry still exists, not as a shining 
star in the communications firma-
ment, but as a reliable source of 
light. Major manufacturers of the 
communications processors, such as 
Amdahl, IBM, NCR, and Unisys, do 
not allow their products to become 
stagnant, but are continuously en-
hancing their products to meet to-
day's needs. 

AUGUST 1991 
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IBM has fulfilled its promise about making 
announcements for the communications processor 
environment in 1991 by adding the two new 3745 
models. The Ethernet LAN Adapter and the 
Timed IPL and Rename Load, however, will not 
be available until 1992. IBM also announced its 
intent to enhance the software on the 3745 to en­
able users to send Transmission Control Protoco­
IIInternet Protocol (TCP/IP) data between users 
on geographically dispersed Ethernet networks; as 
well as between users and an IBM host computer 
running TCP/IP applications. 

Description 
The Model 310 operates with one central control 
unit (CCU), while the Model 610 operates with 
two independent CCUs. The CCU, driven by the 
Advanced Communications Function for Network 
Control Program (ACF/NCP) Version 5 in mem­
ory, controls all the attached lines, local area net­
works, and channel connections to hosts. The base 
IBM 3745 Models 310 and 610 can attach up to 
eight hosts (including IBM Enterprise System/ 
9000, IBM Enterprise Systeml3090, IBM Enter­
prise System 4381, or IBM Enterprise System/ 
9370), 128 lines, eight token-ring networks, 16 
Ethernet networks, or various combinations of the 
aforementioned. 

AUGUST 1991 

IBM 
3741 Communication 
Controller Models 
310/810 

Components 

Data Networking 

The Central Control Unit (CCU) has its own stor­
age (4 or 8 megabytes), runs its own ACFINCP, 
and features three buses. The system performance 
improvement is mainly due to a reduced CCU base 
cycle and the use of a larger cache memory size. 

The Timed IPL functions enable the control­
lers to automatically reload at a scheduled pre­
scribed time under VT AM control commands. 
After the automatic reload, the network can be re­
activated. This process is considerably faster than 
sequentially loading each controller. The systems 
management is enhanced by the IPL capabilities. 

The Rename Load Module provides the capa­
bility for changing the name of the Communica­
tions Controller Load Module on the Maintenance 
Operating Subsystem (MOS) disk under VT AM 
control commands, saving the time required to 
download a new load module from the VT AM host 
through the IPL links. 

The Ethernet LAN Adapter (ELA), using Car­
rier Sense Multiple Access/Collision Detection 
(CSMAlCD), will attach 3745s to Ethernet Version 
2 or IEEE 802.3 LANs. It will be attached to the 
DMA bus, improving data throughput, while re­
ducing interference with CCU activity. When the 
Ethernet LAN Adapter becomes available, it can 
be installed in all seven models of the IBM 3745. 
The Ethernet LAN Adapter is not installable in 
3746 expansion units .• 

@ 1991 McGraw-Hili, Incorporated. Reproduction Prohibi1ed. 
Da1apro Information Services Group. Delran NJ 08075 USA 
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IBM 3745 
Communications 
Controller 

Product Enhancement 
Analysis 

As part of its announcement blitz on 
September 5, 1990, IBM included 
enhancements to the 3745 controller. 

Buffer Chaining Channel Adapter 
(BCCA) 
This new feature for all 3745 
channel-attached models offers users 
a 25 percent improvement in interac­
tive processing and up to 100 percent 
improvement in batch processing. 
The performance improvements de­
livered by BCCA enable the 3745 to 
support a considerable improvement 
in data throughput, which translates 
into support for more stations and 
applications. 

Support of NCP Load Modules 
All 3745 modules can now support 
up to 6 megabytes of Network Con­
trol Program (NCP) Load Modules. 
These larger NCP load modules sup­
port the attachment of more stations 
per node, particularly in X.25 and 
LAN environments. The support of 

-By Barbara Callahan 
Associate Editor 

@ 1991 McGraw-HHI, Incorporated. Reproductlon Prohibited. 
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larger network configurations re­
duces the number of controllers re­
quired in a network, thereby 
simplifying network management 
and operations. 

Memory Increase 
Models 130, 150, and 170 support 8 
megabytes of memory, which enables 
customers to use the larger NCP load 
modules and to run additional net­
working programs. The 3745 Model 
150 can now support thirty-two 9600 
bps lines, using the full scanner ca­
pacity. 

ESCON Support 
IBM offers integrated support for the 
new Enterprise Systems Connection 
Architecture (ESCON) 1/0 channel 
as part of the 3745 extensions. When 
users require ESCON I/O channel 
connectivity, they can use the IBM 
ESCON Converter Model 1 in con­
junction with the 3745 parallel 
channel. • 

NOVEMBER 1990 
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IBM 
3745 Communication 
Controller 

In this report: 

Product Analysis ................. 2 

Vendor Analysis .................. 3 

Support ................................ 4 

Specifications ...................... 5 

Pricing ................................. 8 

Note: IBM has intro­
duced an Ethernet 
LAN adapter for the 
3745. A new version of 
ACF/NCP (Version 6) 
supports Ethernet LAN 
attachment and 
TCP/IP networking. 
Additional enhance­
ments to ACF/NCP 
and the NetView Per­
formance Monitor pro­
vide frame-relay net­
work access and 
congestion control fea­
tures for the 3745. 

IBM's 3745 Communication Controller 
can function as a front end, a remote con­
centrator, or an intelligent switch in IBM 
SNA, token-ring LAN, Ethernet LAN, and 
TCP/IP networks. It supports anywhere 
from 32 to 896 communications lines. 

Strengths 

• The 3745 supports TIlE! data rates for 
wide area networks and connections to 
the ES/9000 fiber optic 110 channel via 
the IBM ESCON converter. 

• It provides connectivity to non-SNA en­
vironments such as X.25, frame-relay, 
and TCP/IP networks. 

• Redundant components and support for 
backup data paths ensure network reli­
ability. The user can install, replace, or 
move communications line interfaces 
while the 3745 is operating. 

• Remote 3745 operations can be con­
trolled from a central site. 

-By Martin Dintzis 
Assistant Editor/Analyst 

@ 1992 McGraw-Hili. Incorporated. Reproduction Prohibited. 
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Limitations 

• Users are migrating away from hierarchi­
cal host-to-terminal processing, for which 
the communications processor was origi­
nally developed, in favor of LAN inter­
networking. For intelligent switching of 
LAN traffic, LAN routers are destined to 
playa stronger role than the communica­
tions processor. 

• Redundant, independent central control 
units (CCUs) in Models 410 and 610 
guard against a complete network crash in 
the event that one CCU fails. In a config­
uration in which both CCUs are fully con­
figured and running simultaneously, 
however, the failure of one may result in 
poor performance. 

Competition 
NCR's Comten 5600 Series, the Amdahl 
4745 Series, and the Unisys DCP Series. 

Vendor 
IBM 
Old Orchard Road 
Armonk, NY 10504 
Contact your local IBM representative. 

Price 
IBM 3745 prices range from $22,490 to 
$294,550. GSA Schedule: Yes. 

SEPTEMBER 1992 
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Product Analysis 

The IBM 3745 Communication Controller is available in 
seven models: 130, 150, 170, 210, 310, 410, and 610. It is 
used in SNA networks as a front end to an IBM host, a 
remote concentrator, or an intelligent switch. It supports 
data communications between directly attached or remote 
devices (other 3745s, IBM 3174 terminal controllers, to­
ken-ring LAN and Ethernet LAN workstations, and dis­
pll!y terminals); between local/remote devices and one or 
more local/remote IBM 4300, 937X, 3033, 308X, 3090, or 
ES/9000 host processors; and between the host processors 
themselves. 

Models 310 and 610 are the most recent additions to 
the IBM 3745 line. Models 130 and 150 are field upgrad­
able to the Model 170. The Model 210 is field upgradable 
to Models 310, 410, or 610. The Model 310 and 410 are 
upgradable to the 610. 

Target Applications 
As a front end, the 3745 relieves the IBM host of the over­
head incurred in message handling and network control. 
As a concentrator, the 3745 controls a community of ter­
minals, terminal clusters, or distributed application pro­
cessors, gathering, queuing, and mUltiplexing their trans­
missions onto one or more high-speed lines. When used for 
switching applications, it routes messages between LANs 
and among the network's various end points. 

The IBM 3745 Communication Controller is not tar­
geted toward a particular industry. It is used to integrate 
multiple IBM and non-IBM computing facilities into a sin­
gle local area and/or wide area network. 

Strengths 
Although IBM originally developed the 3745 for SNA 
communications, the vendor has progressively added con­
nectivity options allowing integration of both SNA and 
non-SNA environments. The 3745 now provides access to 
frame-relay transport facilities and Ethernet LANs, as well 
as X.25 packet switched, token-ring LAN, and TCP/IP 
networks. 

With a single high-speed line to a public frame-relay 
network, users can access multiple remote 3745s. Reduc­
ing the number of lines will cut communications costs for 
IBM customers. 

Overview 

IBM 
3745 Communication 
Controller 

Data Networking 

The 3745 supports TIIEI data rates for wide area net­
works as well as ESCON (fiber optic) connections to an 
IBM ES/9000 host. The vendor has also announced future 
support for DS3 and Switched Multi-megabit Digital Ser­
vice (SMDS) interfaces. 

Redundant components and transmission lines with 
automatic switchover ensure reliable network operation. 
Hot Pluggability Line Interface Couplers (LICs) allow the 
user to install, replace, or move communications line in­
terfaces while the 3745 is operational. 

Multiple 3745s can be configured, monitored, and con­
trolled from a central NetView console or from an IBM 
support center. 

Limitations 
As a front end to a host, the 3745 will continue to occupy 
an important place in IBM's networking strategy. As an 
intelligent switch, however, the 3745 must compete with a 
newer breed of devices: multiprotocol LAN routers. Users 
are migrating away from the hierarchical host-to-terminal 
type of processing, for which the communications proces­
sor was originally developed, in favor of peer-to-peer com­
munications between intelligent LAN workstations. Multi­
protocol routers can provide higher throughput, greater 
efficiency, and more flexibility than the communications 
processor-for a lower price. Aware of the changing needs 
of LAN users, IBM has recently introduced its 6611 LAN 
Router. 

Questions arise about the efficiency of the dual central 
control unit (CCU) implementation supported by Models 
410 and 610. If both CCU s are fully configured and run­
ning simultaneously, and one suddenly goes down, the re­
maining CCU may not have the capacity to handle all the 
applications of the downed CCU. 

Competitive Analysis 
The 3745 is one of IBM's chief solutions for integrating 
multiple SNA and non-SNA computing environments 
over local area and wide area networks. IBM continues to 
enhance the product line with host, LAN, and WAN con­
nectivity options. Realizing, however, that its venerable 
communications processor cannot provide all of the fea­
tures LAN users are looking for, the vendor has begun to 
offer intelligent switching capabilities through its new 
6611 LAN router. 

3745 Model Design Date Announced Date Released Base Price ($) 

130 Floorstanding May 1989 May 1989 22,490 

150 Floorstanding May 1989 May 1989 33,160 

170 Floorstanding May 1989 May 1989 28,110 

210 Floorstanding March 1988 March 1988 147,550 

310 Floorstanding July 1991 October 1991 189,550 

410 Floorstanding March 1988 September 1988 221,950 

610 Floorstanding July 1991 October 1991 294,550 

SEPTEMBER 1m @ 1992 McGraw-HIII,lncorporated. Reproduction Prohibited. 
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( Decision Points 

Models 

3745 Processor Family 

IBM 
3741 Communication 
Controller 

Requirements 

High Throughput 

3845 3 
Communications Controllers 

Comments 

Supports T1/E1 speeds for wide area net­
works; accommodates 10M bps Ethernet 
LANs and 16M bps token-ring LANs; pro­
vides ESCON (fiber optic) connections to 
IBM ES/9000 hosts. 

Multivendor Networking Capability Although the 3745 is designed primarily for 
IBM SNA/SDLC and 3270 BSC environ­
ments, it provides connectivity to non-SNA 
environments such as token-ring and 
Ethernet LANs, X.25 and TCP/IP networks, 
and frame-relay WANs. 

Reliability 

Upgradability 

Vendor Analysis 

Marketing Strategy 
IBM is the leading vendor in the communications proces­
sor market. All major competitors, including NCR, Am­
dahl, and Unisys, offer compatibility with IBM's Systems 
Network Architecture (SNA) and the 3745. To remain 
competitive with the multivendor networking capabilities 
in the communications processors of its competitors, IBM 
continues to add connectivity options to the 3745. The 
three most recent enhancements-Ethernet LAN, TCPI 
IP, and frame-relay networking support-represent IBM's 
increasing commitment to providing solutions for linking 
multiple, incompatible computing environments. IBM has 
also pledged future support for DS3 and Switched Multi­
megabit Digital Service (SMDS) on the 3745. 

The 3745 Communication Controllers replaced the 
3725 product line. The 3745 offers capabilities not previ­
ously featured on the 3725: support for TI and other high­
speed digital network facilities, "hot pluggable" line inter­
face couplers, dual central control units (CCUs), and 
increased storage facilities. 

Target Markets 
A general-purpose product supporting communications 
between an SNA environment and one or more SNA or 
non-SNA facilities, the 3745 is used by private and public 
corporations, financial institutions, governmental bodies, 
and universities around the world. 

Market Position 
Communications processors do not generate bold head­
lines but still find their niche in the industry. The technol­
ogy is mature, but the strong competition among IBM, 
NCR, Amdahl, and Unisys is evident. NCR is second to 

@ 1992 McGraw-Hili. Incorporated. Reproduction Prohibited. 
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Models 410 and 610 support dual, indepen­
dent CPUs. Backup data paths provide ac­
cess to redundant network lines and 
processor nodes. 

A modular architecture makes system ex­
pansion and performance upgrades 
straightforward. 

IBM in the sale of communications processors. Amdahl 
and Unisys follow in that order. 

Major Competitors 
NCR Comten's 5600 communications processor line in­
cludes five models: 5630, 5645-B, 5655-B, 5665-B, and 
5675-B. The Comten 5675-B, the largest unit, supports up 
to 1,024 low- or medium-speed lines, 24 TI/EI links, 16 
IBM hosts, sixty-four 16M bps token-ring LAN connec­
tions, and 48 Ethernet LAN connections. The Comten 
5600 processors can run TCP/IP software for internet­
working, and they can be managed by NetView or Systems 
Center's Net/Master. NCR has announced future support 
for both frame-relay and SMDS transmission services. 

The Com ten 5600 processor line is just one component 
of NCR's Open Networking Environment (ONE) strategy. 
ONE includes a suite of open networking hardware and 
software products based on TCP/IP, OSI, and SNA. 

Amdahl's 4745 Communications Processor Models 110 
and 210 run IBM software without any modification. De­
signed as an alternative to the IBM 3745-210, the 4745-
210 supports up to eight IBM hosts, 256 communications 
lines, and eight 4M bps token-ring LANs. The 4745 sup­
ports IBM ESCON connections, and by the end· of this 
year, will also support 16M bps token-ring LANs. 

Amdahl, unlike NCR, offers an IBM plug-compatible 
product, one that preserves the user's software investment. 
Although the 4745 does not offer the capacity and process­
ing power of the larger IBM 3475 models, it is very com­
petitive in price/performance, reliability, and ease of use. 

Unisys markets the Distributed Communications Pro­
cessor (DCP) Series, which includes six models: DCP/5, 
DCP/25, DCP/30, DCP/35, DCP/50, and DCP/55. They 
range in size from the entry-level DCP/5, supporting up to 
11 communications lines, to the top-of-the-line DCP/55, 
supporting over 1,500 communications lines. 

DCPs are designed for users ofU nisys 1100/2200 Series 
mainframes who also need access to some combination of 
IBM SNA, OSI, TCP/IP, Ethernet LAN, and X.25 envi­
ronments. The most recent enhancement to the product 
line, IBM PU 2.1 node emulation, enables DCPs to route 
messages to and from other PU 2.1 devices, such as IBM 
FEPs, without IBM host assistance. 

SEPTEMBER 1992 
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Interoperabilit, Matrix 

Products 3745 Processor 

.8. 
3745 Communlc8tlon 
Control .... 

Data Networking 

Product Classification 

Relationship With Hlgher­
Level Elements 

Proprietary network router/gateway device 

Position in Network Architecture 

. Host Software Required: 

Appears to the IBM host as an SNA physical unit (PU) Type 4 device 

Operating Systems 

Access Methods 

MVS/370, MVS/ESA, MVS/XA, VM/SP, VM/SP HPO, VM/XA, VSE/AF, or VSE/SP 

VTAM, BTAM, BTAM-ES, or RTAM 

Communications Processor Software 
Load 

From the host, the processor's diskette, the processor's hard disk, or a remote IBM 
support center 

Host Access Direct connection via a System/370 block/byte multiplexer channel or fiber optic chan­
nel, remote access via a dial-up or leased line, or indirect host access via a token-ring 
or Ethernet LAN 

Network Management Support Relies upon IBM Netview; also supports remote diagnostics from an IBM support 
center. 

Relationship With Peer­
Level Elements 

Compatible Communications Processors Plug compatible with the Amdahl 4745 communications processor; also compatible 
with NCR's Comten 5600 processor line 

Transport Architectures Supported Async, frame relay, IBM SNA/SDLC, IBM 3270 BSC, TCP/IP, and X.25 

Relationship With Lower­
Level Elements 

Leased Line Support Provides access to T1/E1 facilities via a V.35 interface 

Packet Switched Network Support Supports access to an X.25 packet switched network using an X.21 or X.21 bis 
interface 

LAN Attachment Support Supports both Ethernet and token-ring LAN connections concurrently 

Sales and Distribution Strateg, 
The 3745 Communication Controller is sold worldwide 
through IBM's direct sales force. 

Support 

In 1991 IBM transformed its Systems Services Div. (SSD) 
into a wholly owned subsidiary called Integrated Systems 
Solutions Corp. (ISSC), addressing its customers' growing 
demand for outsourcing in systems operations, business 
applications, and data services. IBM offers a variety of 
support and services. 

Policies and Programs 

Warranty 
IBM offers a one-year warranty with IBM On-Site Repair 
(lOR). 

SEPTEMBER 1992 

Support Service. 

Hardwar~ Support 
IBM provides two kinds of hardware support: IBM Main­
tenance Services covers IBM equipment only; IBM Multi­
ple Vendor Services covers maintenance and repair coor­
dination of non-IBM equipment. 

IBM Maintenance Services 
Under Maintenance Services, IBM assumes service man­
agement responsibility for all IBM equipment. This in­
cludes the following services: 

• National geographic coverage 

• Twenty-four hour access to IBM parts inventory 

• A Customer Engineer (CE) assigned to each account 

• Computer-assisted dispatch with multiple dispatch cen­
ters and direct digital radio links to CEs 

• Customer assistance groups (CAGs) to provide tele-
phone support for immediate assistance 

• An online service database 

• Engineering changes management 

Network Custom Services 
IBM's network services are available for data, voice, and 
Tl networks with customized support options to suit a va­
riety of needs. Network services include network evalua­
tion, design, implementation, management, and opera­
tions. 

@) 1992 McGraw-Hili, Incorporated. Reprodtictl6nProhlblted. 
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Service Hour. 
The IBM Service can be obtained 24 hours per day, 7 days 
per week by calling (800) IBM-SERV (800/426-7378). 

to compete in the market for SNA-compatible networking 
products could succeed otherWise. Support includes instal­
lation, round-the-clock maintenance and hot line support, 
remote diagnostics, education, and other services. 

Competitors' Programs 
support offered by NCR, Amdahl, and Unisys is closely 
patterned after IBM support services. No vendor seeking 

Specifications 

Enhancements 

Date 

June 1892 

September 1892 

September 1992 

September 1992 

Fourth-Quarter 1892 or 
First-Quarter 1993 

Features/Functions 

Models 

Hardware Features 
Max. No. of Central Control Units (CCUs) 

Internal Memory Capacity (bytes) 

Hard Drive Capacity (bytes) 

Transmission Features 
Max. No. of Low-Speed Un .. (1) 

Max. No. of T1{E1 Unks 

Max. No. of Hoat Channels 

Max. No. of Token-Ring LAN 
Connections 

Max. No. of Ethernet LAN 
Connections 

PhysJcallnterfaces Supported 

Enhancement 

IBM released the NetView Performanca Monitor (NPM) Version 1 Release 5.1, which extends NPM 
performanca support to collecting data about the 3745's frame-relay (DTE) interfaca (see the 
September 1992 enhancament to ACF/NCP). 

IBM began shipping the 3745 Ethernet Local Area Network (LAN) Adapter, which supports Internet 
protocol (IP) traffic routing on an existing SNA network. 

IBM released Advanced Communications Function/Network Cotnrol Program (ACF /NCP) Version 6, 
which supports the Ethernet LAN Adapter and uses the Internet Protocol. Additionally, ACF/NCP 
Version 8 allows the 3745 to accass a frame-relay network as a DTE. The software monitors network 
congestion and provides alerts to NetView. 

IBM released X.25 Network Control Program Packet Switching Interface (NPSI) Version 3 Release 5. With 
support for the High Performance Transmission Subsystem (HPTSS), the new software supports data 
rates up to 2.048M bps. It enhancas throughput further by blocking multiple X.25 packets into single 
SNA Path Information Units (PIUS) and reducing the number of preestablished LU-to-LU sessions 
required. The new software release is also compatible with ACF/NCP Version 8 enhancements. 

IBM plans to introduce support for Advanced Peer-to-Peer Networking on the 3745. This feature will 
enable multiple 3745s to communicate as peers, dynamically routing network traffic between each 
other. 

130 150 170 210 

1 1 1 1 

8M 8M 8M 8M 

87M 87M 87M 87M 

Does not apply; this 32 112 896 
model is designed for 
high-speed (local or 
remote) host links 
and LAN gateways. 

4 2 4 18 

4 Does not apply; this 4 18 
model is designed for 
remote host links and 
LAN gateways. 

4 2 2 8 

4 2 4 18 

V.24, V.25, V.35, V.24, V.25. V.35, X.21 , V.24, V.25, V.35, X.21 , V.24, V.25, V.35, X.21. 
X.21 , X.21 bls, X.21 bis, ESCON (fiber X.21 bis, ESCON (fiber X.21bis, ESCON (fiber 
ESCON (fiber optic) optic) optic) optic) 

@ 1992 McGraw-Hili, Incorporated. Reprcxl\lCllon Prohibited. 
Datapro Information Services Group. Delran NJ' 08075 USA 
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Features/Functions (Continued) 

Models 130 150 170 210 

Software Features 
Multivendor Networking Supports both SNA Supports both SNA Supports both SNA Supports both SNA 

Capability and TCP!IP and TCP!IP and TCP/IP and TCP/IP 
communications over communications over communications over communications over 
a single wide area a single wide area a single wide area a single wide area 
network; provides network; provides network; provides network; provides 
gateways to both gateways to both gateways to both gateways to both 
Ethernet and token- Ethernet and Ethernet and Ethernet and 
ringLANs token-ring LANs token-ring LANs token-ring LANs 

Frame-Relay Networking Can be configured as Can be configured as Can be configured as Can be configured as 
aDTEfor aDTEfor aDTEfor a DTEfor 
communications with communications with communications with communications with 
a frame-relay a frame-relay a frame-relay a frame-relay 
transport service transport service transport service transport service 

X.25 Packet Switching Users can connect Users can connect Users can connect Users can connect the 
the 3745 to a wide the 3745 to a wide the 3745 to a wide 3745 to a wide area 
area network area network area network network supporting 
supporting the X.25 supporting the X.25 supporting the X.25 the X.25 transmission 
transmission transmission transmission protocol. 
protocol. protocol. protocol. 

(1) Not all of the line, LAN, and host connection maximums can be achieved simultaneously. 

Models 310 410 610 

Hardware Features 
Max. No. of Central Control Units (CCUs) 1 2 2 

Intemal Memory Capacity (bytes) 8M 16M 16M 

Hard Drive Capacity (bytes) 67M 67M 67M 

TransmiSSion Features 
Max. No. of Low-Speed Unes (1) 896 896 896 

Max. No. of T1/E1 Links 16 16 16 

Max. No. of Host Channels 16 16 16 

Max. No. of Token-Ring LAN 8 8 8 
Connections 

Max. No. of Ethernet LAN 16 16 16 
Connections 

Physical Interfaces Supported V.24, V.25, V.35, X.21, V.24, V.25, V.35, X.21 , V.24, V.25, V.35, X.21 , X.21 bis, 
X.21bis, ESCON (fiber optiC) X.21bis, ESCON (fiber optiC) ESCON (fiber optic) 

Software Features 
Multlvendor Networking Supports both SNA and TCP! Supports both SNA and TCP/ Supports both SNA and TCP/IP 

Capability IP communications over a IP communications over a communications over a single 
single wide area network; single wide area network; wide area network; provides 
provides gateways to both provides gateways to both gateways to both Ethernet and 
Ethernet and token-ring LANs Ethernet and token-ring LANs token-ring LANs 

Frame-Relay Networking Can be configured as a DTE Can be configured as a DTE Can be configured as a DTE for 
for communications with a for communications with a communications with a frame-
frame-relay transport service frame-relay transport service relay transport service 

X.25 Packet Switching Users can connect the 3745 to Users can connect the 3745 to Users can connect the 3745 to 
a wide area network a wide area network a wide area network 
supporting the X.25 supporting the X.25 supporting the X.25 
transmission protocol. transmission protocol. transmission protocol. 

(1) Not all of the line, LAN, and host connection maximums can be achieved simultaneously. 

Network Management Functions 

Fault and Problem Management 

SEPTEMIiIER 1992 

Through an operator console, the user can access the Maintenance and Operator Subsystem (MOSS) of 
the 3745, which provides host-independent management capabilities. Functions supported include 
dump operations, online event recording, error notification, problem determination, and failure isolation 
through line and/or CCU switchover. An optional Remote Support Facility (RSF) enables a remote IBM 
support center to diagnose problems. IBM NetView permits the user to examine information related to 
the SNA network and to access problem determination information generated at network nodes. 

@ 1992 McGraw-Hill, Incorporated. RaprQduction Prohibited. 
Datapro Information Services Group. Delran NJ 08075 USA 
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if Network Management Functions (Continued) 
\!~ 

( 

Configuration Management 

Perfonnance and Accounting Management 

Security Management 

Configuration 

Components 
Product 

Hardware: 

Central Control Unit (CCU) 

Maintenance and Operator 
SutJ.ystem (MOSS) 

Main Storage 

Channel Adapter (CA) 

Buffer Chaining Channel 
Adapter (BCCA) 

ESCON Converter Model 1 

Etharnet LAN Adapter 

Token-Ring Adapter (TRA) 

Low-Speed Scanner (LSS) 

High-Speed Scanner (HSS) 

Line Interface Coupler (Lie) 

Line Interface Coupler (LlC) Base 

Two Processor Switch (TPS) 

3748 Expansion Unit 

Software: 

Advanced Communications Function 
for the Network Control Program 
(ACFJNCP) 

Emulation Program (EP)/Partitioned 
Emulation Programming (PEP) 
Extension 

X.25 NCP Packet Switching 
Interface (NPSI) 

Sample Configuration 
Model 

170 

The Maintenance and Operator Subsystem (MOSS) provides controller initialization, program loading, 
line configuration and operating mode management, and access to hard disk functions. The user can 
also reconfigure the 3745 through NetView. 
NetView allows the user to controi, record, and automate various operator tasks. The facility can also 
be used as an operator's interface to VTAM in a data communications network. The NetView 
Performance Monitor (NPM) provides performance management and problem determination. It 
measures line capacity and response time, generates reports, and provides accounting data. 
NetView supports security management by restricting access to NetView, and by providing an interface 
to IBM's Resource Access Control Facility (RACF). RACF provides security features such as user 
profile control, multilevel automated logon to specified applications, automated logoff, and time-outs. 

Description 

The heart of the 3745, the CCU executes the machine instruction set, controls I/O functions, controls 
data communications to terminals, manages main memory, and sends error and status information to 
the Maintenance and Operator Subsystem (MOSS). One or two CCUs can be installed, depending on 
the model. 
A microprocassor-based subsystem, MOSS communicates with the CCUs and controls the switching 
of the channel and line adapters from one CCU to the other. It also supports host-independent 
configuration and management functions such as program loading and initialization, event recording, 
error notification, and problem determination. MOSS supports links to an IBM remote support facility. 
Provides from 4M to SM bytes of RAM per CCU. 
Provides logical and physical interface between the 3745 and an IBM 4341, 4361, 43S1, 937X, 3090, or 
ES/9000 processor; attaches to a byte multiplexer, block multiplexer, or selector channel. 
Provides the same capabilities as a regular channel adapter, but uses a buffer chaining procass. 

Attaches existing parallel channel devices, including the IBM 3745, to IBM's ESCON fiber optic 
channels. The ESCON Converter Model 1 supports data rates up to 4.5M bps at extended distances. 
Provides two connections to 10M bps Ethernet Version 2 or IEEE S02.31ocal area networks. 
Provides two attachment ports to 4M or 16M bps IBM Token-Ring Networks using standard protocols. 
A microprocessor-based device providing data link control for a set of telecommunications lines 
operating at speeds up to 256K bps. 
Provides scanner functions for attachment of a V.35, X.21, or X.21 bis data link operating at speeds up 
to 2.04SM bps. 
There are several types of LlCs: Types 1, 3, 4A, 4B, 5, and 6. Types 1 through 4 provide internal 
clocking. Type 1 supports four 19.2K bps async, SOLC, or BSC lines. Type 3 supports one 256K bps 
SOLC or BSC line. Type 4A supports up to lour 9.6K bps SOLC lines. Type 4B provides one variable 
speed (9.6K to 256K bps) SOLC line. Type 5 combines the functions of a line interface coupler and two 
14.4K bps synchronous modems for multipoint configurations. Type 6 has a built-in 56K bps 
CSU/OSU. 
The LIC Base provides an enclosure housing up to eight LICs. 
Provides a second channel interface to attach a Channel Adapter or a Buffer Chaining Adapter to a 
Multiprocessor System, or to two channels of the same or different processors. 
The 3746 supplies the 3745 Communication Controller with additional channel adapters, low-speed 
scanners, and line interface couplers. 

Residing in the 3745, ACF/NCP provides physical network management and supports IBM Systems 
Network Architecture requirements. ACF/NCP Version 6 supports the newer Ethernet LAN, TCP/IP, 
and frame-relay networking features. 
EP allows the 3745 to emulate an IBM 270X communications controller to support non-SNA OTEs. PEP 
Extension enables both ACF/NCP and EP to coexist on the same 3745 processor. 

Provides a link to an X.25 packet switched network. 

Description 

One CCU with. SM bytes of memory and a power supply; dual host channel connections; one token-ring 
LAN connection; two active and two backup T1 transmission lines; twenty-four 9600 bps async lines, 
twelve 19.2K bps sync lines, and two 256K bps lines; and a remote connection to an IBM NetView 
managementconsoie. 

@ 1992 McGraw-Hili, Incorporated. Reproduction Prohibited. 
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Physical, Environment 

Mod ... 130. 150, 170 

Phylal SpecIftcatIonI (H X W x D, In.) 
Electrical Requlrementa 

39.5 x 29.5 x 25.5 
Single-phase AC, 200-240 V; 50/60 Hz 

Environmental SpeclficlItiona 

Pricing 

Equipment Prlcea 

3745 Communication Controller 

Model 130 
Model 150 
Model 170 
Model 210 
Model 310 
Model 410 
Model 610 

Featuru 

1561 
1562 
1563 
1571 
9034 
4720 
4740 
4nO 
4900/4901 
4902 
4903 
4911 
4931 
4941 
4942 
7865 
7825 
7100 
7101 
8320 

3748 Expanelon Unit 

A11 

Software Prlcea 

5688-231 
5688-738 
5688-035 

OneCCU 
One CCU 
One CCU 
One CCU 
One CCU 

6O"F to 1 OO"F; 8 to 800/0 humidity 

Two Independent CClls 
Two Independent CCUs 

Channel Adapter for Models 210, 310, 410, and 610 
Channel Adapter with two processor switches 
Channel Adapter for Models 130, 150, and 170 
Buffer Chaining Channel Adapter (BCCA) 
ESCON Converter Model 1 
Low-Speed Scanner 
High-Speed Scanner 
Token-Ring Adapter Type 2, 
Line Interface Coupler (LIC) Unit 
LIC Base Type 1 
LIC Base Type 2 
LIC Type 1 
L1C Type 3 
LICType 4A 
LIC Type 4B 
LIC Type 5 
LICType 6 
Base Memory (4M bytes RAM) 
Memory Expansion to 8M bytes RAM 
Two Processor Switch 

expansion Unit 

ACF/NCP Version 6 
ACF/NCP Version 5 
X.25 NPSI Version 3 Release 5 

210, 310 
410,810 

70.0 x 47.5 x 29.5 
Three-phase AC, 208-240 V phase to phase; 50/ 
60Hz 
60"F to 1 OO"F; 8 to 80% humidity 

Purch... MonthI, 
Price Rental 

II) II) 

22,490 
33,160 
28,110 

147,550 
189,550 
221,950 
294,550 

11,800 
16,520 
7,305 

14,930 
9,41~28,510 

16,520 
25,960 
21,420 
11,210 
4,715 
3,370 
3,065 
3,065 
3,065 
3,065 
5,280 
3,480 

11,800 
11,800 
4,715 

21,070 

2,245 
3,310 
2,805 

14,740 
18,960 
22,190 
29,460 

1,160 
1,845 

729 
1,495 

196-594 
1,645 
2,590 
2,140 
1,115 

471 
337 
305 
305 
305 
305 
527 
347 

1,160 
1,180 

471 

2,105 

Purc..... Monthl, 
Price Rental 

II) II) 

9,410-28,510 196-594 
8,660-25,990 178-540 
2,690-14,430 89-4,525 

• 
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IBM 
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Controller 

In this report: 

Product Analysis ........... 2 

Vendor Analysis ............ 3 

Support ......................... 4 

Specifications ................ 5 

Pricing ........................... 8 

Note: Since our last 
report, IBM has 
added two models to 
the 3745 product 
line: the 310 and the 
610. IBM also 
announced an 
EthemetLAN 
Adapter card 
(available 1992). 
Prices for all 3745 
models and options 
have also increased. 

IBM's Communication Controllers 
are intelligent and multifunction sys­
tems that serve as network nodes. All 
3745 models operate under the con­
trol of the Advanced Communica­
tions Function for Network Control 
Program (ACF/NCP) Version 5. The 
3745s consists of three main compo­
nents: the Control Subsystem, the 
Communication Subsystem, and the 
Maintenance and Operator Sub­
system (MOSS). 

Strengths 

• Remote 3745 operations can be 
controlled from a central site. 

• Hot Pluggability Line Interface 
Couplers (LICs) allow the user to 
install, replace, or move commu­
nications line interfaces while the 
3745 is operational. 

• Each 3745 component includes a 
dedicated power supply. 

Limitations 

• The processor memory is needed 
to handle machine functions, fur­
ther reducing the amount of 
memory available for Tllines. 

-By Barbara Rinehart 
Associate Editor/Analyst 

© 1991 McGraw-Hili, Incorporated. Reproduction Prohibited. 
Datapro Information Services Group. Delran NJ 08075 USA 

Competition 
NCR 5600 Series, Amdahl 4745 Se­
ries, Unisys DCP Series. 

Vendor 
IBM Corp. 
Old Orchard Road 
Armonk, NY 10504 
Contact your local IBM representa­
tive. 

Price 
IBM 3745 prices range from $21,420 
to $294,550. 

GSA Schedule 
Yes. 
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Product Analysis 

This report focuses on the IBM 3745 Communica­
tion Controller, Models 130, 150, 170, 210, 310, 
410, and 610. The 3745 supports data communica­
tions between terminal devices directly linked, 
linked by modem, or attached to an IBM Token­
Ring Network; between terminal devices and one 
or more directly connected or remotely connected 
4300, 937X, 3033, 308X, or 3090 host processors; 
or between host processors. Models 310 and 610 
are recent additions to the IBM 3745 line. Models 
130 and 150 are field upgradable to the Modell 70. 
The Model 210 is field upgradable to Models 310, 
410, or 610. The Model 310 and 410 are upgrad­
able to the 610. 

Target Applications 
The IBM 3745 Communication Controllers are not 
targeted toward a particular industry. Target appli­
cations for Models 130, 150, and 170 are geared 
toward companies with one main host on-site, pos­
sibly two. Models 210,310,410, and 610 are 
geared toward the larger organizations. 

Strengths 
IBM 3745 Communication Controllers can be con­
figured with one or two central control units 

Overview 

Models 

Product History 

Date Announced 

Date Installed 

Marketing Status 

Models 210 

130 

May 1989 

May 1989 

Current 

310 

IBM 
3745 Communication 
Controller 

Data Networking 

(CCUs), depending on the model. Each of these 
CCUs operates independently, running separate 
and distinct copies of the Network Control Pro­
gram (NCP). 

A user-provided control terminal, attached to 
each 3745 via a modem and a switched communi­
cations line, can act as a remote operator console, 
managing a single 3745 or multiple 3745s. 

The "hot pluggability" of the line interface 
couples (LICs) improves operation by allowing us­
ers to reconfigure the 3745 while it is running. New 
LICs can be installed, existing LICs can be recon­
figured, and failing LICs can be replaced without 
disturbing the traffic on the other interfaces. Modi­
fication to the LIC configuration can take place as 
long there is no need for a prerequisite feature in­
stallation. 

IBM has incorporated dedicated power sup­
plies into each component of the 3745. A problem 
in any of the following devices will impact only its 
functionality: CCU, LIC unit, Channel Adapter 
with Two-Processor Switch (CATPS), Maintenance 
and Operator Subsystem (MOSS), and every pair 
of adapters. 

The number of lines supported by the 3745 
can be up to four times that of its predecessor, the 
3725. Also, performance improvements of Models 
310 and 610 over Models 210 and 410 can be at­
tributed to a reduced CCU base cycle and the use 
of a larger cache memory size. 

Models 210,310,410, and 610 can operate in 
four different modes: single mode, twin-standby 
mode, twin-backup mode, and twin-dual mode. 
The twin-dual mode allows the two CCUs to run 
independently as two separate subareas, each one 

150 

May 1989 

May 1989 

Current 

410 

170 

May 1989 

May 1989 

Current 

610 

Product History 

Date Announced 

Date Installed 

Marketing Status 

March 1988 

March 1988 

Current 

July 1991 

October 1991 

Current 

March 1988 

September 1988 

Current 

July 1991 

October 1991 

Current 

SEPTEMBER 1991 © 1991 McGraw-Hili. Incorporated. Reproduction Prohibited. 
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Decision Points 

Model 

IBM 3745 Family 

IBM 
3745 Communication 
Controller 

Requirements 

3645 3 
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Comments 

Direct attachment to host 

Operates at T1 speed 

Yes 

Operates up to T1 requirements (1.544M 
bps.) 

Provides sufficient number of host 
attachments to FEP 

Supports up to 16 host attachments 

Allows multiprotocol connectivity 
to SNA 

Several licensed programs and network­
ing hardware are available to allow non­
SNA traffic to travel over existing SNA 
backbone. 

with its own active NCP. This mode applies only 
to the 410 and 610. 

The Timed IPL and Rename Load Module is 
planned for March 1992 and will enable the 3745 
to automatically reload at a scheduled time with­
out operator action and provide the capability for 
changing the external name of the NCP Load Mod­
ule on the 3745 disk. 

The IBM 3745 also supports connectivity to 
the ESCON 110 channel via the IBM 9034 ESCON 
converter. 

Limitations 

Questions arise about the efficiency of the dual 
backup method. If both CCU s are fully configured 
and running simultaneously, and one suddenly 
goes down, the remaining CCU does not have the 
capacity to handle all the applications of the 
downedCCU. 

Competitive AnalYSis 

Variables IBM Amdahl 

Max. Number of Produt 7 2 
Line Models 

Ability to Support Token- Yes/No Yes/No 
Ring/Ethernet 

Max. Transmission T1 T1 
Speed 

Max. Hosts Attachable 16 8 
to FEP 

Price Range ($) (approx.) 21.4K to 294.5K 1.6K to 132K 

© 1991 McGraw-Hili. Inccrporated. Reproduction Prohibited. 
Datapro Information Services Group. Delran NJ 08075 USA 

Vendor Analysis 

The 3745 communications Controllers replaced 
the 3725 product line. The 3745 offers capabilities 
not previously featured on the 3725: support for 
Tl and other high-speed digital network facilities, 
"hot pluggable" line interface couplers, dual cen­
tral control units (CCUs), and increased storage 
facilities. 

In January 1988, IBM introduced the 3745 
Communication Controller Models 210 and 410. 
Models 130, 150, and 160 were introduced in May 
1989, at the International Communications Associ­
ations' Conference and Exposition in Dallas. In 
April 1991, IBM announced the 310 and 610. 

Market Position 
Communications controllers do not generate bold 
headlines but still find their niche in the industry. 

NCR Unisys 

5 8 

Yes/Yes NojYes 

T1 T1 

16 56 

Not Available 18.8K to 396K 
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Standards Compliance 

Product Classification 

Position in Architecture Hierarchy 

OSI Layers and Protocols Supported 

Interface/Protocols 

Transport Interfaces 

Management Capability 

The technology is mature, but the strong competi­
tion among IBM, NCR, Amdahl, and Unisys is 
evident. According to the North American Tele­
communications Association (NATA), the front­
end processor market has had a compound annual 
revenue growth rate of 5.1 % from 1984 to 1989. A 
projected compound annual revenue growth rate of 
5% is expected for the period from 1990 to 1995. 

Sales and Distribution Strategy 
Currently the 3745 Communication Controllers, 
are sold through IBM's direct sales force. 

Support 

In May 1991, IBM transformed its Systems Ser­
vices Division (SSD) into a wholly owned subsid­
iary called Integrated Systems Solutions Corp. 
(ISSC), addressing its customers' growing demand 
for out-sourcing in systems operations, business 
applications, and data services. IBM offers a vari­
ety of support and services. 

Policies and Programs 

Warranty Period 
IBM offers a one-year warranty service. The war­
ranty service is for IBM On-Site Repair (lOR). 

Support Services 

Hardware Support 
IBM provides two kinds of hardware support: IBM 
Maintenance Services covers IBM equipment only; 

SEPTEMBER 1991 

IBM 
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Controller 
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Data Networking 

Offers access to Transport and Network Architecture (SNA). 

Supports up to Layer 5 SeSSion 

BSC,SOLC 

EIA 2320/CCln V.24, EIA RS-366/CCln V.25, cCln X.21bis, 
cCln V.35, cCln V.21, cCln X.21/X.24,V.25bis 

IBM NetView, IBM Communication Network Management 
(CNM) 

IBM Multiple Vendor Services covers maintenance 
and repair coordination of non-IBM equipment. 

IBM Maintenance Services 
Under Maintenance Services, IBM assumes service 
management responsibility for all IBM equipment. 
This includes the following services: 

• Coverage hours: 24 hours per day, 7 days per 
week. 

• Geographic coverage: national. 

• Parts availability: 24-hour access to IBM parts 
inventory. 

• Customer Engineer (CE): assigned to each ac­
count. 

• Computer-assisted dispatch with multiple dis­
patch centers and direct digital radio links to 
CEs. 

• Customer assistance groups (CAGs) to provide 
telephone support for immediate assistance. 

• An online service database. 

• Engineering changes management. 

Network Custom Services 
IBM's network services are available for data, 
voice, and T 1 networks with customized support 
options to suit a variety of needs. Network services 
include network evaluation, design, implementa­
tion, management, and operations. 

Service Hours 
The IBM Warranty Service, Maintenance Service, 
or Hourly Service can be obtained by calling 1-800-
IBM-SERV (1-800-426-7378). IBM Hourly Service 
is available at the applicable rate and terms, in­
cluding an element exchange price if applicable. 

© 1991 McGraw-Hili, Incorporated. Reproduction Prohibited. 
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Specifications 

Enhancements 

6/18/91 Launched enhancement to NetView and 
stated that it will support Frame Relay. 

6/18/91 Announced Ethernet LAN Adapter, available 
third-quarter 1992. 

• 6/18/91 Announced Timed IPL and Rename Load 
Module, available March 27, 1992. 

• 6/18/91 Introduced Models 310 and 610 
• 3/7/91 Plans to enhance the IBM 3745 with OS-3, 

FOOl, and ESCON networking support. 6/18/91 Announced the X.25 SNA Interconnection 
(XI) Version 2 Release 3. 

Features/Functions 
Hardware Features 

Models 

Processor Type 
Main Memory Storage Capacity (MB) 
Hard Disk Capacity (Mbytes) (formatted) 
Technology Used in the CCU 
Operator Console Required 

Models 

Processor Type 
Main Memory Storage Capacity(MB) 
Hard Disk Capacity (Mbytes) (formatted) 
Technology Used in the CCU 
Operator Console Required 

Hardware Features 

Subsystem 

Control Subsystem 

Communication Subsystem 

Maintenance and Operator Subsystem 
(MOSS) 

Software Features 

Subsystem 

ACF/NCP Version 5 

X.25 NCP Packet Switching Interface (NPSI) 
Licensed Program 

Emulation Program (EP)/Partitioned Emula­
tion Program (PEP) 

130 150 170 

Proprietary Proprietary Proprietary 
8 8 8 
67 67 67 
TCM TCM TCM 
Yes Yes Yes 

210 310 410 610 

Proprietary Proprietary Proprietary Proprietary 
8 8 16 16 
67 67 67 67 
TCM ATX-1 bipolar TCM ATX-1 bipolar 
Yes Yes Yes Yes 

Description 

Consists of the central control units and the channel adapters, two bus groups, bus switch, power 
supply per CCU, two types of channel attachment. 

Provides three types of attachment to the telecommunications network: Line Interface Couplers 
(LlCs), High-Speed Scanners (HSSs), and Token-Ring Adapters (TRAs). 

Is functionally separate from the CCU and contains its own power supply. It operates the hard disk 
drive, the diskette drive, and the control panel of the 3745. It offers system procedures for notifica­
tion of failures and provides the operator with tools for problem determination. 

Description 

The IBM 3745 operates under the control of the Advanced Communications Function for Network 
Control Program (ACF/NCP) Version 5. ACP/NCP resides in the 3745 and provides physical man­
agement of the network. Three versions of the ACF/NCP are available. 
Users can attach the 3745 to data transmission networks supporting X.25 interfaces. 

EP allows the 3745 to emulate the 270X communications controller. ACF/NCP and EP can be resi­
sent concurrently using the PEP extension, allowing the 3745 to appear to the host as a 270X or it­
self depending on the function required. 
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Transmission Features 

Models 130 

IBM 
3745 Communication 
Controller 

150 

Data Networking 

170 

Maximum Number of T1 Lines Attached 4 
Maximum Number of T1 Lines Concurrently 2 
Active 

2 4 
2 

Maximum Input Rate 
Maximum Number of Half-Duplex Lines 

Models 

Maximum Number of T1 lines Attached 
Maximum Number of T1 lines Concurrently 
Active 

Maximum Input Rate 
Maximum Number of Half-Duplex Lines 

Communications Features 
Models 

Number of Line Interface Couplers 
Internal Clocking a Standard Feature 
Availability of Low Speed Scanners 
Availability of High-Speed Scanner 
Type of LAN Attachment 
Maximum number of Token-Rings Attached 
Maximum number of Channel Adapters 

Models 

1.544M bps, CEPT 
Not applicable 

210 

16 
8 

1.544M bps, CEPT 
896 

130 

6 
Not Available 
Not Available 
Ves 
Token-Ring 
4 
4 

210 

310 

16 
8 

1.544M bps, CEPT 
32 

410 

16 
8 

1.544M bps, CEPT 
112 

610 

16 
8 

1.544M bps, CEPT 1.544M bps, CEPT 1.5444M bps 
896 

310 

150 

6 
Ves 
Not Available 
Ves 
Token-Ring 
2 
o 

896 

410 

896 

170 

6 
Ves 
Ves 
Ves 
Token-Ring 
2 
4 

610 

Number of Types of Line Interface Couplers 6 6 6 6 
(L1C) 

Intemal Clocking a Standard Feature 
Availability of Low Speed Scanners 
Availability of High-Speed Scanners 
Type of LAN Attachment 
Maximum number of Token-Rings Attached 
Maximum number of Channel Adapters 

Options 
Option 

Channel Adapters (CA) 

Butler Chaining Channel Adapter (BCCA) 

Low-Speed Scanner (LSS) 

High-Speed Scanner (HSS) 

Token-Ring Adapters (TRA) 

Line Interface Couplers (LIC) Base 
Line Interface Couplers (LIC) Unit 
Line Interface Couplers (LIC) 

Storage Increment 
Two Processor Switch (TPS) 

3746 Expansion Unit 

SEPTEMBER 1991 

Ves 
Ves 
Ves 
Token-Ring 
8 
16 

Description 

Ves 
Ves 
Yes 
Token-Ring 
8 
16 

Yes 
Yes 
Ves 
Token-Ring 
8 
16 

Ves 
Yes 
Ves 
Token-Ring 
8 
16 

Provides logical and physical interface between the 3745 and an IBM 4341, 4361, 4381, 937X, 3090, 
or ES/9000 processor; attaches to byte multiplexer, block multiplexer, or selector channel. 
Provides same capabilities as regular channel adapters except operates with buffer chaining 
process. 
A microprocessor-based device that controls the data and performs the data link control of a set of 
telecommunications lines operating at speeds up to 256K bps. 
Provides scanner functions for attachment of a V.35 or X.21 SDLC nonswitched data link operating 
at speeds up to 1.544M bps. 
A microprocessor-based device that provides two attachment ports to the 4M bps or 16M bps IBM 
Token-Ring Network using standard protocols. 
The LIC Base provides an enclosure housing up to eight LlCs. 
Provides an enclosure with 16 slots to plug up to 16 LICs. 
There are two categories of LlCs on the 3745. One category supports data circuit-terminating 
equipment, modems, and digital service units, external to the communication controllers. The other 
provides support to data circuit-terminating equipment integrated within the communications 
controller. 
Provides main storage increments of 4MB per CCU allowing up to 8MB of memory per CCU. 
Provides a second channel interface to attach a Channel Adapter or a Buffer Chaining Adapter to a 
Multiprocessor System or to two channels of the same or different processors. 
The 3746 supplies the 3745 Communication Controller with additional channel adapters, low-speed 
scanners, and line interface couplers. Machine type 3746 designates expansion frames and has five 
models. 
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Compatibility 

Support 

Modems Supported 

DSU/CSUs Supported 
Communication Facilities Supported 
Non-IBM Data Circuit-Terminating Equip-
ment (DCE) 

Configuration 
Model 

Basic 3745 

IBM 3745-130 
IBM 3745-150 

IBM 3745-170 

IBM 3745-210/310 

IBM 3745-410/610 

Network Management 

Model 

NetVlew 

Operating Requirements 

Machine Requirements 

Components 

Local Console 

IBM 5869 Portable Keypad Display (PAD) 

Remote Support Facility (RSF) 
Network Communication Terminal Equip­
ment (NCTE) 

Programming Requirements 

Program 

Advanced Communications Function for 
Network Control Program (ACF/NCP) 

Physical Environment 

Models 

Physical Specifications (H X W X D; 
weight) 

Electrical Requirements 
Environmental Specifications 

DescripHion 

3834; 3864 Model 2; 3865 Models 1, 2; 3868 Models 3, 4; 3872; 5811 Model 20; 5812 Model 10; 
5865 Models 2, 3; 5868 Model 52; 5866 Models 2, 3; 5868 Model 62; 5842; 5853; 7861, and 7868. 
Supports other modems with an interface compatible with the 3745 LlCs. 
5822 Model 10 and 5821 Model 10. 
Operates over common carrier-provided or equivalent customer-owned communications facilities. 
Non-IBM DCEs complying with EIA, RS-232C, CCITT Recommendation V.24, V.28, and ISO Stan­
dard 2110, or CCITT Recommendation V.35 and ISO Standard 2593 may be attached under the 
provisions of the IBM Multiple Supplier Systems Policy. 

Configuration 

Provides a minimum configuration comprising 4MB storage per CCU, two low-speed scanners, one 
LlC unit type 1, and eight LlCs. 
Supports two T1 lines, four host channel links, and four 4M bps or 16M bps Token-Ring Interfaces. 
Supports 16 ports at data rates up to 256K bps, two 4M bps or 16M bps IBM Token-Ring inter­
faces, and one T1 line. 
Supports 112 communications lines, two Token-Ring Networks at 4 or 16M bps, two high-speed 
lines (T1), and four LlC Bases. 

Consists of a single CCU with its power supply, 4M bytes of main storage with direct memory ac­
cess, 16K bytes of cache storage, two bus groups and a bus switch, two low-speed scanners, eight 
LlCs, one LlC unit type 1, and the MOSS. 
Includes the same elements as Models 210 and 310, but also houses a second CCU and 4M bytes 
of main storage, with one optional storage increment of 4M bytes, direct memory access (DMA), 
cache storage, power supply, and MOSS. . 

Descripition 

The 3745 supports IBM's Communication Network Management (CNM) by sending information 
about errors to the NetView program in a host processor, which displays the alerts on the network 
control terminal. NetView provides alert support for the IBM Token-Ring Network. If NetView is not 
installed, IBM recommends the installation of a 3745 console near the VTAM console to assist us­
ers in determining and resolving problems. 

Descripition 

Requires an operator console such as IBM 3151, 3161, 3163, 3727; PS/2 Model 50, 60, 70, or 80, 
or an equivalent terminal. 
Required for initial parameter setting and maintenance operations of the integrated modems and 
DSU/CSU-LDM of the IBM 3745 Model 150 and 170. 
The RSF port operation in BSC protocol at a speed of 2400 bps on an analog telephone line. 
NCTE, such as AVANTI ONC-10 or equivalent, must be provided by the user and is required for at­
tachment to the fractional T1 service. 

Description 

Supports the various 3745 functions and features. One of the following releases of ACF/NCP Ver­
sion 5 licensed programs is required: ACF /NCP V5R2.1, ACF /NCP V5R3, ACF /NCP V5R3.1, 
ACF/NCP V5R4 

210/310/410/610 

70.0 X 47.5 X 29.5 (in.); 1,500 (lb.) 

AC 3-phase, 208-240 volts phase to phase; 50/60 HZ 
16 to 38C (60 to 100F); 8 to 80% humidity 
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IBM 
3745 Communication 
Controller 

Physical Specifications 

Models 130/150/170 

Physlcsl Specifications (H X W X 0; 
weight) 

39.5 X 29.5 X 25.5 (in.); 507 (lb.) 

AC l-phase, 200-240 volts; 50/60 Hz Electrical Requirements 
Environmental Specifications 

Equipment Prices 

3745 Communication Controller 

Model 130 
Model 150 
Model 170 
Model 210 
Model 310 
Model 410 
Model 610 

Features 

1561 
1562 
1563 
1571 
1573 
1581 
4720 
4721 
4740 
4760 
4770 
4900 
4901 
4902 
4903 
4911 
4931 
4941 
4942 
7865 
7100 
7101 
7825 
8320 

3746 Expansion Unit 

All 
A 12 
L 13 
L 14 
L 15 

Model Conversion Purchase Price 

From Model 210 
From Model 210 
From Model 410 
From Model 310 

16 to 38°C (60 to 100 oF); 8 to 80% humidity 

One CCU 
One CCU 
One CCU 
One CCU 
One CCU 
Two independent CCUs 
Two independent CCUs 

Channel Adapter for Models 210, 310, 410, and 610 
Channel Adapter with two processor switches 
Channel Adapter 
Buffer Chaining Channel Adapter (SCCA) 
BCCA 
BCCA with TPS 
Low-Speed Scanner 
Low-Speed Scanner 
High-Speed Scanner 
Token-Ring Adapter Type 1 
Token-Ring Adapter Type 2 
Line Interface Coupler (LIC) Unit Type 1 
L1C Unit Type 2 
LIC Base Type 1 
L1C Base Type 2 
L1C Type 1 
L1C Type 3 
L1C Type 4A 
L1C Type 4B 
L1C Type 5 
Storage Increment (4MB) 
Memory Expansion 
LIC Type 6 
Two Processor Switches 

Expansion Unit 
Expansion Unit 
Expansion Unit 
Expansion Unit 
Expansion Unit 

To Model 310 
To Model 610 
To Model 610 
To Model 610 

Data Networking 

Purchase 
Price 

($) 

21,420 
31,590 
26,780 

147,550 
189,500 
221,950 
294,550 

11,800 
16,520 
6,960 

14,930 
10,090 
19,650 
16,520 
14,990 
25,960 
20,670 
21,420 
11,210 
11,210 
4,495 
3,210 
3,065 
3,065 
3,065 
3,065 
5,280 

11,800 
11,800 
3,480 
4,495 

20,070 
20,070 
20,070 
20,070 
20,070 

42,000 
147,000 
72,600 

105,000 
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Monthly 
Rental 

($) 

2,140 
3,155 
2,675 

14,740 
18,960 
22,190 
29,460 

1,180 
1,645 

695 
1,495 
1,010 
1,965 
1,645 
1,490 
2,590 
2,005 
2,140 
1,115 
1,115 

449 
321 
305 
305 
305 
305 
527 

1,180 
1,180 

347 
449 

2,005 
2,005 
2,005 
2,005 
2,005 

• 
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IBM 3745 
Communication 
Controller 

Product Summary 

2 Editor's Note 
The 3745 has remained stable during 

5 the year. IBM has not added any new 
models to the family. Price increases 

8 are reflected in the Equipment Prices 
section of the report. 

Description 
The 3745 line of communications 
controllers consists of the Models 
210 and 410, the original models in 
the series, and the Models 130, 150, 
and 170, released in 1989. To keep 
up with industry demands, IBM in­
corporated T1 capabilities into the 
devices. The minimum configuration 
for a 3745 unit includes 4 megabytes 
of storage per Central Control Unit 
(CCU), two low-speed scanners, 
eight line interface couplers, and one 
Type 1 line interface coupler unit. 

Users can attach the 3745 to a byte 
multiplexer, block multiplexer, or 
selector channel. When attached to a 
block multiplexer channel of a 937X 
or 3090, the 3745 supports 
datastreaming mode. Remote com­
munications occur via common car­
rier or private communication 
facilities. The 3745 supports data 
communications between terminal 
devices directly linked, linked by 
modem, or attached to an IBM 

Token-Ring network; between termi­
nal devices and one or more directly 
connected or remotely connected 
4300, 937X, 3033, 308X, or 3090 
host processors; or between host pro­
cessors, 

Strengths 
Users can control remote 3745 oper­
ations from a central site. When con­
nected to a 3745 via a modem and 
switched communication line, a user­
provided control terminal can man­
age single or mUltiple 3745s. 

Limitations 
At this time, the 3745 does not sup­
port T3. 

Competition 
NCR Comten, Amdahl. 

Vendor 
International Business Machines 
Corp. (IBM) 
Old Orchard Road 
Armonk, NY 10504 
Contact your local IBM representa­
tive. 

Price 
$20,600 to $213,450. 

@ 1991 McGraw-HIli, Incorporated. Reproduction Prohibited. 
Datapro Inlonnatlon Services Group. Delran NJ 08075 USA 

SEPTEMBER 1990 



2 3845 
Communications Controllers 

Analysis 

In January 1988, IBM introduced the 3745 Com­
munication Controller. A medium- to high-end 
member of the IBM Communication Controller 
family, the 3745 originally came in two versions: 
Model 210 and Model 410. The Model 210 has a 
single Central Control Unit (CCU) and is field up­
gradable to the Model 410. The Model 410 has two 
independent CCU s, each capable of running a sep­
arate Network Control Program (NCP). The Model 
410 supports three modes of operation: twin dual, 
twin standby, and twin backup. The Model 410 
offers twice the processing power of the Model 
210. In 1989, IBM added the 3745 Models 130, 
150, and 170, which support fractional T1 services 
leased in increments of 64K bits per second. 

The 3745 supports IBM Communications 
Network Management (CNM), NetView, IBM Mo­
dems Link Problem Determination Aids (LPDAs) 
enhancements, IBM/Communications Systems, 
and the X.25 interface. In conjunction with up to 
five 3746 Expansion Units, the 3745 features mod­
ular growth capabilities that accommodate support 
for up to 16 host attachments, 512 line attach­
ments, 8 high-speed line attachments to T1 and 
CEPT channels, and 8 IBM Token-Ring attach­
ments. 

In May 1989, at the International Communi­
cations Association's Conference and Exposition in 
Dallas, IBM announced low-end and midrange 
models for the 3745, as well as enhancements to 
the existing models. The enhanced models accom­
modate fractional T1 services and can now support 
up to 896 low-speed lines. 

Competitive Position 
Before its introduction, analysts predicted that the 
IBM 3745's capabilities would match those of the 
NCR Comten 5660, which supports 1,056 ports 
and Tl and has 16M bytes of internal storage.The 
3745 supports only 512 lines, however, and 8M 
bytes of internal storage. Analysts have also ques­
tioned whether the 3745 can actually run eight Tl 
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lines. The processor memory is also needed to han­
dle machine functions, further reducing the 
amount of memory available for T 1 lines. The gen­
eral belief is that, with its present capabilities, the 
3745 will be capable of running two or three Tl 
lines efficiently. 

NCR has fortified its position in the commu­
nication processor market by introducing the 5655, 
5665, and 5675 processors, which also compete 
against the IBM 3745 Models 210 and 410. The 
5655 and 5665 can support 16 T1lines and 64 
token-ring LANs. The top-of-the-line model, the 
5675, can support 24 T1lines, as well as 1,024 full­
duplex lines. The 5665 also supports 1,024 full­
duplex lines. In the third quarter of 1989, NCR 
increased the 5675's support from 8 to 16 main­
frames. IBM's claim that the 3745 is the only IBM 
or IBM-compatible communications controller 
that is offered with an option of two engines or in­
ternal central control units is not all that unique, 
according to the competition. While NCR Comten 
does not offer dual control units, it offers backup 
(redundancy) by attaching two processors through 
its Modem Interface Modules (MIMs). Both units 
run NCP and can be used if problems occur on the 
main processor. 

Questions also arise about the efficiency of 
this dual backup method. Ifboth CCUs are fully 
configured and running simultaneously, and one 
suddenly goes down, the remaining CCU does not 
have the capacity to handle all the applications of 
the downed CCU. A choice must be made as to the 
most critical applications to be run from each. 

The 3745 will take an active role in IBM's 
plans to open its network architecture to other ven­
dors without losing network control. The 3745 per­
forms numerous routing functions in an SNA 
network, which will be of increasing importance as 
IBM migrates SNA from a hierarchical to a peer­
to-peer network. 

The use of ASIC chip technology, compatibil­
ity with NetView, and the ability to configure the 
IBM 3745 as a PU 2.1 device within an SNA net­
work all indicate that IBM is building its commu­
nications controllers for the future. 

Decision Points 
The IBM 3745 rounds out the 37XX Communica­
tion Controller family. Unlike the older technology 
of the 3720 and the 3725, the 3745 is based on 
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Company Profile 
IBM Corporation 

Corporate for business accounting 
Headquarters functions. According to 
Old Orchard Road Business Week and For-
Armonk, NY 10504 tune, IBM is among the 

In Canada 
top five industrial corpo-
rations by sales volume. It 

IBM Canada Ltd., has dominated the main-
Markham frame market for over 30 
3500 Steeles Avenue E. 
Markham, ON L3R 2Z1 

years and has a strong 

(416) 474-2111 
hold on other industry 
sectors. 

Offices located in other 
cities throughout Canada 

Business Overview 
IBM deSigns, manufac-

Officers tures, markets, and ser-
Chairman/CEO: John Ak- vices mainframe 
ers computer systems and 
Vice Chairman: Jack D. associated peripherals; 
Kuehler minicomputer systems 
Sr. VP/Gen. Mgr.: Terry and peripherals, 
Lautenbach microcomputer/personal 

computer systems; com-
Company Background puter system software; 
Year Founded: 1914 data communication con-
No. Employees: 400,000 trollers and terminals; 
worldwide other communication 

I BM is one of the oldest products such as mo-

manufacturers of comput- dems, voice response 
ing equipment in the systems, and voice mes-

world. It started out in saging systems; and local 

Poughkeepsie, NY as a area network communica-

small company manufac- tions products. In addi-

turing clocks for industrial tion, IBM provides 

use and later introduced specialized products and 
punched card equipment 

IBM's new line of Application Specific Integrated 
Circuit (ASIC) chips, which hold up to 40,000 cir­
cuits each, almost three times the capacity of previ­
ous IBM ASIC logic chips. Although the Model 
410 offers performance up to four times that of the 
3725 and supports twice the connectivity of the 
3725, the 3745 is not intended to replace the 3725, 
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services such as commu- $591 million, or $1.04 per 
nications carrier and lim- share, due to a $2.3 billion 
ited timesharing services; restructuring charge. 
the IBM Information Net-
work, a communications In July 1990, IBM re-

facility with remote stor- ported earnings were up 

age and computing ser- 5.2 percent to approxi-

vices; OEM 
mately $1.41 billion or 

manufacturing of termi-
about $2.45 per share for 

nals, disk drives, and the second quarter. Reve-
nues were up 8.4 percent 

other products; mainte-
to $16.5 billion from nance service and system 
$15.21 billion for the supplies; and financial 
same quarter a year ear-

services through its IBM 
Credit Corp. subsidiary. lier. 

Management Since it introduced its PC 
line of microcomputers, 

Statement 

IBM has had several 
Moving more resources 
close to customers is a 

earning periods when 
cornerstone of IBM's 

company growth was 
transformation in the much less than antici-

pated. To compete more 
computer industry. To 

effectively in the small 
that end, in 1988 IBM un-
dertook the most signifi-systems market, IBM has 
cant restructuring of its 

greatly expanded its soft-
business in more than 30 ware efforts and has en-
years, establishing seven tered into agreements 
lines of business and a with several independent 
new organization-IBM 

software suppliers to pro-
vide tools for its entire line 

United States. This re-

of computer products. structuring continued 
through 1989 and will 

Financial Profile continue to be dynamic in 
Operations results for order to consistently meet 
1989 showed that net the needs of its custom-
profits fell 35 percent to ers. 
$3.76 billion, or $6.47 per 
share. Revenues, how- IBM notes that it is man-

ever, increased 5.1 per- aging for the long term 

cent to $62.7 billion over and, with the steps it has 

1988. Fourth-quarter taken and continues to 

earnings fell 75 percent to take, it remains confident 
about the future of its 
business. 

but to serve as a high-end model in the communi­
cations controller product line. The 3725 is the 
medium- to high-end model. 

The 3745 offers features that were not incor­
porated into the 3725, such as support for Tl and 
other high-speed digital network facilities; hot­
pluggable Line Interface Couplers (LICs) that allow 
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LICs to be placed anywhere within the 3745 while 
the machine is running; dual Central Control Units 
(CCUs); and increased storage facilities. 

The Model 210 supports about 1.6 to 4.0 
times as many lines as the 3725. In 9600 bps full­
duplex, multipoint SOLC lines with interactive 
traffic, Model 210 can support about 1.6 times as 
many lines; in 56K bps, full-duplex, point-to-point 
SOLC lines with batch traffic to the host, the 
Model 210 can support about 2.4 times as many; in 
256K bps, full-duplex, point-to-point SOLC lines 
with batch traffic between NCP nodes, the Model 
210 can support about 4.0 times as many lines. For 
batch traffic between Network Control Program 
(NCP) nodes on full-duplex, point-to-point SOLC 
lines, the Model 210 can process up to six times the 
data traffic of the 3725. 

In terms of performance, the Model 410 of­
fers twice the transaction processing power of the 
Model 210. 

The newest models in the 3745 family, Mod­
els 130, 150, and 170, support fractional T 1 ser­
vices that are leased in increments of 64K bits per 
second. Each of the three models offers 4M bytes 
of main storage. 

Users can benefit from the manner in which 
IBM has incorporated dedicated power supplies 
into each component ofthe 3745. A problem in 
any of the following devices will impact only its 
own functionality: CCU, LIC unit, Channel 
Adapter with Two Processor Switch (CATPS), 
Maintenance and Operator Subsystem (MOSS), 
and every pair of adapters. 

Within the 3745, IBM has incorporated im­
proved maintenance capabilities over those of the 
3725, having added new facilities to MOSS. The 
MOSS subsystem performs an automatic analysis 
of Box Event Records (BERs).1t also allows users 
to tap into the Remote Support Facility (RSF), 
which enables IBM product specialists at a cen­
trally located support station to make contact with 
the 3745. After remotely monitoring the machine's 
operation, examining the BERs, and running diag­
nostic programs, the product specialists can make 
corrections and adjustments. 
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The "hot" pluggability ofthe LICs improves 
operation by allowing customers to place LICs any­
where within the 3745 while the machine is run­
ning. Users can reconfigure LICs or remove failing 
ones without disrupting traffic on other interfaces. 

Another improvement over the 3725, the Au­
tomatic Scanner re-Initial Microcode Load (re­
IML) enhances the availability of the scanner in 
the machine. If a scanner fails, the MOSS sub­
system performs a dump of the scanner memory 
and IMLs without operator intervention. After 
completion of these routines, MOSS notifies the 
host of the outcome. If successful, the host reacti­
vates the lines; if unsuccessful, manual interven­
tion must occur. In the 3725, every installed LIC 
undergoes scanning; in the 3745, a selective scan­
ning process takes place in which the scanner ig­
nores LICs with no lines activated. 

When using the 3745, customers can take ad­
vantage of an access area that enables them to in­
stall or change LICs. This arrangement enables 
customers to perform configuration upgrades or to 
replace faulty LICs without the assistance of a ser­
vice person. In addition, customers can connect or 
disconnect all external cables of the 3745, except 
those for channel adapters. 

IBM has included internal clocks as standard 
features in the 3745, and any LIC port can provide 
internal clocking when necessary. The customer no 
longer has to rely on IBM service personnel to set 
the clocks for directly attached terminals. In addi­
tion, the clocks can be assigned on a line-by-line 
basis, rather than through the method required by 
the 3725-the LIC basis. The control program now 
specifies the clock values for all types of attach­
ments that require internal clocking. 

Operating procedures allow users to remotely 
control 3745 operations from a central site. A user­
provided control terminal, when attached to each 
3745 via a modem and switched communication 
line, can serve as a remote operator console to 
manage single or multiple 3745s. 
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Characteristics 

Models: Model 210 and 410; Models 130, 150, and 170. 

Date of Announcement: Models 210 and 410-January 
1988; Models 130, 150, and 170-May 1989. 

Date of First Delivery: Model 21 O-March 1988; Model 
410-September 1988; Models 130, 150, and 170-
May 1989. 

Number Installed: Information not available. 

Configuration 
The minimum configuration for a basic 3745 consists of 
4 megabytes of storage per Central Control Unit (CCU), 
two low-speed scanners, eight line interface couplers, 
and one Type 1 line interface coupler unit. 

IBM has equipped the models 210 and 410 with 
two sets of buses-Bus Group 1 and Bus Group 2-
both of which link the channel adapters and communi­
cation line adapters to the CCUs. 

IBM's newest models, the 130,150, and 170, all 
run the same releases of the Network Control Programs 
(NCPs) as the Models 210 and 410. Users can upgrade 
the new models from one to another, but they cannot 
upgrade these models to the existing 210 and 410. 

The Maintenance and Operator Subsystem 
(MOSS), the 3745's service processor, performs an au­
tomatic analysis of Box Event Records (BERs). If a fail­
ure occurs, the MOSS supplies a reference code for use 
by the customer and IBM's service organization to de­
termine the cause. In addition, IBM offers the Remote 
~u~port Facility (RSF), which allows IBM product spe­
Cialists at central support locations to establish a con­
nection with the 3745. The port of the RSF modem 
supplied with the 3745 operates in BSC protocol at 
2400 bps. 

A customer-provided terminal serves as a local 
operator and service console. This terminal can be a 
directly attached 3151 (without modem) in native mode; 
or a 3151 Model 310/360 or 410/460 running in 3101 
Model 23 emulation mode; or a 3161 Model 11/21 or 
12/22 or 3163 Model 11/21 or 12/22 running in 3101 
Model 23 emulation mode; or a 3727; or an equivalent 
terminal running in 3101 Model 23 mode at 2400 bps. 

Users attach consoles to the 3745 via two MOSS 
communication ports. Only one console can be active at 
a time. The local console, acting as an operator and ser­
vice unit, must be directly attached without a modem. 
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The alternate console is an optional, directly attached 
unit that cannot be used with the remote console. The 
remote console is an optional, modem-attached unit 
that manages one or multiple 3745s when attached to 
each 3745 via modems and a switched telecommunica­
tion line. 

IBM modems suitable for use with the 3745 are 
listed in a table later in the report. Other IBM modems 
with an interface compatible with 3745 Line Interface 
Couplers (L1Cs) can also be used. 

Models 
Model 210: The basic Model 210 consists of a single 
CCU with its power supply, 4 megabytes of main stor­
age with direct memory access (DMA) and 16K bytes of 
cache storage, two bus groups and bus switch, two 
low-speed scanners, eight L1Cs, one L1C Unit Type 1 
and. a Maintena~ce and Operator Subsystem (MOSS). 
Optl~nal expansion features include one 4M-byte stor­
age Increment; up to eight channel adapters (CAs) or up 
to four channel adapters with two processor switch 
(CATPS), or a combination of CAs and CATPSs' one 
L1C Unit Type 1 or L1C Unit Type 2; and up to 24 op­
tional L1Cs. 

Model 410: The Model 410 includes the same ele­
ments as the Model 210, but IBM has equipped the 
Model 410 with two independent CCUs (CCU A and 
CCU B), each capable of running its own NCP. It offers 
twice the 210's transaction processing power. 

Users can operate the Model 410 in dual, twin 
standby, and twin backup modes. 

Twin-dual mode: The two CCUs of the Model 410 
run independently, functioning as two separate subar­
eas, each with its own active NCP.ln this mode, Bus 
Group 1 connects to CCU A, and Bus Group 2 to CCU 
B. If one CCU stops, only its subarea is interrupted, and 
no bus switching occurs. 

Twin-standby mode: In this mode, the active CCU 
controls the whole configuration, and Bus Group 1 and 
Bus Group 2 connect to the active CCU. The second 
CCU-the hot standby CCU-takes control if the first 
CCU cannot perform. The second CCU assumes control 
automatically if a hardware failure occurs or on com­
mand from the 3475 operator console. 

. . Twi~-backup mode: Under normal operating con­
ditions, thiS method functions like the twin-dual mode. 
However, if one CCU stops, the other CCU takes con­
trol of its adapters. The active CCU may recover all or 
part of the traffic, depending on customer requirements. 
The switching between CCUs disrupts operation only 
for the sessions previously established on the stopped 
CCU. During backup status, Bus Group 1 and Bus 
Group 2 connect to the active CCU. When the other 
CCU is ready to resume processing, the appropriate 
Bus Group can revert to normal status via an operator 
command at the 3745 console. 

Model 130: This model supports two T1 lines, four 
host channel links, and four 4M bps or 16M bps IBM 
Token-Ring interfaces. 
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Model 150: This model supports 16 ports at data 
rates up to 256K bps, two 4M bps or 16M bps IBM 
Token-Ring interfaces, and one T1 line. 

Model 170: The Model 170, the largest of the 
three most recent processors, supports up to 112 lines 
at data rates up to 256K bps. The machine also sup­
ports two 4M or 16M bps IBM Token-Ring interfaces 
and two T1 lines. 

The following table presents an overview of 3745 fea­
tures. 

Specifications IBM 3745 

Number of CCUs One or two 

Storage (bytes) 4M or 8M per CCU 

Max. Duplex Line Attachment 528 

Max. Line Speed (bps) 1.544M (T1) 

Host Attachments 

Token-Ring Adapters 

Line Interfaces 

Console Requirements 

Dimensions (in.) 

Weight (lb.) 

Power Requirements 

Operating Environment 

Heat Output 

Subsystems 

16 

8 

EIA RS-232-C, RS-366, V.24, 
V.25, V.35, X.21, wideband, 
direct attach 

3151, 3161, 3727 (local), or PC 
emulating 3101 (remote) 

Base: 69.9 high, 47.5 wide, 
29.5 deep 

Base: less than 1,411 

208-240 V AC, 3 phase 

60° F; 8% to 80% relative hu­
midity 

Base: 3kW (10K Btus/hr.) 

The 3745 consists of the Control Subsystem, Communi­
cation Subsystem, and Maintenance and Operating 
Subsystem. 

Control Subsystem: This area consists of one or 
two CCUs with 4 megabytes of basic storage and an 
optional storage increment of 4 megabytes with direct 
memory access (OMA) and 16K bytes of cache storage. 
The Control Subsystem has two bus groups, each con­
sisting of two Input/Output Control (IOC) buses and one 
OMA switch. This subsystem also has a bus switch and 
features a power supply per CCU. In addition, the Con­
trol Subsystem incorporates a combination of channel 
adapters (CAs) and/or channel adapters with two pro­
cessor switches (CATPS). Each CATPS takes the place 
of two CAs. One power supply for each pair of adapters 
sustains the host connections. 

Communication Subsystem: This subsystem pro­
vides three types of attachment to the telecommunica­
tions network: Line Interface Couplers, High-Speed 
Scanners, and Token-Ring Adapters. 

Line Interface Couplers (LlCs) support asynchro­
nous or synchronous transmission at speeds up to 
256K bps and direct or modem-attached data terminal 
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equipment (OTE) under start/stop, BSC, or SOLC proto­
cols via a Low-Speed Scanner. L1C Types 5 and 6 pro­
vide integrated modem and OSU/CSU functions. L1C 
units are modular enclosures that house up to 16 L1Cs 
with their own power supplies. 

IBM offers the following Line Interface Couplers: 

• L1C Type 1-four ports, up to 19.2K bps; supports 
EIA RS-232-0/CCITI V.24, EIA RS-366/CCITI V.25, 
and CCITT X.21 bis. 

• L1C Type 3-one port, up to 256K bps; supports 
CCITI V.35 interface. 

• L1C Type 4A-four ports, up to 9.6K bps; supports 
CCITI X.21 interface. 

• L1C Type 4B-one port, above 9.6K bps to 256K 
bps; supports CCITT X.21/X.24 interfaces. 

• L1C Type 5-two integrated modem ports at 4.8K 
bps, 9.6K bps, or 14.4K bps; attachment to analog 
lines. 

• L1C Type 6-one integrated OSU/CSU or LOM port 
OSU/CSU attachment to DDS at 9.6K bps, 19.2K 
bps, or 56K bps, LOM attachment to baseband line 
at 9.6K bps, 19.2K bps, or 56K bps. 

The following IBM modems can be used with the 3745. 

Model 

3834 

3864, Model 2 

3865, Models 1, 2 

3868, Models 3, 4 

3872 

5811, Model 20 

5812, Model 10 

DSU/CSU Model 10 

5865, Models 2, 3 

5868, Model 52 

5866, Models 2, 3 

5868, Model 62 

DSU/CSU 5821, Model 1 0 

5842 

5853 

7861 and 7868 

7855V.32 

Characteristics 

4800 bps, sync 

4800/2400 bps, switched, sync 

9600/4800 bps, sync 

9600/4800,bps,sync 

2400/1200 bps, sync 

2400-19,200 bps, sync; 45.5-
19,200 bps, async 

2400-19,200 bps, sync; 45.5-
19,200 bps, async 

2.4K-56K bps sync 

9600/7200/4800 bps, sync 

9600/1200/4800 bps, sync 

14,400/9600 bps, sync 

14,400/9600 bps, sync 

2400 to 56,000 bps, sync 

1200/2400 bps, sync; 45.5-
2400 bps, async 

1200/2400 bps switched, sync 

4800/9600/14,400/19,200 bps, 
sync 

To 1200 bps, sync/to 19.2K 
bps,async 

Each High-Speed Scanner supports the attachment of 
two (one active at a time) V.35 or X.21 nonswitched 
SOLC data lines operating at speeds from 56K bps to 
2.048M bps. 
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The Token-Ring Adapters (Type 1 and Type 2) 
each support attachment of two IBM Token-Ring Net­
works under standard protocols. Type 1 and Type 2 at­
tach to 4M bps token-rings via the IBM Cabling System 
or telephone twisted-pair wiring. Type 2 also attaches to 
16M bps token-rings via the IBM Cabling System. 

Maintenance and Operator Subsystem (MOSS): 
The MOSS is functionally separate from the CCU and 
contains its own power supply. The MOSS operates the 
45M-byte disk, the diskette drive, and the control panel 
of the 3745. Two communication ports support the at­
tachment of 3745 operator consoles. The Remote Ser­
vice Facility (RSF) port enables the 3745 to be 
connected to IBM Hardware Central Service. IBM sup­
plies the RSF modem with the 3745. 

The MOSS performs IPL functions and machine 
initialization and also controls the bus switching. It of­
fers system procedures for notification of failures and 
furnishes the operator with tools to determine prob­
lems. 

Storage 
Disk Storage: In conjunction with the MOSS microcode 
and 3745 communication programming support, the 45-
megabyte disk and disk adapter of the 3745 accommo­
date up to two NCP load modules, as well as any other 
communication controller resident programs, and one 
NCP dump per CCU. One or two NCP load modules per 
CCU can transfer from the host to the 3745 (local or re­
mote) and be stored on the disk. From the network con­
sole, the operator can specify which NCP load module 
is selected for loading. The NCP transfer does not dis­
rupt 3745 operations. If a CCU/storage-related failure 
occurs, a dump of the NCP storage is automatically 
saved on the 3745 disk before the start of the NCP au­
tomatic reload sequence. The network operator can re­
quest the online transfer of a full or partial dump. 

3746 Expansion Unit 
The 3746 supplies the 3745 Communication Controller 
with additional channel adapters, Low-Speed Scanners, 
and Line Interface Couplers. There are three models. 
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• Model A11-provides up to eight additional channel 
adapters, or up to four additional channel adapters 
with two processor switch, and up to 16 additional 
Low-Speed Scanners. 

• Model A12-provides up to eight additional Low­
Speed Scanners. 

• Models L 13, L 14, L 1S-provide up to 256 additional 
line attachments provided by each model, with or 
without integrated modems. 

The maximum attachment capacity of the 3745 and its 
associated expansion units is limited to 512 lines. 

Software 
ACF/NCP Version 5: The 3745 Communication Control­
ler requires one of the following releases of the ACF/ 
NCP Version 5 licensed program: 

• ACF/NCP Version 5, Release 1, which is generated 
via ACF/SSP V3R3 for MVS/370 and MVS/XA; 

• ACF/NCP Version 5, Release 2, which is generated 
via ACF/SSP V3R4 for MVS/370, MVS/XA, VM/SP, 
VM/SP HPO, VM/XA, VSE/Advanced Function, or 
VSE/SP; or 

• ACF /NCP Version 5, Release 2.1, which is generated 
via ACF /SSP V3R4.1 for MVS/370, MVS/XA, VM/SP, 
VM/SP HPO, VM/XA, VSE/Advanced Function, or 
VSE/SP. 

Network Management: The 3745 supports IBM's Com­
munication Network Management (CNM) by sending 
information about errors to the NetView program in a 
host processor, which displays the alerts on the net­
work control terminal. NetView provides alert support 
for the IBM Token-Ring Network. If NetView is not in­
stalled,lBM recommends the installation of a 3745 con­
sole near the VT AM console to assist customers in 
determining and resolving problems. 

Support of CCITT X.25 for IBM and non-IBM OTEs: 
With the X.25 NCP Packet Switching Interface (NPSI) Li­
censed Program, users can attach the 3745 to data 
transmission networks supporting X.25 interfaces. With 
the X.25 SNA Interconnection (XI) Licensed Program, 
users can use the SNA backbone network and the SNA 
transport facilities to move X.25 traffic between compat­
ible X.25 DTEs. 
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Equipment Prices 

3745 Communication Controller 

Model 210 
Model 410 
Model 130 
Model 150 
Model 170 

SEPTEMBER 1990 

Single CCU 
Base dual CCU 

IBM 3745 
Communication 
Controller 

Data Networking 

Pure..... Mont"ly 
Price !lentlll ,.. ,.) 

141,900 
213,450 

20,600 
30,380 
25,750 

14,180 
21,340 

2,060 
3,035 
2,575 

• 
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In teroperabili ty 
Products 
New Product Announcement 

Analysis 

Vendor 
McDAT A Corp. 
310 Interlocken Parkway 
Broomfield, CO 80021 
(303) 460-9200 

Technology 
The LinkMaster 61 OOE is a network 
processor that attaches to an IBM 
mainframe and an Ethernet LAN; 
LinkMaster 4174 is an establishment 
controller that supports a 16M bps 
token-ring LAN. 

Date Announced 
6100E tn3270 server and 4174 To-
ken-Ring feature-January 29, 
1991. 

Scheduled Delivery 
Both products are available second-
quarter 1991. 

Pricing 
4174 Token-Ring feature-$3,500 or 
$4,900, depending on the controller 
model; 6100E tn3270 software-no 
charge. 

-By Barbara Callahan 
Associate Editor 

@ 1991 McGraw-Hili, Incorporated. Reproduction Prohibited. 
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Company Background 
McDAT A Corp. designs, manufac-
tures, and markets network commu-
nications systems. Major product 
families include wide area and local 
area channel extenders, host-to-host 
and host-to-Ethernet network proces-
sors, and a family of 3270-
compatible establishment controllers 
and multiplexers. The company also 
markets custom solutions for manu-
facturers, systems integrators, and 
end users to unify multi vendor envi-
ronments. 

Founded in 1982, McDA T A 
now employs more than 300 people 
worldwide. Headquartered in 
Broomfield, CO, 15 miles northwest 
of Denver, the company also sup-
ports international sales offices in 
London, Munich, Calgary, Montreal, 
and Vancouver. U.S. offices are 10-
cated in Atlanta; Boston; Chicago; 
Dallas; Los Angeles; Orlando; Pitts-
burgh; San Francisco; st. Louis; New 
York; Seattle; and Washington, DC. 

Relationship to Current Product Line 
The LinkMaster 61 OOE supports 
communications between SNA, 
TCP/IP, and Digital Equipment en-
vironments. By adding the capability 
of acting as a tn3270 server to the 
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Figure 1. 
Software/or LinkMaster 6100E 
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UnkM ...... 
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Data Networking 
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- SNMP Network Management Agent 
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TN 3270 Users 
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McDATA announced software features for the LinkMaster 61 ODE that increase its interoperability set. 

6100E, McDATA expands the product's interoper­
ability set to include Macintosh, UNIX, and PC 
workstations in the list of devices for which it pro­
vides SNA host access. 

The LinkMaster 4174 series includes 15 mod­
els that offer local and remote data communica­
tions for small, medium, and large device clusters. 
The series includes IBM-compatible token-ring 
local area network gateway and downstream con­
troller models. The Model 44R, introduced in 
1990, attaches to an Ethernet LAN. With the addi­
tion of the new feature for the 4174, McDATA ex­
pands the controller's capabilities to support of 
16M bps token-ring LANs. 

Market Position 
McDATA ranks second to IBM in the communica­
tions controller market. In the interoperability 
market, the vendor has carved out a unique niche 
with its expertise in IBM channel communications. 
Its products also access IBM's NetView applica­
tions. 

APRIL 1991 

Characteristics 

LinkMaster 6100E tn3270 server-The LinkMas­
ter 61 OOE network processor links different sys­
tems by connecting Digital Equipment 
Corporation and UNIX devices on Ethernet LANs 
to additional resources located on an IBM main­
frame. The 6100E attaches to the IBM channel and 
the Ethernet network cable. The product supplies 
Ethernet connectivity for host-based applications 
and also functions as a channel application server 
to support terminal emulation and file transfers. 
When acting as a tn3270 server, the 6100E pro­
vides SNA host access to Macintosh, UNIX, and 
PC workstations running tn3270. 
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LinkMaster 4174 Establishment Controller 
16M bps Token-Ring Feature-LinkMaster 4174s 
are modularly constructed and offer industry­
standard interfaces that are IBM 3174 compatible 
at network and device levels. LinkMaster 4174 
controllers support Category A coax devices from a 
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variety of vendors. The Token-Ring feature for the 
4174 consists of new software and a switchable 
4116M bps LAN interface card based on Texas In­
struments' new chipset. McDAT A plans to incor­
porate Remote Group Polling into the 4174 in the 
third quarter of 1991 .• 
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McDATA 
LinkMaster 6200 
Network Gateway: 
First Look 

McOA T A has introduced a solution for in­
tegrating multiple, dissimilar LANs into 
host applications. Compatible with the 
IBM 3172 Interconnect Controller, McOA­
T A's LinkMaster 6200 Network Gateway 
provides shared access to 3270 host envi­
ronments for combinations of token-ring, 
Ethernet, and FOOl LAN workstations. 

Vendor 
McOAT A Corp. 
310 Interlocken Parkway 
Broomfield, CO 80021 
(303) 460-9200 
In Canada: 
Contact U.S. office. 

Price 

1 

Date Announced 
October 1992. 

$21,000 to $42,000 for base configurations. 
GSA Schedule: No. 

Scheduled Delivery 
November 1992. 

Competition 
IBM's 3172 Interconnect Controller. 

-By Martin Dintzis 
Assistant Analyst 
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Analysis 

The LinkMaster 6200 Network Gateway enables users to 
consolidate multiple, otherwise incompatible 10qll area 
networks. Through protocol conversion, concentration, 
and gateway services, it provides shared access to IBM 
host channels and 3270 applications. 

Containing six slots for interface modules, the Link­
Master 6200 can accommodate up to four bus and tag host 
connections (one per slot), ten Ethernet LAN connections 
(two per slot), five token-ring tAN ;connections (one per 
slot), and two FDDI LAN connections. Through these 
modules, the LinkMaster 6200 supports multiple proto­
cols concurrently, including SNA, TCP/IP, OSI, and DEC­
net, for interoperability between different LAN types. 

Marketing Strategy 
In addition to host-to-LAN gateways, McDAT A designs, 
manufactures, and markets wide and local area channel 
extenders, multiplexers, and a family of IBM-compatible 
network controllers. The vendor also provides custom 
multi vendor networking solutions to end users, manufac­
turers, and systems integrators. Its key strategy is to maxi­
mize investments in and productivity of enterprise net­
works based on IBM's Systems Network Architecture 
(SNA) and 3270 Information Display System. 

Competition 
The LinkMaster 6200 competes with the IBM 3172 Inter­
connect Controller, IBM's platform for LAN consolida­
tion. 

Overview 

Model Design Date Announced 

LinkMaster 6200 Floorstanding Unit October 1992 

JANUARY 1993 

McDATA 
LlnkMa.ter 8200 
Network Oateway: 
Flr.tLook 

Decision Points 

Strengths 

Data Networking 

• The LinkMaster 6200 supports up to four bus and tag 
connections; IBM's 3172, in contrast, supports a maxi­
mum of two. 

• The LinkMaster 6200 can off-load up to 50% of the 
CPU's TCP/IP protocol processing overhead using In­
terlink Computer Sciences' SNSITCPaccess Network In­
tegration TCP/IP host software for MVS. McDATA 
claims that this combination exceeds the performance of 
the IBM 3172-even with IBM's newer off-load technol­
ogy. 

• It supports the most recent version of IBM VT AM, Ver­
sion 3 Release 4, which simplifies host access and system 
administration over previous VT AM releases. 

• The produces modular architecture enables userslo mi­
grate to a different LAN implementation (or a different 
media type) with simple board-level replacement. 

• A UNIX-based platform, the LinkMaster utilizes an in­
dustry-standard operating system and bus architecture 
that can incorporate new technology (such as more pow­
erful microprocessors) as it becomes available. 

• System administrators can perform remote maintenance 
using UNIX's built-in diagnostic facilities, minimizing 
the need for on-site support. 

Limitations 

• The LinkMaster 6200 does not support Tllinks between 
remote IBM hosts, as the IBM 3172 does. 

• Support for IBM ESCON is a future offering. 

Date Delivered 

November 1992 

Purchase Price ($) 

21,000 to 42,000 for base 
configurations 
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First Look 

Decision Points 

Model 

LinkMaster 6200 

Specifications 

Features/Functions 

Model 

Hardware Features 
Internal Microprocessor 

Bus Architecture 

Internal Memory Capacity (bytes RAM) 

Diskette Drive Capacity (bytes) 

Hard Disk Capacity (bytes) 

Tape Drive Capacity (bytes) 

Transmission Features 
Maximum Number and Types of 

Communications Interfaces 
Supported 

Software Features 
Multivendor Networking Capability 

Host TCP/IP Processing Offload 

Network Management Features 
Fault/Problem Management 

Configuration Management 

Requirements 

High Throughput 

Multivendor Networking 

Host Independent Networking 

LinkMaster 6200 

80486 

Extended Industry Standard Architecture (EISA) 

8M 

1.4M 

120M 

120M 

Comments 

Supports 10M bps to 100M bps local area 
network connections and 4.5MB/sec. IBM 
bus and tag connections. 

Consolidates combinations of dissimilar 
LANs, allowing shared access to 
host-based applications and resources. 
Utilizes the open networking features of 
UNIX, such as remote diagnostics 
capability. 

Off-loads TCP/IP protocol processing from 
the host by as much as 50% when used 
with special mainframe software from 
Interlink Computer Sciences. 

Contains six internal slots for interface modules. These slots can accommodate as many as four 
4.5MB/sec. bus and tag host connections (one per slot), ten 10M bps Ethernet (1 OBASE5 or 10BASE2) 
LAN connections (two per slot), five 16M/4M bps token-ring LAN connections (one per slot), and two 
100M bps FOOl LAN connections. ESCON channels will be supported in future enhancements. 

The LAN adapters support multiple protocols, including IBM SNA, TCP/IP, DECnet, and OSI. Different 
,LAN platforms have shared access to 3270 host applications. Using Interlink Computer Sciences' 
DECnet software for IBM hosts, the LinkMaster 6200 can establish the IBM mainframe as a peer in the 
Digital VAX network. 

Working with Interlink's SNSjTCPaccess Network Integration TCP/IP host software for MVS 
environments, the LinkMaster 6200 can off-load up to 50% of host CPU protocol processing cycles. 

The LinkMaster 6200 provides generic alerts to IBM NetView. It can be monitored and configured from 
a Netview console with NetView command processor software installed on the IBM host. The 
Link Master 6200 is also interoperable with SNMP-based systems. 

A network administrator can configure and manage the LinkMaster 6200 from LAN-attached 
workstations using the TELNET protocol; from a NetView console; or from a local/remote ASCII 
terminal. Software downloading from one of McDATA's support centers is possible. 
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Physical Specifications 

Model 

Physical Dimensions (H x W x D, Inches) 

Weight (lb.) 

EleCtrIcal Requirements 

Environmental Specifications: 
Operating Temperature (oF) 

Humidity (%) 

JANUARY 1993 

LlnkMaeter 8200 

6.9 x 19.0 x 19.0 
40, fully configured 
120/208/220 V AC, 3-5 Amp, 
50-60 Hz 

40-105 
10-80 (noncondensing) 

McDATA 
LlnkM •• ter 8200 
Network Gatewa,l 
Flr.tLook 

Data Networking 
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NCR Comten 5645 
Communications 
Processor 

New Product Announcement 
AnalysiS 

Vendor 
NCRComten 
2700 Snelling Avenue N. 
St. Paul, MN 55113 
(612) 638-7777 

Technology 
Communications processor. 

Date Announced 
September 3, 1990. 

Scheduled Delivery 
Immediate. 

Pricing 
$59,000 base price. 

Company Background 
NCR Comten, a subsidiary of NCR 
Corporation since 1979, designs, ma­
ufactures, services, and markets a 
variety of data communications 
equipment, including data communi­
cations processors. The company has 
specialized in data communications 
systems since 1968. 

-By Barbara Callahan 
Associate Editor 
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In February 1989, NCR extended an 
agreement with Alcatel Business Sys­
tems Ltd., U.K., in which Alcatel 
continues to receive the rights to 
market NCR Comten data commu­
nications systems. The agreement, 
entered into in 1977 and extending 
until 1994, authorizes Alcatel to 
market, install, and service NCR 
Comten data communications sys­
tems and software in 14 European 
countries. 

Relationship to Current Product Line 
The Comten 5645 base system, a 
new member of the NCR Comten 
family of 5600 SNA communications 
processors, achieves the same perfor­
mance level as the current Com ten 
5655 but features fewer host and line 
connections and, consequently, a 
lower price. The 5645 provides a 
cost-effective price/performance so­
lution for networks that require 
fewer line and host connections than 
those offered by the other Comten 
5600 processors but that need the 
performance range of those models. 
Users can upgrade the performance 
of the 5645 after installation in less 
than four hours to achieve 1.5 times 
(comparable to the performance of a 
Comten 5665) or 2.25 times (compa­
rable to a Comten 5675) the perfor­
mance of the base system. 

NOVEMBER 1990 
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Table 1. Processor Comparison Chart 

Comten 5620XP Comten 5845 

Channel-Connected Up to 2 Upto4 
Hosts· 

Lines· Up to 64 Up to 128 

T1 Links· NA Up to4 

Token-Ring LANs· Up to 2 Up to 16 

TCP/IP Ethernet One maximum Up to 12 
LANs· 

Main Storage, bytes 1 M to 4M 4M to 16M 
(min./max.) 

Fixed Disk Capacity, 20M 80M 
bytes 

System Console Optional Optional 

Relative 0.25 Scalable (1.0, 
Performance·· 1.5, or 2.25) 

NCR Comt.n 5845 
Communications 
Proce .. or 

Comten 5655 

Up to 8 

Up to 512 

Up to 16 

Up to 64 

Up to 48 

4M to 16M 

80M 

Optional 

Scalable (1.0, 
1.5, or 2.25) 

Data Networking 

Comten 5665 Comten 5675 

Up to 8 Up to 16 

Up to 1,024 Up to 1,024 

Up to 16 Up to 24 

Up to 64 Up to 64 

Up to 48 Up to 48 

4M to 16M 8M or 16M 

80M 80M 

Intelligent Intelligent 

1.5 2.25 

"Note that all of the line, LAN, and host connectivity maximums listed cannot be achieved simultaneously. Actual connectivity is 
determined by modeling the unique traffic patterns of your network. 
"·These figures compare the capability of NCR communications processors to handle real interactive work loads, not an artificial 
test environment. The minimum performance level of a Comten 5645 is defined as 1.0 
NA-Not applicable. 

Market Position 
Second to IBM in the market, NCR Comten is the 
leading vendor of communications processors for 
the IBM environment. In recent years, however, 
NCR Comten has focused on support for multiven­
dor communications and evolving standards. To 
remain competitive, the company has looked be­
yond IBM and begun to produce products such as 
the 5600 communications processors that intercon­
nect to OSI and ISDN systems. 

NOVEMBER 1990 

Characteristics 

Overview 
The Comten 5645 can operate as a front-end pro­
cessor, as a remote concentrator processor, or si­
multaneously as a front-end processor for local 
hosts and as a remote processor for hosts elsewhere 
in the network, providing SNA networking or link­
ing SNA network applications with TCP/IP and 
OSI environments. Users can upgrade its memory 
on-site from 4 megabytes to 8 or 16 megabytes. 
Users can also install, on-site, attachments for 
token-ring and Ethernet LANs, Tllines, and other 
NCR Comten communications line termination 
equipment, up to the system's main capacity. 

For an overview of the characteristics of all 
processors in the 5600 family, see Table 1.. 

@ 1991 McGraw-Hili, Incorporated. Reproduction Prohi!lited. 
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Note: In addition to sup­
porting token-ring net­
work gateway functional­
ity, the COmten 5600's 
Multiple Communications 
Adapter Module (MCAM) 
now supports TCPIIP Eth­
ernet LANs and European 
ISDN basic rate network 
connections. 
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Communications 
Processors 

NCR's Comten processors, designed to replace 
the IBM 3745, can function as front ends, remote 
concentrators, or intelligent switches in mM and 
NCR host systems. They support anywhere be­
tween 32 and 1,024 communications lines and 
from 2 to 64 LANs, depending on the model. 

Strengths 

• Comten 5600 processor models are easily in­
tegrated into IBM environments; multiple 
units can be monitored and managed from a 
NetView, Net/Master, or NCR-provided ad­
ministration console. 

• Part of NCR's Open Networking Environ­
ment (ONE) strategy, NCR's processors link 
multiple, incompatible host and LAN environ­
ments, thereby providing a migration path 
from SNA to multivendor networking. 

• They provide flexible configuration capability 
and can easily be upgraded without software 
modification. 

• Support for redundant processors enables us­
ers to create backup facilities and to distribute 
the work load among multiple interconnected 
units. 

-By Martin Dintzis 
Assistant Editor/Analyst 

Limitations 
Comten 5600 processors are limited only by the 
constraints of the technology employed (e.g., 
mM SNNSDLC or 3270 BSC). 

Competition 
mM and Amdahl. 

Vendor 
NCR Corp. 
Network Products Group 
2700 Snelling Avenue North 
St. Paul, MN 55113 
(612) 638-7777 
In Canada: 
NCR Canada Ltd. 
6865 Century Avenue 
Mississauga, ON L5N 2E2 
(416) 826-9000 

Price 
A base configuration can cost from $36,880 to 
$254,000, depending on the model. GSA Sched­
ule: Yes. 

o 1993 McGraw-Hili. Incorporated. Reproduction Prohibited. 
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Product Analysis 

Communications processor technology. dates back to the. early 
'70s. NCR, however, continues to streamline its Comten 5600 
product line and to add additional multivendor networking fea­
tures. 

The modularly designed machines in the Comten 5600 family 
include the 5630, the 5645-B, the 5655-B, the 5665-B, and the 
5675-B. Hardware and software compatibility runs through this 
family, as well as to the 5660 and 369X series products, which are 
no longer actively marketed. 

Together, the five processor models provide the capability to 
link multiple local and remote mM SNAlSDLC or 3270 BSC 
hosts to async, token-ring LAN, TCPIIP Ethernet LAN, and X.25 
packet switched environments. The 5675-B can support as many 
as 16 IBM host connections and up to 64 token-ring or 48 Ether­
netLANs. 

In 1992 NCR added support for TCPIIP Ethernet LAN con­
nections and European ISDN basic rate network connections on 
the Comten 56oo's Micro Channel-based Multiple Communica­
tions Adapter Module (MCAM). Each MCAM supports up to four 
4MI16M bps token-ring LAN, six Ethernet LAN, and eight ISDN 
BRI interfaces. An evolving product, MCAM will support ISDN 
primary rate network connections in the second quarter of 1993, 
and frame-relay and SMDS environments at an unannounced 
future time. 

Target Applications 
NCR's Comten 5600 models can be used as front-end processors, 
remote concentrators, gateways, and intelligent switches. Locally 
attached to one or more host computers, a front-end processor 
relieves the hosts of the overhead involved in message handling 
and network control. A concentrator controls a community of ter­
minals, terminal clusters, or distributed application processors, 
gathering, queuing, and multiplexing their transmissions onto one 
or more high-speed lines. An intelligent switch routes messages 
among the network's various end points. 

Strengths 
NCR's processors can easily be integrated into an existing mM 
SNA network. Multiple processor units can be managed from an 
NCR, NetView, or NetlMaster console. Part of NCR's ONE strat­
egy for linking multiple, incompatible host and LAN environ­
ments, the processors go far beyond the bounds of SNA. 

Overview 

NCR 
ComtenHOO 
Communications 
Proc ...... 

Data Networking 

The modular design of the Comten 5600 processors offers 
configuration flexibility. Users can adjust to network growth re­
quirements through on-site upgrades and on-site attachments ex­
pansion. Modularity allows users to add line, channel, and LAN 
connections as needed. 

System upgrades usually require less than four hours for com­
pletion. In addition, upgrades do not necessitate modifications in 
network software Or configurations, nor do they require the addi­
tion of a second CPU. Instead, the performance of the existing 
CPU is upgraded-an approach that eliminates the lengthy pro­
cess of reconfiguring the network to decide which CPU will sup­
port which lines, LANs, and interfaces. 

The number of components in Comten 5600 processors is 
40% less than that of previous models. The technology incorpo­
rated into their design is based on application-specific integrated 
circuitry, which reduces floor space, power, and cooling require­
ments. 

NCR's Rack Mounted Universal Communications Adapter 
(RMUCA), one of the processor components, eliminates many 
network headaches; RMUCA creates up to two active and two 
backup data paths from one communications processor to other 
processor nodes. Through the RMUCA, users can back up all 
segments of their processors and the attached lines, or switch 
among multiple communications processors to evenly distribute 
the computing load. 

NCR Comten Overview software, running on a personal com­
puter, acts as an automated control facility for multiple network 
processors. It enables network operators to create and store often­
used command sequences, which will be automatically activated 
in response to predefmed conditions. Automating commands re­
duces the possibility of operator errors. 

Limitations 
Users are gradually migrating away from the hierarchical (host­
to-terminal) type of processing, for which the mM communica­
tions processor was originally developed, in favor of distributed 
processing and peer-w;.peer communications using LAN PCs. 
The communications processor is a transition product, one that is 
allowing users to link an existing host processing system to an 
evolving LANIWAN environment that is destined to eventually 
replace the host platform. 

Competitive Analysis 
NCR's Comten 5600 processor family provides full mM compat­
ibility, easy expansion, and a migration path to open networking 
environments of the future. The vendor's engineering, educa­
tional, and support services are available to help make this tran­
sition as smooth as possible for the user. 

NCR's Comten processors are fully interoperable with IBM 
SNAenvironments, although they run NCR's own software. Am­
dahl's products, in contrast, are mM plug-compatible: they run 

Models Design Date Announced Date Delivered Baae Price ($) 

5630 

5645-8 

5655-8 

5665-8 

5675-8 

APRIL 1993 

Floorstanding unit 

Floorstandlng unit 

Floorstandlng unit 

Floorstandlng unit 

Floorstandlng unit 

September 1991 

September 1990 

September 1990 

March 1991 

March 1991 

September 1991 36,880 

September 1990 58,700 

September 1990 122,100 

March 1991 187,000 

March 1991 254,000 

C 1993 McGraw-Hili, Incorporated. R.productlon Prohibited. 
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mM's ACFINCP software for the 3745 without modification. 
With this approach, Amdahl preserves the user's investment in 
software while offering superior price/performance, reliability, 
and ease of use on its own controllers. Plug compatibility, how­
ever, limits the number of unique features that a competing prod­
uct can support. 

Vendor Analysis 

Marketing Strategy 
For 20 years, NCR has been developing, manufacturing, market­
ing, and servicing data communications systems and networking 
software. For many years, NCR based its marketing strategy on 
the concept of making it easy for an mM user to install an NCR 
communications processor in an SNA network. To remain com­
petitive, however, the vendor is now looking beyond IBM, focus­
ing on supporting multivendor communications and evolving 
standards, such as TCPflP, frame relay, ISDN, and SMDS. 

NCR is accomplishing this goal through the Comten 5600 
processor family and its ONE strategy. ONE includes a suite of 
open networking hardware and software products based on 
TCPflP and OSI; SNA software that ensures coexistence between 
existing networks and OSI networks; and transition products that 
provide a smooth migration to open networking. 

Having merged with AT&T in September 1991, NCR is in a 
stronger position to offer multi vendor wide area networking so­
lutions to its customers. NCR has integrated AT&T's StarLAN 
family of network adapters and intelligent hubs, StarWAN line of 

Decision Points 

Models 

Comten 5600 Communications 
Processor 
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Requirements 

High Throughput 

Flexibility 

Multivendor Networking 

Reliability 

Network Management 
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bridges and routers, StarGROUP client/server software, and Star­
SENTRY network management software into ONE. 

Target Markets 
NCR's communications processors are designed for corporations 
with large SNA networks-especially those desiring a migration 
path to LAN processing or multi vendor wide area networking. 

Market Position 
NCR is second only to mM in the sale of communications pro­
cessors for mM host environments. NCR is best known, how­
ever, for its retail, banking, and financial computer systems. Its 
product line includes the following: 

• Industry-specific workstations for retail, financial, manufactur­
ing, and other markets; 

• General-purpose workstations, such as personal computers and 
display terminals; 

• Multiuser computer systems for interactive and batch process­
ing; and 

• Large computer systems for on-line transaction processing. 

NCR is the fifth largest competitor in overall computer system 
sales, trailing mM, Digital Equipment, Unisys, and Hewlett­
Packard. 

Major Competitors 
In addition to mM, Amdahl competes with NCR in the commu­
nications processor market. 

Comments 

Supports 16M bps token-ring LANs, and T11 
E1 speeds for remote host connections. 
Support for frame relay, ISDN PRI, and 
SMOS is planned. 

A modular architecture makes system 
expansion and performance upgrades 
straightforward. Enhancements do not 
require software modifications or CPU 
replacement. 

Supports async, IBM SNAISOLC, IBM 3270 
BSC, TCPIIP, and X.25 data flows 
concurrently. Accommodates both token-ring 
and Ethemet LANs. 

Backup data paths provide access to 
redundant network paths and processor 
nodes. 

Comten 5600 processors can be managed 
from an NCR, IBM NetView, or Systems 
Center Net/Master console. Realtime status 
information from multiple processors can be 
viewed simultaneously in varying levels of 
detail. User-defined alerts and automated 
operations are supported. 

APRIL 1993 
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Interoperabillty Matrix 

Product 

Product Classification 

Relationship With Higher-Level Elements 
Position in Network Architecture 
Compatibility 
Host Software Required: 

Operating Systems 
Access Methods 

Communications Processor Software 
Load 

Host Access 

Network Management Support 

Relationship With Peer-Level Elements 
Compatible Communications Processors 
Transport Architectures Supported 

Relationship With Lower-Level Elements 
Leased Line Support 
Packet Network Support 

LAN Attachment Support 

NCR 
Comten5800 
Communications 
Proceuore 

Comlen 5600 Communications Processor 

Proprietary network router/gateway device. 

Data Networking 

Appears to the IBM host as an SNA physical unit (PU) type 4 device. 
Designed to replace the IBM 3745 channel-attached or remote processor. 

MVSI370, MVS/ESA, MVSIXA, VM/SP, VMlSP HPO, VMlXA, VSElAF, or VSElSP 
VTAM, BTAM, BTAM-ES, or RTAM 
From a local/remote personal computer or host, or from the processor's hard disk. 

Direct connection via a System/370 block multiplexer channel or data streaming channel, 
remote access via a dial-up or leased line, or indirect host access via an Ethernet or 
token-ring LAN. 
Can be configured, monitored, and managed via IBM NetView or Systems Center 
NeVMaster. 

Fully interoperable with any IBM 3745 FEP or remote processor. 
Async, IBM SNAlSDLC, IBM 3270 BSC, TCP/IP, ISDN basic rate, and X.25 dataflows. 

Provides access to fractional or full T1IE1 lines via a T1, E1, or V.35 interface. 
Supports access to an X.25 packet switched network using an RS-232-C or X.21 
Interface. 
Ethemet (IEEE 802.310BASE5) and 4M/16M bps token-ring (IEEE 802.5) environments 
are supported concurrently. 

Sales and Distribution Strategy Policies and Programs 

Sales 
NCR has 7 main sales offices and more than 300 district offices 
throughout the U.S., as well as 1,300 sales offices in 120 coun­
tries worldwide. 

Distribution 
NCR distributes its products through a combination of direct and 
indirect channels, including OEMs, VARs, and dealers. 

Support 

NCR sells and leases Comten 5600 processors. Through its 
worldwide support organization, the vendor provides remote di­
agnostics; on-site service; consulting and engineering services for 
complex networks; multivendor solutions; and customer educa­
tion and training. 

APRIL 1993 

Warranty 
NCR guarantees all Comten 5600 processor components for one 
year and will provide on-site repair or replacement at no charge to 
the user. 

Support Services 
A 24-hour, 7-day-a-week hot line is available to all NCR custom­
ers with service contracts. Once a problem has been described to 
the support center phone crew, it is entered into a database, which 
forwards the problem to service personnel closest to the customer. 
On-site support is available as needed, whether over a weekend or 
during the week. The support hot line number is (800) 262-7782. 

NCR offers a Remote Support Program, which also entitles 
the user to on-site maintenance if a problem cannot be resolved 
remotely. Remote diagnostics allow NCR support centers to use 
telephone connections to assist in diagnosing hardware and soft­
ware problems, or maintaining microcode. It also enables peri­
odic monitoring of a system and its peripherals, such as disk 
units, printers, and terminals. 

Customers who elect not to participate in the Remote Support 
Program can obtain a conventional on-site hardware maintenance 
agreement, which is offered at an additional charge of 25% above 
remote support rates. 

Service Divisions 
NCR's worldwide customer service divisions are organized into 
Centers of Expertise. U.S. centers include the following: . 

C 1993 McGraw-Hili, Incorporated. Reproduction Prohibited. 
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Account Support Center: The main source of NCR customer ser­
vices, this center is responsible for coordinating the delivery of 
services from other Centers of Expertise. It provides planning, 
consulting, and implementation services. 

Systems Integration Center: Provides in-depth, technical support 
services for complex and leading-edge technology products. It 
also assists customers in the integration of NCR products into 
multi vendor environments by subcontracting NCR third-party re­
sources for each customer project. 

Customer Support Center: Provides on-site and remote hardware 
and software service. Several of these centers may work as a 
team. 

Software Engineering and Network Support Center: Guides cus­
tomers in the use of NCR architecture, methodology, and tools for 
developing applications. 

Specifications 

Enhancements 

Date Event 

3880 5 
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Service Hour. 
The support hot line, (800) 262-7782, is in service 24 hours a day, 
7 days a week. Field service personnel are dispatched as needed, 
according to reports transmitted from the hot line center. 

Training/Education 
NCR's main education headquarters, located in California, Geor­
gia, and Ohio, provide a full range or courses for customers. The 
vendor also maintains 12 regional education centers throughout 
the U.S. On-site training is available at a facility of the customer's 
choice, as are a variety of self-instruction courses. Customers se­
lecting self-instruction courses also receive telephone assistance 
from an instructor. Subjects covered include data communica­
tions systems concepts, local area networks, enterprisewide net­
works, TCPIIP, SNA advanced program-to-program communica­
tions (APPC), problem determination for SNA. communications 
processor systems. and ACFINCP generation. 

1991 NCR introduced the Model 5630, a low-end communications processor supporting both channel-attached 
and remote concentrator configurations. 

1992 

Second quarter of 1993 

Features/Functions 

Models 

Hardware Features 
Design 
Internal Memory Capacity (bytes RAM) 
Hard Drive Capacity (by tea) 

Transmission Features 
Max. Number of Lines (1) 

Max. Number of T1JE1 Links 
Max. Number of Host Connections 
Max. Number of Token-Ring 

LAN Connections 
Max. Number of Ethernet LAN 

Connections 
Physlcallnterfac .. Supported 

Introduced the Multiple Communications Adapter Module (MCAM), which initially supported multiple token­
ring LAN interfaces. 
NCR announced that it had expanded its Open Networking Environment (ONE) product line and has 
integrated AT&T Network Systems' LAN intemetworking products into ONE, creating an even more 
comprehensive solution 
NCR added support for TCPIIP Ethemet and European ISDN basic rate network connections on MCAM. 

The vendor will add support for ISDN primary rate network connections on MCAM. 

5630 5645-B 5655-B 

Floorstandlng unit Floorstandlng unit Floorstandlng unit 
4M-16M 4M-16M 4M-16M 
120M 120M 120M 

32 128 S12 
2 4 16 
2 4 8 
16 16 64 

12 12 48 

RS-232-C, RS-366 (auto call), RS-232-C, RS-366 (auto call), RS-232-C, RS-366 (auto call), 
T1, E1, V.3S, V.36, X.21, NCAI T1, E1, V.3S, V.36, X.21, NCAI T1, E1, V.35, V.36, X.21 , NCAI 
OLC, MIL-188, IEEE 802.S OLC, MIL-188, IEEE 802.S OLC, MIL-188, IEEE 802.S (4MI 
(4M/16M bps tOken-ring), and (4M/16M bps token-ring), and 16M bps token-ring), and IEEE 
IEEE 802.3 10BASES IEEE 802.3 10BASES 802.3 10BASES (Ethemet) 
(Ethernet) (Ethernet) 
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Features/Functlons (Continued) 

Software F .. t ...... 
Multlvendor NetwOrking 

Capability 
Peer-to-Peer SNA Networking 

Capability 

Protocol Conversion Capability 

Supported through NCR's TCP! 
IP software. 

NCR's ACFINCP Version 5.3 
allows NT 2.1 devices to use 
the LUS.2 protocol, for peer-to­
peer sessions over SNA WANs. 

Async to SOLC, async to X.25, 
and SOLC to X.25 conversions. 

Supported through NCR's TCP! Supported through NCR'sTCP! 
IP software. IP software. 

NCR's ACFINCP Version 5.3 
allows NT 2.1 devices to use 
the LUS.2 protocol, for peer-to­
peer sessions over SNA WANs. 
Async to SOLC, async to X.25, 
and SOLC to X.25 conversions. 

NCR's ACFINCP Version 5.3 
allows NT 2.1 devices to use the 
LU6.2 protocol, for peer-to-peer 
sessions over SNA WANs. 

Asyric to SOLC, async to X.25, 
and SOLC to X.25 conversions. 

(1) Not all of the line, LAN, and host connection max/mums can be achieved simultaneously. 

Models 

Hardware F .. tures 
Design 

Internal Memory Capaqlty (bytes RAM) 
Hard Drive Cspaclty (bytes) 

Transmission Features 
Max. Number of Lines (1) 

Max. Number of T11E1 Links 
Max. Number of Host Connections 

Max. Number of Token-Rlng 
LAN Connections 

Max. Number of Ethernet LAN 
Connections 

Physical Interfaces Supported 

Software Feat ...... 
Multlvendor Networking 

Capability 

P ..... to-P .. r SNA Networking 
Capability 

Protocol Conversion Capability 

586S-B 

Floorstanding unit 

4M-16M 
120M 

1,024 
16 

8 

64 

48 

RS-232-C, RS-366 (auto call), T1, E1, V.35, V.36, 
X.21, NCRlDLC, MIL-188, IEEE 802.5 (4M116M 
bps token-ring), and IEEE 802.31OBASE5 
(Ethernet) 

Supported through NCR's TCP/IP software. 

NCR's ACFINCP Version 5.3 allows NT 2.1 
devices to use the LU6.2 protocol, for 
peer-toopeer sessions over SNA WANs. 

Async to SOLC, async to X.25, and SOLC to X.25 
conversions. 

5875·B 

Floorstanding unit 

4M·16M 
120M 

1,024 

24 
16 

64 

48 

RS-232-C, RS-366 (auto call), n, E1, V.35, V.as, 
X.21, NCRlDLC, MIL-188, IEEE 802.5 (4M116M 
bps token-ring), and IEEE 802.3 10BASE5 
(Ethemet) 

Supported through NCR's TCP/IP software. 

NCR's ACFINCP Version 5.3 allows NT 2.1 
devices to use the LU6.2 protocol, for peer-tOopeer 
sessions over SNA WANs. 
Async to SOLC, async to X.25, and SOLC to X.25 
conversions. 

(1) Not all of the line, LAN, and host connection max/mums can be achieved simultaneously. 

Network Management Functions 

Fault and Problem Management NCR Comtan Communlcetlona Alerting Facility (CAF), software that runs on the communications 
processor, provides realtime status information via an NCR CAF console. It supports user-definable alerts 
and provides multiple report formats for displaying information In different levels of detail. 

NCR Comtan Overview, software that operates on an NCR personal computer, parmlts a network 
operator to use a single console to view Information about. as many as 8 local and 12 remote 
communications processors. Comtan Overview further enhances CAF by providing support for script files, 
windowing capability, a menu-driven interface, contaxt-sensltlve help screens, a system log, and access 
security. 

Configuration Management Configuration information is downline loadable to the Comten Communications Operating System Release 
2 (COS 2) from an NCR console,an asynchronous terminal, a remote IBM host, or another remote 
communications processor. . 

NCR Comtan Support Faclllty,.software that resides In multiple communications processors, allows a 
network operator to manage all the processors from an IBM NetView or Systems Center NstlMaster 
console. 

Accounting and Performance Managament NCR's ACF!NCP software produces host-independent nstwork statistics not available through the IBM 
communications processor. Users can initiate and collect these statistics from an NCR console or through "'- .. 
NetVIew or NetIMaster. 
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Network Management Functions (Continued) 

Security Management 

Configuration 

Components 
Product 

Communications Base (CB) Module 

Multiple Communications Adapter 
Module (MCAM) 

Rack Mount Network Interface 
Adapter (NIA) 

Rack Mount Universal Communications 
Adapter (RMUCA) 

T1IEl Interface Module 

Comten Overview software provides a multilevel sign-on procedure, securing accass to the network 
management system. Other security features are available through NetView and Net/Master. NetView, for 
example, supports security management by restricting access to NetView, and by providing an interface to 
IBM's Resource Accass Control Facility (RACF). RACF provides security features such as user profile 
control, multilevel automated logon to specified applications, automated logoff, and time-outs. 

Description 

Supports up to 16 communications lines concurrently, with data rates up to 56K164K bps per line. 

A Micro Channel-based unit supporting up to four 4M116M bps token-ring LAN, six Ethemet LAN, or eight 
ISDN BRI interfaces (1). Combinations of both types, up to a maximum of six LANs, are possible. 

Supports up to four LANs (up to three Ethemet or four tOken-ring). Combinations of both Ethemet and 
token-ring are possible. 

Provides up to two active and two alternate data paths between a communications processor and other 
local or remote processors. With RMUCA, the user can establish redundant communications facilities, or 
distribute the work load among multiple communications processors. 

Provides access to a fractional or full T1IEl transport services, supporting data rates up to 2.048M bps. 

(1) Future enhancements will add support for frame relay. ISDN PRI, and SMDS on this module. 

Configuration Rules 
Models 

Max. Number of CB Modules 

Max. Number of MCAMs 

Max. Number of NIAs 

Max. Number of RMUCAs 

Max. Number of T1IEl Modules 

Models 

Max. Number of CB Modules 

Max. Number of MCAMs 

Max. Number of NIAs 

Max. Number of RMUCAs 

Max. Number of T1IEl Modules 

Physical Environment 

Models 

Physical Specifications (H x W x 0, In.) 

Electrical Specifications 

Environmental Specifications 

5630 

2 

2 

Not used in this model. MCAM 
provides LAN connectivity. 

Not used in this model. CB 
module provides direct 
connections to other 
proceSsors. 

2 

5665-B 

64 

16 

16 

8 
16 

5630 

39x24x28 

200 V-240 V AC, 8 Amp (max.) 

5645-B 

8 

4 

4 

Not used in this model. CB 
module provides direct 
connections to other 
processors. 

4 

5675-B 

64 

16 

16 

8 
24 

5655-B 

32 

4 

16 

4 

16 

5645-B, 5655-B, 
5665-B, 5675-B 

67x24x28 

200 V-240 VAC, 16Amp(max.) 
Operating temp.: 60-gooF; humidity: 35%-60% 
noncondensing 

Operating temp.: SO-goOF; humidity: 35%-60% 
noncondensing 

7 
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Optional· Software 

Comt.n TCpnp R.I .... 1 

Comt.n X.25 Ver.lon 2 Rei .... 2 

Pricing 

Equlpm.nt Prlc •• 

Proce.sor Mod.1 

5830 
5645-B 

5655-B 

5865-B 

5675-B 

Software Price. 

Product 

NCR Comlen Op.ratlng Sy.lem 
R.I .... 2 (COS 2) 

ACFINCP V.relon 5.3 
NCR Comt.n Communications 

AI.rt Facility (CAF) 
NCR Comlen Ov.rvlew 

NCR Comlen Support Facility 
(CSF) 

NCR Comlen X.25 V.r.lon 
2 Rei .... 2 

TCPnPR.I .... 1 

APRIL 1993 

NCR 
eomtenl8OO 
Comnwnlcatlona 
ProO..aOl'll 

Data Networking 

Fosters interoperabllity among devices In async, SNA, and Ethernet LAN networking environments, 
allowing users to share resources and software applications. . 
Supports Fil. Transfer Protocol (FTP) for host-to;host file transfer; Simple Mail Transfer Protocol (SMTP), 
which allows message transfer between TCP/IP resources and SNA hosts; and SNMP enables 
. network-based X Windows server systems and clientS to access IBM host applications. 
Provides multiple APls: Berkeiey Software Distribution Socket Interface; AT&T Transport Layer Interface, 
NCR's TCP/RPI, and Sun Mlcrosystems' RPCIXDR. 
Provides the nexibilityto use anX.25 packet switched network as the Primary data COI11munications 
network, or to Integrate an X.25 netWOrk Into an existing SNA or NCR network. Performs packet assambly/ 
disassembly and protocol conversion for async, IBM 3270 BSC, and SDLC devices, and incorporates IBM 
NCP Packet-8wltchlng Interface (NPSI) functionality. 

Description 

Includes 4MB of intemal memory, an integrated CB Module, and eight communications line interfaces 
Includes 4MB of intemal memory, one RMUCA module, one CB module, and 16 communications line 
Interfaces 

Includes. 4MB of internal memory, one RMUCA module,two CBmodules, and 32 communications line 
interfaces . 

. Includes 8MB of intemal memory, one RMUCA module, two CBmodules, and 32 communications line 
interfaces .. . 

InclIJdes 8MB of intemel memory, one RMUCA module, and 32 communications line interfaces 

Description 

Required for each communications processor 

Required for SNA peer·to-peer networking 
Network management software for each Comten processor; provides realtime status infonnation, 
alerts, and reports 

Optional personal computer network management software pennlttlng a network operator to monitor 
the status of multiple loc:aVremote Comten proc~rs 

Optional processor software permitting an operator to manage Comten processors from a NetViewor 
Net/Master console . 

Optional processor software providing X.25 packet assembly/disaisembly (PAD) and protocol 
conversion 

Supports communications with hosts and Ethemet LANs using TCPIIP protocols 

o 1993 McGraw·HIII. Incorporated. Reproduction Prohibited: 
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ea •• Purcha •.• 
Price ($) 

36,880 
58,700 

122,100 

187,000 

254,000 

Annual 
Llc.nse 
.Fee($) 

None 

5,162-20,582 
1,071-4,287 

2,614-3,326 

3,920-5,108 

2,247-8,990 

1,829·3,659 
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Note: Now allied with 
AT&T, NCR is posi­
tioned to support an 
even greater selection 
of LAN networking 
options for its Comten 
5600 communications 
processor family. NCR 
has released a new low­
end processor model, 
the 5630, which sup­
ports both channel­
attached and remote 
IBM hosts. The vendor 
has also introduced the 
Multiple Communica­
tions Adapter Module 
(MCAM), which sup­
ports token-ring net­
work gateway function­
ality now, and will 
eventually support 
TCP/IP Ethernet 
LANs, frame relay, 
ISDN, and SMDS. 
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NCR 
Comten 5600 
Communications 
Processors 

NCR's Comten processors, designed to re­
place the IBM 3745, can function as front 
ends, remote concentrators, or intelligent 
switches in IBM and NCR host systems. 
They support anywhere between 32 and 
1,024 communications lines and from 2 to 
64 LANs, depending on the model. 

Strengths 

• Comten 5600 processor models are easily 
integrated into IBM environments; mul­
tiple units can be monitored and man­
aged from a NetView, Net/Master, or 
NCR-provided administration console. 

• Part of NCR's Open Networking Envi­
ronment (ONE) strategy, NCR's proces­
sors link multiple, incompatible host and 
LAN environments, thereby providing a 
migration path from SNA to multi vendor 
networking. 

• They provide flexible configuration capa­
bility and can easily be upgraded without 
software modification. 

• Support for redundant processors enables 
users to create backup facilities and to 
distribute the work load among multiple 
interconnected units. 

-By Martin Dintzis 
Assistant Editor 

Limitations 
Com ten 5600 processors are limited only 
by the constraints of the technology em­
ployed (e.g., IBM SNAlSDLC or 3270 
BSC). 

Competition 
IBM and Amdahl. 

Vendor 
NCR Corp. 
Network Products Group 
2700 Snelling Avenue N. 
St. Paul, MN 55113 
(612) 638-7777 
In Canada: 
NCR Canada Ltd. 
6865 Century Avenue 
Mississauga, ON L5N 2E2 
(416) 826-9000 

Price 
A base configuration can cost from $32,400 
to $254,000, depending on the model. GSA 
Schedule: Yes. 
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Product Analysis 

Communications processor technology dates back to the 
early '70s. NCR, however, continues to streamline its 
Comten 5600 product line and to add additional multiven­
dor networking features. 

The modularly designed machines in the Comten 5600 
family include the 5630, the 5645-B, the 5655-B, the 
5665-B, and the 5675-B. Hardware and software compati­
bility runs through this family, as well as to the 5660 and 
369X series products, which are no longer actively mar­
keted. 

Together, the five processor models provide the capa­
bility to link multiple local and remote IBM SNAlSDLC or 
3270 BSC hosts to async, token-ring LAN, TCP/IP Ether­
net LAN, and X.25 packet switched environments. The 
5675-B can support as many as 16 IBM host connections 
and up to 64 token-ring or 48 Ethernet LANs. 

New options introduced late in 1991 include the release 
of the 5630, an entry-level model, and the introduction of 
the Micro Channel-based Multiple Communications 
Adapter Module (MCAM). An evolving product option, 
MCAM presently supports up to sixteen 4M116M bps 
token-ring LAN attachments, and will eventually support 
Ethernet LAN, frame relay, ISDN, and SMDS environ­
ments as well. 

Target Applications 
NCR's Comten 5600 models can be used as front-end pro­
cessors, remote concentrators, gateways, and intelligent 
switches. Locally attached to one or more host computers, 
a front-end processor relieves the hosts of the overhead 
involved in message handling and network control. A con­
centrator controls a community of terminals, terminal 
clusters, or distributed application processors, gathering, 
queuing, and multiplexing their transmissions onto one or 
more high-speed lines. An intelligent switch routes mes­
sages among the network's various end points. 

Strengths 
NCR's processors can easily be integrated into an existing 
IBM SNA network. Multiple processor units can be man­
aged from an NCR, NetView, or Net/Master console. Part 
of NCR's Open Networking Environment (ONE) strategy 
for linking multiple, incompatible host and LAN environ­
ments, the processors go far beyond the bounds of SNA. 

Overview 

NCR 
Comten5800 
Communications 
Proc ... ora 

Data Networking 

The modular design of the Comten 5600 processors of­
fers configuration flexibility. Users can adjust to network 
growth requirements through on-site upgrades and on-site 
attachments expansion. Modularity allows users to add 
line, channel, and LAN connections as needed. 

System upgrades usually require less than four hours for 
completion. In addition, upgrades do not necessitate mod­
ifications in network software or configurations, nor do 
they require the addition of a second CPU. Instead, the 
performance of the existing CPU is upgraded-an ap­
proach that eliminates the lengthy process of reconfiguring 
the network to decide which CPU will support which lines, 
LAN s, and interfaces. 

The number of components in Com ten 5600 processors 
is 40% less than that of previous models. The technology 
incorporated into their design is based on application­
specific integrated circuitry, which reduces floor space, 
power, and cooling requirements. 

NCR's Rack Mounted Universal Communications 
Adapter (RMUCA), one of the processor components, 
eliminates many network headaches. RMUCA creates up 
to two active and two backup data paths from one commu­
nications processor to other processor nodes. Through the 
RMUCA, users can back up all segments of their proces­
sors and the attached lines, or switch among multiple com­
munications processors to evenly distribute the computing 
load. 

NCR Com ten Overview software, running on a personal 
computer, acts as an automated control facility for multi­
ple network processors. It enables network operators to 
create and store often-used command sequences, which 
will be automatically activated in response to predefined 
conditions. Automating commands reduces the possibility 
of operator errors. 

Limitations 
Users are gradually migrating away from the hierarchical 
(host-to-terminal) type of processing, for which the IBM 
communications processor was originally developed, in fa­
vor of distributed processing and peer-to-peer communi­
cations using LAN PCs. The communications processor is 
a transition product, one that is allowing users to link an 
existing host processing system to an evolving LANIW AN 
environment that is destined to eventually hierarchical 
networking. . 

Competitive Analysis 
NCR's Comten 5600 processor family provides full IBM 
compatibility, easy expansion, and a migration path to 
open networking environments of the future. The vendor's 

Models Design Date Announced Date Delivered Base Price ($) 

5630 

5645-8 

5655-8 

5665-8 

5675-8 

MARCH 1992 

Floorstanding unit 

Floorstanding unit 

Floorstanding unit 

Floorstanding unit 

Floorstanding unit 

September 1991 September 1991 32,400 

September 1990 September 1990 ~9,OOO 

September 1990 September 1990 12,100 

March 1991 March 1991 187,000 

March 1991 March 1991 254,000 
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Decision Points 

Models 

Comten 5600 Communications 
Processor Family 

NCR 
Comten5800 
Communications 
Proceuors 

Requirements 

High Throughput 

Flexibility 

Multivendor Networking 

Reliability 

Network Management 

engineering, educational, and support services are avail­
able to help make this transition as smooth as possible for 
the user. 

Vendor Analysis 

Marketing Strategy 
For 19 years, NCR has been developing, manufacturing, 
marketing, and servicing data communications systems 
and networking software. For many years, NCR based its 
marketing strategy on the concept of making it easy for an 
IBM user to install an NCR communications processor in 
an SNA network. To remain competitive, however, the 
vendor is now looking beyond IBM, focusing on support­
ing multi vendor communications and evolving standards, 
such as TCPIIP, frame relay, ISDN, and SMDS. 

NCR is accomplishing this goal through the Comten 
5600 processor family and its Open Networking Environ­
ment (ONE) strategy. ONE includes a suite of open net­
working hardware and software products based on TCP/IP 
and OSI; SNA software that ensures coexistence between 
existing networks and OSI networks; and transition prod­
ucts that provide a smooth migration to open networking. 

After having merged with AT&T in September 1991, 
NCR is in an even stronger position to offer multi vendor 
wide area networking solutions to its customers. NCR has 
integrated AT&T's Starlan family of network adapters and 
intelligent hubs, StarW AN line of bridges and routers, 
StarGROUP client/server software, and· StarSENTRY 
network management software into ONE. 

@ 1992 McGraW-Hili. Incorporated. Reproduction Prohibited. 
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Comments 

Supports 16M bps token-ring LANs, and 
T1/E1 speeds for remote host connections; 
support for frame relay, ISDN, and SMDS 
is planned 

A modular architecture makes system ex­
pansion and performance upgrades 
straightforward; enhancements do not re­
quire software modifications or CPU re­
placement 

Supports async, IBM SNA/SDLC, IBM 
3270 BSC, TCP/IP, and X.25 data flows 
concurrently; accommodates both token­
ring and Ethernet LANs 

Backup data paths provide access to re­
dundant network paths and processor 
nodes 

Comten 5600 processors can be managed 
from an NCR, IBM NetVlew, or Systems 
Center Net/Master console; realtime status 
Information from multiple processors can 
be viewed simultaneously In varying levels 
of detail; user-defined alerts and automated 
operations are supported 

In the fourth quarter of 1991, NCR also introduced 
NCR SNAIOpen Gateway, a combination of hardware and 
software enabling SNA users to access IBM 3270-based ap­
plications residing on a UNIX computer. The vendor also 
added network management for NCR WaveLAN wireless 
local area networks using NCR LAN Manager for UNIX. 

Target Markets 
NCR's communications processors are designed for corpo­
rations with large SNA networks-especially those desir­
ing a migration path to LAN processing or multi vendor 
wide area networking. 

Market Position 
NCR is second only to IBM in the sale of communications 
processors for IBM host environments. NCR is best 
known, however, for its retail, banking, and financial com­
puter systems. Its product line includes: 

• Industry-specific workstations for retail, financial, man­
ufacturing, and other markets; 

• General-purpose workstations, such as personal comput­
ers and display terminals; 

• Multiuser computer systems for interactive and batch 
processing; and 

• Large computer systems for online transaction process­
ing. 

NCR is the fifth largest competitor in overall computer 
system sales, trailing IBM, Digital Equipment, Unisys, and 
Hewlett-Packard. 

Major Competitors 
IBM's 3745 processor family includes the low-end Models 
130, 150, and 170, and the larger processor Models 210, 
310, and 410. The most powerful model, the 3745-410, 
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Interoperabllit, Matrix 

NCR 
Comten5600 
Communications 
Processors 

Data Networking 

Product Comten 5600 Communications Processor Family 

Product Classification Proprietary network router/gateway device 

Relationship With Higher Level Elements 

Position in Network Architecture 

Compatibility 

Appears to the IBM host an SNA physical unit (PU) type 4 device 

Designed to replace the IBM 3745 channel-attached or remote processor 

Host Software Required: 

Operating Systems 

Access Methods 

MVS/370, MVS/ESA, MVS/XA, VM/SP, VM/SP HPO, VM/XA, VSE/AF, or VSE/SP 

VTAM, BTAM, BTAM-ES, or RTAM 

Communications Processor Software 
Load 

From a local/remote personal computer or host, or from the processor's hard disk 

Host Access Direct connection via a System/370 block multiplexer channel, remote access via a 
dial-up or leased line, or indirect host access via an Ethernet or token-ring LAN 

Network Management Support Can be configured, monitored, and managed via IBM NetView or Systems Center 
Net/Master 

Relationship With Peer Level Elements 

Compatible Communications Processors 

Transport Architectures Supported 

Relationship With Lower Level Elements 

Leased Line Support 

Fu"y interoperable with any IBM 3745 FEP or remote processor 

Async, IBM SNA/SDLC, IBM 3270 BSC, TCP/IP, and X.25 dataflows 

Packet Network Support 

Provides access to fractional or full T1/E1 lines via a T1, E1, or V.35 interface 

Supports access to an X.25 packet switched network using an RS-232-C, V.24, or 
X.21 interface 

LAN Attachment Support Ethernet (IEEE 802.3 10BASE5) and 4M/16M bps token-ring (IEEE 802.5) environ­
ments are supported concurrently 

supports up to 16 IBM hosts, 896 medium- and high-speed 
lines, and eight 16M bps token-ring networks. Model 410 
has two independent central control units (CCUs), each 
capable of running a separate Network Control Program 
(NCP). 

In addition to IBM, Amdahl competes with NCR in the 
communications processor market. Amdahl markets IBM 
3745-compatible processor Models 4745-110 and 4745-
210, which run IBM software without any modification. 
Designed as an alternative to the IBM 3745-210, Amdahl's 
4745-210 supports up to eight IBM hosts, 256 communi­
cations lines, and eight 4M bps token-ring networks. 

By offering an IBM plug-compatible product, Amdahl 
seeks to preserve the user's investment in software while 
providing superior price/performance, configuration flexi­
bility, ease of expansion and upgradability, and high reli­
ability. This approach, however, limits the range of unique 
features that the 4745 can support, particularly in the area 
of multi vendor connectivity. 

Sales and Distribution Strateg, 
NCR distributes its products through a combination of di­
rect and indirect channels, including OEMs, V ARs, and 
dealers. The vendor has seven main sales offices and more 
than 300 district offices throughout the U.S. NCR also has 
1,300 sales offices in 120 countries worldwide. 

MARCH 1992 

Support 

NCR sells and leases Comten 5600 processors. Through its 
worldwide support organization, the vendor provides re­
mote diagnostics; on-site service; consulting and engineer­
ing services for complex networks; multi vendor solutions; 
and customer education and training. 

Policies and Programs 

Warranty 
NCR guarantees all Comten 5600 processor components 
for one year, and will provide on-site repair or replacement 
at no charge to the user. 

Support Services 
A 24-hour, 7-day-a-week hot line is available to all NCR 
customers with service contracts. Once a problem has been 
described to the support center phone crew, it is entered 
into a database, which forwards the problem to service per­
sonnel closest to the customer. On-site support is available 
as needed, whether over a weekend or during the week. 
The support hot line number is (800) 262-7782. 

NCR offers a Remote Support Program, which also en­
titles the user to on-site maintenance if a problem cannot 
be resolved remotely. Remote diagnostics allow NCR sup­
port centers to use telephone connections to assist in diag­
nosing hardware and software problems, or maintaining 
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microcode. It also enables periodic monitoring of a system 
and its peripherals, such as disk units, printers, and termi­
nals. 

Customers who elect not to participate in the Remote 
Support Program can obtain a conventional on-site hard­
ware maintenance agreement, which is offered at an addi­
tional charge of 25% above remote support rates. 

Service Divisions 
NCR's worldwide customer service divisions are orga­
nized into Centers of Expertise. U.S. centers include the 
following: 

Account Support Center: The main source of NCR cus­
tomer services, this center is responsible for coordinating 
the deli very of services from other Centers of Expertise. It 
provides planning, consulting, and implementation ser­
vices. 

Systems Integration Center: Provides in-depth, technical 
support services for complex and leading-edge technology 
products. It also assists customers in the integration of 
NCR products into multivendor environments by subcon­
tracting NCR third-party resources for each customer 
project. 

Customer Support Center: Provides on-site and remote 
hardware and software service. Several of these centers 
may work as a team. 

Software Engineering and Network Support Center: Guides 
customers in the use of NCR architecture, methodology, 
and tools for developing applications. 

Service Hours 
The support hot line, (800) 262-7782, is in service 24 hours 
a day, 7 days a week. Field service personnel are dis­
patched as needed, according to reports transmitted from 
the hot line center. 

Training/Education 
NCR's main education headquarters, located in Califor­
nia, Georgia, and Ohio, provide a full range or courses for 
customers. The vendor also maintains 12 regional educa­
tion centers throughout the U.S. On-site training is avail­
able at a facility ofthe customer's choice, as are a variety of 

Specifications 

Enhancements 

Date Event 

3660 5 
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self-instruction courses. Customers selecting self­
instruction courses also receive telephone assistance from 
an instructor. Subjects covered include data communica­
tions systems concepts, local area networks, enterprise­
wide networks, TCP/IP, SNA advanced program-to­
program communications (APPC), problem determin­
ation for SNA, communications processor systems, and 
ACFINCP generation. 

Competitors' Programs 
Amdahl Customer Services offers both installation services 
and ongoing product support. Several support programs 
are available for the 4745, including on-site maintenance, 
remote diagnostics through the Amdahl Diagnostic Assis­
tance Center (AMDAC), and software updates by remote 
transmission. 

Amdahl also offers a complimentary analysis that com­
pares a customer's current computing configuration with 
projected capacity needs. This analysis can result in im­
proved network efficiency and provide key information 
for future network planning. 

IBM's service plan allows users to order any or all IBM 
services through a single document that includes mainte­
nance, invoicing, end-user support, site-planning, installa­
tion, and network services. Round-the-clock maintenance 
is provided by calling (800) IBM-SERV for customer engi­
neers (CEs), customer assistance groups (CAGs), remote 
diagnostics, and technical support. In addition, IBM offers 
Technical Services Management (TSM), which provides 
maintenance for customers in a mixed-vendor environ­
ment. 

User Groups 
The Comten Users' Exchange, Inc. (CUE), established as 
an informal group in 1973, is now a nonprofit corporation 
with a membership of over 200 NCR Network Products 
Group customers worldwide. CUE provides a forum for 
the dissemination and discussion ofthe latest concepts and 
technical developments in the field of data communica­
tions. Particular emphasis is placed on information allow­
ing users to enhance utilization of NCR's communications 
processors. 

October 1991 NCR introduced the Model 5630, a low-end communications processor supporting both channel­
attached and remote concentrator configurations; the vendor also introduced the Multiple 
Communications Adapter Module (MCAM), which provides multiple token-ring LAN connections; 
through future enhancements, MCAM will support Ethernet LAN connections and emerging 
technologies such as ISDN, frame relay, and SMDS 

October 1991 NCR announced that it had expanded its Open Networking Environment (ONE) product line and has 
integrated AT&T Network Systems' LAN internetworking products into ONE, creating an even more 
comprehensive solution 
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Model, 

Harelware Features 
Design 
Intemal Memory Capacity (byte, RAM) 

Hard Drive Capacity (byte,) 

Transmission Features 
Max. No. of Une, (1) 

Max. No. of T1/E1 Unk' 
Max. No. of HOlt Connections 

Max. No. of Token-Ring 
LAN Connection, 

Max. No. of Ethernet LAN 
Connections 

Phy,icallnterfacea Supported 

Software F_tures 
MuHlvendor Networking 

Capability 

Peer-to-Peer SNA Networking 
CapabilHy 

Protocol Conversion CapabilHy 

5865-B 

Floorstanding unit 
4M-16M 
80M 

1.024 
16 

8 
64 

48 

RS-232-C. RS-366 (auto call). T1. E1. V.24. V.35. 
V.36. X.21 , NCR/OLC. MIL-188.IEEE 802.5 (4M/ 
16M bps token-ring). and IEEE 802.310BASE5 
(Ethernet) 

Supported through NCR's TCP/IP software 

NCR's Advanced Communications 
Function/Network Control Program (ACF/NCP) 
Version 5.2 allows node type (NT) 2.1 devices to 
use the LU6.2 protocol. for peer-te-peer 
sessions over SNA WANs 
Async to SOLC. async to 3270 BSC, async to 
X.25. and SOLC to X.25 conversions 

5675-B 

Floorstanding unit 
4M-16M 
80M 

1.024 
24 
16 
64 

48 

RS-232-C. RS-366 (auto call). T1. E1. V.24. V.35. 
V.36. X.21. NCR/OLC. MIL-188. IEEE 802.5 (4M/ 
16M bps token-ring). and IEEE 802.3 10BASE5 
(Ethernet) 

Supported through NCR's TCP/IP software 

NCR's Advanced Communications 
Function/Network Control Program (ACF/NCP) 
Version 5.2 allows node type (NT) 2.1. devices to 
use the LU6.2 protocol. for peer-te-peer sessions 
over SNA WANs 
Async to SOLC. async to 3270. BSC, async to 
X.25, and SOLC to X.25 conversions 

(1) Not al/ of the line, LAN, and host connect/on maximums can be achieved simultaneously. 
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Network Management Functions 

Fault and Problem Management 

Configuration Management 

Accounting and Performance Management 

Security Management 

Configuration 

Components 
Product 

Communications Base (CB) Module 

Multiple Communications Adapter 
Module (MCAM) 

Rack Mount Network Interface 
Adapter (NIA) 

Rack Mount Universal Communi­
cations Adapter (RMUCA) 

T1/E1 Interface Module 

NCR Comten Communications Alerting Facility (CAF), software that runs on the communications 
processor, provides realtime status information via an NCR CAF console; it supports user-definable 
alerts and provides multiple report formats for displaying information in different levels of detail 

NCR Comten Overview, software that operates on an NCR personal computer, permits a network 
operator to use a single console to view information about as many as 8 local and 12 remote 
communications processors; Comten Overview further enhances CAF by providing support for script 
flies, windowing capability, a menu-driven interface, context-sensitive help screens, a system log, and 
access security 

Configuration information is downline loadable to the Comten Communications Operating System 
Release 2 (COS 2) from an NCR console, an asynchronous terminal, a remote IBM host, or another 
remote communications processor 

NCR Comten Support Facility, software that resides in multiple communications processors, allows a 
network operator to manage all the processors from an IBM NetView or Systems Center Net/Master 
console 

NCR's ACF/NCP software produces host-independent network statistics not available through the IBM 
communications processor; users can initiate and collect these statistics from an NCR console or 
through NetView or Net/Master 

Comten Overview software provides a multilevel sign-on procedure, securing access to the network 
management system; other security features are available through NetView and Net/Master; NetView, 
for example, supports security management by restricting access to NetView, and by providing an 
interface to IBM's Resource Access Control Facility (RACF); RACF provides security features such as 
user profile control, multilevel automated logon to specified applications, automated logoff, and time­
outs 

Description 

Supports up to 16 communications lines concurrently, with data rates up to 56K/64K bps per line 

A Micro Channel-based unit supporting up to eight 4M/16M bps token-ring LANs (1) 

Supports up to four LANs (up to three Ethernet or four token-ring); combinations of both Ethernet and 
token-ring are possible 

Provides up to two active and two alternate data paths between a communications processor and 
other local or remote processors; with RMUCA, the user can establish redundant communications 
facilities, or distribute the work load among multiple communications processors 

Provides access to a fractional or full T1/E1 transport services, supporting data rates up to 2.048M bps 

(1) Future enhancements will add support for Ethernet LANs, frame relay, ISDN, and SMDS on this module. 

Configuration Rule. 
Models 5630 

Max, No. of CB Modules 2 

Max. No. of MCAMs 2 

Max. No. of NIAs Not used in this model; MCAM 
provides LAN connectivity 

Max. No. of RMUCAs Not used in this model; CB 
module provides direct 
connections to other 
processors 

Max. No. of T1/E1 Modules 2 

Models 5665-B 

Max. No. of CB Modules 8 
Max. No. of MCAMs 8 
Max. No. of NIAs 16 

Max. No. of RMUCAs 8 

Max. No. of T1/E1 Modules 16 

@ 1992 McGraw-HOI, Incorporated. ReproductIOn Prohibited. 
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5645-B 5655-B 

8 32 

2 4 

4 16 

Not used in this model; CB 4 
module provides direct 
connections to other 
processors 

4 16 

5675-B 

8 

8 

16 

8 
24 
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Physical Environment 

Models 

Physical Specifications (H x W x 0, in.) 

Electrical Specifications 

Environmental Specifications 

Optional Software 
Comten TCP/IP Release 2 

Comten X.25 Version 2 Release 2 

Pricing 

Equipment Prices 

Procaasor Model 

5630 

5645-8 

5655-8 

5665-8 

5675-8 

Software Prices 

Product 

NCR Comten Operating System Release 2 
(COS 2) 

ACF/NCP Version 5.2 
NCR Comlen Communications 

Alert Facility (CAF) 

NCR Comten Overview 

NCR Comten SUpport Facility (CSF) 

NCR Comten X.25 Version 2 Release 2 

TCP/IP Release 2 

MARCH 1992 
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5630 

39x24x28 

200V-240 V AC, 8 Amp (max.) 

Operating temp.: 60-90°F; humidity: 35%-60% 
noncondensing 

5645-8, 5655-8, 
5665-8, 5675-8 

67x24x28 

200V-240 V AC, 16 Amp (max.) 

Operating temp.: 60-90°F; humidity: 35%-60% 
noncondensing 

Fosters interoperability among devices in async, SNA, and Ethernet LAN networking environments, 
allowing users to share resources and software applications 

Supports File Transfer Protocol (FTP) for host-to-host file transfer; Simple Mail Transfer Protocol 
(SMTP), which allows message transfer between TCP/IP resources and SNA hosts; and Simple 
Network Management Control Protocol (SNMP); enables network-based X Windows server systems 
and clients to access IBM host applications 

Provides multiple application programming interfaces (APls): Berkeley Software Distribution Socket 
Interface, AT&T Transport Layer Interface, NCR's TCP/RPI, and Sun Microsystems' RPC/XDR 
Provides the flexibility to use an X.25 packet switched network as the primary data communications 
network, or to integrate an X.25 network into an existing SNA or NCR network; performs packet 
assembly/disassembly and protocol conversion for async, IBM 3270 BSC, and SDLC devices, and 
incorporates IBM NCP Packet-Switching Interface (NPSI) functionality 

Description 

Includes 4M bytes of internal memory, an integrat­
ed CB Module, and eight communications line 
interfaces 
Includes 4M bytes of internal memory, one 
RMUCA module, one CB module, and 16 commu­
nications line interfaces 
Includes 4M bytes of Internal memory, one 
RMUCA module, two CB modules, and 32 commu­
nications line interfaces 
Includes 8M bytes of internal memory, one 
RMUCA module, two CB modules, and 32 commu­
nications line interfaces 
Includes 8M bytes of internal memory, one 
RMUCA module, and 32 communications line 
interfaces 

Description 

Required for each communications processor 

Required for SNA peer-to-peer networking 
Network management software for each Comten 
processor; provides realtime status information, 
alerts, and reports 
Optional personal computer network management 
software permitting a network operator to monitor 
the status of multiple local/remote Comten 
processors 
Optional processor software permitting an opera­
tor to manage Comten processors from a NetView 
or Net/Master console 
Optional processor software providing X.25 packet 
assembly/disassembly (PAD) and protocol 
conversion 
Supports communications with hosts and Ethernet 
LANs using TCP/IP protocols 

8ase Purch. Price (S) 

32,400 

59,000 

122,100 

187,000 

254,000 

Charge (S) 

None 

Annual license fee: 426-1,701 
Annual license fee: 974-3,897 

Annual license fee: 2,200-3,024 

Annual license fee: 3,564-4,600 

Annual license fee: 2,043-8,173 

Purchase price: 10,000 

@ 1992 MCGraw-Hili, Incorporated. Reproduction Prohibited. 
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NCR Comten 5600 
Communications 
Processors 

In this report: Product Summary 

Analysis ...... ........ ...... 2 Editor's Note 
NCR Comten is no longer actively 

Characteristics.......... 4 marketing the 3695 and 5660 Com-
munications Processors. The com-

Pricing ....................... 6 pany is now focusing on the 5600 
family, which offers a wide range of 
performance levels. 

Description 
The 5600 family includes the entry­
level 5620XP, which supports up to 
2 hosts and 64 lines; the 5655 
midrange, which supports up to 8 
hosts and 512 lines; the 5665, which 
supports up to 8 hosts and 1,024 
lines; and the 5675, which supports 
up to 16 hosts and 1,024 lines. 

The 5675, the highest performance 
SNA-compatible processor in the 
industry, offers eight to nine times 
the performance power of the 
5620XP. The main storage capacity 
of the 5665 is 4 to 8 megabytes; of 
the 5665, 4 to 16 megabytes; and of 
the 5675, 8 to 16 megabytes. 

The 5600 processors support SNA 
and multi vendor environments. 
Connectivity options support the 
direct termination of up to 24 T1 
lines. The Com ten Overview, an in­
telligent network console facility, 
centrally controls mUltiple NCR 

@ 1991 McGraw-Hili. Incorporated. Reproduction Prohibited. 
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Comten processors. SNA compatibil­
ity enables the processors to send 
information to the host-based 
NetView console. 

Strengths 
The processors accommodate flexi­
ble configurations for redundancy 
and backup. Hardware and software 
compatibility preserves users' invest­
ments. The machines can support up 
to 64 token-ring LAN s. 

Limitations 
The 5600 family is limited only by 
the constraints of the technology em­
ployed. 

Competition 
Amdahl 4745, IBM 3745. 

Vendor 
NCRComten 
2700 Snelling Avenue N. 
St. Paul, MN 55113 
(612) 638-7777 

Price 
$122,100 to $254,000. 
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Analysis 

Product Strategy 
NCR Comten has streamlined its communications 
processor line into the 5600 family. The modularly 
designed machines include the 5620XP entry-level, 
5655 midrange, 5665 high-end, and 5675 high-end, 
high-volume models. NCR based these processors 
on the architecture of the popular Comten 5660. 
Hardware and software compatibility runs through 
the family, as well as to the 5660 and 369X, which 
are no longer actively marketed. 

Although communications processor technol­
ogy dates back to the early '70s, NCR Com ten has 
endowed its 5600 machines with features of the 
'90s. The 5675 can support up to 24 Tl interfaces 
and up to 64 token-ring LANs. Protocols sup­
ported include SDLC/SNA, LU6.2, BSC, X.25, 
and X.21. 

Decision Points 
The Comten 5600 processors enhance network reli­
ability through a variety of features that support 
redundancy and backup. The company offers op­
tions of one standby processor for each active pro­
cessor, a method that delivers lOO percent 
redundancy. For greater cost-effectiveness, one 
standby processor can backup many active proces­
sors. This method allows the backup processor to 
shoulder the load of one of the processors it backs 
up. 

The modular design of the 5600 processors 
offers many advantages. Users can adjust to net­
work growth requirements by initiating on-site up­
grades and on-site attachments expansion. 
Modularity allows users to add line, channel, T 1, 
or token-ring connections when needed. The bot­
tom line of modular design is the freedom it con­
veys to users to invest in equipment only when 
necessary. 

System upgrades, performed at the custom­
er's site, usually require less than four hours for 
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completion. In addition, upgrades do not necessi­
tate modifications in network software or configu­
rations. Upgrading a machine does not require the 
addition of a second CPU. In Comten 5600 proces­
sors, the performance of the CPU is upgraded. 
This method eliminates the lengthy process of re­
configuring the network to decide which CPU will 
support lines, LANs, or interfaces. 

The Comten Universal Communications 
Adapter (UCA) eliminates many network head­
aches. UCA creates up to two active and two 
backup data paths between the processor and the 
communications modules. Users can determine the 
degree of backup or availability required by each 
network node. Through the UCA, users can back 
up all segments of their processors and the at­
tached lines. The device enables users to switch 
among multiple communications processors. 

Acting as an automated control facility for 
NCR Comten processors in a network, the Comten 
Overview operates in the PC-based system console. 
Com ten Overview operators can create and store 
often-used command sequences in the system to be 
automatically activated in response to predefined 
conditions. Automating commands reduces the 
possibility of operator errors. 

The number of components in the 56X5 fam­
ily is 40 percent less than previous models. The 
technology incorporated into the design of the pro­
cessors is based on application-specific integrated 
circuitry, which reduces floor space, power, and 
cooling requirements. 

Each Comten 56X5 processor supports up to 
64 token-ring interfaces. Support for this large 
amount of token-ring traffic occurs in an efficient 
manner because NCR Comten has incorporated 
intelligence into the processors' token-ring inter­
face modules. 

Competitive Position 
For 18 years, NCR Comten has been developing, 
manufacturing, marketing, and servicing data com­
munications systems and networking software. Sec­
ond to IBM in the market, NCR Com ten is the 
leading vendor of communications processors for 
the IBM environment. For many years, NCR based 
its marketing strategy on the concept of making it 
easy for an IBM user to install an NCR Comten 
communications processor in an SNA network. 
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Company Profile 
NCR Comten 

Corporate in offering communica-
Headquarters tions processors for the 
2700 Snelling Avenue N. IBM mainframe environ-
St. Paul, MN 55113 ment. In 1972, the com-
(612) 638-7777 pany delivered its first 

IBM-compatible commu-
In Canada nications processor. 
NCRComten 
515 Consumers Road, In July 1989, NCR Corpo-
Suite 100 ration structured NCR 
Willowdale, ON M2J 4Z2 Comten as the Network 
(416) 496-1300 Products Division within 

its newly formed General 
Officers Purpose Products Group 
President: A. Daniel Pigott (GPPG) and appointed 
Company Background NCR Comten president, 
NCR Comten, a subsid- A. Daniel Pigott, to head 
iary of NCR Corporation the new division. Prima-
since 1979, designs, man- rily, GPPG develops and 
ufactures, services, and produces platform prod-
markets a variety of data ucts for the corporation. 
communications equip- Acting as the Network 
ment, including data com- Products Division, NCR 
munications processors Comten's charter calls for 
and networking software. it to serve as NCR's prin-
The company has special- cipal source of goods and 
ized in data communica- services in domestic and 
tions systems since 1968 international markets for 
and ranks second to IBM 

In recent years, however, NCR has focused 
on support for multi vendor communications and 
evolving standards. To remain competitive, the 
company has looked beyond IBM and begun to 
produce products that interconnect to OSI and 
ISDN systems. NCR Comten accomplished this 
goal through the 5600 Communicatiqns Proces­
sors. In October 1989, NCR Comten announced 
Comten TCP/IP, which provides multivendor in­
teroperability among devices in SNA and TCP/IP 
networks. 
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computer networks. In networks to attain multi-
essence, the charter as- vendor connectivity while 
signs NCR Comten re- preserving their SNA in-
sponsibility for the vestments. NCR 
intercommunication of all Comten's direct sales 
NCR products, such as force markets the 5480. 
LANs, workstations, 

This year, NCR Comten mainframes, terminals, or 
geographically dispersed announced the Bridgeport 

networks. series of token-ring 
bridges and related pe-

NCR Comten's responsi- ripherals. Available in 
bilities include developing three models, the bridges 
overall networking strate- are the 7404, 7604, and 
gies and architectures for 7412. The Bridgeport 
the NCR Corporation; family enables users to 
publishing and formulat- integrate token-ring LANs 
ing network interconnect into wide area networks. 
standards; developing 

In February 1989, NCR and producing products 
for chartered offerings; Comten extended an 

providing network design, agreement with Alcatel 

integration, and imple- Business Systems Lim-

mentation services; pro- ited, U.K., in which Alcatel 
continues to receive the viding direct sales and 
rights to market NCR support; and establishing 
Comten data communica-strategic alliances. 
tions systems. The agree-

In October 1989, the com- ment, entered into in 1977 
pany entered a new area and extending until 1994, 
of communications by authorizes Alcatel to mar-
introducing the NCR 5480 ket, install, and service 
series of packet-switching NCR Comten data com-
processors. The NCR munications systems and 
5480 allow users to es- software in 14 Western 
tablish X.25 standards- European countries. 
based wide area 

When configured as a front-end processor, 
the 5620XP competes against the IBM 3720 pro­
cessor. When configured as a remote concentrator, 
however, the 5620XP competes against sophisti­
cated high-end statistical multiplexers from AT&T, 
Codex, DCA, Infotron, and Timeplex. The 5655, 
5665, and 5675 go up against IBM's 3725 and 
3745 processors. According to NCR Comten, the 
high-end 5675 offers up to 21/2 times the perfor­
mance of an IBM 3745. 
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Characteristics 

Overview 
The 5600 family includes the entry-level 5620XP, which 
supports up to 2 hosts and 64 lines; the 5655 midrange, 
which supports up to a hosts and 512 lines; the 5665, 
which supports up to a hosts and 1,024 lines; and the 
5675, which supports up to 16 hosts and 1,024 lines. 

The processors offer a range of redundancy op­
tions, including one standby processor for each active 
processor to provide 100 percent redundancy. In addi­
tion, one standby processor backs up multiple active 
processors for greater cost-effectiveness. The ma­
chines are compatible with SNA architectures, and they 
can access multivendor equipment. A common software 
set runs on all 5600 Comten processors. 

Universal Communications Adapter (UCA) 
The Comten Universal Communications Adapter (UCA) 
provides up to two active and two back-up data paths 
between the processor and the communications mod­
ules. Through the UCA, users have as an option the ca­
pability of backing up all portions of their 
communications processors and their attached commu­
nications lines. The UCA allows users to switch among 
multiple communications processors, thereby attaining 
full use of all their processors. When backup occurs, 
users can switch network traffic off the designated sys­
tem to other active systems. 

The UCA operates by concentrating data from 
NCR Comten communications line terminal equipment 
and routing it through the input/output channels of one 
or more attached NCR Comten processors. For maxi­
mum network availability, each Comten UCA imple­
ments data routing through two online and two backup 
channel connections, increasing users' options for data 
routing during routine or emergency maintenance and 
for load balancing during peak traffic periods. UCA pro­
vides an aggregate throughput of 512K characters per 
second. 

5820XP Processor 
The Comten 5620XP supports up to two host proces­
sors and can support up to 64 full-duplex or half-duplex 
lines in any of three configurations: as a front-end pro­
cessor, as a remote concentrator, or as a front-end pro­
cessor and remote concentrator. 

The NCR Comten 5620XP Communications Pro­
cessor is hardware/software compatible with IBM host 
processors and with the Comten 3600 Series. The 
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5620XP functions as a direct replacement for an IBM 
370X or 270X Communications Controller. It uses IBM 
Virtual Telecommunications Access Method (VTAM), 
Telecommunications Access Method (TCAM), Ad­
vanced Communication Function/Telecommunications 
Access Method (ACF/TCAM), and ACFfVTAM and pro­
vides an IBM 270X/370X-compatible interface through a 
channel interface adapter. 

The 5620XP can handle switching, polling, routing, 
error recovery, automated dialing, multiplexing, and 
data concentration. Since the 5620XP does not require 
special computer room conditions, users can install the 
unit in an office environment. The system runs all of 
NCR Comten's networking products and supports vari­
ous terminals and protocols. 

Configuration 
A fully configured 5620XP has a CPU, four communica­
tions subsystems, a fixed disk drive, .and a channel in­
terface adapter for host connections. Each 
communications subsystem handles up to 16 communi­
cations lines. With four communications subsystems, 
the 5620XP can support up to 64 full- or half-duplex 
lines and one or two host computers. The Comten 
5620XP channel interface adapter unit supports IBM, 
IBM-compatible, or NCR hosts and asynchronous, bi­
synchronous, SOLC, and X.25 line protocols. The fixed 
disk drive supports rapid restart and recovery capabili­
ties and allows virtually unattended remote operation. 

The 5620XP's modular architecture employs very 
large-scale integration (VLSI) technology that provides 
greater reliability, lowers power consumption, and re­
quires less space (smaller footprint). 

Users can replace one or two of the 5620XP's 
four subsystems with a Comten Integrated Protocol 
Converter (IPC), which converts asynchronous protocol 
to bisynchronous protocol for accessing IBM 3270 ap­
plications from an asynchronous terminal. Comten IPCs 
also pass through data from asynchronous terminals 
without protocol conversion so that the terminals can 
access both bisynchronous and asynchronous applica­
tions without additional hardware or software changes. 
On the older 5620, the IPC option provided 32 additional 
lines, allowing the system to support up to 64 lines. On 
the 5620XP, the addition of IPCs increases maximum 
system capacity to 96 lines. 

56X5 Processors 
Based on the architecture of the Comten 5660, the 56X5 
processors, which include the 5655, 5665, and 5675 
models, can function as channel-attached or remote 
processors, or perform both functions simultaneously. 
The processors feature 64K bytes of cache memory 
and an aO-megabyte hard disk. Separate line termina­
tion modules increase network availability through flexi­
ble line switching and backup options. To facilitate 
servicing, each communications base module, connect­
ing up to 16 lines, can be serviced individually without 
disrupting the remaining active lines. 
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Table 1. Processor Comparison Chart 

Comten 5620XP Comten 5655 

Relative Performance· 0.25 1.0 

Channel-Connected Up to 2 Up to 8 
Hosts 

Lines Up to 64 Up to 512 

T1 Links NA Up to 16 

Token-Ring LANs Up to 2 Up to 64 

Main Storage 1/4 4/8 
(min./max.) (M bytes) 

Fixed Disk Capacity 20 80 
(M bytes) 

System Console Yes (optional) Intelligent 
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Comten 5665 Comten 5675 

1.5 2.25 

Up to 8 Up to 16 

Up to 1.024 Up to 1,024 

Up to 16 Up to 24 

Up to 64 Up to 64 

4/16 8/16 

80 80 

Intelligent Intelligent 

·These figures compare the ability of NCR Comten processors to handle real interactive data communications, not an artificial test 
environment. The Comten 5655 is used as the baseline for this comparison. 
NA-Not applicable. 

Standard with the 56X5 family, the NCR Comten 
intelligent system console, equipped with Comten Over­
view, supplies automated responses to user-defined 
network events. Overview provides help screens and 
menu interfaces to assist personnel. 

Comten 56X5 processors promote token-ring con­
nectivity. They handle token-ring traffic via the intelli­
gence in the processor's token-ring interface module. 
Each Comten 56X5 processor supports up to 64 token­
ring interfaces. 

Users can network Comten 56X5 processors with 
Comten 369X and 56XO processors, as well as with IBM 
3745 and 372X systems. Comten Communications Op­
erating System 2 (COS2) Release 4 runs on the 56X5 
processors and on the 369X and 56XO machines. The 
5600 processors offer SNA compatibility and enable 
SNA networks to communicate with multivendor envi­
ronments without requiring SNA network changes. As a 
result of their SNA compatibility, processors can also 
send information to the host-based NetView console. 

The 56X5 processors share line termination 
equipment with the 369X and 5660 processors, such as 
16-Line Communications Bases (CBs), Data Link 
Control-Modem Interface Modules (DLC-MIMS), High­
Speed Link Control (HLC) MIMs, and Integrated Proto­
col Converters (IPCs). 

Configuration 
See Table 1. 

Transmission Specifications 
For line speeds up to 56K/64K bps, Comten Communi­
cations Bases effect termination for up to eight lines. 
For speeds up to 256K bps, the Comten HLC-MIM sup­
plies termination for up to four lines. For speeds up to 
1.544M/2.048M bps (T1/E1), Comten T1 Interface Mod­
ules provide the termination. The communications pro­
cessors support up to 24 T1 interfaces. 
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Software 
Comten Advanced Communications Function/Network 
Control Program (ACF /NCP) Version 5 supports distrib­
uted peer-to-peer sessions over wide area SNA net­
works with minimal host intervention. The program 
allows Node Type (NT) 2.1 devices to use the Logical 
Unit (LU) 6.2 protocol to conduct peer-to-peer sessions 
over wide area SNA networks. This version produces 
host-independent network statistics not available 
through the IBM communications processor. Users can 
initiate and collect these statistics through the NCR 
Comten console, the Comten Support Facility, or 
NetView. 

ACF/NCP Version 5 resides in a Comten 5620 or 
in the Comten 56X5 family of communications proces­
sors. It is compatible with earlier processor models. 
Version 5 is functionally compatible with, and provides 
features found in, IBM's ACF/NCP Version 5 Releases 1 
and 2. Capabilities provided by NCR's ACF/NCP Ver­
sion 5 not found in IBM's version include usage statis­
tics for network tuning, multiple ACF/NCP environments 
in a single Comten communications processor, and a 
feature that allows switched-line bisynchronous de­
vices, such as PCs, to access applications in SNA main­
frames. 

Comten TCP /IP and Comten Ethernet LAN Inter­
face foster interoperability among devices in SNA and 
TCP/IP networks, allowing users to share resources 
such as communications lines and to interoperate 
among various software applications in the network. 
These products assist users with SNA networks and 
Ethernet LANs running TCP/IP at local SNA mainframe 
sites and remote sites. 

The TCP/IP/SNA network opens up two-way in­
teroperability among Ethernet LANs using TCP/IP and 
SNA devices. Devices in the SNA network can interop­
erate with SNA applications and applications on Ether­
net LANs. Similarly, Ethernet LAN devices using TCP/IP 
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can interoperate with SNA applications, such as file 
transfer, electronic mail, and remote terminal logon. 

In addition, the products enable Ethernet LAN us­
ers to interoperate with other local Ethernet devices and 
remote Ethernet devices without taxing the mainframe. 
NCR Comten processors can connect up to 48 Ethernet 
LANs running TCP/IP. Comten TCP/IP can coexist with 
Simple Network Management Protocol (SNMP) operat­
ing in a TCP/IP network. For users who create a central­
ized system, TCP/IP is included among the products for 
which NCR Comten offers NetView support. Through 
the Comten Support Facility (CSF), the NetView opera­
tor can issue commands and receive responses to man­
age NCR Comten products. The operator can also 
gather statistics on network usage and performance. 

Comten OS//CP. Comten Open Systems 
Interconnection/Communications Processor (OSI/CP), 
running in an NCR Comten communications processor, 
lets OSI end systems interoperate over a single mUlti­
purpose wide area network, independent of the main­
frame. This direct data path allows end systems to 
exchange files or electronic mail while freeing applica­
tions processing cycles that would otherwise be used 
for data routing. 

The system provides interoperability among OSI 
end systems located on Ethernet LANs or X.25 net­
works. In addition, Comten OSI/CP allows these users 
to access OSI applications on the mainframe. As a 
network-based solution for integrating OSI, TCP/IP, and 
SNA networking environments, Comten OSI/CP allows 
the wide area network infrastructure to be shared by 
multiple environments. 

The host prerequisites for Comten OSI/CP are an 
IBM or IBM-compatible host processor operating in the 
OS/MVS, DOS/VSE, or VM environments and running 
VTAM Version 3 Release 2 or higher. The NCR Comten 
prerequisites for running OSI/CP are Comten 369X or 
5600 communications processors; Comten Communica­
tions Operating System (COS2) Release 5 or higher; 
ACF/NCP Version 4.2 or higher, Comten Network Sup­
port Services (NSS2) Release 2 or higher; Comten Lan­
guage Support System (CLSS1) Release 4 or higher; 
and Comten Enhanced Generation (EGEN) Release 3 or 
higher. 

In addition, the following products support specific fea­
tures and capabilities as noted: 

• Comten Network Interface Adapter (NIA) with appro­
priate Ethernet features for the direct attachment of 
Ethernet LANs to the communications processor, 
and 

• Comten X.25 Version 2 Release 2, including these 
separately licensed features: NCP Packet Switching 
Interface (NPSI), Comten Networking System 3 
(CNS3) Release 3E or higher, Comten Support Facil­
ity Release 1 or higher for NetView support, and 
Comten TCP/IP Release 1 or higher for TCP/IP sup­
port and host applications. 

JULY 1990 
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The base configuration for the Comten 5655 is 
$122,100; for the Comten 5665, $187,000; for the 
Comten 5675, $254,000. 

Equipment Prices 

Purcha.e 
Price 'S) 

Comten 5655 Processor, 80MB hard disk, 4MB main 122,100 
storage, remote expansion cabinet, 
UCA, two 16-Line Communications 
Bases, 8 RS-232-C Line Interfaca 
Features 

Comten 5665 Processor, 80MB hard disk, 4MB main 187,000 
storage, remote expansion cabinet, 
UCA, two 16-Line Communications 
Bases, 8 RS-232-C Line Interface 
Features 

Comten 5675 Processor, 80MB hard disk, 8MB main 254,000 
storage, remote expansion cabinet, 
UCA, two 16-Line Communications 
Bases, 8 RS-232-C Line Interfaca 
Features 

Software Prices 

ACF/NCPV 5 
ACF/NCPV 5 
ACF/NCPV 5 
ACF/NCPV 5 

Comten 5620 
Comten 5655 
Comten 5665 
Comten 5675 

Ethernet LAN Interface 

Ethernet 
Ethemet 

Interface 
Additional interfaces 

Monthl, Annual 
Llcen.e License 
Fee ($) Fee,S) 

395 
895 

1,365 
1,575 

4,345 
9,845 

15,015 
17,325 

Purcha.e Monthl, 
Price ($) Maim. 

8,000 
3,000 

83 
50 

@) 1991 McGraw-Hili. Incorporated. Reproduction Prohibited. 
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TC/IP Software 

Basic 
SNA mainframe 

Telnet Client 

NCR Comten .100 
Communication. 
Processor. 

Communications processor TCP/IP software 
Support for file transfer and electronic mall applications (SNA mainframe 

resident) 
Communications processor-resident TCP/IP to SNA software 
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Initial Monthly Yearly 
Llcen .. Llcen .. Llcen.e 
F_I') Feel') Feel') 

10,000 200 2,200 
12,000 300 3,300 

4,000 100 1,100 

• 
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Connnunications Access 
Processor (CAP) 

Datapro Summary 

Unisys offers a solution for integrating mM SNA and UNIX-based LAN environments, 
providing shared access to applications and resources in both worlds. The Communications 
Access Processor (CAP), available in two models, supports direct attachment of UNIX­
based LAN servers and IBM 3270 SNA tenninals, controllers, and other devices. CAP maps 
between IBM and UNIX applications, enabling any device to establish application sessions 
and access resources on either processing platfonn. 

Strengths 

• CAP establishes and manages SNA sessions 
independently of the ffiM host. 

• It provides PU 1Ype 5 functionality rather than 
emulating 3270 PU 'JYpe 2 devices; therefore, 
it does not require configuration of CAP-at­
tached devices within ACF/VTAM and ACFI 
NCP. CAP reduces, rather than increases, host 
and controller processing overhead in an SNA 
network. 

• CAP provides LAN routing, peer-to-peer net­
working, and SNA-to-Ethemet LAN gateway 
functionality. 

• In addition to SNA, CAP supports TCP/IP and 
X.25 protocols, allowing a gradual migration 
to open networking. 

Limitations 

• CAP does not support IBM host channel con­
nections directly. It connects to ffiM's 3745 
and 3174 communications controllers via 
transmission groups. This, however, is an im­
portant safety feature rather than a disadvan­
tage; CAP does not alter the existing SNA net­
work or host processing platform in any way. 

• Data rates for wide area networking trunks are 
limited to 64K bps. 

-By Martin Dintzis 
Assistant Analyst 

Competition 
IBM, McDATA Corp., and Apertus Technolo­
gies. 

Corporate Headquarters 
Unisys Corp. 
P.O. Box 500 
Blue Bell, PA 19424, U.S.A. 
Tel: +1 2155424011 
Fax: +12159864386 

Prices 
CAP/200 and CAP/250 base pricing starts at 
$70,685 and $94,362, respectively (U.S.). 

C 1994 McGraw-HHI. Incorporated. Reproduction Prohibited. 
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Product Analysis 

The Communications Access Processor (CAP) family, compris­
ing the CAP/200 and CAP/250 models, integrates SNA networks 
and UNIX LAN environments. CAP implements a subset of the 
IBM mainframe's System Services Control Point (SSCP). Ap­
pearing as both a Physical Unit 1Ype 4 and 5, CAP establishes and 
manages SNA sessions for both IBM and UNIX-based devices 
independently of the IBM host computer. 

CAP supports djre(:t attachment oflBM SNA controllers and 
terminal devices as well as UNIX-based LAN servers. It is in­
teroperable with both Unisys and non-Unisys UNIX workstation 
environments. The CAP-attached workstation or LAN server, 
however, must be a Unisys U 6000 model. CAP establishes links 
to IBM host facilities and other CAP processors over 64K bps 
wide area SNAlSDLC or X.25 trunks or the Ethernet LANs. 

Special software running on a UNIX server provides mapping 
between SNA and UNIX applications, allowing any device to 
access any application. 1Ying into a UNIX application, for ex­
ample, a 3270 terminal user can take advantage of UNIX's pull­
down menus, context-sensitive help, and other tools and features 
while preserving the 3270 terminal interface. 

CAP/200, a 30-inch-high office environment processor, sup­
ports up to twenty-eight ports and/or trunks, including as many as 
twenty-eight 9600 bps RS-232-C, fourteen 19.2K bps RS-232-C, 
two 64K bps V.35, and two 10M bps Ethernet LAN connections. 

CAP/250 is a 64-inch-high, triple-rack, computer room pro­
cessor. In a single-rack configuration, CAP/250 provides the 
same capacity as the CAP/200. The CAP/250's other two racks 
increase its capacity to one hundred fifty-six 9600 bps or seventy­
eight 19.2K bps trunks and/or ports, six'64K bps V.35 trunks, and 
six Ethernet LAN connections. 

Target Markets 
A multifunction product, CAP provides the features of an intelli­
gent switch, a concentrator, a protocol converter, a LAN bridge, 
and a LAN router. All of these capabilities enable it to effectively 
integrate host and LAN processing platforms. Users of Commu­
nications Access Processors include engineering and manufactur­
ing firms, airlines, financial service organizations, and research 
and educational institutions. 

Strengths 
CAP preserves user investment in SNA technology while allow­
ing smooth migration to LAN-based processing. It accomplishes 
this without addition or modification to host software. 

CAP reduces, rather than increases, host and controller pro­
cessing overhead in an SNA network. It establishes and manages 
SNA sessions independently of the IBM host. Since it provides 

Overview 

Models 

CAP1200 

CAP1250 

FEBRUARY 1994 

Design 

Rackmount 

Rackmount 

Unl.,. 
CommunIClltlona Ace ... 
Processor (CAP) 

Data Networking 

Physical Unit 1Ype 5 functionality rather than emulating a 3270 
Physical Unit 1Ype 2 device, CAP-attached workstations and ter­
minal devices require no configuration within ACF/VTAM and 
ACFINCP. 

CAP offers full network routing capability for attached termi­
nal and controllers. It also provides LAN routing, Physical Unit 
1Ype 2.1 Low Entry Networking (LEN) capability for peer-to­
peer networking, and SNA-to-Ethernet LAN gateway functional­
ity for UNIX processors. 

In addition to SNA, CAP supports TCP/IP and X.25 protocols, 
allowing the user to gradually migrate to an open networking 
environment. 

Limitations 
CAP does not support direct IBM host channel attachment. It 
accesses hosts indirectly through IBM 3745 and 3174 communi­
cations controllers. This is an advantage rather than a disadvan­
tage, however. CAP does not alter the existing SNA network or 
host processing platform in any way, making it a safe networking 
solution. 

CAP does not support fractional or full T1 data rates for wide 
area trunks; data rates up to 64K bps are supported via a V.35 
interface. 

Competitive Analysis 
Unisys CAP competes with communications processors from 
IBM, McDATA Corp., and Apertus Technologies. In LAN-to-host 
communications, CAP complements the IBM 3745, which pro­
vides direct host channel attachment. In LANIWAN communica­
tions, CAP can replace the 3745. Although the 3745 now supports 
an Ethernet TCP/IP LAN gateway, participating LAN worksta­
tions must run 3270 terminal emulation software. 

Apertus Technologies' Datastar 3270 Access Hub and 
Datastar 6800 TCPIlP LAN-to-Host Gateway are communica­
tions processors offering bidirectional interoperability between 
IBM 3270 or Digital VT100/220 terminals and Ethernet or token­
ring LAN environments. They accomplish this by performing ter­
minal emulation for LAN workstations and TELNET emulation 
for dumb terminals. The Datastar 6800 supports FfP access to 
IBM host resources without TCP/IP or FfP software on the host 
computer. 

McDATA's LinkMaster 7100 Network Controller, an IBM 
3174-compatible product, offers TELNET Client support, en­
abling both 3270 coax and ASCII displays attached to the Link­
Master 7100 to interact with a remote Ethernet- or token-ring­
based UNIX host. The LinkMaster 7100 also provides 3270 
emulation for UNIX workstations and PCs. 

Date First Released 

September 1992 

September 1992 

BasePurch. 
Price (USS) 

70,685 

94,362 

C 1994 McGraw-HIII. Incorporated. Reproduction Prohibited. 
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Regional Addresses 

United States 

Central Group 
One Unisys Center 
Suite 901 
Lombard, Illinois 60148 
Tel: +1 708 8 \0 8000 

Eastern Group 
Two Oak Way 
Berkeley Heights, New Jersey 07922 
Tel: +1 908771 5307 

Southern Group 
4151 Ashford Dunwoody Road, NE 
Suite600E 
Atlanta, Georgia 30319 
Tel: + 1 404 851 3000 

Western Group 
5 Hutton Center Drive 
Suite 1200 
Santa Ana, CA 92707 
Tel: +1 7147554700 

Unlsys 
Communications Ace ... 
Procenor (CAP) 

Interoperability Matrix 

Product Family 

Relationship With Higher-Level Elements 

Position in Network Architecture 

Host Software Required: 

Operating System 

Access Method 

Network Management Support 

Relationship With Peer-Level Elements 

Compatible Communications Controllers 

Transport Architectures Supported 

Relationship With Lower-Level Elements 

Leased Line Support 

Packet Switched Network Support 

LAN Attachment Support 

@ 1994 McGraw-Hili. Incorporated. Reproduction Prohlb"ed. 
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Europe 

Unisys Europe Africa, Ltd. 
Bakers Court, Bakers Road 
Uxbridge 
Middlesex, UB8 lRG, England 
Tel: +44 895 237137 

Asia 

3678 
Communications 
Processors 

Unisys Pacific Asia Americas Div. 
P.O. Box 500 
Blue Bell, Pennsylvania 19424-0001 
Tel: +1 2159867007 

3 

Unisys markets a full line of products, including display terminals, per­
sonal computers, high-performance multitasking/multiuser workstations, 
UNIX-based minicomputers, and mainframe systems. All these products 
interoperate with each other and with other vendors' systems in an open 
computing environment. 

Marketing Strategy 
The vendor's strategy is to place open standards at the base of its 
information networks while allowing customers to continue using 
proprietary systems providing greater functionality than newer 
open systems. CAP, for example, is designed to enable users to 
migrate gradually from a hierarchical SNA environment to an 
Ethernet LAN/WAN implementation. 

Market Position 
Unisys is a leader in open networking solutions featuring IBM 
SNA connectivity. 

Communications Access Processor (CAP) 

Supports IBM 3270 SNA mainframe and UNIX-based Ethernet LAN 
environments. Appears to the IBM host as both an SNA Physical 
Unit Type 4 and 5. Supports Physical Unit Type 2, 2.1, 4, and 5 
devices. 

Requires no host software installation or modification. Works with 
MVS/370, MVS/ESA, MVSIXA, VM/SP, VM/SP HPO, VMlXA, VSE/ 
AF, and VSE/SP. 

VTAM 

Works with IBM NetView; can also be configured and managed 
from a local or remote display terminal. 

IBM 3745 and 3174. 

IBM 3270 SNA, TCP/IP, and X.25. 

Provides access to 64K bps private lines using a V.35 interface. 

Supports access to an X.25 packet switched network using a V.35 
or R8-232-C interface. 

Supports UNIX applications running on Ethernet IEEE 802.3 LANs 
and standalone workstations. 

FEBRUARY 1994 
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Sales and Distribution Strategy 
Unisys offers CAP for purchase only. Distribution channels con­
sist of both direct and indirect sales. Direct sales are made 
through marketing and service offices in over 50 countries world­
wide. The vendor offers a Government Services Administration 
(GSA) schedule. 

Unisys distributes its products through a direct sales force in 
over 50 countries worldwide and a network of third-party dis­
tributors, value-added resellers, and original equipment manufac­
turers across about 100 countries worldwide. The vendor's com­
mercial market is divided into three geographical areas. The 
United States Information Systems (USIS) is based in Blue Bell, 
Pennsylvania, U.S.A.; the Europe-Africa Div. (BAD) is based in 
Uxbridge, England; and the Pacific Asia-America Div. (pAAD) is 
also based in Blue Bell, Pennsylvania. In addition, the Unisys 
Defense units are based in McLean, Virginia, U.S.A. 

Support 

Warranty 
Unisys warrants that its equipment will be free from defects in 
material and workmanship for a period of 12 months from its 
installation date. 

Support Services 
Unisys offers a wide range of services from support centers 
across the United States and around the world. These services 
include network planning, implementation, testing, systems inte­
gration, customer training, outsourcing, hotline support, remote 
diagnostics, and onsite maintenance. 

In the U.S., Unisys provides on-site service through several 
regional branches. Remote diagnostics is made possible through 

Specifications 

Features/Functions 

Models 

Hardware F.atures 
Number of CPUs 

Internal Memory capacity (bytes of RAM) 

Hard Drive Capacity 

Diskette Drive Capacity 

Transmission F.atures 
Maximum Number of 

Communications Interfaces 
(ports and/or trunks) 

CAP/200 

4M standard; 8M optional. 

80M 
1.44M, 3.5 inch 

28 

Unlsys Data Networking 
Communications Acc.ss 
Processor (CAP) 

CAP's Maintenance and Control Feature, which provides a 
means of monitoring and displaying various CAP status and con­
trol sign~s, both locally and from a remote location. 

\ , 
Service. Providers 
Unisys provides direct support and service in the U.S. and in 
other more than 50 other countries. 

Service locations 
Unisys has 90 service locations in the United States. Users can 
access the main support center in Roseville, Minnesota, through 
(800) 422-8466 for hardware difficulties or (800) 422-0440 for 
software difficulties. All support centers have access to a histori­
cal database of reported problems and their resolutions. Around 
the world, each regional Unisys sales center provides direct cus­
tomer support. The major support center for Europe and Africa is 
located in Middlesex, England. 

Service Hours 
Support is available 24 hours a day, 365 days a year in each 
supported region worldwide. 

Training/Education 
Through educational courses, Unisys provides its customers with 
the skills to design, configure, manage, and operate a CAP-based 
network. In the U.S., these courses are conducted at any of five 
major education centers in Atlanta; Washington, DC; Philadel­
phia; Chicago; or southern California. The vendor also has an 
education and training facility in Milton Keynes, England. 

Unisys also provides a number of self-study courses. Areas of 
instruction offered by the vendor include the following: 

• Data Communications Concepts 

• Introduction to TCP/IP 

• Open Systems Interconnection (OSI) Concepts 

• Client/Server Distributed Databases and Networks 

• Enterprise Network Management 

CAP/250 

4M standard; 8M optional. 

80M 
1.44M, 3.5 inch 

156 

Maximum Number of Twenty-eight 9600 RS-232-C interfaces. One hundred fifty-six 9600 RS-232-C interfaces. 
Low-Speed Connections (bps) 

FEBRUARY 1994 @ 1994 McGraw-HiII, Incorporated. Reproduction Prohibited. 
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Features[Functions (Continued) 

Models 

transmission F.atures (Continued) 
Maximum Number of 

Medlurn-Speed Connections (bps) 

Maximum Number of 
High-Speed Connections (bps) 

Maximum Number of Ethemet LAN 
Connections (bps) 

Software F.atures 
H~lndependance 

Multlvendor Networking 

Intelligent Routing 

CAP/200 

Fourteen 19.2K R5-232-C interfaces. 

Two 64K V.35 interfaces. 

Two 10M Ethernet LAN interfaces. 

Requires no software modification or addition on 
the IBM mainframe. Implements a subset of the 
mainframe SNA System Services Control Point 
(SSCP), allowing CAP to establish and manage 
SNA sessions independently of the host. 
Since CAP provides PU Type 5 functionality, it 
does not require configuration of CAP-attached 
terminals within ACFNTAM, and it does not 
increase mainframe processing due to device 
contention. 

Supports the direct connection of 3270 SNA 
terminal devices for access to both IBM 
mainframe and UNIX application environments. 
The UNIX LAN server defines and implements a 
presentation interface between IBM 3270 
terminals and UNIX applications. This definition 
includes three levels of screen and application 
mapping. 

Also provides SNA session management for non­
SNA devices. Supports TCP/IP and X.25 
architectures along with SNA. 
Offers full SNA network and LAN routing 
capability for all attached terminals and 
workstations. Provides automatic rerouting 
around failed network hosts and components. 

CAP/250 

Seventy-eight 19.2K RS-232-C interfaces. 

Six 64K V.35 interfaces. 

Six 10M Ethernet LAN interfaces. 

Requires no software modification or addition on 
the IBM mainframe. Implements a subset of the 
mainframe SNA System Services Control Point 
(SSCP), allowing CAP to establish and manage 
SNA sessions independently of the host. 

Since CAP provides PU Type 5 functionality, it 
does not require configuration of CAP-attached 
terminals within ACFNTAM, and it does not 
increase mainframe processing due to device 
contention. 

Supports the direct connection of 3270 SNA 
terminal devices for access to both IBM mainframe 
and UNIX application environments. The UNIX 
LAN server defines and implements a presentation 
interface between IBM 3270 terminals and UNIX 
applications. This definition includes three levels of 
screen and application mapping. 

Also provides SNA session management for non­
SNA devices. Supports TCP/IP and X.25 
architectures along with SNA. 
Offers full SNA network and LAN routing capability 
for all attached terminals and workstations. 
Provides automatic rerouting around failed network 
hosts and components. 

Network Management Functions 

Fault/Problem Management 

Configuration Management 

PerformanacelAccounting Management 

Security Management 

Configuration 

Components 
Products 

During power-up, CAP performs diagnostic tests and reports any problems to the user. CAP can be 
monitored locatly, through an attached display terminal, or remotely, through IBM NetView. NetView 
permits the user to examine information related to the SNA network and to access problem determination 
information generated at network nodes. 
CAP reinitializes from local disk storage, which can contain multiple copies of both system software and 
network configuration. 
Network events and statistical records are generated by CAP and optionally recorded to disk. These 
events can also be forwarded to NetView for host processing. 
CAP restricts aocess to its network control facility through password security. 

Description 

5 

Enclosure CAPI200 components are housed in a 3D-inch-high cabinet. CAP1250 components are enclosed in a triple­
rack unit 64 inches in height. 

Input/Output Module (10M) 

802.3 Line Module 

4X1 Synchronous Line Module 

The 10M in CAPI200 contains a total of 16 slots. Four of these slots house the 32-bit custom-designed 
CPU, main memory, an SOMB hard disk, and dual power supplies. The remaining 12 slots accommodate 
various combinations of the Line Modules (LMs) (described below). CAP1250 contains this same 10M, 
while optionally supporting up to two additionallOMs. OptionailOMs can control up to 16 LMs each; they 
include dual power supplies but no CPU, main memory, or hard disk. 

Provides one 10M bps Ethernet LAN Interface; occupies one slot in the CAP processor. Up to two of these 
LMs can be installed in an 10M. 
Provides four 9600 bps or two 19.2K bps R5-232-C interfaces. Any number can be installed in an 10M, 
each LM occupying one slot. 

CI 1994 McGraw-Hili, Incorporated. Reproduction Prohibited. 
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Configuration (Continued) 

Component. (Continued) 
Products Description 

R8-232·C Medium Speed Line Module Provides one 19.2K bps R8-232-C interface. Any number can be installed in an 10M, each LM occupying 
one slot. 

V.3S High Speed Line Module 

Power Control Module 

Configuration Rule. 
Models 

CAP/200 

CAP/250 

Provides one 64K bps V.35 interface. Up to two can be installed in an 10M, each LM occupying two slots. 

Regulates and monitors ACIDC power and fan operation. Also provides two R8-232·C interfaces, which 
can be used for network management console attachment and remote diagnostiCS. Each unit includes one 
of these. 

Description 

A base configuration includes one Input Output Module (10M) containing the CPU, 4MB of main memory, 
an 80MB hard disk, dual power supplies, dual R8-232-C Medium Speed Line Modules, one V.35 High 
Speed Line Module, and one 802.3 LAN Line Module. Seven unused 10M slots can accommodate 
additional Line Modules with a maximum of one additional V.35 High Speed and one additional 802.3 LAN 
LM (see previous table). Expansion to 8MB of memory is optional. 
CAP1250 is a triple-rack product. At present, however, a single-rack configuration providing the same 
modular components is available. In the future, users can fill each of the two extra racks with optional 
IOMs, each supporting up to 16 LMs (with a maximum of two V.35 High Speed and two 802.3 LAN LMs 
per 10M). 

Physical Environment 

Models 

Physical Specifications: 

(H x W x D, In.) 

(HxWxD,mm.) 
Electrical Specifications 

Environmental Specifications: 

Operating Temperature ("F) 

Operating Temperature (OC) 

Humidity (noncondensing) 

Pricing 

CAP/200 

30.4 x 24.0 x 30.0 
772x610x762 

1101220 VAC, 50-60 Hz 

50-93 
10-34 

200/0-80% 

CAP/250 

64x24x30 
1,536.0 x 609.6 x 762.0 

1101220 V AC, 50-60 Hz 

50-93 
10-34 

20%-80% 

Unlsys Communications Access Processor (CAP) 

Models 

CAP/200 

CAP/250 

Software Prices 

Product 

\S-6000 

FEBRUARY 1994 

Description 

Includes dual R8-232-C Medium Speed Line Modules, one V.35 High Speed Line Module, one 802.3 
LAN Une Module, and a network management console. 

Includes dual RS·232-C Medium Speed Une Modules, one V.35 High Speed Une Module, one 802.3 
LAN Line Module, and a network management console. Expansion to two or three racks will be 
available in the future. 

Description 

Software for a Unisys U 6000 LAN server providing UNIX·t0-3270 conversion capabilities; 

@ 1994 McGraw-Hill, Incorporated. Reproduction Prohibited. 
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70,685 

94,362 

Price (US$) 

2,200 to 8,250 
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Note: U nisys has intro­
duced a new solution 
for integrating IBM 
SNA and UNIX-based 
LAN environments, 
providing shared access 
to applications and re­
sources in both worlds. 
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Unisys 
Communications Access 
Processor (CAP) 

Communications Access Processor, avail­
able in two models, supports direct attach­
ment of UNIX-based LAN servers; and 
IBM 3270 SNA terminals, controllers, and 
other devices. CAP maps between IBM and 
UNIX applications, enabling any device to 
establish application sessions and access re­
sources on either processing platform. 

Strengths 

• CAP establishes and manages SNA ses­
sions independently of the IBM host. 

• It provides PU Type 5 functionality 
rather than emulating 3270 PU Type 2 
devices; therefore, it does not require 
configuration of CAP-attached devices 
within ACF/VTAM and ACFINCP. CAP 
reduces, rather than increases, host and 
controller processing overhead in an SNA 
network. 

• CAP provides LAN routing, peer-to-peer 
networking, and SNA-to-Ethemet LAN 
gateway functionality. 

• In addition to SNA, CAP supports 
TCP/IP and OSI protocols, allowing a 
gradual migration to open networking. 

-By Martin Dintzis 
Assistant Analyst 

Limitations 

• CAP does not support IBM host channel 
connections directly. It connects to IBM's 
3745 and 3174 communications control­
lers via transmission groups. This, how­
ever, is an important safety feature rather 
than a disadvantage; CAP does not alter 
the existing SNA network or host process­
ing platform in any way. 

• Data rates for wide area networking 
trunks are limited to 64K bps. 

Competition 
In LAN-to-host communications, CAP 
complements the IBM 3745, 3174, and 
compatibles. In LAN/W AN communica­
tions, however, it can replace these prod­
ucts. 

Vendor 
Unisys Corp. 
P.O. Box 500 
Blue Bell, P A 19424 
(215) 542-4011 
In Canada: 
2001 Sheppard Avenue East 
North York, ON M2J 4Z7 
(416) 495-0515 

Prices 
CAP1200 and CAP/250 base pricing starts 
at $70,685 and $94,362, respectively. GSA 
Schedule: Yes. 
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Product Analysis 

The Communications Access Processor (CAP) family, 
comprising the CAP/200 and CAP/250 models, integrates 
SNA networks and UNIX LAN environments. CAP im­
plements a subset of the IBM mainframe's System Services 
Control Point (SSCP). Appearing as both a Physical Unit 
Type 4 and 5, CAP establishes and manages SNA sessions 
for both IBM and UNIX-based devices independently of 
the IBM host computer. 

CAP supports direct attachment of both IBM SNA ter­
minals, controllers, and UNIX-based LAN servers. CAP 
supports both Unisys and non-Unisys UNIX workstation 
environments. The CAP-attached workstation or LAN 
server, however, must be a Unisys U 6000 model. CAP 
establishes links to IBM host facilities and other CAP pro­
cessors over either 64K bps SNAlSDLC or X.25 wide area 
trunks or the Ethernet LANs. 

Special software running on a UNIX server provides 
mapping between SNA and UNIX applications, allowing 
any device to access any application. Tying into a UNIX 
application, for example, a 3270 terminal user can take 
advantage of UNIX's pull-down menus, context-sensitive 
help, and other tools and features while preserving the 
3270 terminal interface. 

CAP!200, a 30-inch-high office environment processor, 
supports up to twenty-eight ports and/or trunks, including 
as many as twenty-eight 9600 bps RS-232-C, fourteen 
19.2K bps RS-232-C, two 64K bps V.35, and two lOM bps 
Ethernet LAN connections. 

CAP/250 is a 64-inch-high, triple-rack, computer room 
processor. In its initial release, however, it supports a sin­
gle-rack configuration providing the same capacity as the 
CAP/200. In June 1993 Unisys will introduce expansion 
options for the other two CAP/200 racks, increasing its ca­
pacity to one-hundred-fifty-six 9600 bps or seventy-eight 
19.2K bps trunks and/or ports, six 64K bps V.35 trunks, 
and six Ethernet LAN connections. 

Target Applications 
A multifunction product, CAP provides the features of an 
intelligent switch, a concentrator, a protocol converter, a 
LAN bridge, and a LAN router. All of these capabilities 
enable it to effectively integrate host and LAN processing 
platforms. 

Overview 

Models CAP/200 

Unlsys 
Communications Access 
Processor (CAP) 

Strengths 

Data Networking 

CAP preserves user investment in SNA technology, while 
allowing smooth migration to LAN-based processing. It 
accomplishes this without addition or modification to host 
software. 

CAP reduces, rather than increases, host and controller 
processing overhead in an SNA network. It establishes and 
manages SNA sessions independently of the IBM host. 
Since it provides Physical Unit Type 5 functionality rather 
than emulating a 3270 Physical Unit Type 2 device, CAP­
attached workstations and terminal devices require no 
configuration within ACF/VTAM and ACFINCP. 

CAP offers full network routing capability for attached 
terminal and controllers. It also provides LAN routing, 
Physical Unit Type 2.1 Low Entry Networking (LEN) ca­
pability for peer-to-peer networking, and SNA-to-Ethernet 
LAN gateway functionality for UNIX processors. 

In addition to SNA, CAP supports TCP/IP and OSI 
protocols, allowing the user to gradually migrate to an 
open networking environment. 

Limitations 
CAP does not support direct IBM host channel attach­
ment. It accesses hosts indirectly through IBM 3745 and 
3174 communications controllers. This is an advantage 
rather than a disadvantage. CAP does not alter the existing 
SNA network or host processing platform in any way, mak­
ing it a very safe networking solution. 

CAP does not support fractional or full T 1 data rates for 
wide area trunks; data rates up to 64K bps are supported 
via a V.35 interface. 

Competitive Analysis 
No other existing product provides a seamless link be­
tween SNA and UNIX-based Ethernet LANs. Although 
the IBM 3745 now supports an Ethernet TCP/IP LAN 
gateway, participating LAN workstations must run 3270 
terminal emulation software. 

CAP/250 

Product Type A multifunction communications controller A multifunction communications controller 
providing intelligent switching, concentra- providing intelligent switching, concentra­
tion, protocol conversion, and LAN routing. tion, protocol conversion, and LAN routing. 

Design 

Date First Released 

Base Price ($) 

DECEMBER 1992 

Rack mount Rack mount 

September 1992 September 1992 

70,685 94,362 
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Decision Points 

Product Family 

Unl.v. 
Communication. Ace ••• 
Proc ••• or ICAP) 

Requirements 

Communications Access Processor (CAP) High Throughput 

Multivendor Connectivity 

3678 3 
Communications Controllers 

Comments 

Supports connections to 10M bps Ethernet 
LANs and 64K bps wide area network 
links. 

Supports direct attachment of 3270 SNA 
and UNIX LAN servers. Provides shared 
access to both IBM SNA and UNIX applica­
tions and network resources for all CAP-at­
tached devices. 

Host-Independent Networking Implements a subset of the mainframe SNA 
System Services Control Point (SSCP), al­
lowing CAP to manage SNA sessions inde­
pendently of the host. Does not require 
configuration of CAP- or network-attached 
devices within ACFfVTAM or ACF/NCP. 

Network Management 

Vendor Analysis 

Marketing Strategy 
Unisys markets a full line of products, including display 
terminals, personal computers, high-performance multi­
tasking/multiuser workstations, UNIX-based minicom­
puters, and mainframe systems. All these products inter­
operate with each other and with other vendors' systems in 
an open computing environment. 

The vendor's strategy is to place open standards at the 
base of its information networks while allowing customers 
to continue using proprietary systems providing greater 
functionality than newer open systems. 

Target Markets 
Users of Communications Access Processors include engi­
neering and manufacturing firms, airlines, financial ser­
vice organizations, and research and educational institu­
tions. 

Market Position 
Unisys is a leader in open networking solutions featuring 
IBM SNA connectivity. 

Major Competitors 
The communications processor market includes few major 
competitors. IBM dominates the scene, followed by NCR 
and Amdahl which market 3745-compatible controllers. 

In LAN-to-host communications, CAP complements 
the IBM 3745, which provides direct host channel attach­
ment. In LANIW AN communications, CAP can replace 
the 3745. 

@ 1992 McGraw-Hili. Incorporated. Reproduction Prohibited. 
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NetView access provided. 

Sales and Distribution Strategy 

Sales 
Unisys and its resellers offer CAP for purchase only. 

Distribution 
With operations in about 100 countries, Unisys distributes 
its products through its own sales force, third-party distrib­
utors, and value-added resellers. The vendor's commercial 
market is divided into three geographical areas. The 
United States Information Systems (USIS) is based in Blue 
Bell, PA; the Europe-Africa Div. (EAD) is based in Ux­
bridge, England; and the Pacific Asia-America Div. 
(PAAD) is also based in Blue Bell. In addition, the Unisys 
Defense units are based in McLean, VA. 

Support 

Policies and Programs 

Warranty 
Unisys warrants that its equipment will be free from de­
fects in material and workmanship for a period of 12 
months from its installation date. 

Support Services 
U nisys offers a wide range of services from support centers 
across the United States and around the world. These ser­
vices include network planning, implementation, testing, 
systems integration, customer training, outsourcing, hot 
line support, remote diagnostics, and on-site maintenance. 

In the U.S., Unisys provides on-site service through 
several regional branches. Remote diagnostics is made 
possible through CAP's Maintenance and Control Feature, 
which provides a means of monitoring and displaying var­
ious CAP status and control signals, both locally and from 
a remote location. 

DECEMBER 1992 
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Interoperability Matrix 

Product Family 

Relationship With Higher-Level Elements 

Position in Network Architecture 

Host Software Required: 

Operating System 

Access Method 

Network Management Support 

Relationship With Peer-Level Elements 

Compatible Communications Controllers 

Transport Architectures Supported 

Relationship With Lower-Level Elements 

Leased Line Support 

Packet Switched Network Support 

LAN Attachment Support 

Service Providers 
Domestically, Unisys provides direct support and service. 

Service Locations 
Unisys has 90 sales/service locations in the United States. 
Users can access the main support center in Roseville, 
MN, through (800) 422-8466 for hardware difficulties or 
(800) 422-0440 for software difficulties. All support cen­
ters have access to a historical database of reported prob­
lems and their resolutions. 

Service Hours 
Support is available 24 hours a day, 365 days a year. 

Training/Education 
Through educational courses, Unisys provides its custom­
ers with the skills to design, configure, manage, and oper­
ate a CAP-based network. These courses are normally con­
ducted in the U.S. at any of five major education centers in 
Atlanta; Washington, DC; Philadelphia; Chicago; or 
southern California. Unisys also provides a number of self­
study courses. Areas of instruction offered by the vendor 
include the following: 

• Data Communications Concepts 

• Introduction to TCP/IP 

DECEMBER 1992 

Uni.,. 
Communication. Acce" 
Proce •• or (CAP) 

Communications Access 
Processor (CAP) 

Data Networking 

Supports IBM 3270 SNA mainframe and UNIX-based Ethernet 
LAN environments. Appears to the IBM host as both an SNA 
Physical Unit Type 4 and 5; supports Physical Unit Type 2, 2.1, 4, 
and 5 devices. 

Requires no host software installation or modification. Works 
with MVS/370, MVS/ESA, MVS/XA, VM/SP, VM/SP HPO, VM/ 
XA, VSE/AF, and VSE/SP. 

VTAM 

Works with IBM NetView; can also be configured and managed 
from a local or remote display terminal. 

IBM 3745 and 3174 

IBM 3270 SNA, TCP/IP, X.25, and OSI 

Provides access to 64K bps private lines using a V.35 interface. 

Supports access to an X.25 packet switched network using a 
V.35 or RS-232-C interface. 

Supports UNIX applications running on Ethernet IEEE 802.3 
LANs and standalone workstations. 

• Open Systems Interconnection (OSI) Concepts 

• OientiServer Distributed Databases and Networks 

• Enterprise Network Management 

Competitors' Programs 
Support offered by NCR, Amdahl, and Unisys is closely 
patterned after IBM support services. No vendor seeking 
to compete in the market for SNA-compatible networking 
products could succeed otherwise. Services offered by 
IBM, NCR, and Amdahl include installation, round-the­
clock maintenance and hot line support, remote diagnos­
tics, and education. 
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Specifications 

Features/Functions 

Models 

Hardware Features 
Number of CPUs 

Internal Memory Capacity (bytes of RAM) 

Hard Drive Capacity 

Diskette Drive Capacity 

Transmission Features 
Maximum Number of Communications 

Interfaces (ports and/or trunks) 

Maximum Number of Low-Speed 
Connections 

Maximum Number of Medium-Speed 
Connections 

Maximum Number of High-Speed 
Connections 

Maximum Number of Ethernet LAN 
Connections 

Software Features 
Host Independence 

Multivendor Networking 

Intelligent Routing 

CAP/200 

4M standard; 8M optional 

80M 

1.44M, 3.5 inch 

28 

Twenty-eight 9600 bps RS-232-C interfaces 

Fourteen 19.2K bps RS-232-C interfaces 

Two 64K bps V.35 interfaces 

Two 10M bps Ethernet LAN interfaces 

Requires no software modification or addition 
on the IBM mainframe. Implements a subset of 
the mainframe SNA System Services Control 
Point (SSCP), allowing CAP to establish and 
manage SNA sessions independently of the 
host. 

Since CAP provides PU Type 5 functionality, it 
does not require configuration of CAP-attached 
terminals within ACF{VTAM, and it does not 
increase mainframe processing due to device 
contention. 

Supports the direct connection of 3270 SNA 
terminal devices for access to both IBM 
mainframe and UNIX application environments. 
The UNIX LAN server defines and implements a 
presentation interface between IBM 3270 
terminals and UNIX applications. This definition 
includes three levels of screen and application 
mapping. 

Also provides SNA session management for 
non-SNA devices. Supports TCP/IP and X.25 
architectures along with SNA. 

Offers full SNA network and LAN routing 
capability for all attached terminals and 
workstations. Provides automatic rerouting 
around failed network hosts and components. 

CAP/250 

4M standard; 8M optional 

80M 

1.44M, 3.5 inch 

156 (1) 

One hundred fifty-Six 9600 bps RS-232-C 
interfaces (1 J 
Seventy-eight 19.2K bps RS-232-C interfaces (1) 

Six 64K bps V.35 interfaces (1) 

Six 10M bps Ethernet LAN interfaces (1) 

Requires no software modification or addition on 
the IBM mainframe. Implements a subset of the 
mainframe SNA System Services Control POint 
(SSCP), allowing CAP to establish and manage 
SNA sessions independently of the host. 

Since CAP provides PU Type 5 functionality, it 
does not require configuration of CAP-attached 
terminals within ACF/VTAM, and it does not 
increase mainframe processing due to device 
contention. 

Supports the direct connection of 3270 SNA 
terminal devices for access to both IBM 
mainframe and UNIX application environments. 
The UNIX LAN server defines and implements a 
presentation interface between IBM 3270 
terminals and UNIX applications. This definition 
includes three levels of screen and application 
mapping. 

Also provides SNA session management for non­
SNA devices. Supports TCP/IP and X.25 
architectures along with SNA. 

Offers full SNA network and LAN routing 
capability for all attached terminals and 
workstations. Provides automatic rerouting 
around failed network hosts and components. 

(1) Although CAP /250 enclosure supports three racks, the initial release of the product supports a Single rack providing the same capacity as CAP /200. In 
June 1993 Unisys will introduce an expansion module for each of the two exira shelves, increasing the maximum capacity to the values listed here. 

Network Management Functions 

Fault/Problem Management 

Configuration Management 

Performance/Accounting Management 

Security Management 

During power-up, CAP performs diagnostic tests and reports any problems to the user. CAP can be 
monitored locally, through an attached display terminal; or remotely, through IBM NetView. NetView 
permits the user to examine information related to the SNA network and to access problem 
determination information generated at network nodes. 

CAP reinitializes from local disk storage, which can contain multiple copies of both system software 
and network configuration. 

Network events and statistical records are generated by CAP and optionally recorded to disk. These 
events can also be forwarded to Netview for host processing. 

CAP restricts access to its network control facility through password security. 

@ 1992 McGraw-HIli. Incorporated. Reproduction Prohibited. 
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Configuration 

Components 
Products 

Enclosure 

Input/Output Module (10M) 

802.3 LAN Line Module 

4X1 Synchronous Line Module 

RS-232-C Medium Speed Line Module 

V.35 High Speed Line Module 

Power Control Module 

Configuration Rules 
Models 

CAP/200 

CAP/250 

Physical Environment 

Models 

Physical Specifications (H x W x D, in.) 

Electrical Specifications 

Environmental Specifications: 

Operating Temperature (oF) 

Humidity (noncondensing) 

DECEMBER 1992 

Description 

Un'.y. 
Communication. Ace ••• 
Processor (CAP) 

Data Networking 

CAP/200 components are housed in a 3O-inch-high cabinet. CAP/250 components are enclosed in a 
triple-rack unit 64 inches in height. 

The 10M in CAP/200 contains a total of 16 slots. Four of these slots house the 32-bit custom-designed 
CPU, main memory, an 80MB hard disk, and dual power supplies. The remaining 12 slots 
accommodate various combinations of the Line Modules (lMs) (described below). CAP/250 contains 
this same 10M, while optionally supporting up to two additionallOMs. OptionallOMs can control up to 
16 line modules each; they include dual power supplies but no CPU, main memory, or hard disk. 

Provides one 10M bps Ethernet LAN Interface; occupies one slot in the CAP processor. Up to two of 
these Line Modules (lMs) can be installed in an 10M. 

Provides four 9600 bps or two 19.2K bps RS-232-C interfaces. Any number can be installed in an 10M, 
each lM occupying one slot. 

Provides one 19.2K bps RS-232-C interface. Any n!.lmber can be installed in an 10M, each lM 
occupying one slot. 

Provides one 64K bps V.35 interface. Up to two can be installed in an 10M, ·each lM occupying two 
slots. 

Regulates and monitors AC/DC power and fan operation. Also provides two RS-232-C interfaces, 
which can be used for network management console attachment and remote diagnostics. Each unit 
includes one of these. 

Description 

A base configuration includes one Input Output Module (10M) containing the CPU, 4MB of main 
memory, an 80MB hard disk, dual power supplies, dual RS-232-C Medium Speed Line Modules, one 
V.35 High Speed line Module, and one 802.3 LAN Line Module. Seven unused 10M slots can 
accommodate additional Line Modules with a maximum of one additional V.35 High Speed and one 
additional 802.3 LAN lM (see previous table). Expansion to 8MB of memory is optional. 

CAP/250 is a triple-rack product. At present, however, a single-rack configuration providing the same 
modular components is available. In the future, users can fill each of the two extra racks with optional 
IOMs, each supporting up to 16 lMs (with a maximum of two V.35 High Speed and two 802.3 LAN lMs 
per 10M). 

CAP/200 

30.4 x 24.0 x 30.0 

110/220 V AC, 50-60 Hz 

50-93 

20%-80% 

CAP/250 

64x24x30 

110/220 V AC, 50-60 Hz 

50-93 

20%-80% 
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Pricing 

Equipment Prices 

Models 

CAP/200 

CAP/250 

Software Prices 

Product 

IS-6000 

Unls,s 
Communications Access 
Processor (CAPJ 

3878 7 
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Description Purchase 
Price ($) 

Includes dual RS-232-C Medium Speed Une Modules, one V.35 High Speed Line Module, one 802.3 70,685 
LAN Line Module, and a network management console. 

Includes dual RS-232-C Medium Speed Une Modules, one V.35 High Speed Une Module, one 802.3 94,362 
LAN Une Module, and a network management console. Expansion to two or three racks will be 
available in the future. 

Description 

Software for a Unisys U 6000 LAN server providing UNIX-t0-3270 conversion capabilities. 

Purchase 
Price ($) 

2,200 to 
8,250 

• 
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Note: Unisys has re­
leased the OCP/600 Se­
ries of fault-tolerant pro­
cessor models. Designed 
primarily for LAN inter­
networking, these models 
offer a distributed internal 
processing architecture, 
component redundancy, 
and dual-partition config­
uration options. Unisys 
has released FODI LAN 
support and has an­
nounced future token-ring 
LAN support. 

DATA PRO Data Networking 3690 1 
Communications Processors 

Unisys 
DCP Series 
Communications 
Processors 

Datapro Summary 

The DCP family consists of the DCP/S, DCP12S, DCP/30, DCP/3S, DCP/SO, DCP/SS, DCP/ 
614, DCP/624, and DCP/628 models. They support from 11 to over 1,800 communications 
lines, depending on the model. Distributed Communications Processor (DCP) processors 
can function as front-end processors, intelligent switches and routers, LAN-to-host gate­
ways, remote concentrators, or a mixture of these. Telcon and SNAInet software provide the 
capability to integrate DCPs and their Unisys 1100/2200 hosts into many environments, 
including IBM SNA and BSC, OSI, and TCP/IP networks. 

Strengths 
The DCP Series provides extensive multiproto­
col support, letting users establish links between 
different host computers and local area net­
works. 

• An NT 2.1 feature,partoftheOCP'sSNNnet 
software, provides IBM LU6.2 functionality 
for peer-to-peer networking. 

• The DCP's modular architecture facilitates 
configuration and maintenance. Users can add 
or remove hardware and software, reconfigure 
portions of the system, and activate memory 
dumps without interrupting system perfor­
mance. 

• OCPs offer redundant power supplies, power 
controls, processing modules, and processor 
partitions, with automatic switchover to the 
backup modules or systems. 

Limitations 

• Communications processors such as the DCP 
Series must compete with a new breed of de­
vices, multiprotocol routers, which offer a 
streamlined approach to LAN internetwork­
ing. 

• DCPs do not support IBM's ESCON fiber 
optic channel. 

-By Martin Dintzis 
Assistant Analyst 

Vendor 
Unisys Corp. 
P.O. Box 500 
Blue Bell, PA 19422 
(215) 542-4011 
In Canada: 
2001 Sheppard Avenue East 
North York, ON M2J 4Z7 
(416) 495-0515 

Competition 
IBM, NCR, and Amdahl. 

Price 
Base prices (including hardware and software) 
include $9,800 for the OCP/5 and $250,000 for 
the DCP/628. GSA Schedule: Yes. 
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Product Analysis 

Unisys introduced the DCP Series in 1979. Since that time, the 
company has added and withdrawn models from this product 
family. The series now consists of the DCP/5, DCP/25, DCP/30, 
DCP/35, DCP/50, DCP/55, DCP/614, DCP/624, and the DCP/ 
628. They range in size from the entry-level DCP/5, which sup­
ports up to 11 communications lines, to the top-of-the-line DCP/ 
628, which supports over 1,800 communications lines. 

DCPs support communications between Unisys llOO and 
2200 Series host computers. Part of Unisys's Distributed Com­
munications Architecture (DCA), which is based on the Open 
Systems Interconnection (OSI) model, DCPs also support in­
teroperability with asynchronous, IBM mainframe, and IBM 
midrange hosts; Ethernet and FDDI LAN; and X.25 packet 
switched, TCP/IP, and OSI environments. 

All DCPs (except the entry-level DCP/5 model) are based on a 
common machine architecture containing the same basic compo­
nents: Communications Processor (CP) Modules, Input/Output 
(110) Modules, and Line Modules. The CP is a microprogrammed 
processor supplying the bus structure, timing, micromemory, 
arithmetic logic units, and error control to execute the DCP in­
struction repertoire. 110 Modules function as the interfaces from 
the CPs to mass storage, host computer channels, and various 
Line Modules. A Line Module serves as the connection point for 
terminals, channels, and networks to the DCP system. 

Users manage the DCPprocessors and their networks through 
the DCP/OS operating system and Telcon networking software. 
DCP/OS handles basic operations, including memory manage­
ment, file control, and service utilities; Telcon supplies the dis­
tributed networking intelligence. Telcon includes the following 
software components: 

• SNAlnet software provides interoperability with IBM SNAtS­
DLC, 3270 BSC, 2780/3780 BSC RJE, and X.25 packet 
switched environments. 

• TCP-lP Stack program implements TCP/IP protocols and pro­
vides Telnet terminal protocols for communications with the 
TCP/IP Defense Data Network (DDN). 

• OSl Transport Services (OSlTS) supports OSI Class 0, 2, and 4 
transport services. 

Overview 

Models Design 

DCP/5 Desktop personal computer-
based product 

DCP125 Floorstanding unit 

DCP/30 Floorstanding unit 

DCP/35 Floorstanding unit 

DCP/50 Floorstanding unit 

DCP/55 Floorstanding unit 

DCP/614 Floorstanding unit 

DCP/624 Floorstanding unit 

DCP/628 Floorstanding unit 

(1) Price includes hardware and software. 

JULVl993 

Unls,s 
DCPSerIes 
Communications 
Processors 

Data Networking 

This year, Unisys announced the DCP/600 Series of fault-tolerant 
communications processors. The DCP/614 and DCP/624 are 
available now; the DCP/628 will be available in December 1993. 

The DCP/600 Series models offer several reliability features 
making them id~l for LAN internetworking applications. Each 
110 Module contains dual power supplies and each cabinet con­
tains dual power controls. The DCP/624 and DCP/628 support 
dual-partition configurations, permitting load sharing between 
two active systems or defining one active and one hot standby 
system. 

A new family of dual-bus line modules for the DCP/600 Series 
provides automatic switchover to the hot standby system in dual­
partition machines. In single- or dual-partition configurations, 
these intelligent line modules off-load connection-, 110-, and pro­
tocol-conversion-related functions from the DCP's central pro­
cessing units, enhancing overall system performance. Addition­
ally, they are power-on-replaceable. The new line modules can be 
used in older DCP models (single-partition operation only). At 
the same time, DCP/600 Series processors can use the previous 
generation of DCP line modules. 

Unisys has released an FDDI LAN module as part of this new 
offering. In the fourth quarter of 1993, the vendor will introduce a 
4M116M bps token-ring LAN module. 

Target Applications 
DCP processors can function as front-end processors, intelligent 
switches, and remote concentrators for Unisys 1100 Series, 2200 
Series, and System 80 host computers that support on-line trans­
action processing, timesharing services, and management oflarge 
databases. DCPs meet the open computing needs of users requir­
ing access to both Unisys and non-Unisysfacilities. With the lat­
est product introductions and enhancements, DCPs are positioned 
even more strongly to provide multiprotocol LAN routing and 
LAN-to-host gateway services. 

Strengths 
Based on the OSI model for open networking, the DCP isolates 
the host computer from the communications facility, allowing 
both environments to evolve independently. Programmers are 
free to concentrate on applications development without being 
concerned about network enhancements. The DCP provides ex­
tensive multiprotocol support, including gateways to IBM SNA 
and BSC environments. 

Release Date Base Price ($) (1) 

June 1990 9,800 

October 1990 26,000 

October 1988 55,000 

December 1990 125,000 

August 1991 275,000 

December 1987 396,000 

April 1993 175,000 

April 1993 200,000 

December 1993 250,000 
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Data Networking 

Decision Points 

Models 

DCP Processor Family 

Unlsys 
DCPSeries 
Communications 
Processors 

Requirements 

High throughput 

Flexibility 

Multivendor networking 

Fault Tolerance 

Network Management 

An NT 2.1 feature, part of the DCP's SNAInet software, pro­
vides IBM LU6.2 functionality for peer-to-peer networking. With 
this feature, network nodes can perform dynamic message routing 
without IBM host involvement for session control. The software 
also includes a Terminal Operator Menu Facility (TOMF), for 
accessing both Unisys and IBM SNA destinations from a termi­
nal, and a printer sharing feature that emulates the IBM printer­
sharing process for outbound open requests from Unisys systems. 
This feature provides automatic queuing of print requests. 

The modular DCP Series hardware and software architecture 
facilitates configuration and maintenance. All models run the 
same software, and with the exception of the DCP/5, share the 
same hardware design. Users can perform upgrades through con­
version kits. Without interrupting the system's performance, us­
ers can also add or remove hardware and software, reconfigure 
portions of the system, and activate memory dumps. 

DCPs offer redundant power supplies, power controls, pro­
cessing modules, and processor partitions, with automatic switch­
over to the backup modules or systems. 

The innovative design of the DCP/5, a cost-effective entry 
into the communications processor arena, should appeal to many 
users who will respond to the concept of acquiring a fully func­
tioning communications processor that can be installed as easily 
as a PC. 
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Comments 

Supports 100M bps local area and T1/E1 
wide area network data rates. 

The dual-bus Intelligent Une Modules offload 
connection- and I/O-related functions from 
the DCP's central processing units, 
enhancing overall performance. 

A modular architecture makes system 
expansion straightforward. 

Supports async, IBM SNA/SDLC, IBM 3270 
BSC, Ethernet LAN, FODI LAN, TCP/IP, X.25 
packet switching, and OSI environments 
concurrently. Token-ring LAN support will be 
introduced in the fourth quarter of 1993. 

DCP/624 and DCP/628 support dual-partition 
configurations, in which load sharing 
between two active systems or establishment 
of one active and one hot standby systems is 
possible. Dual-bus line modules provide 
automatic switch over to the hot standby 
system. 

Other OCP reliability features include 
redundant power supplies, dual power 
controls, power-on-replaceable line modules, 
and automatic switchover to individual 
backup processor modules. 

Unisys's Network Management Services 
(NMS) software provides complete 
configuration, monitoring, and diagnostics 
capability for OCPs. SNA/net software 
supports integration with IBM SNA networks 
and the NetView network management 
system. 

Limitations 
Although the communications processor has been widely used to 
link multiple computing environments for years, it is now viewed 
as a transition product that enables users to link an existing host 
processing system to an evolving host-independent LANIWAN 
environment. Users are migrating away from the hierarchical 
host-to-terminal type of processing, for which the communica­
tions processor was originally developed, in favor of multiproto­
col routers, which can perform intelligent switching more effi­
ciently for LAN-attached PCs communicating on a peer basis. 
Vendors offering routers that support IBM's SNA and other pro­
tocols (in addition to IBM itself) include Cisco Systems, Vitalink 
Communications, Proteon, and Wellfleet Communications. 

Unlike IBM's 3745 Communications Controller, DCPs do not 
support ESCON fiber optic channels. 

Competitive Analysis 
DCP processors are versatile. They can perform front-end pro­
cessing, intelligent switching and routing, remote concentration, 
and gateway functions. Designed for multi vendor networks, they 
provide compatibility with existing proprietary systems while 
leaving a migration path to future open networks. 
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Interoperability Matrix 

Product 

Product Classification 

Relationship With Higher-Level Elements 

Position in Network Architecture 

Compatibility 

Host Software Required 
Operating Systems 

Communications Processor Software 
Load 

Host Access 

Network Management Support 

Relationship With Peer-Level Elements 
Compatible Communications Processors 
Transport Architectures Supported 

Relationship With Lower-Level Elements 
Leased Line Support 
Packet Network Support 

LAN Attachment 

Vendor Analysis 

Marketing Strategy 

Unl.,. 
DCPSerIe. 
Communlcatl_ 
Proceuon 

Unisys DCP Series Processors (all models) 

Proprietary network router/gateway device. 

Data Networking 

Can appear to the IBM host as an SNA physical unit (PU) Type 2, 2.1, 4, 5, or some 
combination of these. In Unisys DCA, OSI, and TCP/IP environments, the DCP links 
multiple environments transparently. All communications functions are isolated from host 
processing applications. 
Capable of replacing the IBM 3745 channel-attached or remote processor in multivendor 
networks consisting of both Unisys and non-Unisys host computers. DCP processors are 
fully interoperable, but not plug compatible, with IBM 3745 models. 

Unisys's 1100 and 2200 Series hosts run the OS/1100 operating system. IBM hosts run 
the MVSI370, MVSlESA, MVSlXA, VMlSP, VMlSP HPO, VMIXA, VSE/AF, or VSElSP 
operating system with the VTAM access method. 
From a Unisys host or from the processor's hard drive. 

Direct connection via a block multiplexer channel, or a host word channel; remote access 
via a dial-up or leased line; or indirect host access via an Ethernet or FOOl LAN. 
Configured and managed via Unisys's Network Management Services (NMS) software, 
which runs on the OCP. Can also be managed by Unisys's Common Network 
Management System. 

Fully interoperable with any IBM 3745 or compatible processor. 
Async, IBM SNAISOLC, IBM 3270 BSC, Unisys OCAlUOLC, TCPIIP, X.25 packet 
switched, and OSI data flows. 

Provides access to fractional or full T1/E1 lines via a T1, an E1, or a V.35 interface. 
Supports access to an X.25 packet switched network using an RS-232-C, an RS-232-0, a 
V.35, a T1, an E1, or an X.21 interface. 
Supports 10M bps Ethernet (IEEE 802.3) and 100M bps FOOl LAN environments. Will 
support 4M/16M token-ring (IEEE 802.5) LAN environments by the fourth quarter of 1993. 

Market Position 
The communications processor market includes few major com­
petitors. Although Unisys is not a leading vendor of communica­
tions processors, the company has built steadily upon the capabil­
ities of the DCP Series, investing in its development, refining its 
features, and expanding its communications options. Its position 
in Unisys's open networking architecture makes the DCP Series a 
significant product line. 

Unisys markets a full line of products, including display tenni­
nals, personal computers, high-perfonnance multitasking/mul­
tiuser workstations, UNIX-based minicomputers, and mainframe 
systems. All these products interoperate with each other and with 
other vendors' systems in an open computing environment. 

Major Competitors 
IBM dominates the communications processor market, followed 
by NCR, Amdahl, Unisys, and others. 

Sales and Distribution Strategy 
The vendor's strategy is to place open standards at the base of 

its infonnation networks while allowing customers to continue 
using proprietary systems that provide greater functionality than 
newer open systems. 

Target Markets 
Users of DCP processors include engineering and manufacturing 
finns, airlines, telecommunications service providers, financial 
service organizations, and research and educational institutions. 
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Sales 
Unisys offers both purchase and leasing arrangements to its cus­
tomers. 

Distribution 
With operations in about 100 countries, Unisys distributes its 
products through its own sales force, third-party distributors, and 
value-added resellers. The vendor's commercial market is 
divided into three geographical areas. The United States Infonna­
tion Systems (USIS) is based in Blue Bell, PA; the Europe-Africa 
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Div. (BAD) is based in Uxbridge, England; and the Pacific Asia­
America Div. (PAAD) is also based in Blue Bell. In addition, the 
Unisys Government and Defense units are based in McLean, VA. 

Support 

Policies and Programs 

Warranty 
Unisys warrants that its equipment will be free from defects in 
material and workmanship for a period of 12 months from its 
installation date. 

Support Service. 
Unisys offers a wide range of services from support centers 
across the United States and around the world. These services 
include installation, hot line support, remote diagnostics, and on­
site maintenance. 

In the U.S., Unisys provides on-site service through several 
regional branches. Remote diagnostics is made possible through 
DCP's Maintenance and Control Feature, which provides a 
means of monitoring and displaying various DCP status and con­
trol signals, both locally and from a remote location. 

Specifications 

Enhancements 

Date 

3690 5 
Communications Processors 

Service Provider. 
Domestically, Unisys provides direct support and service. 

Service Locations 
Unisys has 90 sales/service locations in the United States. Users 
can access the main support center in Roseville, MN, through 
(800) 422-8466 for hardware difficulties or (800) 422-0440 for 
software difficulties. All support centers have access to a histori­
cal database of reported problems and their resolutions. 

Service Hours 
Support is available 24 hours a day, 365 days a year. 

Training/Education 
Through educational courses, Unisys provides its customers with 
the skills to design, configure, manage, and operate a DCP-based 
network. These courses are normally conducted in the U.S. at any 
of five major education centers in Atlanta; Washington, DC; Phil­
adelphia; Chicago; or southern California. Unisys also provides a 
number of self-study courses. Areas of instruction offered by the 
vendor include the following: 

• Data Communications Concepts 

• DCPffelcon Operations 

• Introduction to TCP/IP 

• Open Systems Interconnection (OSI) Concepts 

• Client/Server Distributed Databases and Networks 

• Enterprise Network Management 

February 1992 Introduced SNAInet 4R1, a new release of its SNA network connectivity software providing IBM host 
interoperability with Unisys DCP processors and 110012200 Series hosts. The new software now provides 
the functions and protocols of IBM Physical Unit Types 2, 2.1, 4, and 5. A new NT 2.1 feature allows users 
to participate in peer-ta-peer communications without IBM host involvement for seSSion control. 
Configured Routing, another feature, enables DCPs to route message flows among PU Type 2.1 devices 
connected to it. The new software also provides automatiC queuing of print requests sent to IBM printers 
and an easy-to-use menu for accessing both Unisys and IBM SNA hosts. 

April 1993 

Fourth-Quarter 1993 

Features/Functions 

Models 

Hardware Features 
Design 

Number of Partitions 

Introduced, along with the new DCP/600 Series of fault-tolerant processor models, an FOOl LAN 
connection module. This module can be used in DCP Models 25 through 55 as well as in the 600 Series 
Models. 

Will introduce a 4M116M bps token-ring LAN module for DCP Models 25 through 628. 

DCP/5 

Desktop personal 
computer 

1 

DCP/25 

Floorstanding 

DCP/30 DCP/35 

Floorstanding Floorstanding 

e 1993 McGraw-Hili, Incorporated. Reproduction Prohib~ed. 
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Features/Functions (Continued) 

Models OCP/5 

Hardware Features (Continued) 
Number of CP Processors 

Internal Memory capacity (bytes) 2M 

Transmission Features 
Max. Number of Lines (1) 15 
Max. Number ofT1/E1 Links (1) Not supported 

Max. Number and Types of Host One remote host 
Connections connection 

Max. Number of 10M Ethernet LAN 4 
Connections 

Max. Number of 4M116M Token-Ring LAN Not supported 
Connections (2) 

Max. Number of FOOl LAN Connections Not supported 

Max. Line SpeedS (bpS) 64K WAN; 10M LAN 

Software Features 
IBM Compatibility SNAlnet software 

allows the DCP to 
interoperate with IBM 
hosts, 3745 FEPs, 
and 327D-type 
terminals. SNAlNet 
also supports LU6.2 
functionality and peer-
to-peer networking 
capability. 

Multlvendor Networking Capabilities: 

TCP/IP Networking TCP-IP Stack 
program implements 
TCP/IP protocols 
within a DCA network. 
It also provides 
TELNET terminal 
protocols specifically 
for the TCP/IP DDN 
environment. With this 
feature, DCPs can 
communicate across 
an Ethernet LAN or an 
X.25 packet switched 
WAN. 

OSI Networking OSI Transport 
Services (OSITS) 
program implements 
051 protocols within a 
DCA network, 
supporting OSI Class 
0, 2, and 4 transport 
services. OSITS also 
includes a protocol 
conversion interface 
between the Unisys 
DCA Transport 
Protocol (DTP) and 
OSI transport layer 
protocols. With 
OSITS, DCPs can 
communicate across 
an Ethernet LAN or an 
X.25 packet switched 
WAN. 
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Unlsys Data Networking 
DCPSeries 
Communications 
Processors 

DCP/25 DCP/30 DCP/35 

1 2 

4MtoSM 4MtoSM SM 

1S4 6S0 672 

2 3 3 

6 local, unlimited 21 local, unlimited 21 local, unlimited 
remote remote remote 

9 33 32 

9 33 32 

9 33 32 
1.544M/2.048M WAN; 1.544M/2.04SM WAN; 1.544MI2.04SM WAN; 
100M LAN 100M LAN 100M LAN 

SNAlnet software SNAlnet software SNAlnet software 
allows the DCP to allows the DCP to allows the DCP to 
interoperate with IBM interoperate with IBM interoperate with IBM 
hosts, 3745 FEPs, and hosts, 3745 FEPs, and hosts, 3745 FEPs, and 
327D-type terminals. 3270-type terminals. 3270-type terminals. 
SNAlNet also supports SNAlNet also supports SNAlnet also supports 
LU6.2 functionality and LU6.2 functionality and LU6.2 functionality and 
peer-to-peer peer-ta-peer peer-to-peer 
networking capability. networking Capability. networking capability. 

TCP-IP Stack TCP-IP Stack TCP-IP Stack program 
program implements program implements implements TCP/IP 
TCPIIP protocols TCP/IP protocols protocols within a DCA 
within a DCA network. within a DCA network. network. It also 
It also provides It also provides provides TELNET 
TELNET terminal TELNET terminal terminal protocols 
protocols specifically protocols specifically specifically for the 
for the TCP/IP DDN for the TCP/IP DON TCP/IP DON 
environment. With this environment. With this environment. With this 
feature, DCPs can feature, DCPs can feature, DCPs can 
communicate across communicate across communicate across 
an Ethernet LAN or an an Ethernet LAN or an an Ethernet LAN or an 
X.25 packet switched X.25 packet switched X.25 packet switched 
WAN. WAN. WAN. 

OSI Transport OSI Transport OSI Transport 
Services (OSITS) Services (OSITS) Services (OSITS) 
program implements program implements program implements 
051 protocols within a 051 protocols within a OSI protocols within a 
DCA network, DCA network, DCA network, 
supporting 051 Class supporting 051 Class supporting 051 Class 
0, 2, and 4 transport 0, 2, and 4 transport 0, 2, and 4 transport 
services. OSITS also services. OSITS also services. OSITS also 
includes a protocol includes a protocol includes a protocol 
conversion interface conversion interface conversion interface 
between the Unisys between the Unisys between the Unisys 
DCA Transport DCA Transport DCA Transport 
Protocol (DTP) and Protocol (DTP) and Protocol (DTP) and 
051 transport layer 051 transport layer 051 transport layer 
protocols. With OSITS, protocols. With OSITS, protocols. With OS ITS, 
DCPscan DCPscan DCPscan 
communicate across communicate across communicate across 
an Ethernet LAN or an an Ethemet LAN or an an Ethernet LAN or an 
X.25 packet switched X.25 packet switched X.25 packet switched 
WAN. WAN. WAN. 
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FeatureS/Functions (Continued) 

Models OOP/5 OOP/25 

Software Features (ContlnuedJ 
Protocol Conversion capability Performs bidirectional Performs bidirectional 

async-to-Unisys async-to-Unisys 
Uniscope, async-to- Uniscope, async-to-
X.25, SDLC-to-X.25, X.25, SDLC-to-X.25, 
Unisys Uniscope-to- Unisys Uniscope-to-
3270 BSC, and 3270 BSC, and Unisys 
Unisys Uniscope-to- Uniscope-t0-3270 
3270SNA SNA conversions. 
conversions. 

(1) Not all of the line, LAN, and host connection maximums can be achieved simultaneously. 
(2) Token-ring LAN module will be available in the fourth quarter of 1993. 

Models DCP/50 

Hardware Features 
Design Floorstanding 

Number 01 Partitions 1 
Number 01 CP Processors 1 
Internal Memory capacity (bytes) 4M to BM 

Transmission Features 
Max. Number of Lines (1) 1,912 
Max. Number ofT1/E1 Links (1) 12 
Max. Number and Types of Host 56 local, unlimited 
Connections remote 

Max. Number of 10M Ethernet LAN 91 
Connections 

Max. Number 0I4M116M Token-Ring LAN 91 
Connections (2) 

Max. Number 01 FDDI LAN Connections 91 
Max. Line Speeds (bps) 1.544M/2.04BM WAN; 

100M LAN 

Software Features 
IBM Compatibility SNAlnet software 

allows the DCP to 
interoperate with IBM 
hosts, 3745 FEPs, 
and 327O-type 
terminals. SNAlNet 
also supports LU6.2 
functionality and peer-
to-peer networking 
capability. 

Multivendor Networking Capabilities: 

TCP/IP Networking TCp·IP Stack 
program implements 
TCP/IP protocols 
within a DCA network. 
It also provides 
TELNET terminal 
protocols specifically 
for the TCP/IP DON 
environment. With this 
feature, DCPs can 
communicate across 
an Ethernet LAN or an 
X.25 packet switched 
WAN. 
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OOP/55 

Floorstanding 

1 

2 

BM 

1,536 
12 
44 local, unlimited 
remote 
74 

74 

74 

1.544M/2.04BM WAN; 
100M LAN 

SNAlnet software 
allows the DCP to 
interoperate with IBM 
hosts, 3745 FEPs, and 
3270-type terminals. 
SNAlNet also supports 
LU6.2 functionality and 
peer-to-peer 
networking capability. 

TCp·IP Stack 
program implements 
TCP/IP protocols 
within a DCA network. 
It also provides 
TELNET terminal 
protocols specifically 
for the TCP/IP DON 
environment. With this 
feature, DCPs can 
communicate across 
an Ethernet LAN or an 
X.25 packet switched 
WAN. 
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OOP/30 OOP/35 

Performs bidirectional Performs bidirectional 
asyne-to-Unisys async-to-Unisys 
Uniscope, asyne-to- Uniscope, async-to-
X.25, SDLC-to-X.25, X.25, SDLC-to-X.25, 
Unisys Uniscope-to- Unisys Uniscope-to-
3270 BSC, and Unisys 3270 BSC, and Unisys 
Uniscope-to-3270 Uniscope-t0-3270 SNA 
SNA conversions. conversions. 

OOP/614 OOP/624 

Floorstanding Floorstanding 

1 2 

4 4 per partition 

16M 16M per partition 

I,BOO+ I,Boo+ 

12 12 
52 local, unlimited 52 local, unlimited 
remote remote 
lBO 180 

lBO lBO 

lBO lBO 

1.544M/2.04BM WAN; 1.544M12.04BM WAN; 
100M LAN 100M LAN 

SNAlnet software SNAlnet software 
allows the DCP to allows the DCP to 
interoperate with IBM interoperate with IBM 
hosts, 3745 FEPs, and hosts, 3745 FEPs, and 
3270-type terminals. 3270-type terminals. 
SNAlNet also supports SNAlNet also supports 
LU6.2 functionality and LU6.2 functionality and 
peer-to-peer peer-to-peer 
networking capability. networking capability. 

TCP-IP Stack TCP·IP Stack program 
program implements implements TCP/IP 
TCP/IP protocols protocols within a DCA 
within a DCA network. network. It also 
It also provides provides TELNET 
TELNET terminal terminal protocols 
protocols specifically specifically for the 
for the TCP/I P DON TCP/lPDDN 
environment. With this environment. With this 
feature, DCPs can feature, DCPs can 
communicate across communicate across 
an Ethernet LAN or an an Ethernet LAN or an 
X.25 packet switched X.25 packet switched 
WAN. WAN. 
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Unlsys 
DCPSerles 
Communications 
Processors 

Data Networking 

Features/Functions (Continued) 

Models DCP/50 DCP/55 DCP/614 DCP/624 

Software Features (Continued) 
OSI Networking OSI Transport OSi Transport OSI Transport OSI Transport 

ServIces (OSITS) Services (OSITS) Services (OSITS) Services (OSITS) 
program implements program implements program implements program implements 
OSI protocols within a OSI protocols within a OSI protocols within a OSI protocols within a 
DCA network, DCA network, DCA network, DCA network, 
supporting OSI Class supporting OSI Class supporting OSI Class supporting OSI Class 
0, 2, and 4 transport 0, 2, and 4 transport 0, 2, and 4 transport 0, 2, and 4 transport 
services. OSITS also services. OSITS also services. OSITS also services. OSITS also 
includes a protocol includes a protocol includes a protocol includes a protocol 
conversion interface conversion interlace conversion interface conversion interface 
between the Unisys between the Unisys between the Unisys between the Unisys 
DCA Transport DCA Transport DCA Transport DCA Transport 
Protocol (DtP) and Protocol (DTP) and Protocol (DTP) and Protocol (DTP) and 
OSI transport layer OSI transport layer OSI transport layer OSI transport layer 
protocols. With protocols. With OSITS, protocols. With OSITS, protocols. With OSITS, 
OSITS, DCPs can DCPscan DCPscan DCPscan 
communicate across communicate across communicate across communicate across 
an Ethernet LAN or an an Ethernet LAN or an an Ethernet LAN or an an Ethemet LAN or an 
X.25 packet switched X.25 packet switched X.25 packet switched X.25 packet switched 
WAN. WAN. WAN. WAN. 

Protocol Conversion capability Performs bidirectional Performs bidirectional Performs bidirectional Performs bidirectional 
async-to-Unisys async-to-Unisys async-to-Unisys async-Io-Unisys 
Uniscope, async-to- Uniscope, async-to- Uniscope, async-to- Uniscope, async-to-
X.25, SDLC-to-X.25, X.25, SDLC-to-X.25, X.25, SDLC-to-X.25, X.25, SDLC-to-X.25, 
Unisys Uniscope-to- Unisys Uniscope-to- Unisys Uniscope-to- Unisys Uniscope-to-
3270 SSC, and 3270 SSC, and Unisys 3270 SSC, and Unisys 3270 SSC, and Unisys 
Unisys Uniscope-to- Uniscope-t0-3270 Uniscope-t0-3270 Uniscope-to-3270 SNA 
3270SNA SNA conversions. SNA conversions. conversions. 
conversions. 

(1) Not al/ of the line, LAN, and host connection maximums can be achieved simultaneously. 
(2) Token-ring LAN module will be available in the fourth quarter of 1993. 

Models 

Hardware Features 
Design 
Number of Partitions 
Number of CP Processors 

Internal Memory capacity (bytes) 

Transmission Features 
Max. Number of Lines (1) 

Max. No. of T1/E1 LInks (1) 

Max. Number and Types of Host 
Connections 

Max. Number of 10M Ethernet LAN 
Connections 

Max. Number of 4M116M Token-Ring LAN 
Connections (2) 

Max. Number of 100M FODI LAN 
Connections 

Max. Line Speeds (bps) 

Software Features 
IBM Compatibility 

Multlvendor Networking Capabilities: 

TCpnp Networking 

JULY 1993 

DCP/628 

Floorstanding 
2 

8 per partition 
16M per partition 

1,800+ 
12 

56 local, unlimited remote 

180 

180 

180 

1.544M12.048M WAN; 100M LAN 

SNAlnet software allows the DCP to interoperate with ISM hosts, 3745 FEPs, and 327D-type terminals. 
SNAlNet also supports LU6.2 functionality and peer-to-peer networking capability. 

TCP-IP Stack program Implements TCP/IP protocols within a DCA network. It also provides TELNET 
terminal protocols specifically for the TCP/IP DON environment. With this feature, DCPs can communicate 
across an Ethernet LAN or an X.25 packet switched WAN. 

@ 1993 McGraw-HlII, Incorporated. Reproduction Prohibited. 
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Features/Functions (Continued) 

Models 

Software Features (Continued) 
OSI Networking 

Protocol Conversion Capability 

DCP/628 

OSI Transport Services (OSITS) program implements OSI protocols within a DCA network, supporting 
OSI Class 0, 2, and 4 transport services. as ITS also includes a protocol conversion interface between the 
Unisys DCA Transport Protocol (DTP) and OSI transport layer protocols. With OSITS, DCPs can 
communicate across an Ethernet LAN or an X.25 packet switched WAN. 
Performs bidirectional async-to-Unisys Uniscope, async-to-X.25, SDLC-to-X.25, Unisys Uniscope-t0-3270 
BSC, and Unisys Uniscope-t0-3270 SNA conversions. 

Network Management Functions 

Fault and Problem Management 

Configuration Management 

Performance and Accounting Management 

Security Management 

Network Management Services (NMS) software provides an administrative interface to the network for 
DCP monitoring, event reporting, statistical data collection, and diagnostics. It also provides integration 
with IBM NetView, allowing management and control of both networks from a single administrative 
console. 

DCP Operating System (DCP/OS), a multiprogramming operating system, controls all DCP hardware 
operations and provides software installation and booting capabilities. 

Telcon, the core communications software product, enables multiple DCPs to be interconnected to form 
the backbone of a DCA network. With Telcon, users define the characteristics and connections of all 
devices in the network that communicate through a particular DCP. 
Statistical data collection and reporting capabilities are provided by Network Management Services 
software. 
Telcon software secures access to hosts and their applications by user and by terminal. 

(1) Not all of the line, LAN, and host connection maximums can be achieved simuftaneously. 
(2) Token-ring LAN module will be available in the fourth quarter of 1993. 

Configuration 

Components 
Product 

Parallel Line Modules: 
Block MUX Channel Module 

Host Word Channel Module 

SCSI Line Module 

Singl.Bus Line Modules: 

Auto Dial Line Module 
Dlreet Connect Line Module 

High-Speed Line Module 
Medium-Speed Line Module 

Multiline Module 

Twisted-Pair Line Module 

High-Speed Intelligent Line Module 
(ILM20) 

IEEE 802.3 LAN Line Module 

Dual-Bus Line Modules: 

IEEE 802.5 Token Ring Intelligent LAN 
Line Module 

FOOl Intelligent LAN Line Module 
Dual-Bus Multiline Line Module 

Dual-Bus High Speed Line Module 

Dual-Bus X.21 Line Module 

Description 

Provides one block multiplexer channel interface to a Unisys host computer. 

Provides one word channel interface to a Unisys host computer. 

Provides one interface to an integrated mass storage. 

PrOvides one RS-366 interface for automatic dialing. 

Provides one coax interface capable of supporting up to 16 multidrop terminals. 

Provides one AT&T 303 or V.35 interface for synchronous data rates up to 64K bps. 

Provides one interface (RS-232-C, RS-232-D, RS-449, or X.21) for synchronous data rates up to 19.2K 
bps. 
Provides four or eight interfaces (RS-232-C and RS-232-D) for sync or async devices. Supports data rates 
up to 19.2K bps per line. 
Provides one twisted-pair wire interface supporting data rates up to 64K bps. 

Provides four interfaces (V.35, EIA-530, X.21, RS-232-C, or RS-232-D). Each line can be configured for 
any data rate as long as the aggregate speed of all four does not exceed 2.048M bps. An on-board co­
processor supports the X.25 LAPB protocol. 

Provides one IEEE 802.3 (Ethernet) LAN interface. Supports data rates up to 10M bps. 

Provides one 4M116M token-ring LAN interface. Supports both shielded and unshielded twisted-pair wire. 

Provides one Fiber Distributed Data Interface (FOOl) LAN interface. Supports 100M bps LAN data rates. 

Provides dual bus access to four RS-232 interfaces. Supports sync and async data rates up to 19.2K bps. 

Provides one V.35 interface for sync data rates up to 64K bps. 

Provides one X.21 interface for sync devices. Supports data rates up to 19.2K bps. 

@ 1993 McGraw-Hili, Incorporated. Reproduction Prohibited. 
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Configuration (Continued) 

Component. (Continued) 
Product 

Input/Output (VO) Module 

ConfIguration Rul •• 
Models 

DCP/5 

DCP/25 

DCP/30 

DCP/35 

DCP/50 

DCP/55 

DCP/614 

DCP/624 

DCP/628 

Physical Environment 

Models 

Physical Specifications (H Ie W Ie D, in.) 

Electrical Specifications 

Environmental Specifications: 

Operating Temperature (oF) 

Relative Humidity (%) 

(1) Each base or expansion cabinet. 

Models 

Physical Specifications (H x W Ie D, in.) 

Electrical Specifications 

Environmental SpeclfiCSUons: 

Operating Temperature (oF) 

Relative Humidity (0/0) 

(1) Each base or expansion cabinet. 

Models 

Physical Specifications (H x W Ie D, in.) 

Electrical Specifications 

JULY 1993 

Description 

Unlsys 
DCP ....... 
Communications 
Processors 

Data Networking 

Routes data between the DCP processor and line modules, host channels, and SCSI Line Modules. 
Supports up to 16 Line Modules. 

Description 

Contains one system board that implements the functions of the Communications Processor, 1/0 Module, 
and SCSI storage controller modules. The system board includes a Medium-Speed Line Module 
supporting live 19.2K bps RS-232-C or X.21 attachment ports, and it allows attachment of four additional 
line modules. The DCP/5 includes a monochrome monitor, keyboard, 20MB hard drive, and 1.2MB 
diskette drive. DCPI5 components are not interchangeable with those of other DCP Series models. 

Supports one cabinet with one CP Processor, up to 2 I/O Modules, and a total of 31 Line Modules. Comes 
with one 655KB diskette and up to two 20MB hard drives per I/O Module. 

Expandable to two cabinets with a total 016 I/O Modules and 93 Line Modules. Comes with one 655KB 
diskette and up to two 20MB hard drives per I/O Module. 

Expandable to two cabinets with a total of 6 I/O Modules and 92 Line Modules. Comes with one 655KB 
diskette and up to two 20MB hard drives per 1/0 Module. 

Expandable to six cabinets with a total of 11 110 Modules and 247 Line Modules. Comes with one 655KB 
diskette and up to two 20MB hard drives per I/O Module. 

Expandable to six cabinets with a total of 13 110 Modules and 200 Line Modules. Comes with one 655KB 
diskette and up to two 20MB hard drives per I/O Module. 

Expandable to six cabinets with a total of 16 1/0 Modules and 232 Line Modules. Comes with one 1.4MB 
diskette drive and an 80MB hard drive. Expandable to two disk subsystems per 110 Module. 

Expandable to six cabinets with a total of 16 I/O Modules and 232 Line Modules. Comes with one 1.4MB 
diskette drive and an 80MB hard drive. Expandable to two disk subsystems per 110 Module. 

Expandable to six cabinets with a total of 16 110 Modules and 232 Line Modules. Comes with one 1.4MB 
diskette drive and an 80MB hard drive. Expandable to two disk subsystems per 110 Module. 

CP/5 DCP/25 

11.6 x 13.0 x 15.3 64x24x30 

1151240 VAC, 135 2001240 V AC, 
watts 1.6kVA(1) 

50 to 93 50 to 93 
10to80 10to 80 

DCP/50 DCP/55 

64x24x3O (1) 64x24x30(1) 

2001240 V AC, 2001240 V AC, 
1.6kVA (1) 1.6kVA (1) 

50 to 93 50 to 93 

10t080 10t080 

DCP/628 

69.7 x 22.0 Ie 36.3 (1) 

2001240 V AC, 1.6kVA (1) 

DCP/30 DCP/35 

64x24x30(1) 64 x 24 x 30 (1) 

2001240 V AC, 2001240 V AC, 
1.6kVA (1) 1.6kVA (1) 

50 to 93 50 to 93 

10 to 80 10 to 80 

DCP/614 DCP/624 

69.7 x 22.0 x 36.3 (1) 69.7 x 22.0 x 36.3 (1) 

2001240 V AC, 2001240 V AC, 
1.6kVA (1) 1.6kVA (1) 

55 to 95 55 to 95 

10t080 10to80 

@ 1993 McGraw-Hill, Incorporated. Reproduction Prohibited. 
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Physical Environment (Continued) 

Models 

Environmental Specifications: 

Operating Temperature (oF) 

Relative Humidity (%) 

(1) Each base or expansion cabinet. 

Software Options 

Product 

SNAInet Software: 
SNAInet Base 

SNAInet Tennlnal Connect 

SNA/net PU Type 2.0 Inverted 
Boundary Function (PUT 2.0 IBF) 

SNA/net NT 2.1 

SNA/net Cross Oomaln Resource 
Manager (CDRM) 

SNAInet RBFTE 

SNA/net NPSI and X.25 Packet 
Switched Communications 
Software (PSCS) 

Pricing 

DCP/828 

55 to 95 

10 to 80 

Description 

The foundation SNAInet product, SNAInet Base provides the terminal protocol conversion code used by 
other SNAInet software components. It is a prerequisite, therefore, for all other SNAInet features. 
This feature connects SNA PU Type 2.0 devices, such as IBM 3174 Controllers and 3270 display 
terminals, to a DCP Series Processor. 
SNAInet PUT 2.0 IBF enables the DCP to emulate an IBM SNA PU Type 2.0 device. With this feature, an 
IBM 37XX Communications Controller and its IBM host view the DCP as an IBM 3174 cluster controller 
device. The DCP, therefore, is considered to be in the Domain of the IBM host. 
This feature enables the DCP to emulate an IBM PU Type 2.1 device (such as an IBM AS/400) for 
communications with PU Type 2.1 devices. SNAInet NT 2.1 provides routing of messages among DCP­
attached NT 2.1 devices as well as LUS.2 functions supporting IBM's SNA Distribution ServiCes (SNADS) 
and Document Interchange Architecture (DlA). 

SNAInet CORM enables the DCP to act as a peer to an SNA domain. All devices connected to the DCP 
which access SNA are "owned" and controlled by the SSCP located in the DCP. 
This feature is required in the DCP, along with either the SNAInet CORM or SNAInet PUT 2.0 IBF feature, 
to support interoperation with an IBM host using JES2 or JES3. 
These products are used to interconnect IBM 3745 communications controllers and/or PU Type 2.0 
devices with DCPs via X.25 packet swHched networks. 

Unlsys DCP Series Communications Processors 

Equipment Prices 
Processor Model 

DCP/5 
DCP/25 
DCP/30 
DCP/35 
DCP/50 
DCP/55 
DCP/614 
DCP/624 
DCP/828 

C 1993 McGraw-Hlli. Incorporated. Reproduction Prohibited. 
Datapro Information Services Group. Delran NJ 08075 USA 

Base Purchase 
Price ($) 

9,800 
2S,OOO 
55,000 

125,500 
275,000 
396,000 
175,000 
200,000 
250,000 
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Unlsys DCP Series Communications Processors (Continued) 

Software Prices 
Product 

DCP OS Group: (1) 
For the DCP/5 
For the DCP/25 
For the DCP130 
For the DCP135 
For the DCP/SO 
For the DCP/55 
For the DCP/614 
For the DCP/624 
For the DCP/628 

SNAlnet Software: 
SNAlnet Base 

SNAlnet Terminal Connect 

SNAlnet PU Type 2.0 Inverted 
Boundary Function 

SNAlnet NT 2.1 
SNAlnet CORM 
SNAlnet RBFTE 
SNAlnet NPSI 
X.25 Packet Switched 

Communications Software 

Unl.,. 
DCPSeries 
Communications 
Processors 

Data Networking 

Purchase Price 
($) 

2,100 
25,321 
44,463 
54,075 
73,380 
91,228 
73,380 
73,380 
91,928 

(2)3,595-
10,273 

(2)4,645-
13,276 

2,966-8,474 

5,145-14,700 
16,428-46,937 

2,737-7,509 
4,164-11,897 

(2)4,145-
11,385 

(1) DCPIOS Group is a package that includes the following software: DCPIOS Operating System, Network Management Services (NMS), Te/con, TCP-IP Stack 
program, and OSI Transport Services. 
(2) Prices vary with the DCP model. -

JULY 1993 @ 1993 McGraw-HiU, Incorporated. Reproduction Prohibited. 
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Note: Unisys intro­
duced a new release of 
its SNAfnet software 
supporting IBM LU6.2 
functionality for peer­
to-peer networking. 
With this feature, net­
work nodes can per­
form dynamic message 
routing without IBM 
host involvement for 
session control. 

DATAPRO Data Networking 3690 1 
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Unisys 
DCP Series 
Communications 
Processors 

The DCP family consists of the DCPI5, 
DCP/25 , DCP/30, DCP/35, DCPI50, and 
DCPI55 models. They support from 11 to 
over 1,500 communications lines, depend­
ing on the model. DCP processors can func­
tion as front-end processors, intelligent 
switches, remote concentrators, or as a mix­
ture of these. 

Telcon and SNAfnet software provide the 
capability to integrate DCPs and their Uni­
sys 110012200 hosts into a variety of other 
environments, including IBM SNA and 
BSC, OSI, and TCP/IP networks. 

Strengths 

• The DCP's modular architecture facili­
tates configuration and maintenance. 
Without interrupting system perfor­
mance, users can add or remove hard­
ware and software, reconfigure portions 
of the system, and activate memory 
dumps. 

• DCPs provide redundant power supplies 
and automatic switchover to backup fa­
cilities. 

• Based on the OSI model for open net­
working, the DCP processor isolates ap­
plications programmers from the com­
plexities of the communications environ­
ment. The DCP Series also provides ex­
tensive multiprotocol support. 

-By Martin Dintzis 
Assistant Editor 

Limitations 

• Although DCPs support Ethernet LAN 
connections, they do not operate with to­
ken-ring LANs. 

• For intelligent switching over wide area 
networks, communications processors 
such as the DCP Series must compete 
with a newer breed of devices-multi pro­
tocol routers-which can provide more 
efficient data transport for LAN devices. 

Vendor 
U nisys Corp. 
P.O. Box 500 
Blue Bell, P A 19422 
(215) 542-4011 
In Canada: 
2001 Sheppard Avenue East 
North York, ON M2J 4Z7 
(416) 495-0515 

Competition 
IBM, NCR, and Amdahl. 

Price 
Base prices (including hardware and soft­
ware) range from $11,900 for the DCPI5 to 
$487,228 for the DCPI55. GSA Schedule: 
Yes. 

@ 1992 McGraw-Hili, Incorporated. Reproduction Prohibited. 
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Product Analysis 

Unisys introduced the Distributed Communications Pro­
cessor (DCP) Series in 1979. Since that time, the company 
has added and withdrawn products from this line. The se­
ries now consists of the DCP/5, DCPI25, DCP/30, DCP/ 
35, DCP/50, and DCP/55. They range in size from the en­
try-level DCP/5, which supports up to 11 communications 
lines, to the top-of-the-line DCP/55, which supports over 
1,500 communications lines. 

DCPs support communications between Unisys 1100 
and 2200 Series host computers. Part of Unisys's Distrib­
uted Communications Architecture (DCA), which is based 
on the Open Systems Interconnection (OSI) model, DCPs 
also support interoperability with asynchronous, IBM 
mainframe, and IBM midrange hosts; and Ethernet LAN, 
X.25 packet switched, TCP/IP, and OSI environments. 

All DCPs (except the entry-level DCP/5 model) are 
based on a common machine architecture and contain the 
same components: Communications Processor (CP) Mod­
ules, InputlOutputProcessor (lOP) Modules, and Line 
Mddules. The CP is a microprogrammed controller that 
supplies the bus structure, timing, micromemory, arith­
metic logic units, and error control to execute the DCP 
instruction repertoire. Input/Output Processor (lOP) 
modules function as the interfaces from the CPs to mass 
storage, host computer channels, and various Line Mod­
ules. A Line Module serves as the connection point for ter­
minals, channels, and networks to the DCP system. 

Users manage the DCP processors and their networks 
through the DCP/OS operating system and Telcon net­
working software. DCP/OS handles basic operations, in­
cluding memory management, file control, and service 
utilities; Telcon supplies the distributed networking intel­
ligence. Telcon includes the following software compo­
nents: 

• SNAlnet software provides intility with IBM SNAf 
SDLC, 3270 BSC, 2780/3780 BSC RJE, and X.25 packet 
switched environments. 

• TCP-IP Stack program implements TCP/IP protocols 
and provides TELNET terminal protocols for communi­
cations with the TCP/IP Defense Data Network (DDN). 

• OSI Transport Services (OSITS) supports OSI Class 0, 2, 
and 4 transport services. 

Overview 

Model. De.ign 

DCP/5 Desktop personal computer-
based product 

DCP/25 Floorstanding unit 

DCP/30 Floorstanding unit 

DCP/35 Floorstanding unit 

DCP/50 Floorstanding unit 

DCP/55 Floorstanding unit 

(1) Price includes hardware and software. 

JVNE 1992 
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This year, Unisys introduced a new release of its SNAfnet 
software. A new NT 2.1 feature, now part ofSNAfnet, pro,. 
vides IBM LU6.2 functionality for peer-to-peer network­
ing. With this feature, network nodes can perform dy­
namic message routing without IBM host involvement for 
session control. The new release also includes a Terminal 
Operator Menu Facility (TOMF), a menu for accessing 
both Unisys and IBM SNA destinations from a terminal. A 
new printer-sharing feature emulates the IBM printer­
sharing process for outbound open requests from U nisys 
systems. This feature provides automatic queuing of print 
requests. 

Target Applications 
DCP systems function as front-end processors (FEPs), in­
telligent switches, and remote concentrators (RCs) for 
Unisys 1100 Series, 2200 Series, and System 80 host com­
puters that support online transaction processing, time­
sharing services, and management of large databases. 
DCPs also meet the open computing needs of users requir­
ing access to both Unisys and non-Unisys facilities. 

Strengths 
The modular DCP Series hardware and software architec­
ture facilitates configuration and maintenance. All models 
run the same software, and with the exception of the 
DCP/5, share the same hardware design. Users can per­
form upgrades through conversion kits. Without interrupt­
ing the system's performance, users can also add or remove 
hardware and software, reconfigure portions of the system, 
and activate memory dumps. 

Redundancy is built into DCPs. Each Input/Output 
Processor Module contains dual power supplies for added 
protection. A Hot Standby feature, standard with Telcon 
software, provides automatic switching to a backup com­
munications facility or a backup DCP processor in the 
event of a communications problem. 

Based on the OSI model for open networking, the DCP 
isolates the host computer from the communications facil­
ity, allowing both environments to evolve independently. 
Programmers are free to concentrate on applications de­
velopment without being concerned about network en­
hancements. The DCP provides extensive multiprotocol 
support, including gateways to IBM SNA and BSC envi­
ronments. 

Date Released Base Price ($) (1) 

June 1990 11,900 

October 1990 51,321 

October 1988 99,463 

December 1990 179,575 

August 1991 348,380 

December 1987 487,228 

@ 1992 McGraw-Hili, Incorporated. Reproduction Prohibijed. 
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Decision Points 

Models 

CCP Processor Family 

Unls,s 
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Requirements 

High throughput 

38.0 3 
Communications Controllers 

Comments 

Supports 10M bps Ethernet LANs and T1/ 
E1 speeds for remote host connections. 

Flexibility A modular architecture makes system ex­
pansion straightforward. 

Multivendor networking Supports async. IBM SNA/SDLC. IBM 
3270 BSC. Ethernet LAN. TCP/IP. X.25 
packet switching. and OSI environments 
concurrently; does not support token-ring 
LANs. 

Reliability Redundant power supplies and automatic 
swltchover to backup processing modules 
and communications facilities maintain sys­
tem reliability. 

Network Management Unisys's Network Management Services 
(NMS) software provides complete configu­
ration. monitoring. and diagnostics capabili­
ty for DCPs. SNA/net software supports in­
tegration with IBM SNA networks and the 
NetView network management system. 

The innovative design of the DCP/5, a cost-effective 
entry into the communications processor arena, should ap­
peal to many users who will respond to the concept of ac-
quiring a fully functioning communications processor that Vendor Analysis 
can be installed as easily as a Pc. 

Limitations 
Unlike IBM's 3745 Communications Controller, DCPs do 
not support communications with token-ring LANs. They 
do provide provide Ethernet LAN connectivity, however. 

Although the communications processor has been 
widely used to link multiple computing environments for 
years, it is now viewed as a transition product that enables 
users to link an existing host processing system to an evolv­
ing host-independent LAN/WAN environment. Users are 
migrating away from the hierarchical host-to-terminal 
type of processing, for which the communications proces­
sor was originally developed, in favor of multi protocol 
routers, which can perform intelligent switching more effi­
ciently for LAN-attached PCs communicating on a peer 
basis. Vendors offering routers that support IBM's SNA 
and other protocols (in addition to IBM itself) include 
Cisco Systems, Vitalink Communications, Proteon, and 
Wellfleet Communications. 

Competitive Analysis 
DCP processors are versatile. They can perform front-end 
processing, intelligent switching, remote concentration, 
and gateway functions. Designed for multivendor net­
works, they provide compatibility with existing propri­
etary systems while leaving a migration path to future open 
networks. 

@ 1992 McGraw-Hili. Incorporated. Reproduction Prohibited. 
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Marketing Strategy 
Unisys markets a full line of products, including display 
terminals, personal computers, high-performance multi­
tasking/multiuser workstations, UNIX-based minicom­
puters, and mainframe systems. All these products inter­
operate with each other and with other vendors' systems in 
an open computing environment. 

The vendor's strategy is to place open standards at the 
base of its information networks while allowing customers 
to continue using proprietary systems that provide greater 
functionality than newer open systems. 

Target Markets 
Users of DCP processors include engineering and manu­
facturing firms, airlines, telecommunications service pro­
viders such as the Bell Operating Companies (BOCs), fi­
nancial service organizations, and research and 
educational institutions. 

Market Position 
The communications processor market includes few major 
competitors. IBM dominates the scene, followed by NCR 
and Amdahl. Although Unisys does not rank among the 
leaders, the company has built steadily upon the capabili­
ties of the DCP Series, investing in its development, refin­
ing its features, and expanding its communications op­
tions. Its position in Unisys's open networking 
architecture makes the DCP Series a significant product 
line. 

JUNE 1992 
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Major Competitors 
IBM's 3745 processor family includes the low-end Models 
130, 150, and 170, and the larger processor Models 210, 
310,410, and 610. The most powerful model, the 3745-
610, supports up to 16 IBM hosts, 896 medium- and high­
speed lines, and eight 16M bps token-ring LANs. Models 
210, 310, 410, and 610 can be configured with two inde­
pendent central control units (CCUs), each running a sep­
arate Network Control Program (NCP). 

NCR's Comten 5600 communications processor line 
consists of five models: 5630, 5645-B, 5655-B, 5665-B, 
and 5675-B. The Comten 5675-B, the largest unit, sup­
ports up to 1,024 low- or medium-speed lines, 24 Ti/El 
links, 16 IBM hosts, sixty-four 16M bps token-ring LAN 
connections, and forty-eight Ethernet LAN connections. 

For years, NCR based its strategy on providing a prod­
uct that was easy to configure, upgrade, and install in an 
IBM network. NCR, like Unisys, now looks beyond IBM, 
offering support for multi vendor communications and 
evolving standards. NCR Com ten 5600 processors run 
TCP/IP software for internetworking. They can be man­
aged by Systems Center's Net/Master as well as IBM's 
NetView network management systems. 

Amdahl markets the IBM 3745-compatible processor 
Models 4745-110 and 4745-210, which run IBM software 

Interoperability Matrix 

Product 

Product Classification 

Relationship With Higher-Level Elements 

Position in Network Architecture 

Compatibility 

Host Software Required 

Operating Systems 

Communications Processor Software 
Load 

Host Access 

Network Management Support 

Relationship With Peer-Level Elements 

Compatible Communications Processors 

Transport Architectures Supported 

Relationship With Lower-Level Elements 

Leased Line Support 

Packet Network Support 

LAN Attachment 
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without any modification. Amdahl's 4745-210 supports 
up to eight IBM hosts, 256 communications lines, and 
eight 4M bps token-ring LANs. 

By offering an IBM plug-compatible product, Amdahl 
seeks to preserve the user's investment in software while 
providing superior price/performance, configuration flexi­
bility, ease of expansion and upgradability, and high reli­
ability. This approach, however, limits the range of unique 
features that the 4745 can support-particularly in the 
area of multivendor connectivity. 

Sales and Distribution Strategy 
With operations in about 100 countries, Unisys distributes 
its products through its own sales force, third-party distrib­
utors, and value-added resellers. The vendor's commercial 
market is divided into three geographical areas. The 
United States Information Systems (USIS) is based in Blue 
Bell, PA; the Europe-Africa Division (EAD) is based in 
Uxbridge, England; and the Pacific Asia-America Division 
(PAAD) is also based in Blue Bell. In addition, the Unisys 
Defense units are based in McLean, VA. 

Unisys DCP Series Processors (all models) 

Proprietary network router/gateway device 

Can appear to the IBM host as an SNA physical unit (PU) Type 
2,2.1,4,5, or some combination of these; in Unisys DCA, OSI, 
and TCP/IP environments, the DCP links multiple environments 
transparently; all communications functions are isolated from 
host processing applications 

Capable of replacing the IBM 3745 channel-attached or remote 
processor in multivendor networks consisting of both Unisys and 
non-Unisys host computers; DCP processors are fully interopera­
ble, but not plug compatible, with IBM 3745 models 

Unisys's 1100 and 2200 Series hosts run the OS/11 00 operating 
system; IBM hosts run the MVS/370, MVS/ESA, MVS/XA, VM/ 
SP, VM/SP HPO, VM/XA, VSE/AF, or VSE/SP operating system 
with the VTAM, BTAM, or RTAM access method 

From a Unisys host or from the processor's hard disk 

Direct connection via a block multiplexer channel, or a host word 
channel; remote access via a dial-up or leased line; or indirect 
host access via an Ethernet LAN 

Configured and managed via Unisys's Network Management 
Services (NMS) software, which runs on the DCP 

Fully interoperable with any IBM 3745 or compatible processor 

Async, IBM SNA/SDLC, IBM 3270 BSC, Unisys DCA/UDLC, 
TCP/IP. X.25 packet switched, and OSI dataflows 

Provides access to fractional or full T1/E1 lines via a T1, E1, or 
V.35 interface 

Supports access to an X.25 packet switched network using an 
R8-232-C, RS-232-D, V.35, T1, E1, or X.21 interface 

Supports Ethernet (IEEE 802.3) environments 

@ 1992 McGraw-Hili, Incorporated. Reproduction Prohibited. 
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Policies and Programs 

Warranty 
Unisys warrants that its equipment will be free from de­
fects in material and workmanship for a period of 12 
months from its installation date. 

Support Services 
U nisys offers a wide range of services from support centers 
across the United States and around the world. These ser­
vices include installation, hot line support, remote diag­
nostics, and on-site maintenance. 

In the U.S., Unisys provides on-site service through 
several regional branches. Remote diagnostics is made 
possible through DCP's Maintenance and Control Feature, 
which provides a means of monitoring and displaying var­
ious DCP status and control signals, both locally and from 
a remote location. 

Service Providers 
Domestically, Unisys provides direct support and service. 

Service Locations 
Unisys has 90 sales/service locations in the United States. 
Users can access the main support center in Roseville, 
MN, through (800) 422-8466 for hardware difficulties or 

Specifications 

Enhancements 
Date Event 

3890 5 
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(800) 422-0440 for software difficulties. All support cen­
ters have access to a historical database of reported prob­
lems and their resolutions. 

Service Hours 
Support is available 24 hours a day, 365 days a year. 

Training/Education 
Through educational courses, Unisys provides its custom­
ers with the skills to design, configure, manage, and oper­
ate a DCP-based network. These courses are normally con­
ducted in the U.S. at any offive major education centers in 
Atlanta; Washington, DC; Philadelphia; Chicago; or 
southern California. Unisys also provides a number of self­
study courses. Areas of instruction offered by the vendor 
include the following: 

• Data Communications Concepts 

• DCP/Telcon Operations 

• Introduction to TCP/IP 

• Open Systems Interconnection (OSI) Concepts 

• Client/Server Distributed Databases and Networks 

• Enterprise Network Management 

Competitors' Programs 
Support offered by Amdahl, NCR, and Unisys is closely 
patterned after IBM support services. No vendor seeking 
to compete in the market for SNA-compatible networking 
products could succeed otherwise. Support includes instal­
lation, round-the-clock maintenance and hot line support, 
remote diagnostics, education, and other services. 

February 1992 Introduced SNA/net 4R1, a new release of its SNA network connectivity software providing IBM host 
interoperability with Unisys DCP processors and 1100/2200 Series hosts. The new software now 
provides the functions and protocols of IBM Physical Unit Types 2, 2.1,4, and 5. A new NT 2.1 feature 
allows users to participate in peer-to-peer communications without IBM host involvement for session 
control. Configured Routing, another feature, enables DCPs to route message flows among PU Type 
2.1 devices connected to it. The new software also provides automatic queuing of print requests sent 
to IBM printers and an easy-to-use menu for accessing both Unisys and IBM SNA hosts. 

Features/Functions 
Models DCP/5 

Hardware Features 
Design Desktop personal 

computer 

No. of CP Processors 1 

Internal Memory Capacity (bytes) 2M 

Transmission Features 
Max. No. of Lines (1) 15 

@ 1992 McGraw-Hili, Incorporated. Reproduction Prohibited. 
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DCP/25 DCP/30 

Floorstanding Floorstanding 

4M to 8M 4M to 8M 

184 680 

DCP/35 

Floorstanding 

2 
8M 

672 
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Features/Functions (Continued) 
Models DCP/5 

Max. No. of T1/E1 Links (1) Not supported 

Max. No. and Types of Host Connections One remote host 
connection 

Max. No. of Ethemet LAN 4 
Connections 

Max. Une Speeds (bps) 64K 

Software F.atur •• 
IBM Compatibility SNA/net software 

allows the DCP to 
Interoperate with IBM 
hosts, 3745 FEPs, 
and 3270-type 
terminals. SNA/Net 
also supports LUS.2 
functionality and 
peer-to-peer 
networking capability. 

Multlvendor Networking Capabilities: 

TCP/IP Networking TCP-IP Stack 
program implements 
TCP/IP protocols 
within a DCA 
network; it also 
provides TELNET 
terminal protocols 
specifically for the 
TCP/IP DON 
environment. With 
this feature, DCPs 
can communicate 
across an Ethernet 
LAN or an X.25 
packet switched 
WAN. 

OSI Networking OSI Transport 
Services (OSITS) 
program implements 
OSI protocols within 
a DCA network, 
supporting OSI Class 
0, 2, and 4 transport 
services. OSITS also 
includes a protocol 
conversion interface 
between the Unisys 
DCA Transport 
Protocol (DTP) and 
OSI transport layer 
protocols. With 
OSITS, DCPs can 
communicate across 
an Ethernet LAN or 
an X.25 packet 
switched WAN. 

Protocol Conversion Capability Performs 
bidirectional 
async-to-Unisys 
Uniscope, async-to-
X.25, SDLC-to-X.25, 
Unisys Uniscope-to-
3270 BSC, and 
Unisys Uniscope-to-
3270SNA 
conversions 

Unls,s 
DCPSeries 
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DCP/25 DCP/30 DCP/35 

2 3 3 

Siocal, unlimited 21 local, unlimited 21 local, unlimited 
remote remote remote 

9 33 32 

1.544M/2.048M WAN, 1.544M/2.048M WAN, 1.544M/2.048M WAN, 
10M LAN 10M LAN 10M LAN 

SNA/net software SNA/net software SNA/net software 
allows the DCP to allows the DCP to allows the DCP to 
interoperate with IBM interoperate with IBM interoperate with IBM 
hosts, 3745 FEPs, hosts, 3745 FEPs, hosts, 3745 FEPs, and 
and 3270-type and 3270-type 3270-type terminals. 
terminals. SNA/Net terminals. SNA/Net SNA/net also supports 
also supports LUS.2 also supports LUS.2 LUS.2 functionality 
functionality and functionality and and peer-to-peer 
peer-to-peer peer-to-peer networking capability. 
networking capability. networking capability. 

TCP-IP Stack TCP-IP Stack TCP-IP Stack program 
program implements program implements implements TCP/IP 
TCP/IP protocols TCP/IP protocols protocols within a 
within a DCA network; within a DCA network; DCA network; it also 
it also provides it also provides provides TELNET 
TELNET terminal TELNET terminal terminal protocols 
protocols specifically protocols specifically specifically for the 
for the TCP/IP DON for the TCP/IP DON TCP/IP DON 
environment. With environment. With environment. With this 
this feature, DCPs this feature, DCPs feature, DCPs can 
can communicate can communicate communicate across 
across an Ethernet across an Ethernet an Ethernet LAN or an 
LAN or an X.25 LAN or an X.25 X.25 packet switched 
packet switched packet switched WAN. 
WAN. WAN. 

OSI Transport OSI Transport OSI Transport 
Services (OSITS) Services (OS ITS) Services (OS ITS) 
program implements program implements program implements 
OSI protocols within a OSI protocols within a OSI protocols within a 
DCA network, DCA network, DCA network, 
supporting OSI Class supporting OSI Class supporting OSI Class 
0, 2, and 4 transport 0, 2, and 4 transport 0, 2, and 4 transport 
services. OSITS also services. OSITS also services. OSITS also 
includes a protocol includes a protocol includes a protocol 
conversion interface conversion interface conversion interface 
between the Unisys between the Unisys between the Unisys 
DCA Transport DCA Transport DCA Transport 
Protocol (DTP) and Protocol (DTP) and Protocol (DTP) and 
OSI transport layer OSI transport layer OSI transport layer 
protocols. With protocols. With protocols. With 
OSITS, DCPs can OSITS, DCPs can OSITS, DCPs can 
communicate across communicate across communicate across 
an Ethernet LAN or an Ethernet LAN or an Ethernet LAN or an 
an X.25 packet an X.25 packet X.25 packet switched 
switched WAN. switched WAN. WAN. 

Performs bidirectional Performs bidirectional Performs bidirectional 
async-to-Unisys async-to-Unisys async-to-Unisys 
Uniscope, Uniscope, Uniscope, 
async-to-X.25, SDLe- async-to-X.25, SDLe- async-to-X.25, SDLe-
to-X.25, Unisys to-X.25, Unisys to-X.25, Unisys 
Uniscope-to-3270 Uniscope-to-3270 Uniscope-to-3270 
BSC, and Unisys BSC, and Unisys BSC, and Unisys 
Uniscope-to-3270 Uniscope-to-3270 Uniscope-to-3270 
SNA conversions SNA conversions SNA conversions 

(1) Not al/ of the line, LAN, and host connection maximums can be achieved simultaneously. 
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If Features/Functions (Continued) 
\~ 

( 

Models 

Hardware Features 
Design 

No. of CP Processors 

Internal Memory Capacity (bytes) 

Transmission Features 
Max. No. of Lines (1) 

Max. No. of T1/E1 Links (1) 

Max. No. and Types of Host Connections 

Max. No. of Ethernet LAN 
Connections 

Max. Line Speeds (bps) 

Software Features 
IBM Compatibility 

Multivendor Networking Capabilities: 

TCP/IP Networking 

OSI Networking 

Protocol Conversion Capability 

DCP/50 

Floorstanding 

1 
4MtoSM 

1,912 

12 

56 local, unlimited remote 

91 

1.544M/2.04SM WAN, 10M LAN 

SNA/net software allows the DCP to 
interoperate with IBM hosts, 3745 FEPs, and 
3270-type terminals. SNA/Net also supports 
LU6.2 functionality and peer-tOopeer networking 
capability. 

TCP-IP Stack program implements TCP/IP 
protocols within a DCA network; it also provides 
TELNET terminal protocols specifically for the 
TCP/IP DON environment. With this feature, 
DCPs can communicate across an Ethernet LAN 
or an X.25 packet switched WAN. 

OSI Transport Services (OSITS) program 
implements OSI protocols within a DCA 
network, supporting OSI Class 0, 2, and 4 
transport services. OSITS also includes a 
protocol conversion interface between the 
Unisys DCA Transport Protocol (DTP) and OSI 
transport layer protocols. With OSITS, DCPs 
can communicate across an Ethernet LAN or an 
X.25 packet switched WAN. 

Performs bidirectional async-to-Unisys 
Uniscope, async-to-X.25, SDLC-tOoX.25, Unisys 
Uniscope-to-3270 BSC, and Unisys 
Uniscope-to-3270 SNA conversions 

DCP/55 

Floorstanding 

2 
SM 

1,536 

12 

44 local, unlimited remote 

74 

1.544M/2.04SM WAN, 10M LAN 

SNA/net software allows the DCP to interoperate 
with IBM hosts, 3745 FEPs, and 3270-type 
terminals. SNA/Net also supports LU6.2 
functionality and peer-to-peer networking 
capability. 

TCP-IP Stack program implements TCP/IP 
protocols within a DCA network; it also provides 
TELNET terminal protocols specifically for the 
TCP/IP DON environment. With this feature, 
DCPs can communicate across an Ethernet LAN 
or an X.25 packet switched WAN. 

OSI Transport Services (OSITS) program 
implements OSI protocols within a DCA network, 
supporting OSI Class 0, 2, and 4 transport 
services. OSITS also includes a protocol 
conversion interface between the Unisys DCA 
Transport Protocol (DTP) and OSI transport layer 
protocols. With OSITS, DCPs can communicate 
across an Ethernet LAN or an X.25 packet 
switched WAN. 

Performs bidirectional async-to-Unisys 
Uniscope, async-tOoX.25, SDLC-tOoX.25, Unisys 
Uniscope-to-3270 BSC, and Unisys Uniscope-to-
3270 SNA conversions 

(1) Not al/ of the line, LAN, and host connection maximums can be achieved simultaneously. 

Network Management Functions 
Fault and Problem Management 

Configuration Management 

Performance and Accounting Management 

Security Management 

Configuration 
Components 
Product 

Parallel Line Modules: 

Block MUX Channel Module 

Host Word Channel Module 

SCSI Une Module 

Network Management Services (NMS) software provides an administrative interface to the network 
for DCP monitoring, event reporting, statistical data collection, and diagnostics; it also provides 
integration with IBM NetView, allowing management and control of both networks from a single 
administrative console. 

DCP Operating System (DCP/OS), a multiprogramming operating system, controls all DCP hardware 
operations and provides software installation and booting capabilities. 

Telcon, the core communications software product, enables multiple DCPs to be interconnected to 
form the backbone of a DCA network. With Telcon, users define the characteristics and connections of 
all devices in the network that communicate through a particular DCP. 

Statistical data collection and reporting capabilities are provided by Network Management Services 
software. 

Telcon software secures access to hosts and their applications by user and by terminal. 

Description 

Provides one block multiplexer channel interface to a Unisys host computer 

Provides one word channel interface to a Unisys host computer 

Provides one interface to an integrated mass storage 
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Configuration (Continued) 

Component. 
Product 

DCP Line Modules: 

Auto Dial Line Module 

Direct Connect Une 
Module 

High-Speed Line 
Module 

Medium-Speed Line 
Module 

Multiline Module 

Twisted-Pair Line 
Module 

High-Speed Intelligent 
Line Module (lLM20) 

IEEE 802.3 LAN Line 
Module 

Input/Output Processor 
(lOP) Module 

Configuration Rule. 
Models 

DCP/5 

DCP/25 

DCP/30 

DCP/35 

DCP/50 

DCP/55 

PhYSical Environment 
Models 

Physical Specifications (H x W x D, in.) 

Electrical Specifications 

Environmental Specifications 

(1) Each base or expansion cabinet. 

Models 

Physical Specifications (H x W x D, in.) 

Electrical Specifications 

Environmental Specifications 

(1) Each base or expansion cabinet. 

JUNE 1992 

Description 

Unlsys 
DCPSeries 
Communications 
Processors 

Data Networking 

Provides one RS-366 interface for automatic dialing 

Provides one coax interface capable of supporting up to 16 multidrop terminals 

Provides one AT&T 303 or V.35 interface for synchronous data rates up to 64K bps 

Provides one interface (RS-232-C, RS-232-D, RS-449, or X.21) for synchronous data rates up to 19.2K 
bps 

Provides four or eight interfaces (RS-232-C and RS-232-D) for sync or async devices; supports data 
rates up to 19.2K bps per line 

Provides one twisted-pair wire interface supporting data rales up 10 64K bps 

Provides four interfaces (V.35, EIA-530, X.21, RS-232-C, or RS-232-D); each line can be configured for 
any data rate as long as the aggregate speed of all four does not exceed 2.048M bps; an onboard co­
processor supports the X.25 LAPS protocol 

Provides one IEEE 802.3 (Ethernet) LAN interface; supports data rates up to 10M bps 

Roules data belween the DCP processor and line modules, host channels, and SCSI Line Modules; the 
lOP Module supports up 10 16 Line Modules 

Contains one system board that implements the functions of the Communications Processor, 
Input/Output Processor (lOP), SCSI storage controller modules; the system board includes a Medium­
Speed Line Module supporting five 19.2K bps RS-232-C or X.21 attachment ports, and it allows 
attachment of four additional line modules; the DCP/5 includes a monochrome monitor, keyboard, 
20M-byte hard drive, and 1.2M-byte diskette drive; DCP /5 components are not interchangeable with 
those of other DCP Series models. 

Supports one cabinet with one CP Processor, up to 2 lOP Modules, and a total of 31 Line Modules; 
comes with one 655K-byte diskette and up to two 20M-byte hard drives per lOP Module. 

Expandable to two cabinets with a total of 6 lOP Modules and 93 Line Modules; comes with one 655K­
byte diskette and up to two 20M-byte hard drives per lOP Module. 

Expandable to two cabinets with a total of 6 lOP Modules and 92 Line Modules; comes with one 655K­
byte diskette and up to two 20M-byte hard drives per lOP Module. 

Expandable to six cabinets with a total of 11 lOP Modules and 247 Line Modules; comes with one 
655K-byte diskette and up to two 20M-byte hard drives per lOP Module. 

Expandable to six cabinets with a total of 1310P Modules and 200 Line Modules; comes with one 
655K-byte diskette and up to two 20M-byte hard drives per lOP Module. 

DCP/5 

11.6 x 13.0 x 15.3 

115/240 V AC, 135 
watts 

50°F to 93°F 

DCP/50 

64x24 x30 (1) 

200/240 V AC, 
1.6kVA (1) 

50°F to 93°F 

DCP/25 

64x24x30 

200/240 V AC, 
1.6kVA(1) 

50°F to 93°F 

DCP/30 

64 x 24 x30 (1) 

200/240 V AC, 
1.6kVA (1) 

50°F to 93°F 

DCP/55 

64x24x30(1) 

200/240 V AC, 
1.6kVA (1) 

50°F to 93°F 

DCP/35 

64x 24 x 30 (1) 

200/240 V AC, 
1.6kVA (1) 

50°F to 93°F 
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~ Software Options 
Product Description 

( 

SNA/net Software: 

SNA/net Base 

SNA/net Terminal Connect 

SNA/net PU Type 2.0 Inverted 
Boundary Function (PUT 2.0 IBF) 

SNA/net NT 2.1 

SNA/net Cross Domain Resource 
Manager (CORM) 

SNA/net RBFTE 

SNA/net NPSI and 
X.25 Packet Switched 
Communications Software 
(PSCS) 

Pricing 

Equipment Prices 

Processor Model 

DCP/5 
DCP/25 
DCP/30 
DCP/35 
DCP/SO 
DCP/55 

Software Prices 

Product 

DCP OS Group: (1) 
Forthe DCP/5 
For the DCP/25 
For the DCP/30 
For the DCP 135 
For the DCP/50 
For the DCP 155 

SNA/net Software: 
SNA/net Base 
SNA/net Terminal Connect 
SNA/net PU Type 2.0 Inverted 

Boundary Function 
SNA/net NT 2.1 
SNA/net CORM 
SNA/net RBFTE 
SNA/net NPSI 
X.25 Packet Switched 

Communications Software 

The foundation SNA/net product, SNA/net Base provides the terminal protocol conversion code used 
by other SNA/net software components. It is a prerequisite, therefore, for all other SNA/net features. 

This feature connects SNA PU Type 2.0 devices, such as IBM 3174 Controllers and 3270 display 
terminals, to a DCP Series Processor. 

SNAfnet PUT 2.0 IBF enables the DCP to emulate an IBM SNA PU Type 2.0 device. With this feature, 
an IBM 37XX Communications Controller and its IBM host view the DCP as an IBM 3174 cluster 
controller device. The DCP, therefore, is considered to be in the Domain of the IBM host. 

This feature enables the DCP to emulate an IBM PU Type 2.1 device (such as an IBM AS/400) for 
communications with PU Type 2.1 devices. SNA/net NT 2.1 provides routing of messages among DCP­
attached NT 2.1 devices as well as LU6.2 functions supporting IBM's SNA Distribution Services 
(SNADS) and Document Interchange Architecture (DIA). 

SNA/net CORM enables the DCP to act as a peer to an SNA domain; all devices connected to the DCP 
which access SNA are "owned" and controlled by the SSCP located in the DCP. 

This feature is required in the DCP, along with either the SNA/net CORM or SNA/net PUT 2.0 IBF 
feature, to support interoperation with an IBM host using JES2 or JES3. 

These products are used to interconnect IBM 3745 communications controllers and/or PU Type 2.0 
devices with DCPs via X.25 packet switched networks. 

Base Purchase Price ($) 

9,800 
26,000 
55,000 

125,500 
275,000 
396,000 

Purchase PrIce ($) 

2,100 
25,321 
44,463 
54,075 
73,380 
91,228 

(2) 3,595-10,273 
(2) 4,645-13,276 

2,966-8,474 

5,145-14,700 
16,428-46,937 

2,558-7,018 
3,785-10,850 

(2) 3,948-11,954 

(1) DCPjOS Group Is a package that Includes the fol/owlng software: DCPjOS Operating System, Network Management Services (NMS). Te/con. TCP-IP 
Stack program. and OSI Transport Services. 
(2) Prices vary with the DCP model .• 
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Unisys 
DCP Series 
Communications 
Processors 

In this report: Product Summary 

Analysis ........ .... ... ..... 2 Editor's Note 
Since our last report on the Distrib-

Characteristics.... ...... 4 uted Communications Processor 
(DCP) Series, Unisys has withdrawn 

Pricing....................... 6 Models DCP/15 and DCP/40, re-
tained Models DCP/5, DCP/30, and 
DCP/50, and added Models DCP/ 
25, DCP/35, and DCP/55. Recent 
enhancements include support for 
power-on-pluggable line modules, 
redundant input/output module 
power supplies, a redesigned mainte­
nance control feature (MCF), an im­
proved power control feature, and a 
high-performance input/output mod­
ule capability. 

Description 
The DCP family now consists of the 
DCP/5, DCPI25, DCP/30, DCP/35, 
DCP/50, and DCP/55 systems. They 
range in size from the DCP/5, which 
serves as a remote concentrator for 
up to 11 communications lines, to 
the top-of-the-line DCP/55, which is 
a dual processor that can support 
over 1,500 communications lines. 

The models can function as front­
end processors (FEPs), nodal proces­
sors (NPs), remote concentrators 
(RCs), or as a mixture of these func­
tions. The DCP/5, however, func-

-By Barbara Callahan 
Associate Editor 
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tions primarily as a remote 
concentrator and/or as a nodal pro­
cessor. Telcon and DCP/OS serve as 
the software for the DCP family. 
DCP/OS handles basic operations, 
including memory management, file 
control, and service utilities; Telcon 
provides networking intelligence. 

Strengths 
The DCP family displays a high level 
of versatility. The products can per­
form front-end processing, nodal 
processing, remote concentration, 
communications functions, and net­
working functions. 

Limitations 
When the DCP/5 is functioning in its 
networking capacity, the personal 
workstation supports only communi­
cations tasks and does not perform 
personal computing functions. 

Competition 
Amdahl, IBM, NCR Comten. 

Vendor 
Unisys Corp. 
P.O. Box 500 
Blue Bell, PA 19422 
(215) 542-4011 

Price 
From $9,800 (DCP/5) to $396,000 
(DCP/55). 
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Analysis 

Product Strategy 
Unisys introduced the Distributed Communica­
tions Processor (DCP) Series in 1979. Since that 
time, the company has added and withdrawn prod­
ucts from this line. The series now consists of the 
DCP/5, DCP/25, DCP/30, DCP/35, DCP/50, and 
DCP/55. They range in size from the entry-level 
DCP/5, which supports up to 11 communications 
lines, to the top-of-the-line DCP/55, which sup­
ports over 1,500 communications lines. DCP sys­
tems can function as front-end processors (FEPs), 
nodal processors (NPs), or remote concentrators 
(RCs) in a Unisys or multi vendor network. The 
DCP/5, however, operates mostly as a remote con­
centrator and/or a nodal processor. 

Although varied in the applications they sup­
port, the models in the DCP series are based on a 
common machine architecture. All DCPs have a 
communications processor (CP), which is a micro­
programmed controller that supplies the bus struc­
ture, timing, micromemory, arithmetic logic units, 
and error control required to execute the CP in­
struction repertoire. Local storage serves the CP 
and each input/output processor (lOP) and CP 
control. The lOPs function as the external inter­
faces from the DCPs to mass storage, host com­
puter channels, and various line modules. A line 
module serves as the connection point for termi­
nals, channels, and networks to the DCP system. 
The line module operating with the lOP forms a 
port processor (PP). Depending on system type and 
configuration, up to 16 PPs can function under the 
control of a single lOP. 

Users manage the DCP processors and their 
networks through the DCP/OS operating system 
and Telcon communications and networking soft­
ware. DCP/OS handles basic operations, including 
memory management, file control, and service util­
ities; Telcon supplies the networking intelligence. 
Telcon provides gateways to non-DCA networks, 
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such as IBM's SNA and many public data net­
works. Without interrupting the performance of 
the system, users can add or remove programs, re­
configure portions of the system, and activate 
memory dumps. 

Decision Points 
Unisys designed the DCP series to satisfy a variety 
of needs. Users can select from six models. U nisys 
positions the DCP/5 as the low end of the DCP 
series and targets the machine to small sites. In re­
mote environments, the DCP/5 can function in an 
unattended mode. The product can act as a remote 
concentrator and LAN -to-WAN gateway at small 
sites, supporting up to 11 lines. Although housed in 
a Unisys Personal Workstation, the DCP/5 is dedi­
cated to communications tasks; the workstation 
will not perform any personal computing applica­
tions when the DCP/5 is activated. The keyboard 
and monitor serve as operator and maintenance 
console devices. 

The DCP/25 concentrates a large number of 
lines at remote locations; it can also act as a front­
end processor. The DCP/30 midrange model is 
compatible with all the other models of the DCP 
family. The DCP/30 can perform front-end pro­
cessing, nodal processing, remote concentration, 
communications, and networking functions. The 
model is appropriate for medium-sized networks. 

The DCP/35, compatible with the other 
members of the DCP family, incorporates two pro­
cessors. DCP/35 performs front-end processing, 
nodal processing, remote concentration, communi­
cations, and networking functions. 

Users with large networks can take advantage 
of the power of the DCP/50, which supports a wide 
variety of applications in larger sized networks. 
Based on Unisys Communications Processor Ar­
chitecture (CPA) and Telcon communications soft­
ware, the DCP/50 can function in the same 
networks as other DCP products. 

The DCP/55 is the top-of-the-line product in 
the family. It also supports intelligent communica­
tions for a wide variety of applications in larger 
networks. The DCP/55 increases the power ofthe 
DCP products through its dual processors. It has a 
processor cycle time of approximately 26 nanosec­
onds and a storage cycle time of approximately 105 
nanoseconds. It is 1.7 times more powerful than 
the DCP/50. 
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Company Profile 
Unisys Corp. 

Corporate In July 1990, Unisys re-
Headquarters ported that earnings fell 
P.O Box 500 78 percent for the second 
Blue Bell, PA 19422 quarter, to $11.8 million, 
(215) 542-4011 for a loss of 9 cents per 

In Canada 
share after preferred divi-

Unisys Corp. 
dend payments. Revenue 

2001 Sheppard Avenue E. 
fell 4 percent to $2.47 bil-

North York, ON M2J 4Z7 
lion from $2.57 billion for 

(416) 495-0515 
the same quarter in 1989. 
In October 1990, Unisys 

Officers reported a loss of approx-
CEO: James A. Unruh imately $356.8 million for 
Executive Vice Presidents: the third quarter, com-
Cyril Yansouni, Reto pared to a loss of about 
Braun $648.2 million a year ear-
Vice President Information lier. Revenues increased 
Services: Howard A. 2.1 percent to approxi-
Downey mately $2.4 billion from 

about $2.35 billion for the 
Company Background third quarter in 1989. 
Unisys was formed in 
1986 from the merger of In October 1990, Unisys 
Burroughs Corp. and announced plans to re-
Sperry Corp. The com- duce staff by 5,000 due to 
pany is a manufacturer of the nearly $357 million 
commercial information loss incurred in the third 
systems, defense sys- quarter and the possibility 
tems, and related ser- of additional losses in the 
vices. It serves more than fourth quarter. The com-
60,000 customers in over pany attributes problems 
100 countries. Long a to a soft demand for com-
supplier of large-scale puters internationally. 
mainframe computers, Alliances 
Unisys has built a $2 mil- January 1990-
lion business based on 
workstations and UNIX-

Announced a joint devel-

based departmental sys-
opment agreement with 
KPMG Peat Marwick for a 

tems. In January 1990, systems integration pro-
Unisys formed the Sys-
tems Management Group 

gram to support EDI ap-
plications. Unisys 

to provide systems inte-
gration and professional 

provides the software and 

services in government 
hardware, and Peat Mar-
wick provides consulting 

and commercial markets. services to users. 

Market Position 
The communications processor market includes 
very few players. IBM dominates the scene fol-, 
lowed by NCR Comten and Amdahl. When IBM 
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January 1990- May 1990-Entered into 
Announced an agreement an agreement with In-
with VISsystems, Inc. in tercim under which In-
which VISsystems be- tercim's Factory Data 
came a Marketing Associ- Manager software is 
ate through the Unisys available to users of Uni-
Value-Added Marketing sys U Series UNIX OS-
Division. based computers. 

March 1990-Signed an May 1990-Announced a 
agreement with Sigma four-year OEM agreement 
Imaging Systems for with Sol bourne Computer 
Sigma to develop a spe- Inc. to resell Solbourne 
cial version of its OM- workstations and servers. 
NIDESK imaging software 
to run on Unisys PW2 June 1990-Signed an 

personal computers and agreement with Novell, 

integrate with FileNet's which certified Unisys as 

Image Access FaCility. an authorized NetWare 
Support Organization and 

April 1990-Announced as a Novell Authorized 
an agreement with Oracle Education Center. 
Corp. under which the 

June 1990-Entered into Oracle relational database 
management system and an agreement with Misui 

associated tools are & Co. to provide for the 

ported to the Unisys 2200 private placement to Mit-
sui of $150 million of Uni-mainframe line. 
sys convertible preferred 

April 1990-Announced a stock in two series and a 
joint marketing agreement $50 million five-year sub-
with Unidata, under which ordinated loan. 
the Value-Added Market-

August 1990-Renewed a ing Division of Unisys 
makes Unidata's SQL- purchase agreement with 

based RDBMS available Sun Microsystems in 

on the Unisys U 6000 Se- which Unisys purchases 

ries. for internal development 
and resells Sun's SPARC-

April 1990-Signed an based workstations and 
agreement with Formula servers. 
Consultants under which 

November 1990-Formula Consultants 
Announced an agreement modifies its System for 
with AT&T USL, in which Tape Administration and 

Reporting (ST AR-11 00) to the two companies will 
jointly market ALLY, a operate on Unisys 11001 
4GL tool from Unisys that 90 and 2200 Series main-

frames. will be fully integrated 
with TUXEDO, AT&T's 
transaction processing 
system for its UNIX Sys-
temV. 

introduced its 3745 processor in 1988, competition 
intensified among the Big Three. NCR Comten 
recently added the 5645 to its family of 5600 SNA 
communications processors. NCR Comten empha-
sizes that its 5660 products address the need for 
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coexistence of SNA and multi vendor networks. 
Unisys has also geared its communications proces­
sors toward multi vendor networks. This approach 
broadens the appeal of the machines and can at­
tract more users. Amdahl can capitalize on its plug 
compatibility with IBM products. 

Although Unisys does not rank among the 
leaders, the company has built steadily upon the 
capabilities of the DCP series, investing in its de­
velopment, refining its features, and expanding its 
communications options. The innovative design of 
the DCP/5, a cost-effective entry into the commu­
nications processor arena, should appeal to many 
users who will respond to the concept of acquiring 
a fully functioning communications processor that 
can be installed as easily as a Pc. 

Characteristics 

Processor Features 
Unisys has equipped the DCP family with the following 
features. 

Power-on-Pluggable Line Module. This feature ex­
ploits the capability of the I/O modules and backplane to 
suppress power transients and bus interface interrup­
tions that occur with power-on removal or insertion of 
line modules. 

Redundant Power Supply. Two power supplies are 
incorporated into the I/O modules. After a failure in 
power supply is detected by the power control and 
maintenance control feature, restoral takes place with­
out system interruption. 

Triple Input/Output Processor (DCP/50.and DCP/55 
only). The provision of three input/output processors 
within a single input/output module increases the poten­
tial throughput of the input/output module by a factor of 
3. This high-performance input/output module serves 
configurations that require high-demand I/O processing, 
such as host interfaces, LAN line modules, high-speed 
line modules, and multiline line modules. The input! 
output module has three I/O processors and one SPE/ 
10 in a segmented back panel and 19-inch card rack 
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with dual power supplies. Users can mount as many as 
14 line modules in the remaining card slots. 

Maintenance Control Feature (MCF). The new design 
of the MCF has increased the size of the read-only 
memory (ROM), incorporated random access memory 
(RAM), and incorporated a personal computer interface 
(PCI) with a 19.2K bps rate for remote control capabili­
ties. The remote control interface has a dual-port capa­
bility. MCF collects the faults and abnormal condition 
information from the power control module. 

Power Control Feature. Located in each cabinet, this 
feature provides a front-end access to assemblies 
within the module. Fault latch indicators indicate the sta­
tus of the system power supplies and fans. 

DCP Line Modules. Line modules interface with com­
munications devices, peripherals, and host computers. 
Communications line modules link DCPs to modems, 
terminals, and other networks. Peripheral line modules 
support connections to integrated peripheral devices. 
Host interface line modules provide direct attachment to 
host computer channels. 

The High-Speed ILM20 Line Module (DCP/25/30/35/50/ 
55 systems). The ILM20 provides one to four HDLe 
line interfaces with a four-line aggregate data rate up to 
T1/C1 speeds of 1.544M/2.048M bps. It supports four 
V.35, EIA-530, or X.21 interfaces, operating at a 2.048M 
bps aggregate data rate, or an RS-232-C interface oper­
ating at speeds up to 19.2K bps on each line. An on­
board coprocessor supports the X.25 LAPB protocol. 

Line Module Configurations 

Type 

BlockMUX 

Word Channel 

High Speed 

Multiline (8 & 4) 

High Speed 

Medium Speed 

Method 

Line module to attach to host 
block MUX channel 

Line module to attach to host 
word channel 

Intelligent line modules 
supporting up to a 4-line 
aggregate data rate of 2.048M 
bps; V.35, EIA 530, X.21 
interfaces supported 

Synchronous and 
asynchronous line modules for 
data rates up to 9.6K bps; RS-
232-C and D, V.24/V.28 
interfaces supported 

Synchronous line modules for 
data rates up to 64K bps; 
AT&T 303 and V.35 interfaces 
supported 

Synchronous line modules for 
data rates up to 19.2K bps; 
RS-232-C and D, RS-449, and 
X.21 interfaces supported 

@ 1991 McGraw-Hili, Incorporated. Reproduction Prohibited. 
Datapro Information Services Group. Delran NJ 08075 USA 



( 

Data Networking 

Type 

Direct Connect 

Twisted Pair 

IEEE 802.3 LAN 

Auto Dial 

Models 

DCP/5 
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Method 

Line modules to support up to 
16 multidropped, direct coax­
connected, single stations at 
data rates up to 250K bps 

Line modules to support 
Unisys telephone twisted-pair­
connected terminals at data 
rates up to 64K bps 

Line modules to support 
connections to IEEE 802.3 
(Ethernet) LANs at data rates 
up to 10M bps 

Line modules to interface with 
automatic calling units 

The compatibility of the DCP/5 with the communications 
processor architecture of the DCP family is imple­
mented through its system board, line modules, DCP/ 
OS operating system, and Telcon software. The DCP/5 
is currently housed in the Unisys PW2 500 or PW2 800 
Series personal computer. 

The system board is a microprogram mabie device 
that performs network processing tasks, including 
input/output. A hardware microprocessor (the Unisys 
COM chip) implements the functions of the communica­
tions processor, input/output processor, and storage 
controller. Two megabytes of error-correcting local stor­
age are included on the system board. A single, 
medium-speed, load able line module (MSLLM) is also 
included on the system board, providing full-duplex RS-
232-C or X.21 attachment to a synchronous or asyn­
chronous line at speeds up to 19.2K bps. Four types of 
DCP/5Iine modules use four processor ports. Since the 
DCP/5 resides in a personal computer, DCP/5Iine mod­
ules are not interchangeable with line modules used by 
other DCP systems. 

DCP/25/30/35/50/55 Basic Systems 
Users can configure these systems in various ways, but 
a Basic System (defined as an entry-level system plus a 
local storage selection) is required to provide DCP/ 
Telcon operability. Users can augment the entry-level 
systems with additional components to attain the re­
quired functionality. 

In a front-end processor configuration, a word 
channel or block mux (FIPS) line module is required. 
Unisys recommends a network console, which can be 
any supported protocol/terminal, to operate a DCP/ 
Telcon network. The console can reside anywhere in 
the network and can operate in session with Network 
Management Services (NMS). The console can control 
network operation and gather performance statistics. 

An integrated 655K-byte flexible and 20M-byte 
(optional 80M-byte) hard disk are part of every system. 
Users can add additional mass storage with more inte­
grated units. 
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Configuration 

DCP/5. The DCP/5 is housed in the Unisys PW2 500 or 
PW2 800 Series personal computer. 

DCP/25. A maximum DCP/25 system includes a DCP/ 
25 processor, 8M bytes of memory, a cabinet, two stan­
dard I/O modules, up to 31 line module slots, and up to 
184 communications lines. The DCP/25 cabinet includes 
a power control module and active line indicators for 
three I/O modules. The third I/O module position is used 
for conversion to a DCP/30/35/50/55 system. 

DCP/30. A maximum DCP/30 system includes a DCP/ 
30 processor, 8M bytes of memory, two cabinets, six 
standard I/O modules, up to 93 line module slots, and 
up to 680 communications lines. The DCP/30 basic and 
expansion cabinet each include a power control module 
and active line indicators for three input/output mod­
ules. The DCP/30 processor/storage boards mount in 
reserved line module slots. 

DCP/35. A maximum DCP/35 system includes two 
DCP/30 processor boards, 8M bytes of memory, two 
cabinets, six standard I/O modules, up to 92 line module 
slots, and up to 672 communications lines. The DCP/35 
processor/storage boards mount in reserved line mod­
ule slots. 

DCP/50. A maximum DCP/50 system includes a DCP/ 
50 processor, six cabinets (five expansions), 8M bytes 
of memory, 16 I/O modules, up to 247 line module slots, 
and up to 1,912 communications lines. The first cabinet 
provides the CP/Storage Module and two high­
performance I/O modules. The CP/Storage Module 
houses the processor, two Storage Port Expansions 
(SPE/CPs), one 4M-byte storage bank, and space for an 
additional 4M-byte bank. The second cabinet and each 
expansion cabinet contains a standard I/O module in 
the top cabinet position and mounting capacity for two 
more I/O modules. Each DCP/50 Enhanced System 
Cabinet includes one power control module and active 
line indicators for three I/O modules. 

Software 

DCP Operating System (DCPtOS) 
A multiprogramming operating system, DCP/OS sup­
ports the DCP architecture and controls all DCP hard­
ware operations. It allows multitasking programs to be 
executed in demand (interactive) or batch mode. DCPt 
OS creates the environment for the development and 
operation of communications hardware and related util­
ity programs. 

Features and functions provided by DCPtOP in­
clude a file manager, CPA (access to CPA structures), 
RUN, process contrOl, a port processor, a line module, 
a dictionary, interprogram messaging, record handling, 
and instrumentation. DCP/OS also provides facilities 
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that support DCP operations, including software instal­
lation and booting, DCP memory management, and con­
sole and peripheral device management. 

Telcon 
Telcon is the core communications software product for 
the DCPs, performing all communications processing 
on DCPs operating within a DCA network. Telcon en­
ables multiple DCPs to be interconnected to form the 
backbone of a DCA network. DCPs within the network 
can perform communications processing independently 
of host processors, maintaining network communica­
tions paths and routing services, regardless of the oper­
ational status of individual hosts. 

Users can define Telcon software to determine 
the characteristics and connections of all devices in the 
network that communicate through a particular DCP. 
Telcon executes as an application under DCP/OS, 
which manages all DCP internal processors, memory, 
and peripheral hardware. Telcon covers four categories: 
communications handlers and interface software, net­
work management services, network software for es­
tablishing and maintaining communications between 
peer entities in a Telcon network, and support software 
for specialized capabilities. 

Communications handlers and interface software 
include: 

• Universal Data Link Control (UDLC) handler for in­
tranetwork DCP-to-DCP trunk connections and con­
nections between DCPs and remote DCA termination 
systems, 

• Host Channel Handler (HCH) for word channel and 
byte channel connections between OS 1100 host 
processors and DCPs, and 
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• Communications Handlers supporting connection of 
a wide range of synchronous and asynchronous in­
teractive and batch terminals to DCPs. 

Network Management Services (NMS) software con­
trols physical and logical facilities. NMS provides an ad­
ministrative interface to a Telcon-based network for 
monitoring network activity and performance, collecting 
statistical data, performing online diagnostics, and con­
trolling the operation of network facilities. 

Network software for establishing and maintaining 
communications between peer entities in a Telcon net­
work consists of a complex set of communications pro­
tocols, architecturally consistent with the seven-layer 
OSI model. Telcon includes protocol software that sup­
ports the information processing and data transport 
portions of a DCA network. 

Support software handles specialized tasks, such 
as downloading software and configuration files to re­
mote DCPs. Support software includes utilities that as­
sist in configuring, generating, loading, and operating 
Telcon. 

Telcon software also integrates software modules 
that support communications protocols required in 
other network environments. These additional software 
modules are called Telcon program products. Users 
install these program products as extensions to Telcon. 
The Telcon program products are LAN Platform, X.2S 
Packet Switched Communications Software (PSCS), 
TCP/IP Stack, and OSI Transport Services (OSITS). 

Pricing 
Purchase prices for the DCP family are DCP/S-$9,800; 
DCP/2S-$31 ,000; DCP/30-$SS,000; DCP/3S­
$12S,SOO; DCP/SO-$27S,000; and DCP/SS-
$396,000 .• 
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