*====:==========* .

# DIGITAL# ' INTEROFFICE MEMORANDUNM
 ss=sxszzsssssss¥

TO: - Distribution DATE: 18 June 1982

FROM: Tony Sukiennik

DEPT: Cluster Task Force

EXT: 264=4727

L/¥S: ¥Kile=1G31

ENET: FREMEN::SYURF::Sukliennik

SUBJ: Analysis and Recommendations regarding the Clusters Program

Multiecomputer systems, including those comprised of Personal Computers,
are becoming more prevalent in the marketplace., Increased reguirements
for reliakbility are just one of the reasons for this trend, Wwe can no
longer concentrate solely on engineering, manufacturing, selling, and
servicing single computer systems,

In the future, there will be less differentiation between the hardware
and software of various computer vendors, Today’s innovation will be a
cormodity tomorrow. Producing cuality hardware and software will always
be important, but we c¢can no longcer survive in the emergina markets
simply by producing the best hardware and software,

The CI Cluster Program provides Digital with opportunity ¢to gain
valuable experience {n the multi-computer space,

We mrust set up a structure which allows us to become a leader in the
systems integration business, The vendor who is capable of properly
characterizing, installine, and servicing their multi-computer systens
will likely be the vendor of choice,

The €I Cluster Architecture provicdes significant technical Iinnovation
for Digital, Wwe should not lose sales based on the functionality of the
CI Cluster. MNeither should we expect to win sales hased solely on. the
functionality ot the (I <Cluster, Systems analysis ancg service
capabilities tuned to the CI Cluster hardware and software will be of
great impoertance,

The Challenge over the next year will be to ensure that we set up a
structuyre to allow us fully 1leverage the Cluster Architecture, CI
Clusters will be the ¢f£irst complete multi-cemputer systems Diacital
delivers to the market, This will allow us to gain valuable experience
in the installation and servicing of multi=computer systems, This
expertise will be necessary te survive in the newly emergina computing
markets, .



Clusters Analysis and Recommendations
The “arket

High Availapility’ 'Is NOT the market for multjiecomputer systems,
*NonStor’ will no lonaer bhe a point of differentiation as most vendors
add fault tclerance to their products (the commodity effect!),

Enhanced availability is becoring increasinclyv important in thne aeneral
purpose computer markets where we d¢ most of our current business, In
addition there is also a large derand for the ability to easily increase
the capacity of a 'svster, This is where the multi=computer cluster
architecture is most aprlicable,

The newly emerging markets demandinac “‘systems’ defined py personal
computers and local area npetworks reguire a coherent multi-computer
architecture. This market i{s ccmmonly referred to as the “0ffice’, 154
Clusters closely match the needs of the traditional general pyrpose

_ market, The rtechnologles, such as shared data bases, developed for the
C1 Cluster program should be transportable to the emeraing ‘system’
architecture needed for the office,

The Competition

Tandenr Computers will rely less on their ‘NonStop’ architecture to sell
systems in the future, They see the newly emerginc marxet and will try
to position themselves to be gualified in this space, They will use
Distributed Data Rase <cavabtilities, Mail and Transaction Processing
software, and Satellite Communications as their new levers into the
acecount.

IBM will introduce products to compete In every market, ~They have
stated their intentions to introduce fault tolerant extensions to one of
their mainstream architectures, In most cases, IRM’s hardware and
seftware will not be the best available, The major threat €rom IBM {s
their potential (emphasize POTENTIAL) to be the best systems Iintegrator
(orimarily of their own gear) in the industry. They have not always
demonstrated aptitude taor this, but they may view it as a strategic
element in the near future,

stratus, August Systems, and Intel are introducing nmulti-computer
products into a variety of marketplaces, They are mentioned here to
allow us to assess the impact of some of the rew technoloaies, None of
‘these -vendors is an immediate threat to us, but their methods deserve
watching,

Digital’s Position

The CI Cluster arcnitecture will make us competitive with any vendor now
competing for general opurpose applications with needs for enhanced
availapility or system caracity.
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Clusters Analysis and Recommendatians"

WE SHOULD NCT LOSE SALES BRASED CN THE 'FUNCTIOMNALITY GF THE CI CLUSTER.
It is concelvable that we could lose on price for the lower end systems.
we might also te vulnerable to price/pertermance attacks in the nigher
end configurations between. now and the introduction of our next
generation of VAX processors,

In order to properly leverage our efforts in the multie-computer space I
recomrend tne followina:

1, Agressively introduce the CI Cluster Program to the market with :a
program announcement (FALL 82) and proouct announcements (SPRING
83). The motivation behind the program announcement is to gain
visipility in the market at the earliest possible time., We must not
allow any further competition to gain tootheolds in application areas
of importance to us,

2, Explore the possibility of providing a subset of CI Cluster
functions on the NI,

3, Extend the ‘systems oriented’ proqQrams recently intitiated in 32 bit
engineering. e need to be able to fully characterize, install,
maintain, and refine our multiecomputer offerings. we muyst develoP
the to¢ls and expertise to configure, test, monitor, and tune these
multi-computer systems. ‘ 1

4, Provide services (poth remedial and consulting) which complement the
hardware angd software being produced in the CI Cluster proaram,
These services must be built upon the Knowledge gathered in - the
systems programs initiated in engineering., Our service organizatign
has a mass which can be used as a significant advantage over smaller
vendors. ;

5., Start building a second generation of high speed computer
interconnects. Serious thought should pe given to merging the NI
and Cl programs. This effort would produce better price/performance
and also aveid product confusion similar to that wnhich exists today
.with the UNIBUS/GBUS,

6. Initiate programs to move the technology develoved for the (CI
Clusters procram (ie.,, Shared data bases, etc.,) to our other
multi-computer orograms (ie,, Personal Computers, LANS, etec.). Tnpe
hardware/software/service technology established by the CI Clusters
proaram will make our other multi-computer architectures more
viable,

7. Fully cuantify tne impact of the Ulysses communications switch, 1f
it 1is perceived to be deficient in any way, we must be prepared to
£i11 the holes with other available solutions.

8, The VAX Information Architecture provides Digital with powerful
tools for both the general purpose market and newly emerging office
markets. Wwe myst insure that VIA takes full advantage of new Dpase
VMS fynctionality produced as a resuylt of the CI Cluster Program,

The attached DRAFT document coes 1into more detail for each of the points
discussed above, Please cetf hack to me with your comments,
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what is a Cluster?

The purpose of this paper is to <clarify the concept of Clusters,
accurately convey what we are building and the implied benefits, and to
hiahlight the strategic importance of the technologies and metnhodologies
associated with the Clustered System Program,

A CLUSTER i{s a group of coorerating COMPUTERS connected through a HIGE
SPEED bus or link, CLUSTERS nermally porovide two imoortant benefits as
ocposed to single computer systems., The first benefit is survivability,

. The second is modular expandability. Some o0f the identifvying
characteristics of a CLUSTER are:

1. The COMPUTERS are usually independent, Each COMPUTER has ts own
memory and lts own copy of the operating system, Failure of one of
the CONPUTERS in 2 CLUSTER should not affect ¢the others, This
topology is generally reterred to as LOOSELY COUPLED
MULTIPROCESSING,

2. The CLUSTER 1is utilized in much the same fashion as a single
COMPUTER as tar as the users are concerned, Rarely are the
COMPUTERS in a CLUSTER exvected tO be secured or orotected from one
another, For this reason, COMPUTERS in & CLUSTER are usually

located in close proximity to  one another, Operational
resoonsibility for the entire CLUSTER usvally falls within a single
erganization, X

|
3, For the short term, the other reason why a CLUSTER has a restrictéd
radius s the need for a HIGR SPEED bus or link, Perhaps, in the
future, communications technology will deliver HIGR SPEED, lonc
distance 1links, HIGH SPEED can prooably be defined as no less than

1 megabyte/second, 5

4, Tnhe COMPUTERS im a CLUSTER usually share a common file system or
data base,

S, Because of the shared f£ile system, users of a CLUSTER usually do not
have a preference for which COMPUTER they connect to, Therefore,
flexible communications switches or patches are usually used in
conjunction with CLUSTERS,

6. The CLUSTER can be viewed as a single, larger, more dependable, more
functional system than any of the component COMPUTERS, The shared
resources and communications switching make the CLUSTER appear this
way.

7. vwhile we normally view <c¢lustering as being applied to laraer
computers (minicomputers are considered large these days), the same
concepts can be avplied to smaller computers, such as PERSONAL
COMPUTERS, when PERSONAL COMPUTERS are clustered, nc communications
switches or patches are necessary, since the computer s als¢e the
terminal, Instead, Local Area Networks provide connectivity to all
desired resources,
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The Market

when we view the market £for clustered systems, there 1is always a
temptation to equate it with the so-called “HIGH AVAILABILITY’ market,
Let us define the market and market size £for clustered systems by
breaking it into 3 segments, They are:

1.
2.
3,

The High Availacility Market
The General Purpose Computing Market

The Emerging Market

A sketch 0f each market and estimated market size follows.

i.

2,

The High Avallability Market

This is a small market segment whose main identifying characteristic

is the need ¢to maintain operation nearly 100% of the time and to

recover from any failure within about a 1 second timeframe, Example
applications in the digh Availability Market are:

i1, Nuclear Power Monitoring and Control

2, Air Traffic Control

3., Space Flignt

4, Some Military Defense Applications

These applications are characterized by the following:

1. Need for totaily redundant hardware, «ith little concern for
cost. This hardware is recuired te have failover times of less
than 1 second in most cases and “milliseconds’ in some cases,

2, Need.to support spvecial process interfaces,

3, High liability if the “failsafe’ system fails,

Approximate market size: Less than 1% of all Data Processing
Revenues,

Digital has a policy about such applications. ¥e d¢ not bpid for
then,

The General Purpose Computing Market

when most applications were automated for the first time, there was
usually a manual backup system which could be invoked in the event
of a failure, The main motivation €for automating the application
the ¢girst time was cost savings, Therefore, "failures were a
nuisance, but d4id not necessarily jeopardize the business. Payrell

" is an application with these characteristics,
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3.

Today, many apolications make significant contriputicens to the
profitacility of a pusiness. In some <cases the computer
applicatiens are tne reason the €£irm can comrete, It tne
applications go down, the pusiness is directly affected, A cash
management/funds transfer system at a bank is an aprlication with
these cnaracteristies,

As applications go through their second oceneratien of automation,
there {s rarely a manuyal fallback syster,

Reliable computing is becoming a prereauisite for the sale of
computer Systems, This does not imply that more applications are
pecoming ‘HIGH AVAILABILITY® aprlications as defined in the previous
section, but rather that all applications need some level of clean
recovery, -

we might call this facility ‘PREDICTABLE RECCOVERY”’. For most
general purpose appllications, a small amount of downtime is not
critical, what is eritical is the apility to ensure that there pe
no loss of data, no corrupted data, and some facility to restore the
computing resource in a timeframe selected by the user,

Just as important as reljiable operation is the ability ¢to easily
expand tnhe caopacity of the system, This i{s one of the messages
which we have always used for DDP, the Clustered System Architecture
magnifies tnis message,

The reguirements for reliable computing iIin the general purpose
computing market are as follows: ’

1. Total Data Intearity. Protection against hardware destruction
and software pollution of data.

2., Provisions for oroviding failocver of hardware components, These
facilities ¢an bpe manual or automated, The customer must be
given the cnoice of automated failover however,

3. Comprenhensive services,

4, The apility to accomodate qrowth of the application without
jeopardizing tne user’s current investment.

Approxirmate Market Size: 80% of all Data Processing Revenues,

The Clustered System Approach provides basic building blocks for
poth reliability and expansion. This manifestation of DDP could be
considered a complete alternative to mainframe processing,

The Emerging Market

Over the last two years the computer industry nas aqaone through an
upheaval. Oftice Auytomation has become the newest and biggest
cuzzword in the industry. Personal computers have earned respect
and have been ‘blessed’ by the two largest computer companies,
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Office Automation and tne increasing emphasis or rersonal computers
have highlignted the need for medularity in comecuter systems, Local
Area Networx techrnolocy has given us hope that we can Put together
medular systems with opersonal computers in tre Gffice environment
and in otner applicable environments,

The Emerging Market will attempt to uytilize new technology to
increase the overall productivity of their business entities,
especjally the office environment. The reason that the market must
ba labelled ‘Emerging’ 1is that there is no set definition for it
yet, Every vendor entering this arema has their own definjtion
concerning which technologies are key (usually emphasizing the
technologies tney have available at the time).

A few common threads run through tne various definitions ot the
Emerging Market however, The technologies that seem to be required
are:

1., Personal Computers

2, Local Area nNetworks

3. General Purpose Computers

4, Flexiole Communications

5. Data Management (all data types, managed across networks)

Any vendor meeting all of the above reguirements should fare well,
However, the reguirement for system integration is crucial in this
market segment, :

The successful vendor will supply the components listed above and
also serve as a systems integrator., The biggest opportunities for
startup f£irms in the computer industry today 1lie in the area of
system integration, These “‘Systems Houses’ can pick and choose the
best hardware and software avajilaple and add value by making it werk
together predictadbly.

Tne definition of computer system is changing. No longer can we
measure only MIPS and 1/0 bandwidth toe accurately project system
performance, The new ’system’” 1s not self contained, It uses
personal computers, servers, various Iinterconnects, and traditional
processors (and clusters of processors). ’

The successful vendor in this market will pe able to accurately
define their new “system’ and also provide:

1. Hardware and software as listed above.

2. Acecurate performance characterizations for thelir ‘system’
(integrated with the gear of others perhaps?), ‘System”’
performance should oce predictable, ‘System’ performance should
pe easy to monitor and tune,
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3.

4.

Services oriented towards tuning their hardware and software
’system’ (considering the gear of others perhaps?) towards the
application goals 0f the user,

Ongoing supoort and maintenance of the new ’‘system’, Cperaticn
0of the ‘system” defined by personal computers and local area
networks must not oe perceived to pbe more complex than ooerating
a simeple time sharing system, Response times must be comrarable
with that of timesnaring systems,

Consistent interconnects which allow new processina units and
servers to be integrated inte the ’system’ while pretecting the
user’s current investment,

Approximate Market Size: ?

Digital (s going hard after this market,
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The Competition

For this disussion we will 1limit ¢the review of competition to the

following:

1. Tandenm

2., IBM

3. The New wWave (other comvanies with interesting potential, markets,

or tecnnoloegy)

Further analysis will be made availabple at a later time,

1.

Tander Computers

Tandem Computers was founded in 1974 ¢to provide multi=computer
systems (CLUSTERS) eriented towards transaction processing
applications with critical uptime reguirements. Tandem Computers
will sell approximately $350 Million of such systems this year under
the trademark “NonStop’, '

Despite the name ‘honStop’, Tandem is not marketing in the ’“HIGH
AVAILABILITY® market outlined earlier in this document, They have
instead concentrated on the general purpose transaction processing
market, Tandem has bhegun to do some repositioning into the newly
emerging office market,

They are positioning office aytomation as a natural extension of
Transaction Processing (which has been their forte), Ry adding
compaticle support of new data types through theilr newly announced
*TRANSFER, TRANSFER/MAIL, and TRANSFER/FAX” software they are
broadening their scope ‘of acplicability, Tandem announced
intentions to pursue nigh speed/low cost transmission of data via
satellite through a Jjoint venture with American  Satellite
Corporation witn a product called “INFOSAT’,

Tandem has created some new issuves for the competition ¢to address,
They plaved tnhis game with “NonStop’, positioning nighly reliable
operation as a primary recuirement whether it was or net.
Similarly, 1 expect them to make integration of all data types with
satellite transmission, using distripbuted cata pase software, their
new wedge into the account, Tandem believes that these new products
will keep the comoetition on the defensive, while placing themselves
in the Office Automation game, *

NonStop” was (and will remain) a key buzzword in Tandem competitive
situtations, ‘Distributed Data PRase’, “Myltiple Data Tyves’, and
*Satellite Transmission’ will become the new buzzwords in Tandem
competitive situations,

Tandem believes that their Distributed Data Rase ié their bicgest
point of differentiation today,
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Othef key points derived from a presentation made bty Tandem’s
president: o
1. They view their competition as almost exclusively 1IBM (they

explicitely stated this), Tandem states that IBM has a ‘strike
force’ to compete with them, They also state tnat IB™ will
withdraw a pid rather than lose the decision,

2. They believe that IBM has traditionaly gained account control bv
controlling the central DPF facilitv with centralized ©DP,
centralized data bpases, and hierarchical networks such as SNA,.

3. Tandem wisnes to garner account control through NonStap
Distriouted Data Processing, with Distributed Data Bases (they
pellieve that their relational, distributed data pase capabilicty
i{is the cornerstone of their entire system), and more flexible
networking architecture,

4, Tandem perceives themselves as an ‘End User’ oriented compang.
They are committed ¢to supplying very high levels of support
(given that I8M is thelir competitive target, they wish to have 3
similar image), Tandem believes that they should be considered
a ‘mainframe vendor’ which provides tools mere in step with
todays data processing needs,

S5, They believe that tneir products have evolved as follows:

NonStop Carabilities kincluding Data Integrity)
extending to:

Networks (including X.25, LANS, Gateways, Satellite)
extending to:

Distributed Data Base capabilities (including Data Integrity)
extending to:

Transaction Processing (layered on Distributea Data Base)
extending data types to:

Image (Facsimile, Xerox, Graphics, Video)

VOiée (Digitized)

Text

Binary

6, Tandem’s target market seqments are:
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3.

1. Large 8anks and Financial institutions.
2. Larée Manufacturing Companies

3, Travel

4, Transportation

S. Alirlines

6. Telecommunications

IBN

Ia¥ realizes the importance of the general purpose computing market,
They realize that the CLUSTER approach to computing provides sonme
very real penefits, particularly in the area of reliable operation.
Because of these realizations, IB® has intimated that they are
working on faillsafe architectural extensions ¢for one of their
mainstream product families, '

They perceive, and rightly seo, that all vendors will have to improve
tne reliatbtllity of their general purpose computing products, IBwM
has not indicated any large interest in tne °"HIGH AVAILABILITY’
market outlined earlier in tnis document, |

|
IBM has expressed great interest in the Emerging market defined by
Qffice Automation and Personal Cemputers. Where IBM’s hardware and
software may not be up to standards at this time, ¢they can be
expected to improve,

The £ar more urgent threat from IBM is their potential to do very
well 4{n the systems JIntegration part of the game, Having always
been a service oriented company, providine a security blanket, I3
%ill invest heavily in being able to characterize the performance of
their gear, They will alsoc offer comprehensive services ¢to helo
ensure that the expectations of the user are met (whether or not
that means ree-setting the user’s expectations).

Digital 1is in for a major battle with IBM in the ererging markets,
we have never been on more of a cecllision course with IEM in our
history. For this reason, we must be prepared to invest heavily 1in
the systems analysis, characterization, and service aspects,

The New wWave
1. Stratus

Stratus is a small startup company which has targeted the
general purpose transaction processing market, Thev are using a
different architectural acoroach than Tandem however, Stratus
is relying almost exclusively on hardware redundancy to orovide
continyous processing,
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2,

3.

In contrast to Tandem, who seem inclined to use custom logic for
their processirg engines, Stratus is using standarg
microprocessors in totally redundant confiocurations (they are
using the Moterola 68000),

Because of the low cost of the microprocessors, Stratus sees fit
to place two microprocessors in each processing unit with
comparators te check for consistent results, In the event of an
inconsistent result, failover takes place to a totally separate
processina unit which also has dual micronrocessors,

Bv using this approach, Stratus claims that invalid results will
never get throuoh the system., Thus they perceive nc¢ need for
recovery software of any kind. Their’s is a totally nardware
criented approach.

Contrast with Tandem or Digital’s future offerings, which are
combination hardware and software approaches,

This approach has great marketing acoeal, It is easy £for the
cystomer to understand and easy to contrast with more complex
approaches. However, the chip level redundancy should be viewed
simply as an alternative way to implement error detection on 2
poard, 3ur poards might be as reliable as theirs, but we haveia
more difficult time explaining how we do errer detection, This
is unfortunate, because our error detection is probably more
comprehensive (since they only check on microprocessor failure).

It will be interesting to see how well Stratus’ approach 1is
received in the market place, Also how well the hardware only
solution provides continuous processing. The approach warrants
watehing,

August Systenms
August Systems is a small vendor targeting the ‘HIGH

AVAILABILITY’ type of application outlined earlier in this
document, The ‘real time’ nature of these aoplications

" differentiate them ¢£rom the more ’data processing”’ crientgd

applications which Tandem, Digital, and IBM are targeting, i
i
|
August Systems "Can”t Fail" system  uses triple~redundant
microprocessor based 1logic, triplex process interfaces, and
peripherals that can be triplicated depending on applications
needs, i

Auyaust Systems {s mentioned here so that we can watech how well
they perform in very high risk application segments. }

Intel

Stratus {is dsinq the the mM68000 microprocessor and is puilding a
multiprocessor architecture around it,

Intel is in the process of introducine their 432 microprocessor
into the marketplace, Its first point of differentiation {s
that has a very high level, object oriemted instruction set,
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Its second point of difterentiation i{s that they have built the
multiorocessor carmabilities into the architecture,

Intel claims that the higher level, object criented system will
reduce the incidence of software fajlure, They also claim that
the multiprocessor architecture will provide hardware fault
telerance,

They 40 have an Achilles Heel in the approach however, Their
myltiorocessor architecture uses shared memory with no
provisions for memory subsystem fallure, They do not provide
automated methods to recover from component failures, Thev
simply provide the right hooks to have many processors executine
from & common bank of memory.

where the high level, object oriented system mignt reduce the
incidence nf applications software failure, it will be
interesting to see if implementing high level functions in legic
and microcode proves less susceptatle to system “software’
failures than implementing these ¢tunctions in the operating
system, Powerful tools are available for debuoginc operating
system code today, Comparable tools are not yet available for
debugging microcoae and logic,

The Intel 432 architecture is worth watching, It does not pose
an immediate threat in the reliable computing space, It has
more potential to provide a wide performance range of high
level, object oriented processing engines, This range of
processing engines could be put together using Clustering
techniques to provide nighly reliapole comouting systems, This
£its with Intel’s strategy to market the 432 almost exclusively
throuah GEM channels.,
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CI Clusters

In Qi1FYE4 Digital will offer a Cluster Architecture based on the CI,.
This section will summarize the key components cf the architecture,

1. Component Descriptions

l.

2.

Computer Interconnect (CI)

The CI is a high speed (70 megabits/second), multidropped, shert
distance (90 meter radius) interconnect designed to pass data
and control information armong intelligcent computers,

The computers currently suprcortinag the CI are as follows:
1. VAX=11/780

2. VAX=11/782

3. VAX=11/750

4, 2060

S. 2080 (JUPITER)

6. VENUS

7. HSC=50 (1/0 server)

The CI vort interfaces themselves are intelligent, The CI port
{interfaces have been designed ¢to utilize the page taples and
virtyal addresses of the supported VAX systems, thus making bulk
data transfers very efficient. Reliable transmission is .
guaranteed by protocols implemented in the port,

A dual path facility bhas been bpuilt into the ClI port
architecture to vrovide for redundancv., Under normal operating
conditions, ¢the dual path facility can provide enhanced
performance,

I/Q0 Server (HSC+50)

The HSC=50 is an intelligent mass storage subsystem, when
integrated into a CI Cluster, the HSC=50 is utilized as a common
I1/0 Server for all nost compyuters resicding within the (I
Cluster,

Each HSC=50 is counted as a node in a C! Cluster, The HSC=50 is
a computer, one which has been optimized towards managine tne
flow of information between large mass storage devices and one
or more host computers,

The HSC-50 relieves the host software of the burden of
performance optimization, disk perscnality, and error recovery,
The HSC=50 always presents “logically perfect’ volumes to the
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host computers, For sore acplications, the I1/0 Server will alseo
maintain shadowed copies of selected disk volumes, when both
shadow volumes are online, a perforrarce benefit can be expected
since the system will access data €£from both vclumes, An
additional access arm tc the data is available.

Plans are in place to provide utilities to perform volume
backups from disk to tape without nost intervention, ’

A bank 0f volumes can be dual prorted between a pair of HSC-50s.
The HSC=50s <can share the 1I1/0 processing load (static dual
porting onlyl, 1If one HSC=50 in the pair should £fail, the
surviving unit c¢an automaticallly restore service for volumes
previously owned by the ¢falled HSC=50, This failover takesavg
place without loss of outstanding I/0 requests. ot the hest,

b

The HSC=50 is a special purpose computer optimized for servicing
I/0 from large mass storage devices, General curpose computers
with tragitional mass storage |interfaces are inherently 1less
efficient at tnis task,

3. System Communications Architecture (SCA)

The SCA is a laver of software which implements the eauivalent
0of network functionality between computers within a Cluster, To
understand the difference petween SCA and DONA we must ¢£irst
study the major differences between a Network and a Cluster,

1. Networks are usually gaeographically dispersed (although this
is not necessary).,

The computers within a Cluster are usually co=located within
the same faciiity. This {s true since the primary
motivations pehind implementing Clusters are to provige
larger c¢apacity computer systems and to provide redundancy
within a computer system,

2, Nodes within a Network are uysually controlled and operated
by several different organizations within a business entity.,

Computers within a Cluster are usually éontrolled and
operated by the same organization within a business entity,

3. To access a Data Base on a remote node within a network, the
requesting node myust be given positive authorization by the
serving node, It has peenr saild that nodes within a network
are ’‘mutually suspicious’.

Data Bases and other resources are considered to bpe shared
equally amenc all computers within a Cluster, When an
additional computer is added to a Cluster, {t is considered
to be equal ovartner sharing all resources with the other
computers in the Cluster. The computers in a Cluster are
‘mutually benevolent”’,
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4,

4. ﬂitn current communications technology, routing technigues
provide more flexible and lower cost networkX torclogies,

Communicatiens technologies used toc implement Clusters allow
for full multidrop tooologies, There is no need for routing
functionality witnin Clusters,

5. Communications across networks primarily takes vlace between
coomerating apovlication processes, The system utilizes the
network primarily to provide resource sharing functions,

Communications within a C(Cluster takes rlace primarily
between the member computer systems. Large data transferns
betwaeen nosts and servers and resource contention contral
messages between cooperating hosts comprise the bulk 0f the
traffic acreoss the Cluster link. Of lesser magnitude are
messages between cooperating processes on separate computers
within the cluster,

The System Communications Architecture (SCA) was developed o
provide for nichly efficient data flow between computers within
a Cluster, Tne SCA provides the backbone transport mechanism
for all other cluster software, The efficiency provided by SCA
is necessary to transform a group of independent computers into
a cluster, ;

)
4

Mass Storage Control Protococl (MSCP)

A MSCP has peen devised to allow for flexible connection cf new
mass Sstorage devices to computer systems, with the advent af
intelligent disk controllers sucn as the UDA and the HSC=50, {t
is now possible to implement disk drivers which can bpe
insensitive to changes in tne c¢haracteristics of the drives
themselves, and 3also insensitive to changes in the transpornt
mechanism from drive to computer memory. !

These new drivers are called Class Drivers. These Class Driveﬁs
implement the “master” side of the MSCP, The intelligent
controllers implement the “server’ or “slave’ side of the MSCP,

Operating systems can support new disk technology in a more
timely fashion by using this class driver scheme, In addition,
new transport mechanisms, such as the CI architecture, can be
more easily leveraged,

I1£f a new interconnect 1is introduced it is now possible to
support by simply writing a port driver interface to the new
interconnect, If a new controller is introduced it 1is now
supportable bpy simply writing the ’"slave’ side of the MSCP in
the new controller,

Because every ‘master’ reauest must pe positively acknowedged by
a ’"slave”’ «#nen usinag MSCP, it 1s possible to cleanly implement
device and controller failover in the system, I/0 regquests are
never lest and can be retried in the reconfigured system in tne
event of a fallure, ' )



Clusters Analysis Page 16

S.

6.

The “’slave’” or “server’ side of the MSCP has alsoc been
implemented on VAX/VMS, This allows current VAX systems with
local mass storage to be cleanly integrated inte CI (Clusters
with no 1loss of user investment, Each VAX system with local
mass storage can act as a server thus making its storage
transparently available to other VAX systems within the Cluster,

Distributed Lock Manager

The Distributed Lock Manager allows VAX/VMS to {mplement a true
shared f£ile system across @& Cluster, The Lock Manager is
resident on each VAX system within the cluster,

An application process wishing to access a particular record
within the shared data pase 0f the Cluster makes a record lock
request to the Distributed Lock Manager. Once the lock reguyest
has been granted, neo other arplication preocess on that computer
or any other computer within the cluster can secure a 1lock on
that particular record.

The distributed implementation of the lock manager (and the disk
ACPs) ensures that there {s no single resocurce allocation
bottleneck within the Cluster, Tradectfs have been made {n the
lock manager to optimize for normal operations rather than
failure recovery. The minimum amount of interprocessor
information is passed during normal operations, Enough
information is passed to allow surviving computers in a cluster
te derive the locxk information of a failed computer, The
surviving computers can then release lecks held by applications
which were executinag on the failed computer,

Common Journalling Facility (CJF)

The CJF provides a series of system services which alleow any
Data Base Management System to create and maintain journals of
data base activity.

The CJF facilitates the creation of Before Image Journals which
could allow data bases to be “‘rolled back’ to some Known,
consistent state,

The CJF facilitates the creation of After Image Journals which
could be applied to Backup coples of the data base, This allows
for ‘roll ferward’ reconstruction of data bases destroyed ¢ty
hardware failure or corrupted by software failure,

The CJF also allows for applications to maintain user defined
audit trails of cata base or other system activity.

The CJF allows for any number of Data Base Managers to share the
same Jjournal volumes, These Jjournal volumes are nermallv
magnetic tape, but can alsoc be disk velumes,

The participating Data Base Management Systems are responsible
for providing the utilities which acply journalled data in ‘roll
back’ or ‘roll forward’” recovery situations, These uytilities
are currently being written for RMS and DBmS,
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Recovery uUnits

The Recovery Units facility allow Data BRase Manaaement Systems
to dynamicly maintaln the consistency cof their data bases in the
face of transaction, or system failure,

The Recovery Units facility oprovides two simole calls which
allow apprlications to protect themselves from data corruption.
The first call, normally invoked when the data base {s in a
Known, consistent state, <c¢reates a recovery unit, Once a
recovery uynit has been created, the system {s directed to secure
(normally on disk) “‘betfore image’ copies of data pase records
atfected by the transaction. The second c¢all, normally invoked
when the transaction has been completed and the data base {s
once again in a consistent state, purges the recovery unit,

If the transaction or system should fail while the recovery unit
is open, the system will “‘roll back’ the effects of tne
transaction, thus bringing the data base to the consistent state
which existed at the beglinning 0of the recovery unit., At that
point, the transaction can be retried, :

In the case of an acplication fajilure or apoerted transaction,
the VAX system on which the transacticn was running will do the
‘roll back’. In the case of a system failure, the survivine
systems within the Cluster will “roll back’ all active recovery
units opened by the failed system,

Checkpointing Facility

A Checkpointing Facility is being provided to allow arplications
with a eritical investrment Iin processing toc protect that
investment. This is useful in two scenariocs, The first is tne
arplication which runs a single monelithic job for long perisds
of time (usually bours),  This type of apvlication is typical in
engineering and simulation applications. The second type {s the
application which requires that transactions be autormatically
retried (in the event of a failure) without additional operator
interaction. In both cases the implementation is the same,

The application defines a checkpoint, usually at some consistent
point in 1its execution. 1In the ‘retry transaction” case, the
checkpoint should be done Iimmediately after all transaction
inputs have been received, At the time of the checkpoint, the
system secures all altered pages, in the virtual address space
0f the process, to a checkpoint file. The application can then
resume processing for some amount of time, In the event of a
fajilure, which causes the applicatioen to abort, the system can
refinitiate the application from the point of the last defined
checkpoint by reconstructing the state of the process from the
checkpoint file, Because the checkpoint was secured to disk,
the application <¢ould conceivably be brought up on a different
processor within the Cluster (given that the new processor 1is
the same tyme as the original processor = for example 780 => 780
de
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The checkpoint facility, in many cases is combined with the
Recovery Units facilitvy,. In this case, the recovery unit is
‘rolled back’ before the application 1is reinitiated £from the
checkpoint., Tne system will ensure that Recovery Units and
Checkpoints are declared in a logical tashion when they are used
in unison.

8. Ulysses Cemmunications Switch

In previous sections the benefits of a Cluster were broken into
to major categories, The ¢first being the abkility to add
incremental processing capacitv due, in most part, to the shared
data base, The second benefit is the abllity to provide “spare”’
processing capacity with automatic failover to survivino units.

In order to fully realize the above benefits, there must be a
facility to automatically switch terminals and communications
lines from one computer within the cluster to another, To meet
this recuirement the Uiysses communications switcnh is being
used,

There are two major points of differentiation for the Ulysses
switeh vemsus other similar switches, The £irst is the ability
to concentrate lines and ports near their points of origin ané
use single nian speed lines to the switch itself, The second
point is that the switch is controlled oprimarily by software
resident in the host computers within the cluster, with the
flexipility of nost contrel, some crude 1load leveling can be
implemented,

The Ulysses switen can be configured in a £fully redundant
fashion,

Further detail on the Ulysses switch will be made availanle at a
later time,

Possible Extensions

The Cluster Architecture could gain more flexipility by imglementing
Disk Velume Snadowing on disks directly connected to the host
computers (tnrough the UDA), This would allow for Clusters with a
lower entry price, Currently Disk Volume Shadowing is available
only on the HSCe50 I/0 Server, thus reguiring inclusion of an HSC=50
in order to provide the highest levels of data intearity.

The ability to verform Disk Volume Shadowinag is alse a carabilicty
useful ocutside the realm of Clustered Systems, Many single computer
applications have stringent requirements for orotection of data, 1In
many cases, loss of the computing service is not critical, but loss
0f data can be a disaster, In these cases, porroviding Disk Volume
Shadowing exclusive of the Cluster Architecture and the HSC=5C I/0
Server would pbe desirarle,

Thne Future
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Tne CI Ciuster Architecture nas suppiied Digital with some very
significant benefits, They are:

1. The ability to rrovide survivable svstems through extensions to
the mainstream VAX tamily.

2, A hedce for high end systems. Except {n the case where a very
powerful compute engine is needed for monolithic compute jobs,
the Cluster Architecture will allow uys to cleanly 1increase the
cavacity of multi-user systems while protectinc the user”s
current investment, This allows us to “do the right thing’ with
technology at the high end by relieving the pressure to rush the
next hign end engine out the door.

3. The software tecnnologies emploved have solved some of the
crucial provlems assoclated with distributed data bases, :

Because 0f the above general benefits, we should commit to providing
similar capapnilities on future members of the VAX family (and
beyond?), , ?

In the near future, this means initiating projects to provide °CI
like’ capabilities on SCORPIO and NAUTILUS.
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Related Products

The technologies explored and implamented in the CI Cluster Program are
significant, The folleowing ©programs have potential o enhance the
Cluster Architecture. These programs can also leverage tfhe experience
we have gained in tne design and implementation of CI Clusters,

1. Local Area Networxs (NI)

It is possiple to provide lower cost (perhaps less functional)
clusters by supstituting CI with NI. We should be able to properly
characterize the potential of this acproach.

As we move towards more modular systems in the future it will be
difficult to protect our user’s investment with two similar
interconnects, Communications technology might allow us to preduce
a Local Area nNetwork interconnect which approaches the speed of the
CI., If this occurs, will ¢there be a need €£or two separate
interconnects with diftferent sets ¢of servers for both?

2, Personal Computers

There is a requirement (if we intend to bulld ’“systems’ defined by
personal computers and LANs) to provide for transparent data base
access between Personal Computers, Servers, Networks, and general
purpese computers, ' ;
i
It would be desirable to extend the Mass Storage Control Protocol,
Distributed Lock Manager, and related data base software, developed
as part of the CI Cluster project to ocur Personal Computer Clusters,
This may not be feasible until a 32 pit engine is available for our
personal compyters, Could we limit the scope encugh to solve the
problem witn tne 16 bit engine of today? Some of the research and
prototyce efforts for smart caches, distributed forms, and
distributed editors may be applicanle here,

3, Data Base Managament

The shared data base oroduced for Cl Clusters has attacked many of
the classic problems of the distributed data Dbase, Is
commynications speed the only gating factor preventing us from
naving similar shared data bases across Networks? Pernaps the
security issues are a major obstacle,

True DATA BASE MACHINES (as constrasted with I/0 and File Serveré)
should be considered carefully,

4, VAX Information Arcnitecture

Tne Common Journalling Facility, Distributed Lock Manager, Recovery
Units, and Checkpointing Facllity orovide a much more solid base for
the VAX Information Architecture tnan exists today, We must ensure
that the higher level components 0f VIA take £full advantage 0f these
powerful new capacilities,
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In addition, the Aapplication Contrcl Management System (ACMS) and
the Transaction Processina Develcpment System (TPDS), ¢f£ormally
called TPSS, provide the nignest lavers of VIA, The niagh level
Application Control facilities provided py ACMS should make QOffice
avplications mucn easier to conceive and implement, ' In addition
there is potential for ACMS to make the Cluster System Architecture
more powerful by ©oroviding locad balancing or iJob partitioning
tunctions. we should move agressively towards integrating these
products cleanly into the Cluster System Architecture,
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Irpact of new Technology

VLS1

The obvioys impact of VLSI is that it should provide better oprice
performance Iin computers, servers, and cormunications oorts, There
will also be a trend towards putting higner level functions inte the
logic of the processors themselves, An example of this is the Intel
432 discussed briefly earlier in this document,

while striving for more reliable systems, the initial concentratien
has been on making the hardware more reliable, Very little
practical work nas been done to make software (or logic) more
reliable, Hard failures are much easier to recover fro=m tnan scft
(or semiescft) errors., There are some interesting theories:- in the
area of software fault tolerance however,

It may be possible in the future to implement the higher level logic
of a processor several different ways on a chip (since silicon area
will not be at a premium), By applying success criterion to the
cperations, and providing facilities ¢to back out nen=successful
operations, several different algorithms could be tried, Peter Lee
of Digital’s Advanced System’s ResSearch Group i{s our resident expert
in this area of concern,

The Server Architecture

AS we move cleser to system architectures comprised solely of
personal computers and a complement of servers, we must successfully
deal with tne transition £from the traditional *host computer”’
architecture of the past, There i{s a tremendous desire to produce
and deliver these new ‘systems’ today, but our investments in new
processors (the ones with active, funded projects today) are
considered more as follow ons to our traditional lines of computers.,
Thus, the transition €£from traditional computing to the new Server
Architecture becomes more difficult since we tend to lock our
customers into the follow on traditional computers.

Cne way ¢to deal «#ith this problem 1is to ensure that the
intercennects for our traditional system Clusters and the
interconnects for our Server Architecture “‘systems’ converge, In
this way, the two approaches can more closely complement one
another, Additionallv, we might start looking at future traditioral
processors as servers (even if they are considered high performance
comoute servers).

Servers will expected to be very hichly reliable nodes witnin the
new system architecture, Perhaps chip or modular level redundancy
(ala the Stratus aprroach) should be studied for these critical
components,

Communications
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Commyniations technology, particularly satellite, may allow us to
cleanly migrate our Cluster Architecture <functiorality to more
geographically dispersed tepologies (Tandem {s heading in this
direction), What are the security implications? Encryption of
satellite is provaply a must,
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Issues

The CI Clusters Architecture is a significant milestore in Digital’s
engineering nistory. Although the initial cesign center for the progran
was the ‘HIGH AVIALABILITY’ space, the program nas provided
contriputions {in other areas, The program has been in place for some
time now, and products are due to be delivered in Qi1FY84, The £following
is a 11list of §issues which need to be addressed to ensure that the
program is successful in the marketplace and tc ensure that we are able
to leverace technological advances produced by the CI Cluster Program in
other strategic orograms within Digital,

1. Product Introduction and Promotion

It {s well understood what products will be delivered 1in Q1FYS84,
The introduction and promotion of this program should have very high
priority. ®e cannot miss the opportunity to leverage the technical
innovation produced by the (€I Cluster Program, The CI Cluster
Program and product announcements scheduled for Q2FYB3 and QiFYB4
should be treated Ir a fashion comparable to the Ethernet program
announcement and cother VAX family announcements of recent years,

Suggested action: Firm bydgets for program and preduct
annoyncements,

2, System Characterization

It i{s vitally important that we be able to proeperly characterize the
performance of Cl Clusters, The recent tformation of a Systenms
oriented aroup within 32 bit engineering is a step in the rigne
directien,. The current level of funding for this group will ensure
that the VAX-11/780 s <thoroughly tested, Scme additional
maintainavility tools will also be produced, :

More committment should be made to testing VAX=11/750
configurations. ‘

Committments should be made to include measurements of CI Clusters
in all aprlicable performance studies within Digital.

Sugagested action: 2dditional erphasis on Systems testing within our
engineerine organization,

3, Services
In order to ensure a smooth introduction of the CI Cluster Progranm
into the marketplace, our Hardware and Scoftware services
organizatioens must have proarams tallored te this new architecture.,
These progarams should include:

1. Remedial Software Support
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2. Hardware £ield service support complementary to that provided on
current single system offerings, It must be clarified how
programs like the ‘Guaranteed Uptimne program” will relate to
Clusters,

3. Consulting Service otferings to allow customers to take full
addvantage 0f both the performance and redundancy benefits of the
Cluster Architecture, Clusters will be more difficult te tune
than the single computer svstems we are selling today. These
consulting services must be in place to ensure that the i{nitial
customers for CI Clusters are successful,

Service offerings should .be the delivery mechanism f£or the knowledge
we acquire in our ‘systems group’ within engineering,

Suggested action: Continued interactiorn witn tne appropriate
service organizations, i

Interconnects

The Cluster Architecture is built around the CI todavy. This 1s .a
good match. It is possible however, that the NI could also provide
a reduced level of functionality within the Cluster Architecture,
This opportunity should be explored, :

t
We rust now start thinking of a second generation of {nterconnects
to rprovide follow ons te both the C(CI and KRI, If the programs
converged it might be easier to provide servers for a wider range of
applicaticn needs., It might alsec be easier to protect our user’s
investment in ecuipment over time. I1f the programs do not converge -
it is possible that we will have a problem similar to the
UNIBUS/QBUS on FDP=its.,

Suggested action: Inclusion of NI into the Cluster Architecture,
Research into a second generation of interconnects,

The new “system?

It will be necessary to extend functionality now provided only
within the <context of the (I Cluster Architecture to the new
‘system’ defined by personal computers and local area networks, How
mych ¢an we leverage experience gained in the developrent of the CI
Cluster Architecture?

Suggested action: Formation of a new ‘systems’ group.
Communications switching

Although the Ulysses communications switenh provides a flexible
solution to most switching problems, 1t doesn’t cover all the
preoblems, :

There are no pians to fallover DECNET links for example..
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Lower priced Clustered systems may need less generalizes, lower cost
communications switehing,

Suggested action: Study alternatives to Ulysses for lower priced
systems.,
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The Challenge

Multi=-computer systems, including those comprised of Personal Computers.,
are becoming more prevalent in the marketplace, 1Ilncreased requirements
for rejiiapility are just cne cf the reasons for this trend, we c¢can no
lenger cencentrate solely on engineering, manufacturing, selling, and
servicing single computer systems,

In the future, there will be less differentiation between the hardware
and software of various computer vendors, Today’s innovation will be 2
commoadity tomorrow, Producine cuality hardware and software will always
be  importanrt, put we can no longer survive in the emerging markets
simply vy producing the best hardware and software,

The CI Cluster Program provides Digital with opportunity to gain
valuable experience in the multi-computer space.

we must set up a structure which allows us to become a leader iIin tne
systems integration business, The vendor who is capable of properlyY
characterizing, installing, and servicing their multi=computer systems
will likely me the vendor of choice, |

The CI Cluster Architecture provides significant technical 1innovatiaon
for Digital. we should not lose sales based on the functionality of tne
CI Cluster. HNeither should we expect to win sales based solely on the
functionality of the CI Cluster, Systems analysis and  service
capabilities tuned to the CI Cluster hardware and software will! pe of
great importance, :
The Challenge over the next year will be to ensure that we set up
strucgure to allow us fully leverage tne Cluster Architecture, (I
Clusters will bpe tne first complete multi-computer systems Digital
delivers to the market, This will allow us to gain valuable experience
in the installation and servicing o0f nmultiecomputer systems., Tnis
expertise will be necessary to survive in the newly emerging computing
markets, .
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