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. EXECUTES INSTRUCTIONS. =

PROVIDES ALL PROCESSOR CLOCKS.
HANDLES INTERRUPTS.

GENERATES A VIRTUAL MEMORY ADDRESS TO THE M BOX.

GENERATES 170 COMMANDS TO DEVICES,

PROVIDES A METER WHICH KEEPS TRACK OF SYSTEM
PERFORMANCE .

SEQUENCES INSTRUCTIONS,

. PROVIDES A DATA PATH BETWEEN THE DTE-20 AND

KL MEMORY.
CONTAINS DIAGNOSTIC HARDWARE TO HELP THE 11/40

.,‘ISOLATE MALFUNCTIONS IN THE E BOX.
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DISPATCH RAM
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DRAM word found
on M8522 module
in Slot 45.

DRAM A
Bit Functions

DRAM B
Bit Functions

(DRAM) WORD FORMAT
A B P J
1 2] O 1 2|p 1 2 3 4 5 6 7 8 9 10
Bits 5 & 6
always zero

0 Immediate
1 Immediate - Prefetch
2 Not Used
3 Write Test
4 Read
5 Read - Prefetch
6 Read - Write (separate cycles)
7 Read - Pause - Write
B Store 0, 1, 2 B0 Inverts SJC Tests
1 Double AC 0IFcry 0 = 0, PC SKIP
2 Double both 1IFCry 0 = 1, PC SKIP
3 Self
S AC
6 Memory B/Skip/Jump/Comp
7 Both

(0] sSJcC L, E
B -1 -2 Flt Store 1 SJC E

2 SJC L
1 AC 3 SJC Never
2 Memory 4 sJCc G
3 Both 5 SJC NOT £EQaAL

6 sJc G, E

7 SJC Always

Cannot use B & B~1-2 simultaneously

Can use B & BO together

E /-€



A FIELD

MICROCO?F BASE ADDRESS
(e Ram

MICRO WORD POSITION

STIGNAL NAME

MODULE SLOT NUMBER

MODULE PIN NUMBER

CRAM PHYSICAL BIT

47
0 1 2 3 4 5 6 7- 8 9 |10 |11
L. 1700 1J01 | 702303 |J04 | 305|306 | 307 | 308 Jo9 | J10
T 50 | so 50 | 44 | 44 | a4 | a4 | a2 | a2 | a2 | a3
=R ov2 | k2| mp2 | Ep2| pva Ck2 | BP2 | ED2 |DV2 | ck2 | BP2
1 o6 l o7 j o8 [oo | 10 112 13| 14l 15

Moofg. B Somée
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B FIELD mAJor DATA /1y

AD ADA/ADXA ADB/ADXB
CONTROLS ALU FUNCTIONS SELECTS AD A SELECTS AD B
MICROWORD POSITION |12 13 14 15 16 17 18 19 20 21 22 23
CaRty /]
SIGNAL NAME CRY | BOOL| SEL8| SEL4| SEL2| SEL1| D15 | sEL2| SELl| N.U.|SEL2 | SEL1
‘MODULE SLOT NUMBER 42 50 52 52 | 52 52 50 50 50 44 42
MODULE PIN NUMBER cr2 | ES2 | ES2 Ep2 | CJ2 BFl| EP2 | CJ2 | BF1 ES2 | ggo - )
‘CRAM PHYSICAL BIT 74 24 20 21 22 23 25 26 27 28 32
A Y
ARITHMETIC FUNCTIONS 0 AR o M
00 A+ XCRY -0l A +ANDCB| !  ARX 1 BR*2
03 A*2 02 A + AND g MO 2 BR*4
06 A + B 44 OR + 1 PC 3 AR i
11 A-B -1 TRy, :
17 a -1 05 OR + AND C B
: BIT 18 is ADA/ PR vEnTs De rFrves
40 A+ 1 07 A + OR E E CoiFeTrons w Fior
43 a*2 + 1 52 AND + OR CE ADXA NABL T /e ¥ .
46 A + B + 1 53 A +ORCB
50 ORCB + 1 2- gﬁ
51 A -B 15 AND CB - 1 S
54 X CRY - 1 16 AND - 1
17 A -1
bir
399” BOOLEAN FUNCTIONS
20 SET CA 31  XOR
21 OR C Mawo) 32 B
22 OR CA 33 ORrR
23 1's 34 0's
24 AND C (~°R) 35 AND CB
25 SET CB 36 AND
26 EQV 37 A
27 OR CB
30 AND CA

CARRY FUNCTIONS

36 CRY O IF AXB # O

37 GEN CRY O IF A # O

60 GEN CRY O IF A = 1's

71 CRY Q IF A GE B vwsrn,,. .,

SEC K /Maie Gorip”

N

VA

/féo&/b//7
E /-2



MICROWORD POSITION
SIGNAL NAME

 MODULE SLUT NUMBER
MODULE PIN NUMBER

*CRAM PHYSICAL BIT

C FIELD

Fm BLoc K
AR/ARM ARX/ARXM BR BRX MO FM ADR
ool 25| 26 | 27| 28| 29| 30| 31| 32| 33| 34| 35 |
SEL4| SEL2| SEL1l | SEL4 | SEL2 SEL1 |LOAD LOAD | SEL 4 2 1
50 50 50 40 44 44 42 42 | 40 40 40 40
FK2 | DR2 CF2 lpao pr2| cr2| FP2 | AR2 | ED2 | FP2 | FK2 | AR2
45 64 66 36 68 70 52 54 16 56 57 58
0 0 0
O ARMM IF 1 CACHE 0 ACO
SPEC 22 2 AD 1 1 1 1 ACl
1l CACHE 3 M AR ARX SH 2 XR
2 AD 4 sH — 3 vMA
3 E BUS S ADX*2 Lk pepeE] 7 4 AC2
4 SH 6 ADX IF SPEC/MQ SHIFT 5 AC3
CURRENT
5 AD*2 7 ADX*.25 6 AC4 zlic #cr ¢
6 ADX 0 MQ*2 7 #BHAS v
7 AD*.25 1 MQ*.25 e
Mo pE L B
é): /)Q?ﬁif
S, 7= #EF
frco_o 7
IF COND/REG CTL
0 MQ SEL
1 MOM SEL
Aﬂﬁ%?’ﬁﬁ'ﬁ%
w7 sy
b <TG gy A S
e
. Ver o
A PR AT e
LA T-r2)p 93 mes/
b CuRRrnT Lerots AOr
2 : i
mo o, &
(o CuRAC T Eace A
Vsl il
7 Froci AT A
LRI P Ry SO S
£EAox/A =17

& /-7



D FIELD "/~er ks faray

SCAD SCADA SCADB SC FE
MICROWORD POSITION | 36 37 38 39 40 41 42 43 44 45 46 47
SIGNAL NAME 4 2 1 DISl| SEL2| SEL1| N.U. SEL2| SEL1| N.U.| SELZ2|LOAD
MODULE SLOT NUMBER 52 52 52 52 52 52 52 52 52 50
MODULE PIN NUMBER Dv2 CK2 BP2 ED2 FP2 FK2 AR2 DR2 CF2 ED2

- CRAM PHYSICAL BIT 0l 02 03 00 40 41 42 60 | 62 04
0 = 0 =
0 A Q0 FE 0 sC sc | FE
1 A-B-1 1 ARO - 5 1 AR6-11 L=1] 1=
2 A+B 2 AR EXP 2 AR0-8 - -
3 A-1 3 & 3 & SCAD { SCAD
4 A +1
S A-1B WITH i
6 OR © BIT 39 =1 ' SPEC
7 AND ENABLES O's /! BY = Bree : 13,
S Frre e 0=
FE
/ PBYTE Sbr o TE &
PO Farn 1 =
2. LAP 017 0% X ok AR
Lacon SHIFT
3 Srasn E R T py o
w o T4 ~f 0o

moprr B SameE

/ 1570)//7’"/8

& g



MICROWORD POSITION
SIGNAL NAME

MODULE SLOT NUMBER
MODULE PIN NUMBER

CRAM PHYSICAL BIT

E FIELD
SH/ARMM VMA TIME MEMORY
48 49 50 51 52 53 54 55 56 57 58 59
N.U.| sEL2| sEL1l | N.U. | sEL2 | SEL1| TOO | TOl 00 | o1 02 03
50 50 50 42 40 40 | 44 44 44 | 44
.
AR2 AV2 FP2 | DR2 | DR2 cF2| FP2| FK2 | AR2 | AV2 |
46 47 44 72| 76 78 48 49 50 51
SH FIELD
2 PVMA 0 2T 0 NO OP
C
0 SHIFT AR,ARX 2 o+ X 1 ARL IND
1 AR 2 4T 2 MB WAIT
3 aD 3 5T 3 SEC O
2 ARX .
3 AR SWAP O- oo 4 A READ
L 5 B WRITE
;:;/Mff ﬁwz 6 FETCH
D v 7 REG FUNCTION
ARMM FIELD
0 ARO-8¢«
1 AR1-84ARO
EXP&SCAD ) e yer mec B
2 ARO-BESCAD IF X ADD IF NOT X ADDR
EXPSCAD ADDR
ARO-5SCAD
3 POS(:S.CAD 10 AD FUNCTION 10 A IND
11 EA CALCULATION 11 BYTE IND
12 LOAD AR 12 LOAD AR
= 13 LOAD ARX 13 LOAD ARX
Mol L 14 READ-WRITE 14 AD FUNCTION
Vmax FiecD 15 READ-PAUSE- 15 BYTE READ
O- vmax WRITE 16 WRITE
I Pc sEc 16.. WRITE 17 READ-PAUSE-
2 MRrv Sec 17 IFET WRITE
D ADIL=-17 Modr L

/?60)(//}’/%

E -l

-

3 - frsgorse VA
/D -2 FInE T e
10~ EA crLC
13- R

1S~ KEaD-FRUSE ~ o~

16 - Wi TE B
17" LV onr 2, I«GT’(A/

/4— "‘/ﬁ':"‘)D JEsr VWi raer: 294



¢
COND M”gé SPEC
MICROWORD POSTIION 60 | 61 62 63 64 65 66 67 68 69 70 71
SIGNAL NAME 00 01 02 03 04 05 |N.u.| 00 0l 02 03 04
MODULE SLOT NUMBER 40 40 40 42 42 40 45 45 45 45 45
MODULE PIN NUMBER DV2 CK2 BP2 FK2 AV2 AV2 DM2 DT2 EFl| EM2 ES2
CRAM PHYSICAL BIT 17 18 19 53 55 59 91 92 93. 94 95
bl = ChLL FumeTion
NON-SKIP FUNCT. SKIP FUNCT. DISPATCHES
MooV ChAm SRk AT s
0 nO OP 40 SPARE o e (Arieas
1 LD AR 0-8 41 EVEN PAR B 0 DIAG
2 LD AR 9-17 42 BR O 70 srack 1 DRAM J
3 LD AR 18-35 43 ARX O «PYATE 9 DRAM A READ
4 AR CLR 44 AR 18 3 RETURN
5 ARX CLR 45 AR O 4 PG FAIL
6 ARL INDS€€ 6 7€:246 AC # O 5 SR
7 REG CTL 47 sC O 6 NICOND
10 FM WRITE 50 SC LT 36 7 SH 0-3
11 PCFR&e=# 51 SCAD O 30 MUL
12 FE SHRT 52 SCAD # 0 31 DIV
13 AD FLAGS 53 ADX O 32 SIGNS
14 LOAD IR 54 AD CRY O 33 DRAM B
15 SPEC INSTR 55 AD 0 34 BYTE
16 SRé=# 56 AD # O 35 NORM
17 SEL VMA 57 SPARE 36 EA MOD
20 DIAG FUNC 60 FETCH 37 EA TYPE
21 EBOX STATE 61 KERNEL
22 EBUS CTL 62 USER NON-DISPATCHES
23 MBOX CTL 63 PUBLIC
24 SPARE 64 RPW REF 10 NO OP
25 SPARE 65 PI CYCLE 11 INH CRY 18
26 SPARE 66 -EBUS GRANT 12 MQ SHIFT
27 SPARE 67 -EBUS XFER 13 SCM ALT
30 VMA &= # 70 INTRPT 14 CLR FPD
31 VMA&= #+TRAP 71 -START 15 LD PC
32 VMAg== #+MODE 72 RUN 16 XCRY AR O
33 VMA €= #+AR32-35 73 I/0 LEGAL 17 GEN CRY 18
34 VMA@ #+PI*2 74 P!S XCT 20 SEC HOLD
35 VMA DEC 75 EBOX PF 21 CALL
36 VMA INC 76 AC REF 22 ARL IND SE€# & Fe4 0
37 LD VMA HELD 77 -MTR REQ 23 MTR CTL
o per B 24 FLAG CTL
o Locpe Ne NPPR 25 SAVE FLAGS
rn e seeo 26 SP MEM CYCLE
g s SeL O 27 AD LONG
2‘-,(; Lom & £/ mopne 8 VAPDATE
IF XADR: 20 = STACK POINTER
21 = SFAANE
[60)//2’/7 E 1-12

F FIELD




MACROWORD POSITION
SIGNAL NAME

MODULE SLOT #
MODULE PIN #
CRAM PHYS BIT #

G FIELD #1

MAGIC NUMBER FIELD

221 73l 74| 75| 76| 77| 78| 79| 80| 81| 82| 83 i
OT | NOT | CRAM —
LSED | USED | MARK $#00 #01 #02 #03 #04 #05 #06 #07 #08
52 44 44 44 42 42 42 40 40 ‘40
av2 | ep2 | ¢J2 | BF1 | EP2 | CJ2 | BF1 | EP2| CJ2 BFl
43 29 30 31 331 34 35 37 38 39
_ m oPes @ |MLF#E )17 | USED TO ADDRESS FAST MEMORY
ENABLES REQUIRED |j-ca1l’
‘ ARO-8
1-LD LOAD
CLR ARL
1=ARR  11=ARR+MQ O=ARL
2=ARL  13=AR+MQ O0=ARMM IF BIT 76:
E-FieeD 3=AR  14=ARX+MQ 1=CACHE
JF Comp VECons =6 =ARX  16=ARL+ARX+MQ | 2=AD
. 6=ARL+ARX 3=EBUS
THér ARL IND 7=AR+ARX © * |4=SH
i 10=MQ 17=AR+ARX+MQ | 5=AD*2
Con D 6p X
SrPec 22 7=AD*.25
£ Fl&éLP
MEpoR Y [/
AR CTL AEXPTS
JF Comwp DecoDe =7 1=
1=ARR LOAD R —kp -
THEN COND/REG CTL 2=AR9~17 LOAD - L F
4=AR@-8 LOAD '
6=ARL LOAD
MQ CTL
/F Comp VEcoDe= 7 0=MQ -
7HE” COND/REG CTL 1=MQ*2
AND | 2=MQ*.5
MQ/MQ SEL "S- | 7mENM T - =Q'S
)= CF/QELQO g7 3% Fo >
SIMEN 0=SH
COND/REG CTL ;*“142*-25
AND / — T~ =
MQ/MQM SEL w// (el 3=AD

/ggo/\//)'zo

£ -3



G FIELD #2

MAGIC NUMBER FIELD

MICROWORD POSITION 72 73 74 75 76 77 78 79 80 81 82 83
SIGNAL NAME HOTn | BREL |GRRE l4oo |#o1 l#o2 |#03 [#oa |#05 [#oe |#07 |#o8
MODULE SLOT # 52 44 44 44 42 42 42 40 40 40
MODULE PIN # av2 |(ep2 |CJ2 |BrFl1 |Ep2 |CJ2 |BF1 |EP2 |CJ2 |BFl
CRAM PHYS BIT # 43 29 30 | 31 33 34 35 37 ‘38 39
PC FLAGS
‘ 20=TRAP 1 424 DIV CHK
LD - 1F COND/PCF-# _
F-Fi pﬂ/opg v 40=TRAP 2 620 FLOV
100=FPD 624 FDV CHK |
420=AROV 630 FXU
FLAG CTL
20=SET FLAGS 502 PI DISMISS
F-F1€LD~- }F SPEC/FLG CTL 412=PORTAL 602 JFCL
Fox JRST 420=RSTR FLAGS 622 JFCL+LD FLAGS
DE co DE 442=HALT .
SPEC INSTR
4=INSTR ABORT 100=INH PC+l 4

/:,F/ELD -/FCOND/SPEC INSTR
DEcCODPE 15

/# MEM/FETCH

L -fifep
e o P

f’ﬁ#ﬂﬂ"/p SPEC/SP MEM CYCLE
DE ¢ o iz b

F-FIFLP = /7~ MEM/REG FUNC
Damc o2 7

F Box /- L/

10=INTRPT INH

200=KERNEL CYCLE

101=UNPAGED EXEC

10=CONT 302=HALT RUN FLOP
20=PXCT 310=CONS XCT
40=SXCT 704=SET PI CYCLE
- FETCH - - .
201=COMP ~ 400=UNCONO
202=SKIP . 502=JUMP
203=TEST “$03=JFCL
SP MEM

1=PAGING INH

2=CACHE _INH 111=EPT

10=EPT EN 200=USER

20=UPT EN 221=UPT

31=PT 400=FETCH
40=SECf 431=PT FETCH
100=EXEC 511=EPT FETCH

621=UPT FETCH

MREG FUNC

40 7=SBUS DIAG
140=MAP

502=READ UBR
5S03=READ EBR
504=READ ERA

505=WR REFILL FAM
601=LOAD CCA
602=LOAD UBR
603=LOAD EBR
Mopr B

406 = Ltonap CCA

E 1-14



G FIELD #3

MAGIC NUMBER FIELD

MICROWORD POSITION 72 73 74 75 76 77 78 79 80 81 82 83
SIGNAL NAME NOEo | NOES |GRB¥ lyoo l#or |#o2 [#03 |#oa [#os |#oe |[#07 |wos
MODULE SLOT # 52 44 44 44 42 42 42 40 40 40
MODULE PIN # av2 |(ep2 [|CJ2 |Brl |EP2 |CJ2 |BF1 |EP2 |CJ2 |BFl
CRAM PHYS BIT # 43 29 30 31 33 34 35 37 -38 39
"~ MBOX CTL
: 00 NORMAL 21 CLR PT LINE
F,FIELQ-/{COND/I\BQX‘CTL 01 PT DIR CLR 100 SET I/0 PF ERR
. DeEcove 23 10 PT WR 200 SET PAGE FAIL

/,/«/wf +2 ~ /F COND/EBUS CTL
Decope T2

fﬂfﬁeép -, COND/DIAG FUNC
L cove &O

F-FIéL 2 - | SPEC/MTR CTL
D cops 273

/Wé'ﬂx//’ 2t

20 PT DIR WR

EBUS CTL

0=REL EEBUS -,. . 26 DATA.O,
1=INPUT 27 DATA I
2=DATA I/0 30 I/0 INIT
4=DISABLE CS 60 EBUS DEMAND
10=CTL «IR 100 REL EBUS
20=EBUS NO DEMAND 400 GRAB EBUS

200 REQ EBUS

e - DIAG FUNC .- -
400 .5 uSEC ™~ 511 DATAI PAG (L)
404 LD PA LEFT _ 511 RD PERF CNT
405 LD PA RIGHT -~ 512 CONI APR (L)'T
406 CONO MTR 512 RD EBOX CNT
407 CONO TIM 513 DATAI APR
414 CONO APR 513 RD CACHE CNT
415 CONO PI 514 RD INTRVL
416 CONO PAG 515 RD PERIOD
417 DATAO APR 516 CONI MTR
425 1D AC BLXS 517 RD MTR REQ
426 LD PCS+CWSX 530 CONI PI (PAR)
500 CONI PI (R) 531 CONI PAG
501 CONI PI (L) 567 RD EBUS REG
510 CONI APR (R) 620 DATAO PAG
510 RD TIME

METER FUNCTIONS
0 CLR TIM 4 LD *PA LH
1 CLR PERF 5 LD™A RH
2 CLR E CNT 6 CONO MTR
3 CLR M CNT 7 CONO TIM

E I-I$




. MICROPROGRAM PLOWCHART REVISION 126

(GENERALIZED)
o G
!
: AR €« O
@ ! PC € VMA

CONTENTS P!
oF AR a0l VMA €AR(13:3
VMA < PC FLAGS ¢—AR(00
.| FETCH .,
INSTRUCTION
a3l
al FETCH AN T62 [T
i INSTRUCTION | TAKE .
i 'METER : :
MB WAIT 'INTERRUPT
al227
T A11364 o
'METER REQUEST | |PI DONE
HANDLER
- J
1
;
NO OP
e et
A106
i
IMB WAIT -
L—_—r_‘ o em——
/ c

T —.



{ICROWORD POSITION
“IGNAL NAME

‘ODULE SLOT #
DDULE PIN #

‘RAM PHYS BIT #

G FIELD ##4

MI\G&C NUMBER FIELD |

————,

72 1 73 | 74 |75 |76 | 77 | 78 | 79 | 80 | 81 | 82 | 83
188, | UQRD |GRAR |soo [so1 |so2 |#o3 |#oa |#os [woe |#o7 |sos .
s2 | 44 |44 | a4 | 42 | 42 | 42 | a0 | a0 | 40
~ av2 |EP2 |cu2 |[BFl [EP2 |CU2 |BFl |EP2 |CU2 |BFl
’ 43 | 29 |30 | 31 | 33 | 34 35 | 37 | 38 39
MolPee B owe)y
6 = A C"k#l
3 2 = desr AT
3 3 = A erPALF

MEM/ EA CALC

Ef C AL

M

L Gooz LoRD AR

200 = LoARy ARX

100 = PRUSE

Oogo — gy WAITE
620 = BYrre AD

W &/0 = BYre IVD
Ot = Pisy
£2/ = forpe

20 =FPRev &p
(0 = IMDINE=T
£4

b2t5 Por AR -ArxX

2 =

/] = Srdck
2212 /5F Agx

42= wWRITg (E)
Qo2 = D AR (EA)

440 = LD ARe WK
240 = 2D ALK +WK

/K XADDR /ARX) o
23 = A /VD

[F Nor XADDR - o
&Lio = A wp

INDIRECT AT Isr EFA chare Time
AR AwD ARX As nv MoDeL A

7o 357-'”




NICOND

AL6

YES

—=—

TAKE
INTERRUPT

XCTGO
INSTR. IN A
AND IR..PC HAS
ADDRES
" Tmle0 - NO MOD
COMPEA Al61 - INDEXED
4162 - INDIRECT
AM163 - INDEXED &
INDIRECT
- B )
INTERRUD NO
./‘ j
A READ
_d
DRAM J
EXECUTOR
...... oo
B STORE
TERMINATION

EVAL. HDWE. CONDITIONS

Aa42-47 IF

1 DRAM A=2-7
! DRAM A=0,1;
" DRAM J




LOCATION INSTRUCTION

E 1-18

INSTRUCTION LOADS «— pC MOVE 3 'D 200 (1} 300+:000000,000100 100171717 1tk 12000000, 030100
INTO ARX, IR RESULT & 3w 171717, 180001
FULL MACHINE CYCLE
p—/ 3 .
NICOND EA MOD g ,f;/// 7] EA MoD A READ DRAM B .| ORAM B NICOND
DI5PATCH DISPATCH / 'j,-/ DISPATCH | DISPATCH | OISPATCH | DISPATCH DISPATCH
j—7 z S
A INORCT [ARX &= MEM A READ FETCH B WRITE
) & sox M BOX
waIT WAIT
EBOX EBOX
REQ Req | E80X REQ
tBOX EBOX EBOX £80X £80X EBOX EBOX EBOX EBOX
CYCLE CyoLy CYCLE CYCLE CYCLE CYCLE CYCLE CYCLE CYCLE
MBOX CvYCLE MBOX CYCLE MBOX CYCLE
SEE NOTE 3
AR = ARX|AD «— ARX
. + xR 000000, |-
SEE NOTE & ) NOT USED | 000100 )
-~ SEE NOTE & -
‘/ VMA e -AD;|  VMA VMA = 4D VMA [ yMa LATCRED
: ov00 | LATCHED, 000100 | LATCHED; peayEe:
00UN00 | 999300 000100 |
AR+ |
000000. | AR TITIZ, 1
- 000100 |
INSTR IN ARX INDIRECT WORD
[cunier, iIN ARX *
000200] 200000, 00Ct00
VMA
NOTES. AD =~ PC4+1
® During MBOX waits EBOX SYNC remamns
true unti MBOX resp
3 MBOX cyctes are funchional gperotions
which are uand 10 describe memoary requests WRITE IN
ar the t /M INFERFACE X"
4 indering is performad aven though in this saampie
ARX 14 17 1) and wilt not be usey The EAMOD
G13paich will Cauve the next MICRO instruttion 1o P EROX CYCLEL -
da Ihe corrert step ¢ g ARX =-— AD; E . -x - - .1
5 AR=-- 0002004 0U0100 * 000300 .
This is the [NDIRECT WORD ADDORESS FROX - VARIABLE
TIMF BASE H)R} CLOCK
EHOX CYCLES
[ SRTRIRIEEED SRS
-
}- VARIABLE - €nox
—_— ¢
X¢32NS + VARIABLE JLY
Y » VARIAGLE DLY + 32NS *
101891
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\ ¢ L6 owo'm
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CONTROL
HW-1984




j -
4

MOPMIM4Z~ TN

EBOX

000300

J003:0

VMA

-~y

E -2

2 39

Redquest

: ) CRAM
' A VMA A0 \ ”L ] i
! N !
;| [ ! !
i t
| / VMA ADB \ f VMA ADA \ i 2 a
i_ s l 5 MOv:l
N CASE THE —_—
iNDIRECT REFERENCE —
. S FROM FM '
' ~
M
F
M
43 L IAR L lAax
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2
D : T l CRAM
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VMA WILL BE LOADED WITH

Q00100

000100  “[vma
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Data Word Requests
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2 A
0
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o ARM _\ Z ARXM \ I ORAM|
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oo‘-ltso 't STOI lwrmc B MOVE
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£BOX REQ [
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70 1 CYCLE
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0 89 12 9 12
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. ADB ADA
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A i
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—_—— ]
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08 -10
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N - i eomier |
F ' S T ’
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A 2 ’
0
R 1
0 ARM { ARXM _MEM oI1$P
| MBI M &7,
| ‘! wAIT |COND STAC
F™ FM WRITE .
CONTROL CONTROL
"NO REQ AD ADA ADB  FM ADR MEM  OISP f CONTROL RAM
iSsueo- eveny MOVE:| STO 1A +xchY] AR | BRe2 | aco 8 WRITE | ORAM B REGISTER
FOR Fm
OATA WR CONTROL T T
,.__l | —
l—onm B8 £80x CLUCK CRM
CLOCK
CONTROL
10-1401
Executor Set Up For Store Cycle
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Finish Store Cycle, Perform NICOND Dispatch
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“FATAL ERROR"

DISMISS THE
INTERRUPT AND
TRY AN INSTR
FETCH, WHILE
WAITING FOR
THE APR INT.

" “NON PAGE
FAILURE ENTRY"

ENTRY FROM
OTHER INSTRS

"ANY PAGE
FAULT ENTRY"

wn

PERFORM STATE REGISTER .
DISPATCH. (STATE REGISTER
RANGE 0 « SR < 17}

INSTR ABORT: COPY STATES
OF ACTIVE TRAPS (TRAP
CYCLE 1,2) INTO
CORRESPONDING TRAP REQ
FLAGS THEN CLEAR TRAP
CYCLE 1 AND 2.

INH ADR BREAKS

!

SR=0-

SR=1.7

-

CLEANUP

EXTENDED .
INSTRUCTIONS OR
BLT INSTRUCTION:

Pt HANDLER

AR« 0; CLEARIT
GET ECL ERUS

“FORCED RELEASE"

WAIT FOR 8US"

St ————————
[ —————————y

READ EBUS REG
ARX- PC:
CURRENT PC
PC: VMA;
FAILING
VIRTUAL ADA

Page Fail Handling (Sheot 1 of 2)

]
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SEE PF WORD
NOTE 1, 8ITS
1326 OF THE
PF WORO ARE
REPLACED BY
13-26 OF vMA

BRX~OLD PC:
(&RX)
ARX+- PF WORD
SEE
NOTE 1
AR+ PG: VMA

|

RELEASE THE
ECL EBUS

|

COMBINE
ORIGINAL PF
WORD WITH BITS
13.26 OF VMA
WITH THE
ADJUSTED WORD

]

LOAD VMA WITH
PROCESS TABLE
AOR 500

UPT REF, STORE
PF WORD IN
PROCESS TABLE
LOCATION
UNA+500

NOTE V:
a 1 2

7 8

PAGED REF --I
PY CACHE
PT MiaLIE
A HOLD 05

]

"MBOX WAIT -
AR- OLD AC WORD

EBOX REQUEST

ENABLE VMA M\:ONXT:ES'
INPUT FROM 501
UPT REF, STORE
OLD PC WORD IN
PROCESS TABLE
LOCATION.
UBRA+501

) MBOX WAIT--0
MBOX WAIT -1 EBOX REQUEST
ENABLE VMA “WRITE::
INPUT FROM 802 MBOX RESP

MBOX WAIT- 0 T

PHYSICAL ADDRESS

13 14 26 27 33 M 35

PHYSICALY  aQuaD
PAGE « WORD WORD

EBOX REPLACES BITS
13-26 WITH VMA 13.26
FOR 1080 BIT 130
B1TS 14-26 CONTAIN
THE VIRTUAL PAGE »
OF THE FAULTING
PAGE.

UPY REF. READ
NEW £C WORD
FROM PROCESS
TABLE LOCATION

VBR+S02

MEDX WAIT -1 - EBOX REQUEST

<READ™
STATE REG- O MOBX RESP

]

EBDX MODE SET
ACCORDING TO -
NEW PC WOROD . :
8175 05,0607,
PERFORM INSTR
FETCH FROM
NEW PC

SEE
NOTE 2

NOTE 2:
STAAT IS THE INITIAL ENTRY
POINT FOR THE MICRO PROGRAM
THE AR = FLAGS, PC

THE VMA+ AR

10 1604
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CHAPTER 1
OVERVIEW

Iy

1.1 GENERAL INFORMATION .
The KL10 CPU has the following built-in program clocks, each providing a different timing or counting
function: '

Interval Timer
Time Base
Performance Analysis Counter
Accounting Meters

The Interval Timer is similar to the DK10 Real-Time Clock in KA10/KI10 systems. It provides a program-
mable source of 2'2 - | interrupts with 10 us resolution and a choice of two possible timing intervals ranging .
from 10 us to 40.95 ms. ’

The readable Time Base is a long-term clock for measuring elapsed time with | us resolution. (Long-term
power line frequency time base is provided by the front end processor.) It uses a 1.0 MHz (0.005%) fre-
quency source, derived and down-counted from the basic machine clock, that gives less than § seconds of
drift (gain or loss) over a 24-hour period.

The Performance Analysis Counter is a tool for testing and evaluating the KL10 system. It monitors either
the duration or the rate of occurrence of several hardware signals from various parts of the CPU. The sig-
nals, chosen for. their usefulness in evaluating system performance, define machine states and conditions not
easily measured by software techniques, Any number of the available signals can be monitored and they are
selected by means of a Boolean expression loaded by the program.

The Accounting Meters include an EBox Busy Meter that counts when the EBox is executing microcode and
a Memory Cycle Meter that counts the number of EBox memory references. The two meters provide a repro-

ducible measure of the processor resources used by a program. They are used for billing users and for bench-
mark or comparison purposes.

The hardware associated with the program clocks is contained on the M8538 Meter Board, a hex-height mod-
ule mounted in the CPU cabinet.

1.2 INSTRUCTION SET SUMMARY

Operations on the program clocks are performed by I/0 instructions directed to internal devices TIM, MTR,
and PAG. Device mnemonics TIM and MTR (device codes 020 and 024) are used exclusively for the clocks.
TIM is used for operations on the Interval Timer, Time Base, and the Performance Analysis Counter. MTR
is used for operations on the Accounting Meters and for miscellaneous clock control. In addition, a DATAO
to the KL10 paging system, PAG (device code 010), optionally stores the current value of the Accounting
Meters during a context switch. The I/O instructions are summarized in Table 1-1,
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Table 1-1
Instruction Set for Program Clocks

Instruction Function

CONO TIM Set Interval Timer On/Off, Period (12 bits); Clear Intervat
Timer Counter, Done, Overflow.

CONI TIM _ Read Interval Timer On, Period (12 bits), Counter (12 bits),
Done, Overflow.

DATAO TIM ' Not Used

DATAI TIM* (RDTIME) Read Time Base (60 bits)

BLKO TIM (WRPAE) Set Performance Analysis Counter Enables, Clocking Mode,
Clear Performance Analysis Hardware Counter.

BLKI TIM* (RDPERF) - Read Performance Analysis Counter (60 bits).

CONOMTR Set Accounting Meter On, Enables; Set Time Base On/Off;
Clear Time Base Hardware Counter; Set Interval Timer PIA.

CONI MTR Read Accounting Meter On, Enables; Read Time Base On,
Read Interval Timer P1A.

DATAO MTR . Not used -

*DATAI MTR (RDEACT) Read EBox Busy Meter (60 bits).

BLKO MTR Not used

*BLKI MTR (RDMACT) Read Memory Cycle Meter (60 bits).

DATAO PAG Store Accounting Meters if bit 02 =1 and bit 18 =0.

*Double-Precision Instructions

1.3 BASIC OPERATION

The Interval Timer consists of a 12-bit counter, a Period register, and circuitry to compare the contents of
the two. A vector interrupt (to EPT location 514) is generated when the incrementing counter reaches a value
equal to the Period register contents previously loaded by the program. When the match occurs, a DONE
flag sets to generate the interrupt and the counter is automatically reset to 0 in preparation for timing the
next interval. .

If the program loads a value into the Period register that is less than the current value of the Interval Timer
counter (a programming error), an interrupt will occur. The interrupt request occurs when the counter, with
no match to reset it to 0, increments to its maximum count and sets an QVERFLOW flag. The OVER-
FLOW and DONE flags, which indicate the nature of the Pl requests generated, can be read by the CONI
TIM instruction. The instruction also reads the up-counter contents. This allows the programmer to check
the current value before loading the Period register, thereby preventing counter overflows from occurring,.
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The CONO TIM instruction furnishes the main control for the Interval Timer. Besides loading the Period
register, it turns the up-counter on or off and allows the counter to be cleared at the same time. It also al-
lows the DONE and OVERFLOW flags to be cleared so that PI requests can be dismissed. The PI channel
number assignment (PIA) is loaded by the CONO MTR instruction.

While the counter associated with the Interval Timer is 12 bits and fully contained on the Meter Board, the
counters associated with the other program clocks are 60 bits and (to save hardware) partially implemented
in system memory. Memory is used in that each 60-bit clock has a corresponding double word in a process
table (EPT/UPT). Only a clock’s low order 16 bits are contained on the Meter Board. When a 16-bit hard-
ware counter goes half-full (the high order bit = 1), the corresponding double word in memory is updated
with that value; that is, the hardware counter is added to the contents of the EPT/UPT location associated
with the clock. Thus, the double word in memory can be regarded as the value of the full clock at the most
recent time that the hardware counter was half-full. Process table locations are listed in Table 1-2,

Table 1.2
Process Table Locations for Program Clocks
* Clock . Process Table Locations
Time Base : EPT 510, 511
EBox Busy Meter UPT 504, 505
Memory Cycle Meter UPT 506, 507
Performance Analysis Counter *  EPT - 512,513

The 60-bit clocks are updated by the microprogram, not by the Meter Board hardware. When a hardware
counter goes half-full, the Meter Board posts a request for service. At its next opportunity and using CPU
hardware, the microprogram reads and clears the hardware counter and adds its value to the appropriate
double word in the EPT/UPT. No PI level is assigned for the update; the addition (double-precision binary
add) takes place regardless of the state or level of the PI system,

The DATAO PAG instruction can also cause a 60-bit clock update by specifying that the current value of
the Accounting Meters be stored (bit 18 = 0) when a new UBR address is loaded (bit 02 = 1). Operation is
the same except that a hardware counter going half-full does not initiate the update (counters can be any
value) and two hardware counters are read, cleared, and their values added to UPT locations. (There are two
Accounting Meters.) Because the update operation occurs before the new UBR address is loaded, the UPT
locations that are updated to the current value of the Accounting Meters are for the old user. Thus, during a

-context switch, the instruction saves the Accounting Meters for the old user and clears the hardware counters
for the new user. :

The 60-bit clocks are read by double-precision DATAI and BLKI instructions to internal devices TIM and
MTR. Although they have different operation codes, DATAI and BLKI are executed by the microprogram
in the same fashion. In a process similar to the clock update, the appropriate hardware counter is read, but
not cleared, and added to the corresponding double word in memory. The sum is then written in E and E+1,
where E is the effective memory address specified by the DATAI or BLKI.

The Time Base and Accounting Meters are controlled by the CONO MTR instruction, Provision is made to
turn the clocks on or off, clear the Time Base's hardware counter, and set the Accounting Meter enables.
When turned on, the Accounting Meters always count in user mode. Through the use of the enables, it can
‘also be made to count in executive mode when the machine is at some PI level, at no PI level, or independ-
ent of Pl level. Control information set by the CONO can be read by the CONI MTR instruction.
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The Performance Analysis Counter is controlled by the BLKO TIM instruction. It sets the clock’s enable bits
and clocking mode and it provides for clearing the 16-bit hardware counter. The enable bits are grouped to
form the terms of a Boolean expression in which each term corresponds to a hardware signal or to a number
of related signals. A single term will be tsue when the signals are in the state defined by the enables. Also, all
of the terms must be true to satisfy the input gating to the clock. Thus each term must have a “don’t care”
bit or some other means to enable it when the machine state it represents is not to be monitored. The clock-
ing mode set by the BLKO is either duration mode or event mode. In duration mode, the clock counts at

one-half the basic machine clock rate as long as the Boolean expression is true. In event mode, it counts
whenever the Boolean expression goes from false to true.



SECTION 1
OVERVIEW

1.1 GENERAL ' : : -
The M Box is the memory interface in the KL-10 system. The M Box contains a cache memory, four memory buffers
(MBs), address modification and verification logic, channel logic, and cycle control logic (see Figure 1-1). The
functional elements provide the E Box and,channelswith access to core memory. C
A PAC I1nTeRual . ’

1.2 CACHE MEMORY

The Cache is a 2048 word data buffer where instructions and data are stored and maintained as the E Box issues
memory reference requests. The purpose of Cache is to increase the efficiency of the machine by reducing memory
access time and decreasing the number of main memory cycles. This is accomplished by recognizing that in the
course of running a program, an individual instruction may be executed many times, i.e., a program loop. Therefore,
once data has been moved from core to Cache, it can be stored or fetched very quickly (typically 125 ns) thus
-speeding up the program execution. Initially, as the E Box makes requests for words, memory cycles are granted by
the M Box, core is accessed, and four words are received (the one requested plus the associated three) and stored

in Cache. Considering that it is likely the E Box will request the next consecutive word, this word will already be in
cache and will be readily available since a core cycle won't be required. When the E Box makes a request for a word
that is not already in Cache, the M Box grants another core cycle that brings in four more words. Therefore, a
program residing in less than 2048 locations would make references to the slower core memory only upon the first
access of every fourth location, and thereafter all memory references would be made to the faster Cache memory.

1.3 MEMORY BUFFERS (MBs)
The MBs provide four words of intermediate storage between core and cache or core and the channel or vice versa.

1.4 ADDRESS MODIFICATION AND VERIFICATION LOGIC ,

This logic consists of a pager, physical memory address mixer (PMA), user and executive base registers, CCA
register, and the necessary control logic. Its main purpose is to convert virtual memory addresses (VMA) received
from the E Box into physical addresses for use by cache and core. A simplified form of this conversion is shown
in Figure 1-2, .

The Pager contains a page table storage area that is filled as the E Box makes paged requests for words for which the
page table has no valid physical page address. When in the KI paging mode a page refill mechanism is employed to
automatically fetch page table entries from either the user on executive process tables located in core. When in the
KL paging mode page refills are handled by the E Box. '

The PMA is assembled by the M Box to accommodate the type of request. All addresses that may be needed are
made available to the PMA at all times. Depending on the type of request, the PMA is controlled to enable the
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desired address mixture. The PMA gets the virtual section, page, and iine address from the E Box VMA. The
physical page address is selected from the page table, or from the CCW BUS if performing a channel operation. In
addition, the PMA has access to the User Base Register (UBR), Executive Base Register (EBR) and the Cache
Clearer Address register (CCA) which are loaded at some point with an appropriate address from the VMA.

1.5 CHANNEL LOGIC

The M Box may also be equipped with cight integral data channels. These channels interface with the Cache and
the MBs to form the data path between core memory and the Channel Bus. The channels interact with the Cache
to maintain the integrity of the flow of data between core memory and mass storage.

1.6 CYCLE CONTROL LOGIC contuing
Besides the functional elements introduced above, the M Box'::ontrol logic: to execute operations and maintain
order. The controls are:

a.  Cache Control

b.  Channel Control

¢.  MB Control

d. Core Control

e.  Cache Clearer Control

These controls operate independently of each other until a requested operation is completed. Requests can be
issued by the E Box, the C Bus, or by the controls themselves. This control structure increases the efficiency of
the machine in that several operations can be going on at the same time.

On a priority basis, the M Box grants and executes all memory requests made by the E Box and uﬁ to eight high-
speed data channels. Once a request is granted the M Box will remain busy for a number of clock ticks. To assure
the channels adequate service, they are provided with a higher priority than an E Box request.



.SECTION 2 -
INTERFACE

2.1 GENERAL

To interface the MBox with the

intevface He MBox %

system three sets of controls are employed Thcse. COhfm’ <
He € Bo, S Bvs ¢ Cliauwel Cemtd

2.2 E/MBOX INTERFACE LINES (See Figure 2-1)
The interface lines that carry data, timing and control information between the EBox and MBox are listed, together

with their function, below.

CLK

CLK EBOX REQ

CSH EBOX TOIN
VMA AC REF A
. MCL VMA READ

MCL VMA WRITE

MCL VMA PAUSE

APR EBOX LOAD REG

APR EBOX READ REG

A 31.25 nanosecond timing signal that originates on the CLK module in

‘the E Box and is distributed to all M Box boards.

Issued by the L Box to request service (E-Box Cycle).

Asserted when the cache cycle control honors an E-Box request. This
signal clears the CLK EBOX REQ linc.

Asserted by the E Box to abort the requested cycle should the request turn
out to be an accumulator (fast memory) reference.

Asserted by the E-Box to request the word specified by address lines
VMA 13 35.

Asserted by the E-Box to request that the word contained on data lines
AR 00- 35 be written into the location speuif‘ed by address lines
VMA 13 35.

When asserted with MCL VMA READ, the Read-Pause portion of a Read-
Pause-Write cycle is requested. When asserted with MCL VMA WRITE, a
Write-Pause cycle is requested.

Asserted by the E-Box when loading the user base register (UBR),
executive basc register (EBR), or the cache clearer address register (CCA).

Asserted by the E-Box when reading the user base register (UBR),
executive base register (EBR), cache clearer address

register (CCA) or the error address register (ERA). The contents of the

specified register is transferred to the E-Bus register where it can be read by

- executing DIAG READ FUNC 16X. This line is also asserted when loading

the refill table and during an E-Box MAP request.

m LPox  2-/0
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MCL EBOX MAP

APR EBOX SBUS DIAG
MCL EBOX MAY BE PAGED
CON K110 PAGING MODE

MCL VMA USER

MCL PAGE UEBR REF

MCL VMA UPT

MCL VMA EPT

MCL PAGE ILL ENTRY
" MCL PAGE TEST PRIVATE

' MCL PAGE ADDRESS COND
MCL EBOX CACHE

'CON CACHE Lobx EN
APREBOXUBR
APR EBOX EBR

APR EBOX CCA

This line requests a cycle that transforms the virtual page number con-
tained on address lines VMA13-35 into a physical page location. The
physical page location and its assigned descriptor bits are transferred from
the page table to the E-Bus register where they can be read by executing
DIAG READ FUNC 16X.

This function allows the E-Box to send a control word to the memory

“controllers (MA-20, DMA-ZO) and to receive a word of diagnostic infor-

mation back.

Asserted by the E-Box to indicate that the reference is paged.

Indicates KI paging mode when asserted and KL paging made when
. negated. : '

Asserted by t.he E- Box when the reference is to the user address space.

Asserted by the E-Box when a reference is made to the USFR or
EXECUTIVE process table.

Asserted by the E-Box when a reference is made to the user process table.

Asserted by the E-Box when a reference is made to the executive process
table.

A}

Asserted by the E-Box to force a page fail condition in the M-Box to abort
the current request. This is necessary if the previous instruction was
fetched from a concealed page and it was not a portal instruction.’

Asserted by the E-Box for a non-instruction reference in the public mode
to check whether the referenced page is concealed. If the page is not
concealed PAGED FAIL HOLD is asserted.

Asserted along with MCL PAGE ILL ENTRY when the E-Box detects an
address break condition. This forces a page fail in the & Box.

Asserted by the E-Box to allow references to cache. When negated all ref-
erences are to core. '

Is normally asserted by the E-Box to ailow references to cache. Is negated

. during a one word read from core.

Asserted by the E-Box when the user base regster (UBR) is being loaded
or read.

Asserted by the E-Box when the executive base register (EBR) is being
loaded or read.

Asserted by the E-Box when the cache clearer address register (CCA)is
being loaded or read. Accumulator bits AC10 through AC12 and virtual
memory address bits VMA 14 through VMA 26 contain the following
control information when loading the CCA register.

M 23



APR EBOX CCA (cont)

APR EBOX ERA
APR EN REFILL RAM WR

MBOX GATE VMA 27-33
VMA 13-35

VMA 27G-33G

AR00-35 and SH AR PARITY

ODD

CACHE DATA 00-35 and
CSH PAR BIT A.B

CSH EBOX RETRY REQ

MBOX RESP IN

" - CLK EBOX SYNC

PAGE FAIL HOLD

PAGE FAIL HANDLE

CLK PT DIR WRITE

® AC10 s set when clearing only one page from cache and reset when
the entire cache is to be clcared.

® ACI11 isset when the wrilten
to core.

® ACI12 is set when the cache entries are to be invalidated.

words in cache are to be written back

® VMA 14-26 contain the page number to be cleared when clearing only
one page.

Asserted by the E-Box when the error address register (ERA) is being read.

This register is loaded when a patty or non-existent memory error is

detected. '

This line is asserted to load the use bit refill table. When this signal is
received by the M-Box, VMA lines 27—33 must contain the address into
which the data contained on VMA lines 18—20 is to be loaded.

Asserted by the M-Box when an E-Box cycle is granted to route VMA
lines 2733 directly to cache.

These lines may contain a virtual memory address or data to be loaded
into a register.

These address lines are gated to the cache whenever an E-Box cycle is
started.

These lines contain data and parity from the E-Box.

These lines carry data and parity from the M-Box to the IR, AR, and ARX
registers in the E-Box. :

This line is asserted by the M-Box when a read or write to core is required
and core is busy, or when a refill or writeback cycle is required. This signal
is also generated if the E-Box attempts to write into a cache location that

a core cycle is in the process of filling. It forces the E-Box to set up the
interface lines to retry the curvent request.

Asserted by the M-Box after the request has been brocessed to completion.

Asserted by the E-Box to reset MBOX RESP IN and to completé the
handshaking procedure.

This signal is generated by the M-Box whenever a page table parity error
is detected or when a page test fails. o

Asserted by the M-Box if the cirectory or page table does not contatn a
valid entry during a KL paging operation. ‘

Asserted by the E-Box during XL paging to write or clear an entry in the
page table directory.
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X PT WRITE

APR WR PT SEL 0,1

DIAG READ FUNC 16X, 17X

DIAG 04, 05, 06

DIAG LOAD FUNC 071
MBOX NXM ERR

MBOX SBUS ERR

MBOX MB PAR ERR
MBOX ADR PAR ERR

CSH ADR PAR ERR FLG

EBUS D00-D35

Asserted by the E-Box during KL paging to write or clear an entry in the
page table.

These two lines are used to select the page table directory or a portion of
the page table when clearing a specified location.

Asserted in conjunction with the DIAG04, 05, 06 lines to select the M-Box
control signals to be placed on the E-Bus for diagnostic purposes.

These lines select a mixer input when performing a diagnostic read function.

Asserted by the E-Box to set up the cache input mixer. The code presented
on E-Bus 30-35 determines which input will be selected.

The non-existent memory flag is set if all requested words have not been
received from core 64 microseconds after SBUS START was asserted.

This flag is generated if the DMA-20 detects a data parity error during a
core read or write or if one of the memories fails to send an acknowledge
within 32 microseconds of the request.

This flag is set when a memory buffer parity error is detected. Parity is
checked whenever data is moved out of a MB.

- This flag is set when the DMA-20 detects a parity error on ADR 14—35,

RD RQ, WR AQ, and RQ 0-3 lines.
This flag is set when a cache directory parity error i3 detected.

The E-Bus data lines allow the E-Box and DTE-20 to read diagnostic infor-
mation from and send control information to the M-Box.

2.3 SBUS INTERPACE LINES (See Figure 22) /¥ T6€vAC
The interface between the DMA-20 and the M-Box provides the means to transfer data, commands, and status infor-
mation between the two devices. The function of these lines is described below.

SBUS 1 CLK EXT

SBUS 1 D00-35

SBUS 1 DATA PAR

The SBus clock is a 125 ns square wave that drives the internal DMA-20
clock generator, which in turn provides phased (deskewed) 125 and 62 ns
clock signals. The Phase A clocks are generated on the fall time of the ex-
temal clock. Equivalent Phase B clocks are generated on the subsequent
rise of the external clock.

These 36 bidirectional data lines transfer data to the M-Box during a‘read
cycle.and the read portion of a read/modify/write cycle. Likewise, the lines
transfer data to the DMA-20 during a write cycle and the write portion of a
read/modify/write cycle. '

This bidirectional line transfers odd parity for the associated data words
during read/write cycles. The write data parity is checked in the DMA-20
and transferred to the storage module. The read parity is read out of mem-
ory, checked in the DMA-20, and transferred to the M-Box. Should a read
parity error be detected the DMA-20 will set appropriate error flags and
transfer the bad parity to the M-Box.
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SBUS | ADR 14-35

SBUS | ADR PAR

SBUS 1| RD RQ
SBUS 1 WR RQ

SBUS 1 RQ0-3
SBUS 1 START A
SBUS 1 STARTB

SBUS 1 ACKN A

SUBS 1 ACKN B

SBUS 1 DATAVALID A~

SBUS 1 DATA VALID B

SBUS 1 ERROR

SBUS 1 ADR PAR ERR

These address lines designate the specific address (physical location) to
read/write in the selected storage module. Bits 14—-35 address a quadword;
bits 3435 addresses the first word to be accessed within the quadword.

The address parity line transfers odd parity for the address (ADR 14—-35),
read request (RD RQ), write request (WR RQ), and the request 0 through
3 (RQ 0-3) lines. Should an address parity error be detected the cycle
request is inhibited and an error (SBUS 1 ADR PAR ERR) is generated.

The M-Box asserts this line when it is requesting a memory read cycle.
With both SBUS RD RQ and SBUS WR RQ asserted the M-Box is re-
questing a read/modify/write cycle from the addressed storage module.

The M-Box asserts this line when it is requesting a memory write cycle.
With both SBUS WR RQ and SBUS RD RQ asserted the M-Box is request-
ing a read/modify/wiite cycle from the addressed storage module.

word (8]
These four request lines specify which A in a quadword are to be
accessed or written.

The M-Box asserts this line on Phase A of the clock to initiate a memory
cycle. '

This signal is identical to START A except it is received on Phase B of
the clock. .

This signal is generated on Phase A of the clock and indicates the storage
module has acknowledged receiving an address and request. An acknowl-
edge pulse is returned to the M-Box for each word requested.

This line is identical to SBUS ACKN A except it is returned to the M-Box
coincident with the Phase B clock.

This bidirectional line transfers a signal from the DMA-20 in sync with the
Phase A clock that indicates data and parity are available to the M-Box
during a read cycle or read portion of a read/modify/write cycle. A DATA
VALID pulse is generated when each requested word becomes available.
Only during the write portion of a read/modify/write cycle is DATA
VALID sent to the DMA-20. In this case it represents an equivalent write
restart signal which initiates the write portion of the cycle in the DMA-20.

This line is identical té DATA VALID A except it is generated on Phase B
of the clock. )

When this line is true detection of a read or write parity error from a
storage module or a 32 microsecond storage module time out is indicated.
The E Box may retrieve the particular crror flag by executing the appro-
priate diagnostic cycle.

This line indicates a parity error on the ADR 14-35, RD RQ, WR RQ,
and RQ 0-3 lines.
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SBUS 1 DIAG

SBUS 1 MEM RESET

The diagnostic line requests the diagnostic function specified by the
word on the data line

Generates a power clear condition to initialize the logic in the DMA-20.

24 CHANNEL CONTROL TO CACHE INTERFACE

A summary of the channel control to cache interface is presented below. The interface signals the grouped according
to their function.

a.

Control Commands
CCL3 CHAN REQ

CCL2 HOLD MEM

CSH CHAN CYC

CCL START MEM

CCLCHMBSEL 1--2

CCL CH LOAD MB

MB 0--3 HOLD IN

CCL CH MB TEST PAR

Request Qualifiers

CCL CHAN TO MEM

CCW CHAN WDO0-3 RQ

Issued by the channels to request service.

Asserted by the channels if the channels have requests backed hp.
By asserting this signal, the channel is assured of the next core cycle
by inhibiting an EBox Request from initiating a core cycle.

Asserted when the cache cycle control starts processing the CHAN
request. This signal informs the channel that it can start writing the
MBs in the case of channel write operation or start looking for words
ready to be taken from the MBs in the case of channel read operations.

Asserted by the channel during channel write operations after the
first word is loaded into the MBs. Subsequent words are moved into
the MBs at 125 ns intervals assuring the core control has a word to
move to core when it is ready. The core control moves words to
core at 187 ns intervals. During channel read operations, the cache
cycle control starts the core cycle when it is ready.

The channel places a two bit code on these lines to select the correct
MB to be loaded during channel write operations or read during
channel read operations.

Asserted by the channel to load the selected MB during channel
write operations.

Asserted by the cache cycle control and/or the core cycle control
during a channel read operation to load the MBs and to inform the
channel that the corresponding word is ready to be taken.

Asserted by the channel to check the parity of the selected word
before it is taken from the MB during channel read operations.

Asserted by the channel to specify a channel write operatidn is to be
executed. When negated, a channel read operation is executed.

These four signals are asserted by the channel to specify the words
to be read or written.



b. (cont)

CCL CHAN EPT

c.  Error Reporting Commands

CHAN PAR ERR

CHAN ADR PAR ERR
CHAN NXM ERR
d.  Address Lines

CCN CHA 14-35

e. Data Lines

Asserted by the channel to read or write the executive process table.
The EPT is read to fetch the initial CCW and is written to store the
channel status at the end of a transfer. The cache cycle control will

-automatically select the correct address for referencing the EPT.

Asserted for one clock period when the MB parity check fails during
a channel read or channel write operation. During channel write
operations, parity is checked when the channel asserts CCL CH MB
TEST PAR and during channel read operations, parity is checked
when the cache cycle control or the core cycle control loads the
word into the MB. This signal informs the channel that a data
parity error occurred during the transfer.

Asserted for one clock period when the SBus address parity check
fails during channel read or channel write operations

Asserted for one clock period when the NXM counter in the MBox

times out (64 us). This counter times out if one of the ACKN pulses
for the requested words is not received from the memory.

Physical memory address from channel.

Data Buffer and path is :an integral part of the MB modules.

f. Clocks

Clocks are distributed to the channels from the EBox.



SECTION 3 :
FUNCTIONAL DESCRIPTION

3.1 DATAFLOW .

The data paths that are implemented to route data between the EBox, the CBus, and the SBus are shown in

Figure 3-1. The desired path is selected by either the cache, core, or channel control logicdepending on the request
that is being executed. The components that make up the data path are listed and described below.

3.1.1 Memory Buffer Input Mixer :

The MB IN mixer is a 36-bit, five-input mixer that provides a means for selecting the input to the memory buffers.
The MB IN Mixer is controlled by the MB IN SEL 1-2-4 code. By adjusting the select code, the MBs can be loaded
with data from the sources listed in Table 3-1. '

Table 3-1 MB IN Select Codes

MB IN SEL
Source 42 1+ | /M /o
CACHE 00 X F i
AR 01 o 7e
CH BUFFER 01 1
SBUS to Xx
CCWBUFFER | 1 1 X

X = Don’t Care

3.1.2 Memory Buffers (MBs) :

The four MBs are 36-bit memory buffer registers for temporarily holding the data as it is moved from the source
to the destination registers or RAMs. In effect the MBs serve as a buffer to normalize (compensate for the
differences in speed) the transfer of data between the source and destination. The MBs are set up so that MBO
stores word 0 of a quad word group, MBI stores word 1,and etc.

3.1.3 Memory Buffer Output Mixer

The MB SEL mixer is a 36-bit four-input mixer that selects the contents of one of the four MBs when transferring
the data to the one of the following destinations. ’ '

Cache Data Input Mixer
Page Table Input Mixer
CCW Input Mixer

Channel Data Input Mixer
SBUS

sapTe

The output of the mixer is also checked for odd parity whenever the data is being transferred.
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3.1.4 Cache Data Input Mixer

The MEM TO C mixer is a 36-it, four-input mixer, that provides a means for adjustmg the data source for the cache
memory. The MEM TO C mixer is controlled by the MEM TO C SEL 1-2 code produced by the cache cycle control
when a Cache cycle is started. Table 3-2 lists the paths that may be established by the mixer.

Table 3-2 MEM TO C Select Codes

MEM TO C

SEL 1-2 |
Data Path CODE Function M. A
AR-+CSH 0 EBOX WRITE {

*’5:’) - Ty

MB - CSH 1 EBOX READ <N
MB - AR 4
SBUS - CSH 2 EBOX READ OR
SBUS - AR EBOX SBUS DIAG
0~ CSH 3 ~ DIAG Function

3.1.5 Cache Memory

The Cache memory contains storage for 2048 words (512 quad words) in four identical quarters (cache 0, 1, 2, and 3).
There is also a bypass route around cache so that data can be sent from the MBs or SBUS directly to the AR.

3.1.6 Page Table Input Mixer

The PT IN mixer is a 36-bit, two input mixer that is controlled by the <CON K110 PAGING MODE line. If KI10

style paging is being performed, the input to the page table is from the MBs. If KL10 style paging is selected the
input is from the AR.

3.1.7 Channel Data Input Mixer

The CH BUF IN mixer is a 36-bit, two-input mixer that manipulated by the channel control to move data into the
CHAN BUF from the selected MB during a channel read operation or from the CBus data lines during a channel
write operation.

3.1.8 Channel Data Buffer

The Channel Data Buffer (CH BUF) contains 16 locations of buffer storage for each channel consequently, there
are 128 locations in the CH BUF to accommodate all eight channels. The CH BUF is addressed by CH BUF ADR

00-06 which is a function of the selected channel and the buffer location to be read or written. This address is
formed by the channel control

3.1.9 CBUS output Buffer
The CBUS OUT BUF is a 36-bit register that holds the word to be moved from the CH BUF to the CBUS.

3.1.10 MB Channel Buffer .

The MB CH BUF is a 36-bit register that holds the word to be moved from the CH BUF to the MB via the MB IN
mixer during a channel write operation.

3.1.11 Channel Data Reverse Mixer '
The CH REG mixer-latch is a 36-bit two-input mixer combined with a 36-bit register (Latch). This mixer-latch
is controlled by the channel control to adjust the two half words coming in from the CBus (each haif word is one

word from the drive) in the correct order to accommodate both forward and reverse read operation of the drive
before moving the word into the CH BUF.
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3.1.12 cCw Buffer

The channel CCW Buffer (CCW BUF) contains two locations of storage for each channel; consequently, there are
16 locations in the CCW BUF to accommodate all eight channels. “his buffer contains the Word Count (WC), the
Address, the Command List Pointer and status information for each channel. The CCW BUF is addressed by CCW
BUF ADR 00-03 which is a function of the selected channel and the buffer location to be read or written. This
address is formed by the channel control.

3.1.13 CCW Input Mixer
The CCW mixer is a 36-bit, two-input mixer that is conttolled by the channel control in executing the following
operations:

a. . Transfer a newly fetched CCW that was placed into a MB by the core cycle control from the MB to the
CCW BUF.

b.  Transfer the Address (ADR) or the Command List Pointer (CLP) from the CCW BUF to the CCW
register when the channel issues a request to read or write memory. '

c.  Transfer the status from the CCW BUF to the MBs when the channel issues a request to store the
status words.

3.2 CACHE MEMORY

3.2.1 Functional Description

The cache memory consists of solid-state, mndom access memory chips and control logic, that provides 2048 words
of high-speed buffering between main memory (core) and the processor (E-Box). The Cache storage elements are
logically divided into four identical quarters and are referred to as Cache 0, 1,2, and 3 (see Figure 3-2). Each
quarter is capable of storing 128 quadwords (512 words) thus providing a total storage capacity of 2048 words in

a structure similar to core memory. At any given time, Cache may contain data whose distribution can range from
up to four complete pages from anywhere in core, to four words fiom each of 512 different pages.

To identify each quadword group the Cache contains a directory that stores the physical page number of the
quadword. The directory also contains the following bits:

® A valid bit for each of the four words within the quadword. A words valid bit is set when the word is
fetched from core and stored in cache, or whenever the E-Box writes the word in cache.

® A written bit for each of the four words in the quadword. A words written bit is set whenever the word
is written into by the E-Box thus superseding the data contained in core.

As the Cache is filled with data and instructions the associated locations of the directory are updated to specify the
physical page address of the quadword and specify which words were fetched from core (valid bits). This
continues until the Cache is filled. Thereafter, the least recently used quadwords are supplanted by new
instructions and data as they are needed. Words that have been written into the Cache by the EBox are identified
by updating the directory written bits accordingly so that they can be moved back to core before they are
supplanted.

The cache also contains a use table whose output is used to determine which of the cache quarters (cache 0, 1, 2, or
3) a quadword will be written into. This determination is based on the recency of the data contained in each of the
quarters. A new quadword is always brought into the location that contains the least recently used data. This
convention ensures that a given quadword location in each of the four cache quarters will never contain more than
one quadword from a given page. Therefore, a conflict will never occur when compuring the address with the
contents of the directory to determine if the desired word is in the cache. This feature of refilling the Cache also
tends to keep data ard instructions that are used more frequently in the Cache longer.
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The Use table contains five bits of coded information for each of the 128 quadword locations. The five bit code is
broken down as follows:

ORDER |
MRU BITS BIT LRU BITS

‘MRU Bits — These two bits contain the binary number of the cache quarter that was Most
Recently Used. .

LRU Bits ~— These two bits contain the binary number of the cache quarter that was Least
Recently Used.

Order Bit — The order bit indicates the sequence in which the two remaining quarters were
used. A O indicates they are in ascending order while a 1 indicates descending
order. For example:

Cache Quarter Use Table Code : '

MRU LRU MRU ORDER LRU ;07_\ 0

0o 1 2°3 00 0 11 z Ty
o 2 1 3 00 1 1 AN
1 0 3 2 01 0 10

1 3 0 2 01 1 10

Whenever data is fetched from or stored in cache, the use table is updated to reflect any changed status. When the
system is initialized (powered on) a cache sweep operation is performed that resets all valid and written bits and

places the code 00011 throughout the use table thus purging any illegal patterns. An illegal pattern is defined as one
that has identical bits in the MRU and LRU fields.

3.2.2 Cache Read Operation (See Figures 3-3 and 34)

When a cache read operation is attempted, the cache is accessed and one of three conditions will exist. These
conditions and the action taken by cache control is as follows:

a.

The requested word is in cache. This is determined by comparing the physical memory address with the
output of the addressed (quadword) location within each of the four cache directories. If a match is
found a check is made to see if any of the four words, within the addressed quadword is valid. If so,
the signal CSH (X) VALID MATCH is generated enabling that cache quartex‘s data storage area and
updating the Use bits. A further check is then made tc see if the requested word (specified by

PMA 34-35) is valid, and if it is, RD FOUND is generated. RD FOUND causes MBOX RESP to be
generated to inform the EBox that the requested word (selected from the quadword by PMA 34-35) is
available on the CACHE DATA 00-35 lines.

The requested word is not in cache but at least one of the associated words of the quadword is valid. In
this case the signal RD FOUND is not generated as it was in example a. Jmem. The condition ANY
VALID MATCH and -RD FOUND generates a core read request to bring in all the non-valid words of
the quadword, and to update the use bits. The requested word is the first one sent by core and it is
routed directly to the EBox. It is then written into cache and its validbit is set. Any other requested
words will be received from core in ascending modulo four order. As they become available, they are
written into cache (via the MBs) and their valid bits ar= set.
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¢.  The requested word and none of the associated words of the quadword are in cache. In this case a
check is made to see if the addressed quadword in the least recently used (LRU) cache quarter has any
of its four written bits set. If any written bits are set (LRU ANY WR) the EBox is told to retry the
request (EBox RETRY REQ) and a cache writeback cycle is initiated. The writeback cycle writes the

written words back into core and clears the written bits.

f no written bits are set (-LRU ANY WR) a core read request for the entire quadword is issued. The physical page
address of the quadword is written into the directory of the LRU cache quarter and the use bits are updated. The
requested word is the first one sent by core and is routed directly to the EBox. It is then written into the LRU cache
quarter and its valid bit set. The other three words of the quadword are received from core in ascending modulo
four order. As they become available, they are written into cache (via the MBs) and their valid bits are set.

3.2.3 Cache Write Operation (See Figures 3-3 and 3-5)
When a cache write operation is attempted the cache is accessed and one of two condmons will exist. These
conditions and the action taken by cache control is as follows:

a.  One or more words belonging to the quadword group that the EBox is attempting to write into is in
cache and is valid (ANY VALID MATCH is generated). In this case the word is written into the
addressed location, the valid and written bits are set and the use table is updated.

b.  If the Cache does not have a record of the quadword (address does not match and/or no valid bits are
set) the least recently used (LRU) Cache Block is checked to see if any written bits are set. If none of
the written bits are set, then the group is available for use. In this case the addressed word in the
selected group is simply written, and the corresponding directory address and use bits are updated. The
valid and written bit locations are also set. If one or more written bits are set, core must be updated
before the LRU Cache Block can be used. Core is updated by initiating a writeback cycle. This cycle
causes all written words in the LRU Block to be moved to the MBs and then to core. As each word is
moved to the respective MB, the written bit for the word is cleared. After all words are on their way to
core, the EBox request is retried. This time, no written bits will be set permitting this block to be used
for the current request as described before.

3.2.4 Cache Use Logic (See Figure 3-6)

The Cache Use Logic consists of two RAMs plus control lagic. One RAM contains the use information while the
other RAM contains update information for the use table and is named the refill table. The refill table contains
entries for all possible history combinations as a function of the four Cache quarters which turns out to be 128
entries. After the Cache is initialized for full Cache service, only 96 out of the 128 locations are required to

provide the use history update information because 32 combinations are illegal. The 33 iHe g4/ combimaTions
will ouly be encountered during initialization,

The refill Table is three bits wide and is structured into the following two fields:

a. ORDER: Bit0
b. LRU: Bits1and 2

Collectively, the contents of the tefilll/'{able represents the refill algorithm of the Cache. The refill algorithm can be
adjusted by changing the sequence of the bit patterns to bypass one, two, or three Cache quarters in any combination.
Normally, the algorithm is set to use all four Cache quarters equally. Table 3-3 specifies the bit patterns and the
sequence of these patterns for using all Cache quarters equally.
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During normal operation the refill table is addressed by the contents of the use table in conjunction with a two bit /
cude that specifies the cache directory that yielded a match or by a two bit code that specifies the LRU cache
quarter if no match occurred. When the refill table is loaded (DIA EN REFILL WR RAM) the table is addressed by
address bits 27-33 which are the same as those used to address the cache directory. After the refill table is loaded by
the EBox at power up, a Cache SWEEP instruction to invalidate the entire cache must be executed by the EBox to
initialize the directories and the use table. In the Cache Directory, all valid and written bits are cleared; in the Use
Table all entries are initialized to reflect the refill algorithm for full Cache service. This purges all illegal bit patterns
from the table. The illegal patterns for full cache service are those where the contents of the MRU field is the same
as the contents of the LRU field of the use table. After the use table is initialized it will contain “00 0 117 in

every location indicating that the order of use of each cache quarter is 3,2, 1,and 0.

3.2.4.1 Use Tablc Operation (See Figure 3-6) — The use table is updzated during a CSH EBOX CY C that is

executing an EBOX READ or WRITE request for which the cache is to be used. If the cache contains a valid

entry (ANY VALID MATCH), even though the desired word may not be in the cache (-RD FOUND) the Use Table
is updated by asserting WR USE BITS. If the cache does not contain a valid entry (<ANY VALID MATCH), the use
table is updated by asserting WR USE BITS one clock tack after CSH DATA CLR T2 is asserted. The major
difference between these two cases, besides the timing, is the way the refill table is addressed and the data for the
MRU field ol the addressed use table location is derived. For the case where a valid entry is found, ANY VALID
MATCH is asserted which causes ANY VAL HOLD latch to be set. This inhibits the CSH SEL LRU gate to make
sure that the two high order bits of the refill table address and the daia for the MRU field of the use table is a two
bit code that identifies the cache that yielded the valid entry. For the case wherea valid entry is not found in the
cache, ANY VALID MATCH is not asserted which causes ANY VAL HOLD to remain cleared. This enables the CSH
SEL LRU gate and selects the two high-order bits of the refill table address for the data for the MRU field of the Use
Table. These two bits are a two-bit code that idenmtifies the LRU Cache.
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3.3 PAGER

33,1 General

User programs reference instructions and data via virtual addressos. These addresses are not absolute (physical core
addresses) since any given page can reside anywhere in core when the program is running. The monitor determines
where the entire program will reside and will also, if a contiguous segment is not available, assign core on a page by
page basis. Therefore, since user programs are allocated core dynamically, the transformation from virtual address
to physical address must be performed dynamically. As the monitor assigns core to a user program, the user process
table and associated page tables are created to specify where in physical core the user program resides. This
information is specified on a page-by-page basis. Then, when a given user program is given time to run by the
scheduler, paging data is transferred from the user process table to the hardware tables in the Pager. The hardware
tables include a page table and a directory.

The page table storage area contains 512 locations that store a 13 bit address plus five access bits. These storage
locations are divided into four sets. Each set is identified as to section number, user or executive status, and
validity by a 128 location directory.

As the running programs reference memory the pager is filled. Eventually the pager will have enough entriesto
eliminate the need for further references to memopy for paging information. At this point, all virtual addresses can
be transformed by the entries in the hardware tables providing the running program confines itself to one section.

NOTE
Conflicts between User and Exec addresses or section
addresses can cause thrashing when switching address
space,
When a given user program runs out of time, all entries in the hardware tables are invalidated by setting the NOT
VALID bits in the directory table and the procedure is repeated for the next scheduled program.

The Pager transforms the virtual page address into a physical page address and checks th_é page access bits every
time the EBox makes a paged read or write request.

The transformation, essentially, is the replacement of the virtual section and page address with the physical page
address. Both pager tables are automatically filled as virtual addresses are referenced by the user program. These
entries are then used to determine if the entries are valid and if so to use the desired entty (addressed entry) asa
replacement for the virtual section and page number.

If the Pager does not contain a valid entry, one of two courses of action can take place. Wlth KI-10 Style Paging the
MBox starts a page refill cycle to fetch four words (8 entries) from the process table and then retries the request.

If after refilling the Page Table, the request cannot be honored because of the state of the access bits, the EBox is
informed that a Page Fail condition occurred. The EBox must then take an alternate course of action and retry the
request. With KL-10 Style Paging the MBox clears the addressed Page Table lucation and informs the EBox that a
page fail condition occurred. The EBox must then calculate the physical page address, write the address into the
Page Table and retry the request.

3.3.2 Modes of Operation

The pager is designed to operate in either the KI or KL paging mode. The paging mode is selected by the EBox
which asserts or negates the ‘CON K110 PAGING MODE’ E/M Box interface line. When operatigg in the KI paging
mode, the page refills are executed by the MBox. This is accomplished by using the page pointers that are contained
in the user and executive base registers. Extended addressing (sectioning) is not implemented thus the users program
is limited to 256K of core storage. In the KL paging mode, refills are handled by the EBox when requested by the
MBox. The EBox calculates the physical page address, writes it into the page table, and then retrys the request.
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3.3.3 Pager Functional Description

The pager consists of two hardware tables, associated address, enable,and write drivers, and logic for detecting illegal
page references (See Figure 3-7). One table serves as a directory and the other as the page table entry storage area.
The directory contains 128 locations for storing virtual section numbers and the page table contains 512 locations
for storing physical page numbers. Each directory entry implicitly identifies four page table entries. These tables
also contain status bits to identify valid entries and access privileges. If the virtual section address matches the
contents in the directory and the NOT VALID bit is cleared, then the corresponding four entries in the page table
are current for the running process and may be accessible and legal for transforming the virtual address into the
physical address. '

3.3.3.1 Addressing — When the EBox makes a paged memory reference the page table and its directory are
addressed by a function of the virtual User/Executive section and page address. EBOX USER, and l\)ﬂfl? of the
virtual section address are Exclusive-ORed with bit 19 and 20 of the virtual page address. This modifies bits 19 and
20 of the PT address as a function of the section address and the User/Executive mode. This modified page address
is used to distribute the entries in the table as is shown in figure 3-8 and prevents identical page entries from
different sections from occupying the same table locations. ’

In the KI Mode references outside of section 0 will not occur. The directory table is addressed by the seven high
order bits of PT address (PT ADR 18—24) and the Page Table is addressed by all nine PT address bits (PT ADR
18-26). Therefore, for a given virtual address, one directory entry and one Page Table entry are selected. When
the pager is addressed by the EBox a comparison is simultaneously made to determine if the directory entry
(virtual section address) is valid, and the same as the virtual section address presented by the EBox. The User bit
is also checked to see if it matches the current status of the processor.

3.3.3.2 Page Table Directory Entries — Each entry in the page table directory consists of 7 bits in the following
format: '

MCL VMA PT DIR
VMA 13-17 USER CLR
4 1821 J &
NOT
VMA 13-17 USER VALID
BIT BIT

SECTION NUMBER

®  SECTION NUMBER - Each of the 128 directory entries ideatifies the section to which the four
corresponding entries in the page table belongs. When operating in the KI paging mode, the section
number is always zero.

®  USER BIT — When the user bit is set, the corresponding entries in the page table are identified as
belonging to the user program. When the user bit is cleared, the entries pertain to the executive
program.

L] NOT VALID BIT — The 128 not valid bits are set (two at a time) by the monitor whenever a new user

is granted running time in the processor. As valid entries are brought in from the process tables in core
and stored in the hardware page table, the NOT VALID BIT for those entries is cleared.
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PAGE ACTUALADDRESSED LI3CATION (OCTAL)
TABLE EVEN SECTIONS y  ODD SECTIONS
ADDRESS 0,2,4,6,8,etc. 1,3,7,9, 11, etc.
(OCTAL) T i1 'YIE ,
A EXECUTI USER EXECUTIVE USER
000077 000077 200-277 100-177 300-377 JN A ey
100-177 100-177 300377 000-077 200-277 -
200277 200277 000-077 300-377 100177 “~~<
300—377 300-377 100-177 200-277 000-077
400477 400—477 600—677 500—577 700-777
500—577 500—577 700-777 400477 600—677
600677 600—677 400477 700-777 500—577
700777 | 700—777 500577 600—677 400477

Figure 3-8 Page Table Address Hash Functions

3.3.3.3 Page Table Entries — The first five bits (ACCESS, PUBLIC, WRITEABLE, SOFTWARE and CACHE) of
each Page Table entry are page descriptor bits that specify what type of entry (what kind of page) it is. These bits
along with the physical address are transferred from the core table to the hardware table when the user program
references a page that does not have a valid entry in the directory. Each entry in the page table consists of 18 bits
that are layed out in the following format:

o8 5/23 s 17/35
A | P w s C | PT 14— 26
Descriptor Bits Physical Address Bits
0 - /g 35
EVEN ENTRIES ODD ENTRIES

SN BT 26 Umy 7

PHYSICAL ADDRESS BITS (PT 14-26)
These bits reference the actual page location that the virtual page number received from the E-Box has
specified. .

DESCRIPTOR BITS ;r; ISOK K-
These bits define the type of page, set up control functions and together with the request qualifiers from the
E-Box determine whether a reference by the user or executive program is legal. The function of these bits is
as follows: o
) R L€T M) Coté S6mew HERE
e ACCESS BIT (PT ACCESS) This bit is set by the Monitor when the user program is allocated
running time and brought into core storage. If the bit is not set, the corresponding page is still
in mass storage or not accessible at all.

®  PUBLIC BIT (PT PUBLIC) When this bit is set, the paze is identified as being accessible from
the public mode. If the bit is reset, the page is accessible from the concealed mode and access
from the public mode will cause a page failure unless it :s made via a portal instruction.
Referencing a portal instruction causes the processor to switch from public to concealed mode.
The concealed mode remains in effect until a reference is made to a public area.
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e  WRITABLE BIT (PT WRITABLE) This bit must be set in order to write into the page. If a
write operation is attempted while the bit is reset, a page fail will occur. The writable bit is
typically used to protect programs shared between users.

v WRIM Y2, y :

° S(%QW&RE BIT (!Z"l‘ s%?:')-rwz@) A\Zigii? ig:s'zt 6%:? :9 é{fmﬁ is '\cf%ta le li‘: w’?it@xﬁso.'
Therefore, absence of a software bit identifies pages that have not been written into and con-
sequently do not have to be transferred to mass storage when the user is swapped out.

e  CACHE BIT (PT CACHE) When this bit is set, the page will be maintained in cache memory.
When cleared all words from the page will be read from and stored in core memory. This bit is
reset by the Monitor to permit two processors to share the data contained in a page.

These bits along with the request qualifiers presented by the EBox are used to determine.whether a given reference
by the user program or executive program is legal.

3.3.3.4 Paging Checks — Each time the E-Box makes a paged reference to memory, the pager tests the request to
gee if it is legal and checks to see if there are any hardware failures. The signal PAGE OK is generated and sent to
the cache control logic if any one of the following types of references are made under the given conditions.

e A reference using either the user or executive base register is made and the previous instruction was not
fetched from a proprietary area (not an illegal entry).

®  An executive or user paged reference is made and the page entry is located in the table. It is accessible,
public, and is writable or not being written into. The previous instruction was not fetched from a
proprietary area and the page table parity is-correct (odd).

@  Anexecutive paged reference is made and the page entry is located in the table. It is accessible, is not
being written into, the previous instruction was not fetched from a proprietary area, and the page table
parity is correct. This case applies to references to concealed (not public) pages. Remember the
supervisor is allowed to read from concealed pages but not write into them.

®  An executive unpaged reference is made. Since unpaged executive references are no longer permitted,
this gate is functionally inactive.

Whenever a page test fails, the PAGE FAIL line is raised and five page fault bits (PF HOLD 01-05 IN) are
assembled into a status word that describes the nature of the problem. If the pages is operating in the KL paging
mode, the PF E-BOX HANDLE line may also be raised at this time. The PAGE FAIL signal is sent to the cache
control logic where it enables the page fail time states. These time states transfer page fail status words, four
control bits, plus the physical address to the EBus register. The EBox is then notified of the problem via the
PAGE FAIL HOLD line. The EBox can examine the word in the EBus register, evaluate the failure, and take the
appropriate remedial action. The page fail status word has the following format:

MmBog 2-79
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Table 3-4 Page Fail Corditions

The conditions that cause PAGE FAIL to be generated and the associated Page Fail status bits are listed in Table 34.

PAGE FAIL CONDITION

PF EBOX

PF HOLD XIN
01 THRU 05

A paged reference was made in the KL paging mode and the
directory did not contain a valid entry.

A paged reference was made and the access bit was cleared.
This indicates that the page is not in core and a reference
to mass storage is required.

The previous instruction was fetched from a proprietary area
and was not a portal instruction. The E-Box is forcing a page
fail by asserting MCL PAGE ILL ENTRY.

The E-Box has detected an address break condition and is
forcing a page fail by asserting MCL PAGE ADDRESS COND
and MCL PAGE ILL ENTRY.

The E-Box made a non-instruction paged write reference
(PAGE TEST PRIVATE) to an executive page. If the page was
concealed (-PT PUBLIC) page fail was generated.

The E-Box made a non-instruction paged reference to a user
page (PAGE TEST PRIVATE). If the page was concealed
(-PT PUBLIC) page fail was generated.

A refill error occurred during a paged reference. This condition
is caused by a hardware failure. The paging hardware could not
find the virtual page listed in the page table or the page map in
core.

The E-Box attempted a write operation and the page wasnot
writable.

During a paged reference a page table parity error was detected.

HANDLE
' 1

X

10001

00wsl1
10001
10011

10001

o~
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A g b e '
sty o
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8
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=4
8

10101

X =0 — KI Paging Mode

S =0 — Has not been written into

I — KL Paging Mode | — Has been written into
W =0 — Not Writable T=0—Read
1 — Writable ' 1 — Write
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3.3.4 Operation

3.34.1 KI Style Paging — When the EBox issues a request to read or write paged memory it also asserts EBOX KI
PAGING MODE. This allows the MBox to automatically refill the page table when required.

The page table must be refilled when a valid entry is not found in the directory. When the page table needs to be re-
filled the Pager asserts PAGE REFILL and the cache control will then execute a Refill cycle. This cycle fetches eight
page table entries (4 words) from the process table (executive or user depending on the EBox request qualifiers). If
one or more of the needed words are in cache; these words will be taken from cache instead of core. In either case,
the words are moved into the MBs. From the MBs the words are moved into-the page table one at a time. During the
Refill cycle the PT ADR bits 24—26 are modified to move the words from the MBs into the correct page table
locations. VMA 26 is blocked to select both halves of the page table (PT RIGHT and LEFT EN are asserted).

VMA 24 and 25 are blaeked and are replaced with two bit codes that corresponds to which MB is selected (MB

SEL 1-2). PT ADR 18-23 remains unchanged. The resulting PT address then changes only when another MB is
selected to move another word into the page table. At the same time the page table is written, the directory is also
updated. The directory is updated by storing the virtual section address and the state of EBOX USER and validating
the entry. One entry is placed in the directory for every four words that are written into the page table. When all
the words have been written into the page table the cache control retries the request.

If the directory contains a valid entry and the EBox requested a legal operation, the Pager asserts PAGE OK. This
signal informs the cache control to simply transform the virtual section and page address into the physical address by
selecting the address from the page table. The directory contains a valid entry if the NOT VALID bit is cleared, and
the USER bit and the virtual address in the table matches the address and EBOX USER signal presented with the
request. The reference is legal if page descriptor bits allow the request. Refer to paragraph 3.3.3.3.

If the directory contains a valid entry and the EBox requested an illegal operation, the Pager asserts PAGE FAIL.
The page test logic of the Pager senses that the EBox requested an illegal operation by checking the page descriptor
bits of the referenced page. When the Pager asserts PAGE FAIL, the cache control asserts PAGE FAIL HOLD to
inform the EBox that the page test failed. The page fail status word is transferred into the EBus register (LOAD
EBUS REG) to allow the EBox to read the word and evaluate the failure and take remedial action. The format of
the page fail status word was discussed in paragraph 3.3.3.4.

3.34.2 KL Style Paging — When the EBox issues a request to read or write paged memory it issues the request with
KI PAGING MODE negated. This prevents the MBox from exeucting the refill operation and forces the MBox to
assert PF EBOX HANDLE and PAGE FAIL HOLD in the event a valid entry is not found in the page table. PF EBOX
HANDLE is asserted by the MBox only when the EBox specifies the KL PAGING MODE. The MBox asserts PAGE
FAIL HOLD but not PF EBOX HANDLE, only when an illegal reference in accordance with the page descriptor bits
of the page table entry was made.

NOTE |
The pager will never assert PAGE REFILL when the EBox
specifies that the KL Paging Mode is to be used.

The page table must be refilled when a valid entry is not found in the directory or when an entry in the page table is
not accessible (ACCESS bit is cleared). To refill the page table the pager asserts PAGE FAIL and PF EBOX
HANDLE. The cache control then asserts PAGE FAIL HOLD and transfers the Page fail status word into the EBus
register. The EBox recognizes that the page test failed because a valid entry was not found in the page table because
of the fact that both PF EBOX HANDLE and PAGE FAIL HOLD was asserted. The EBox then issues a request to

read the EBus register and the page fail status word is.cvaluated to detcrmine what kind of refill operation is
required.
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If a valid entry is not found in the directory, the EBox will clear four 2ntry locations in the page table. Bits 25 and
26 of the PT address are set up and EBOX PT WR is asserted by the EBox to select and clear the selected words. The
EBox sets up the correct address by presenting a two bit code to the MBox via the EBOX PT WR SELO and 1

control lines. The codes and their functions are defined in Table 3-5.

Table 3-5 Page Table Write Select Codes

EBOX PT WR SEL /]4
011 Functions ‘ Q
0 0 Select VMA address . s? -~
1 0 . Clear even PT word - @
0 1 Clear two directory entries
1 1 Clear odd PT word

After the EBox has cleared the even and odd words in the page table, it issues process table read requests to fetch a
valid page table entry. When a valid page table entry is found it is written (EBOX PT WR) into the page table. At
the same time the page table entry is written, the virtual section address is written into the directory (EBOX PT
DIR WRITE). During this operation the tables are addressed by virtual address bits 18—26 since the EBox presents
a code of 00" on the EBOX PT WR SEL control lines. At this point, one of the four locations in the page table
that corresponds to the validated entry in the directory will have an accessible entry so that the original request can
be retried by the EBox.

If a valid entry is found in the directory, but an accessible entry is not found in the page table, the EBox will fetch
the entry and write it into the page table as described above.

Before the EBox writes a page table entry it checks the W bit of the entry. If the EBox intends to read from this
page and the W bit is set, it clears the W and sets the S bit before writing the entry into the page table. Consequently,
a page fail condition will be sensed by the Pager if the EBox issues 1 write request for that page. When this occurs
the EBox checks the PF code to see if the S bit is set. If the S bit is set the EBox clears the S bit, sets the W bit and
writes the entry back into the page table. To indicate the page will be written the EBox also updates the core status
table (CST). After these operations are done, the EBox retries the original request. This schemegpeeds up swapping
the program out to mass storage since only those pages that were written will be identified and swapped out.

If the MBox presents a page fail code other than those indicating a refill operation is required or the write test
failed, the EBox will evaluate the failure and take appropriate remedial action.

The EBox can also clear the entire directory. This is done whenever another user program is started. To clear an
entry in the directory the EBox sets up VMA address bits 18-23, places code “01” on the EBOX PT WR SEL0 and
1 control lines and asserted EBOX PT DIR WRITE. The EBox must execute this operation 64 times to clear the
entire directory.

3.4 PMA SELECTION

34.1 General

The address paths implemented in the MBox are shown in Figure 3-9. These paths are implemented to facilitate
the formation of the appropriate cache and core addresses and to address the various RAMS in the MBox. The
addressable RAMs include the page table, cache, use table, CCW buffer and CH buffer.
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Any memory request, whether from the channel or from the EBox must be accompanied with an address. The
address accompanying EBox Requests is supplied by the VMA. The CCW BUF provides the address when the
channel makes a request. For EBox requests other than references 0 memory, the VMA serves as an address and/or
data source. For example, the VMA serves as a data source when loading the UBR, EBR, or CCA and as an address
and data source when loading the Cache refill table. The function of the elements involved in forming the physical
memory address is as follows:

a.  Physical Memory Address Mixer (PMA)

The PMA is a 22-bit eight-input mixer that receives various types of addresses for forming the desired
physical memory address for a given cache cycle. The correct physical memory address is formed by
the PMA under explicit control of the cache cycle control. The desired address mixture is selected and
held when a particular cache cycle is started. This address is then used to address the cache, and core.
memory if a core cycle is started.

b.  Page Table (PT) and Page Table Directory (PT DIR)

The page table contains 512 entries which are associated with (indexed By) entries in the page table
directory. Each page table directory entry identifies four adjacent entries in the page table and therefore
contains 128 entries. Both the page table and the directory are addressed by the virtual section and page
address every time a cache EBox cycle is started.

¢.  User and Executive Base Registers (UBR and EBR) and Cache Clearer Address Register (CCA)

The UBR, EBR and CCA registers are loaded from the VMA. The contents of these registers are made
available to the PMA so that the correct physxcal memory address can be formed by the PMA.
my
d.  PMA Hold"Register

'.’ . -
The PMA hold"register is loaded when a core read cycle is started. This address is then used to move the
words coming in from the MBs into the cache. This address is held since the EBox can issue another
request for a cache cycle after the first word comes in from core.

e.  Cache Directory.

The cache directory contains one physical memory page address location for each corresponding
quadword location in the Cache data buffer. This address is made available to the PMA so that the
correct physical memory address can be formed by the PMA for a write back operation.

The cache directory is addressed by the VMA, PMA or the refill address from the PMA HOLD regxster
depending on the particular cache cycle being executed as outlined in Table 3-6.

Table 3-6 Cache Directory Address Sources

V‘_a, M Cache Cycle Address Source
) CSH MB CYC PMA HOLD 27-33
=/ CSH CHAN CYC PMA 27-33

CSH EBOX CYC VMA 2733

CSH CCA CYC PMA 27-33

CSH PAGE REFILL CYC PMA 27-33 .

CSH WRITEBACK CYC FMA 27-33
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I. Cache Address Mixer (CAM)

The cache address mixer is a 13-bit four-input mixer that provides the means for distributing the address
from the appropriate cache directory quarter to the PMA during a writeback operation. The mixer is
controlled by the CAM SEL 1-2 code which is a function of the cache quarter in which the written words
are located. : . :

8. Channel Command Word (CCW) Register and CCW Buffer

The CCW buffer contains the wdrd count, address command list pointer (CLP) and status bits. The CLP
or the address is transferred to the CCW Register and held when the channel issues a request so that the
address can be selected by the PMA for distribution to the SBus.

34.2 Cache Addressing

The cache cycles that check the cache directory and/or the page table must allow for logic and RAM transit time.
Approximately 90 nanoseconds (3 MBox clock ticks) are required from the time the address is presented to the page
table and cache before their contents can be checked to decide the next step in the cache cycle. The page table is
addressed by the VMA when the EBox issues the request. However, the cache address varies with the cycle to be
executed and is presented to the cache when the cycle is started. A summary of the sources that contribute to
forming the Cache address presented in Table 3-7.

| Table 3-7 Cache Addrese Combinations

) Address Source
M" fL’?C Cycle Cache Directory Cache Data
2-19 @3y | @
MB - PMA HOLD PMA HOLD + MBSEL -2
CHAN PMA CHA PMA CHA + CTOMB
EBOX VMA . PMA VMA
CCA PMA CCA PMA CCA
REFILL PMA  QUADWORD PMA QUADWORD_ WD
POINTER POINTER + CTOMB
WRITEBACK
CCA REQ PMA CCA PMA .CCA -
EBOXREQ | PMA VMA_ |  PMA  VMA+CTOMSB

The Cache is addressed by the 9 least significant bits of the 22-bit physical address or the 23-bit virtual address.
These bits point to a word within a page and are not subject to modification by the paging mechanism in the system
since only entire pages can be relocated through the paging mechanism. All nine address bits are used to address the
data portion of the cache while only the seven high order bits address the directory portion of the cache. This has
the effect of addressing one data word in each cache and a directory entry for each cache. Consequently, if one of
the directory entries matches the page address that was presented with the request and the valid bit for the word in
the associated cache is set, then the desired word is in the cache. Note that only one word is addressed in each cache
while the cache directory in conjunction with the valid bit of the word specifies which cache has the requested word.
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3.4.3 Address Selection

3.43.1 MB Cycle — During the CSH MB cycle the cache address is provided by the PMA HOLD register and the MB
control. The seven high order bits of the nine bit cache address are: supplied by the PMA HOLD register and the two
low order bits are a function of which MB is selected (MB SEL 1-2) at the time. The PMA HOLD register is loaded
when a core read cycle is started and is held for the duration of the cycle (CORE RD IN PROGRESS). The MB
control provides the two low order bits of the cache address (MB SEL 1-2) to move the word into the correct
location of the data portion of the cache. The contents of the PMA HOLD register and the MB SEL 1-2 control
lines are selected (REFILL ADR EN) to address the cache every time a cache MB cycle is executed.

3.4.3.2 EBox Cycle — During the CSH EBOX cycle the cache address is provided by the VMA. The seven high
order bits of the cache address are not pussed through the PMA to minimize the transit time, thereby, permitting
the cache control to check the contents of the cache directory somewhat earlier than would otherwise be possible.

This consequently speeds up the CSH EBOX cycle.

For an unpaged memory reference, the PMA simply supplies the VMA address unchanged as shown below.

9 27 32|34 351
VMA 14-26 VMA 27-33 T M R e,
AS Y™ ol :
SELECTS SELECTS S ELECTS
PAG E LOCATION QUAD WOR[pD wonr o

In the case of a paged reference, the valid contents of the page table (the physical page address) is combined with
(linked or concatinated) the virtual word address of the page as shown below.
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P9 trences to the process tables the contents of the User or Executive Base Register (UBR or EBR) depending on
whether EBox UPT or EPT is asserted by the EBox is linked with the virtual word address of the referenced page as
shown below.

iy 2627, 333y 3
VEBR 1¥-2¢ VMA 27-232 VN A Cfcer
3y-3 5~ %oy
v'Y - g Y 7 & 7
SELECTY SELECTS SELECTS L-& 7

LOCATION OF PROCESS THBLE QUAD WorD wonrp

3.4.3.3 Writeback Cycle — During a cache writeback cycle the cache address is provided by either the CCA or the
VMA depending on which request was granted. If an EBox Request was granted the cache writeback cycle is
entered from a cache EBox cycle and the PMA control selects the VMA to address the cache. If a CCA Request was
granted the cache writeback cycle is entered from a cache clearer cycle and the PMA control selects the CCA register
to address the Cache.

Words written into cache by the EBox are written back to core before the contents of the LRU cache quarter is
supplanted with a word(s) from another page. Written words in the cache are also written back to core when the
EBox issues a command to clear the cache (SWEERP instruction to validate core). All words within the QUADWORD
with their written bit set are written back to core in numerical order (0= 1 = 2 and then 3). This is because the
new word to be stored there is from a different page.

PhaT s covie by nn Efey RequesT
The address for a writeback cycle”is assembled by the PMA as follows:

LK " 2,6527 32034 3o
CAM |4-2¢ JFVMA 27-;3 3 ajm-a
: 4= |
SEIC,T‘S 552;(;7-; SELECTS WORpPS
PAGE LOCATIO . QVAD Wonrp TO BF MOVED FRoM

CACHE TO rHE MBs
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bits are a function of which words in the cache are not valid. If soire of the words in the cache are valid, the
low-order two address bits are used to move the valid words into the MBs; (refer to MB control description)
otherwise, these address bits are not needed. The address mix depends on whether the memory reference is to the
user or the executive address space. If the memory reference is to the executive address space, the specific address
mix also depends on whether the reference is to the “per process area” to the upper executive area or to the jower
executive area. Consequently, depending on the state of EBOX USER (1 = User space; 0 = Executive space), and
virtual page address (VMA 18-26), one of four possible addresses will be configured. Figure 3-10 shows the layout
of the user and executive address space and their relationship to the process tables.

For the case where the EBox makes 4 memory reference to the user address space, all of which is paged, the SBUS
address for the page refill cycle is configured as shown below.

TR
y 26,27 2g 32|13y 3y X
VBR 14-26¢ lo VA 18-23 [lfcheTo -
\. Y .
SELFCTS SECLECTS CYCLED TC GFT

PAGE locaATionN OF THE QUADWORD LOCATIoN

VSER PRocEss Tamre

WITHIN THE Process VALID Woros FRom

TABLE THAT CoNTamy SACHE AND Now —

THEGESIRED EnTRY  VALID wonps
FRom conre

UBR 14-26 points to the physical page in core that contains the user process table; VMA 18-23 points to the
quadword in the process table that contains the page table entry of the referenced virtual page and cache to

MB 34-35 and cycled to get any valid words from cache. Bit 27 of the SBus address is jammed to “zero” to select
the lower half (locations 0-3775) of the user process table which contain the 512 Page Table entries (two entries

per location) for the user address space.

For the case where the EBox makes a memary reference to the lower executive address space (pages 000—337;)
the SBus address for the page refill cycle is configured as shown below.

B M. }/z
/ | 26|27 2% |29 3% 757 w e
- st
EBR 1y-2¢ [ |/ |vAaig- 23 [HHeml <
Y & Y "~

SELEcTS PAGE LOCAT!0IY OF
THE EXEcuTIVE PROC ESs
TABLE

SELECTS QUADWORD CYCLED TO GET

THAT COnNTAINS THE VALID WORDS From

UALID ENTRY CHCHE AVD NON-
VALID wonrps
From conrE
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Figure 3-10 User and Executive Address Space Allotments
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EBR 14-26 points to the physical page in core that contains the executive process table; VMA 19-23 points to
the quadword location in the process table that containg the page table entry of the referenced virtual page: and
cache to MB 34-35 are cycled to get any valid words from cache. Bits 27 and 28 are jammed to “one” to select
the upper quarter (locations 600—777) of the executive process table of which locations 600—757 contain the 224
page table entries (two entries per location) for the lower executive address space.

For the case where the EBox makes a memory reference to the upper Executive address space (pages 400—777,)
the SBus address for the page refill cycle is configured as shown below.

‘

14 26| 27|25 22129 295

/

: Y
SELECTS PAGEYLaCAT/afV OF SELECTs QUApWoORD CYCLED To GET
THE EXECUTIVE PROCESS THAT CONTAINS THE VALID WORD ¢ FROM
THABLE VALID ENTRY CACHIZ AND NON-
VALIDO Wwonps
FROM CORE

EBR 14-26 points to the physical page in core that contains the executive process table; VMA 18-23 points to
the quadword location in the process table that contains the page table entry of the referenced virtual page; and
cache to M3 34-35 are cycled to get any valid words from cache. Bit 27 of the SBus address is jammed to “‘zero”
to select the lower half (locations 000—3775) of the executive process table of which location 200-3774 contain
the 256 page table entries (two entries per location)-for the upper executive address space.

{ >For the case where the EBox makes a memory reference to the paged executive address space defined to be the
“‘per process area” (pages 340—377;) the SBus address for the page refill cycle is configured as shown below.

R
)&} 2427 28|29| 20(21 |22 33|74 .?9[
UBR |4—2¢ | [0 |o]o o Y4 e M T2 e,

Y / Y )‘V_J “:’; -

SELECTS PAGE LOCATIONN OF SELECTS QUADWORD CYcLlEp To GET
THE USER PRoOCESs THBLE THAT CONTAINS THE VALID wonrps
VALID ENTRY FROM (C ACHE AND
NOM-vALID WORDS
FROM CORE,
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1.1 INTRODUCTION .

Each central processor in a KL10 system may have from one to four PDP-11 processors attached, each
serving as a “front end” processor. Each PDP-11 is connected to the KL10 by a separate interface
called the DTE20 Cunsole Processor Interface, or simply the 10-11 Interface. The following are some
of the possible front end functions:

Handling unit record equipment

Handling asynchronous communications equipment

Handling synchronous communications equipment

Providing a long term power line ‘requency clock , ,
Diagnosing the KL10 Central Processor and other functional components in the system
Running a dedicated real-time data acquisition system

Bootstrapping the KL10 system.

R

In terms of basic featurzs, the DTE20 generates parity for Deposit data and detects parity errors for
both Examine data and byte transfers over the EBus. The DTE20 connects t6 the PDP-11 as a stand-
ard Unibus peripheral and communicates via interrupt or device address. Up to four DTE20s may be
connected to a PDP-11. In a system consisting of four KL10 Central Processors, there may be four
PDP-11/40 processors, where each processor can communicate with all KL10s in the system. It is
possible to have up to four DTE20s on each PDP-11 in the KL10 system, and each KL 10 processor
may have 1, 2, 3, or 4 DTE20s connected to it via the EBus.

The DTE20 uses the NPR (Direct Memory Access) and BR (Vector Interrupt) features of the PDP-11.
In addition, the DTE20 contains logic to detect PDP-11 core memory parity errors during NPR trans-
fers, provided that the memory being accessed contains the parity option (MFU11 UP).

The DTE20 provides the féllowing capabilities:

. Console functions at Examine and Deposit, restricted or unrestricted.

2. Doorbell function, where the PDP-11 can interrupt the KL10 Central Processor and vice
versa. :

3. High speed simultaneous two-way transfer of variable byte data between the PDP-11 and
KL 10 memory.

4.. Diagnostic bus for the PDP-11 to diagnose the KL10.
5. KLI10-initiated bootstrap startup of the PDP-11 mechanism (diagnostic bus) to load tt

microcode into the CRAM, execute PDP-10 instructions, and start or stop the KL10 Cr
tral Processor.
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The following terminology will give some perspective on the front end and its relatxonshlp to the

DTE20.

PDP-11 Communication Region - This region consists of an area of KL10 core memory defined by the
deposit relocation and protection word in the Executive Process Table (EPT). This area is written by
the PDP-11 using protected deposits, and read by the KL10. It is used for coordination of status,
preparing for byte transfer operations, and passing limited amounts of data. Each PDP-11 in the
system has a separate communication region in the KL10 memory, which it alone can modify.

KL 10 Communication Region - This region is defined solely by the KL 10 software and is separate frorn
the PDP-11 communication region. It can be written by the KL10, but may be read by the PDP-11
using protected Examines. This area is used to coordinate status, prepare byte transfer operations, and
pass limited amounts of data (Figure 1-1).
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Restricted Front End - A restricted front end is a PDP-11 system with a DTE20 that does not have
diagnostic privileges. A restricted front end is prevented from using the diagnostic bus. A restricted
front end can only access KL 1@ memory after the KL10 has performed a CONO (Conditions Out) to
allow use of DTE PI1@. After this has been done, the restricted front end can only examine or transfer
bytes from the KL1§ communication region and only deposit or transfer bytes to its own PDP-11
communication region.

Privileged Front End - A privileged front e’nd is a PDP-11 attached to a KL10 via a DTE20 that can use
the diagnostic bus and perform unrestricted Deposits. :

Protected Examine or Deposit - A protected Examine or Deposit is an Examine or Deposit that is
relocated and range checked by the KL10. The relocation and protection for Examine is separate from

that of Deposit. A privileged front end can override the Examine and Deposit pretection checks. A
restricted front end cannot override these checks.

For addressing purposes, each controller is permanently assigned a unique device, or Controller Select
(CS) code. A total of four Controller Select codes has been assigned*because up to four controllers
(interfaces) can be implemented in a KL10 system. Each interface is also assigned a physical number
according to the physical slots in which the interface module will reside. These are indicated below.
Both of these are hard-wired on the KL10 backplane. The specific Controller Select (CS) codes and

physical number (n) assignments are as follows:

Interface Controller Select (CS) Codes Physical Number n,,
0 200 8
1 204 9
2 210 10
3 214 11

The device code is used to address the interface and the physical number is used to identify the inter-
rupting interface. ) '

Eight locations are assigned to each DTE20 in the KL10 Executive Process Table as follows:

Location Name

140 + 8*n * © To Il Byte Pointer TFAK L€ R8P

141 + 8*n To 10 Byte Pointer «— 20 429
- 142 4+ 8*n ‘ DTE20 Interrupt Instruction -

143 + 8*n Reserved for DEC Hardware

144 + 8*n Examine Protect Word

145 + 8*n Examine Relocation Word

146 + 8*n Deposit Protect Word

147 + 8*n Deposit Relocation Word

NOTE:n=0,1,20r3

Figure 1-2, API Word Format, illustrates the basic format of this word. The DTE20 allows the soft-
ware to set the following fields of this 36-bit word:

Address Space Field 0-2

Unused bits 11-12
Address Field 13-35.
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Q0 02 03 05 086 07 10 11 2 13 38
ADDRESS PHYSICAL .
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’ : } BY PLSYSTEM | &7 AL

DI
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(AS SPECIFIED BELOW) (AS SPECIFIED BELOW) {AS SPECIFIED BELOW)
ADR. CODE FUNCTION FUNCTION aeir
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Figure 1-2 API Word Format
DTE (-4

The Priority Interrupt (PI) board in the EBox supplies the physical controller nﬁmber field [7-10]. The
DTE20 asserts Qualifier (Q) bit 6, for all Examines and Deposits by a restricted front end, whether
protected or not.

The DTE20 asserts Qualifier for all protected Examines and Deposits by a privileged front end and
does not assert it if the privileged front end makes an unprotected Examine or Deposit.

1.2 BASIC PROGRAMMING OVERVIEW
To specify a 36-bit PDP-10 data word, three PDP-11 words are used. They are Deposit/Examine Data
Word 1, Deposit/Examine Data Word 2, and Deposit/Examine Data Word 3.

To specify a 23-bit PDP-10 address, two PDP-11 words are used. They are Ten Address Word 1 and
Ten Address Word 2. The high order part of Ten Address Word 1 is used for control. Ten Address
Word 1 specifies whether an Examine or Deposit is to be done. For a privileged front end, the protect
off bit in the Ten Address Word | can be set by the software to allow an unprotected Examine or
Deposit. On unprotected operations, the space field specifies the type of address: Executive Process
Table (EPT), Exec Virtual, or Physical Address, which may refer to core memory or ACs.

The Examine or Deposit function is started when the PDP-11 program writes the Ten Address Word.
No program interrupts are generated on the KL10 or the PDP-11 side to signal completion of the
Examine or Deposit. Therefore, the PDP-11 program must check for completion by looking at the
status DEXDONE bit. The DTE20 clears DEXDONE when the PDP-I'1 writes Ten Address Word 2,
so the software never needs to. Data in TENADI, TENAD2, DEXWD1, DEXWD2, DEXWD3
remain intact after an operation. Therefore, the PDP-11 may perform repeated protected Examines or
Deposits merely by writing the TENAD2 word each time. An Examine followed by a Deposit (chang-
ing only TENADI and TENAD?2) will result in moving data from one KL 10 core location to another.
For unprotected operations, the PDP-11 must reload the protect off bit (PRTOFF) between gach
operation (Figures 1-3 and 1-4).
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1.3 DOORBELL FUNCTION TAKLCEvePs.

The doorbell function allows each KL 10 to interrupt each PDP-11 connected by a DTE20 and vice
versa. . ,

The doorbell consists of a programmable interrupt and a status bit. In order for the PDP-11 to inter-
rupt the KL10, the PDP-11 sets the request 10 interrupt flip-flop (bit 08) in the PDP-11 status word.
When this bit is set, the DTE20 generates an interrupt in the KL10 with a status bit set in the CONI
word (bit 26) indicating that the PDP-11 CPU has programmed an interrupt of the KL 10 (Figure 1-5).

This procedure works in a reversed but identical manner for the KL10 interrupting the PDP-11. The
KL 10 sets the 10 requesting 11 interrupt by doing a CONO to the DTE20. The PDP-11 discovers the
causc for the interrupt by looking at bit TO10DB (bit 11) in status. Communication is done via a word
(or words) in the communication region in KL10 memory. A word (or words) is chosen and Deposit
and Examine features are used by the PDP-11 to gain access to these words (Figure 1-6).

This mechanism is used by either processor to indicate to the other processor that it is powering down.
For example, if the KL10 determines that its power is disappearing, it will set a bit in a word that is
assigned for power failure notification. The KL10 then interrupts the PDP-11. The PDP-11, as part of
its standard routine, will always check for the KL10 power fail bit in the communication region. In this
way, the PDP-11 is notified that the KL10 power is disappearing. In a similar way the PDP-11 could
interrupt the KL10 on every tick of the power line clock (50 or 60 Hz).
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1.4 BYTE TRANSFER FUNCTION .
During the byte transfer function, the DTE20 transfers fields of information between the PDP-11! and
the EBox. On the KL 10 side, the fields are of variable length and are accessed through a PDP-10 byte
pointer. On the PDP-11 side, the fields are either 8 bits wide and are stored in consecutive bytes or are
16 bits wide and are stored in consecutive words. If the field into which the information is being stored
is narrower than the field from which it was read, as many of the rightmost bits as will fit are stored. If
the field into which the information is being stored is wider than the field from which it was read, the
information is right-aligned and padded with zeroes on the left, .

To perform a transfer, the following actions must be done:

* The PDP-11 should specify the transfer rate (delay between transfers) and address bits 17-16
(this can be done once at system startup). If it is not specified, an undetermined transfer rate -
will occur to one of the four 32K memory regions.

* The PDP-11 musi specify whether byte or word mode is to be used in the PDP-11,

* The sender must specify the address of the source string. The KL10 controls the address of the
data either to or from the KL10 via byte pointers in the EPT. The PDP-11 controls the address
on its side via two locations in the DTE (one word for each direction of transfer).

* The receiver must specify whether it alone (scatter write) or both CPUs are to receive normal
termination interrupts (I bit = 1), '

Information in the form of bytes may be stored in the PDP-11 as either one variable sized byte per
PDP-11 16-bit word (1 to 16 bits of data) or one variable sized byte per 8-bit PDP-11 byte (1 to 8 bits of
data). Byte addresses are specified in the KL10 using regular KL 10 byte pointers in the EPT. Byte
pointers are interpreted in Exec Virtual Address space.

CAUTION ‘
The index field of the byte pointers should be zero.
Otherwise, the EBox will index using the current
contents of the Executive or User Index register at
the time of the transfer. Indirection should not be
used because the indirect word will not be
incremented as with all byte pointer operations.

1.5 ERROR OVERVIEW

The DTE20 will generate/check parity on Deposit/Examine data (36 bits). It will not check or gener-
ate parity for CONI, CONO, DATAO, or API words. The software will check for errors by examining
the termination words. The parity scheme also imposes one restriction on the byte pointer used for
TOl1 transfers. A byte size larger than 16 bits cannot be used unless the bits to the left of the rightmost
16 bits contain even parity. If a parity error occurs, the error termination bit status and the EBus parity
error flag status will be set. If an Examine operation was in progress when a TO11 transfer operation
has an error termination due to an EBus parity error, it is not possible for the software to determine if
the Examine operation has a parity error. The EBus parity error is fatal, and is treated so by the
Monitor. When a parity error occurs, the bad data is stored in the RAM and can be retrieved for error
reporting. The DTE20 sometimes swaps the left and right bytes for byte mode prior to writing the
bytes into the RAM. Therefore, the termination TO11 address word should be examined to determine
if the left and right halves were swapped. If the termination address is even, the bytes were swapped.
(This applies only to transfers in byte mode.) :

D 1-9



1.6 DIAGNOSTIC OVERVIEW .
The interface contains many features that enable diagnosing of the interface. It is designed to be
diagnosed using three basic methods:

1. Without using or disturbing the EBus
2. With loopback on the EBus but without the KL10 or without the KL 10 running
3. With the KL10 running.

The interface is primarily checked out in a single-step manner. Full speed operation may only be
checked with a running KL10; DIAG1 contains the Diagnose 10/11 Interface bit. When DIAG1 is set,
the following occurs. The interface clock is disabled and single step operation commences. Interrupts
are inhibited from being sent to the KL10. The interface operates in the normal manner except that
EBus operations never complete because no interrupts are issued to the KL10. Therefore, a bit is
provided that enables setting EBus Complete, allowing the operation to continue.

The interface control is run by an up-counter and three decoders. The decoders are selected by the
major state flip-flops. The up-counter is loadable by the rightmost four bits of DIAG Word 2. This
enables any minor logic state to be executed. The major states are not loadable; however, they natural-
ly cycle until a condition occurs that indicates the operation is ready to take place. These major state
bits are readable.

1.6.t Diagnosing the Kle
All KL10 diagnostic functions and console functions (except Deposit and Examine) are performed
over the diagnostic portion of the EBus. This specification explains the operation of the diagnostic bus.

The diagnostic bus contains the following ten signal lines:
DS00-06 Diagnostic Select (DS) Lines - The PDP-11 sends encoded diagnostic

functions to the KL10 on these lines. These lines can be read by the
PDP-11 at any time, even while the rest of the EBus is active for other

devices. '

DIAG STROBE Diagnostic Strobe - This line is asserted to indicate that the Diagnostic
Select lines are stable, and that the mdxcated function should be
performed. '

DFUNC . Diagnostic Function - When true, this causes the KL10 to disable the

(Actual ' . basic CPU status from the DS lines, switch the translator (only for the

Mnemonic is - DS lines) to convert TTL to ECL, and put the EBus translator under

Remove Status) control of R bits 00 and 01.

1.6.1.1 Diagnostic Bus Control
L STRoLE
Diagnostic CPU Status Read - All bits in DIAG Word | must be loaded with zeros. The CPU status
may then be read from the DS lines after 1 us has been allowed for the lines to settle (Figure 1-7).
R

Dlaga:»?nc F ufngtg:s%’n Ul eu;o %Tglt transfers) - The desired function code bits should be set along
with DIAG Command Start (DIAG1 PDCOMST) and Remove Status (DIAG1 [DFUNCY])). This will
result in the function being sent to the KL10. When DIAG Command Start is a zero, the function has
been sent. All function bits must be loaded with the desired value each time a new command is sent.
The DIAG Send bit has no effect upon this operation. DIAG KL10 must not be set or a 36-bit data

transfer will take place This operation should not take more than 2.0 us.
£ 2 GeN/inFa S2 -

KLSCP cc
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1.6.1.2 Diagnostic Functions with 36-Bit Data Transfer

Sending Data to the KL10 - No other operations (i.c., byte string transfers) may be in progress while
doing 36-bit diagnostic data transfers. The data should be loacded into DEX WD1-3 (same bit assign-
ments as with a Deposit or Examine). DIAG KL10 should then be set and a Deposit operation should
be started. When the transfer is complete (DEXDON SET), the diagnostic function should be loaded
as described above, the DIAG KL10, DIAG Send, DIAG Command Start, and DIAG Function set.
The operation is complete when DIAG Command Start is on a zero. ) ’

Receiving Data From the KL10 - The diagnostic function should be loaded with DIAG KL10 set,
DFUNC set (Remove Status), DIAG Send clear, and DIAG Command Start set. When DIAG Com-
mand Start is clear, the function is complete and the data is in DEX WDI1-3. No other operations (i.e.,
byte string transfers) may be in progress during this operation.

All the KL10 diagnostic functions are disabled when the privileged restricted mode switch is set to
restricted mode. This bit can be tested by Reading Status (RM). When the switch is set to restricted
mode, status (RM) is set (i.e., the device is restricted and cannot send diagnostic functions).

1.7 INTERFACE COMMUNICATION
The DTE20 can communicate directly with three devices in the system:

1. EBox via EBus

2.  PDP-11 processor via Unibus

3. PDP-11 memory via Unibus. RE

{. DIRG. Buss - "M Rax- METER - Some G
This communication, when over the Unibus, is in a master-slave relationship (Figure 1-8). During any
bus transfer, either the DTE20, the PDP-11 processor, or the PDP-11 memory has control of the bus.
The controlling device is considered the bus master, and the device being controlled is considered the
slave. Also, communication on the Unibus is interlocked between the DTE20 and either the PDP-11
processor or the memory. Each control signal issued by the master device must be acknowledged by a
similar response from the slave device. Thus, communication is independent of bus length and of the
response time between the master and the slave. When the DTE20 requests the bus, the handling of the
request depends on the location of the interface in a priority structure. The following factors must be
considered to determine the priority of the request:

1. The processor’s priority is set under progi'am control to one of eight levels using bits 7, 6,
and 5 in the processor’s Status register. These three bits set a priority level that inhibits
granting bus requests (BR) on the same or lower levels.

2. Bus requests from external devices, i.e., DTE20 can be made on any one of five request lines.
A non-processor request (NPR) has the highest priority and its request is granted by the
processor between bus cycles of an instruction execution.

3. When more than one device is connected to the same bus request line, the one that is elec-
trically closest to the PDP-11 processor has the higher priority.

D |-z



Data Transfer Signals

Name ‘ Mnemonic No. of Lines
Data D (0u:35) 3 DIE ‘hr
Centroller Sel CS (00:06) 7
Function F (00:02) 3
Demand DEM 1
Acknowledge ACK 1
Transfer XFER 1

Priority Trar;sfer Signals b7¢ I//a

Name Mnemonic No. of Signals
Controller Sel CS (04:06) 3
Controller Sel CS (00:03) 4
Function F (00:02) 3
Demand DEM 1
Acknowledge ACK 1
Transfer XFER !

Data Transfer Signals &7¢& /// 4

Name Mnemonic | No. of Lines

Dara D (15:00) 16

Address A (17:00) 18

Control Co, C1 . 2

Master Sync MSYN 1

Slave Sync SSYN 1

Purity PA,PB 2

Interrupt INTR 1?‘ \\
Total: 41

Data Transfer Commands D7¢& / 78,1%

Foo Fo1 F02 Opera:i:)n e
0 0 0 CONO
0 0 I CONI
0 1 0 DATAO
0 1 M DATAI
1 0 0 Pl SERVED
1 0 1 PI ADDRESS IN
fDP-l 1 Device Registers 0 ¢ //lo
Interface Assignment ‘
0 774400
! 774440
2 774500
3 774540
Data Transfer Operations A 7¢& I/ /C
C1 Co Operation
0 0 DATI - data in

DATIP - data in pause
DATO -- data out

DATOB -- data Qut byte

1
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DTe [1-3/

Addressable Registe} Summary
Register Name Accessible By; PDP-11 lNSTﬁ DTE20 ADR KL10 INSTR FCN CODE
DIAG3 PDP-11 DATO, DAT!I XXX36 -
STATUS BOTH #DP-11 DATO, DATI! XXX34 CONO, CONI 0.1

and KL10
DIAG? PDP-11 DATO, DATI XXX32 -
DIAGI PDP-11 DATO, DATI XXX30 - -
1O11 DATA PLP-1 ] DATO, DATI XXX20
TO10 DATA PDP-11 DATO, DATI NXX24 -
TO!1 ADR POP-1 1 DATO, DATI XXX22 -
TO10 ADR PDP.11 DATO, DATI XXX20
TO11 BYTE CNT PDP-11 DATO, DAT! XXX16 -
TO10 BYTE CNT BOTH PDP.11 DATO, DATI XXX 14 DATAO 2
and KL1C :

ADDRESS WORD 2 PDP-11 DATO, DATI XXX12
ADDRESS WORD | PDP.J DATO, DATI XXX10 -
DATA WORD 1 PDP-11 DATO, DATI | XXX06
DATA WORD 2 PDP-11 DATO, DATI XXX04
DATA WORD 3 PDP-11 DATO, DATI XXX02~ L=
DELAY COUNT PDP-11 DATO, DAT! XXX00 - -

Cacl. DTE has 2 PL ASS;’IOUQJQ' m)‘ﬂ, & Bus.

PL & - D&EX Toirr, 7on Dala Xfevs.
PIA 1-7 = Doow bell %Statss.

Eacle DYE Con Iulovwyt Y PDP-U.

BR (45 Yoo DEX Dowe, Starus , Docrbeec
NPR oo Toir,Tot! “Dala Xfers.
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INT CTL M8554

CONTROL M8553

2

S MB55

DP

]
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RAM LOAD SEQUENCE
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EQUIPMENT
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Ceg 2=/

Description:

OO 0o © o O 06

PDP-11 becomes master of Unibus and asserts BBUSY.

PDP-11 places DATO command on CJ and Cl; address on AlS5:@@, ADR17
and ADR16; data to be locaded to RAM on D15:8@ and activates MSYN to
begin operation.

DPS M8552 decodes address bits 17:5 as the DTE select, and generates
ADR SEL(H) to Control and INT Control if the address matches the wired
option.

INT Control samples MSYN and ADR SEL and allows. the DTE to decode C@
and Cl. In this case, the decoded command must equal DATO.

. Control samples ADR SEL and ADR 4:3 to generaté a RAM cycle. If

ADR 4:3 are both present, this would not be a RAM cycle, but a register
cycle.

Control generates "RAM CYCLE GO" to DPS which allows the selected
RAM address (4:1) to be "gated" to the RAM address lines.

Control determines that data is to be written to the RAM by "ANDING"
DATO and RAM CYCLE SYNC and generates "WR PLS" (write pulse) to
DPS M8552.

DPS M8552 seeing the "WR PLS" will now write the data from D15:073
into the RAM address specified by A4:1l.

Control recognizing that the RAM cycle is complete will generate
"SSYN OUT" which is passed to the Unibus via interrupt control. This
will cause the PDP-11/4¢ to drop MSYN and ultimately terminate this
operation. SSYN will drop after MSYN drops.

DIGITAL EQUIPMENT CORPORATION
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INT CTL mgssy

CONTRDL. N\B5s53

T=amcvae | CNT2 SSYN 001:;_ 55N
P BEBUSY
9
co
INTL DATT £
MSY N
pPsSL
ADR SE -

Al7:90 (2

_ DPS ADR 414

CuTL RAM CYC 60

RAM CNT2 UBMixSEL L
ACCESS }i CNTZ UB M1k S€EL2

Dis! @@

CNT 2 VANIBUS 1EN.

RAN READ SEQUENCE | |

DIGITAL EQUIPMENT CORPOMNATION
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ScE DA-4

Description:

O®

)

QI G

PDP-11 becomes master of Unibus and asserts BBUSY.

PDP-11 places DATI command on C@ and Cl; address on Al5:8@, ADR 17

and ADR 16 and activates MSYN to begin operation.

DPS M8552 'decodes address bits 17:5 as the DTE select and generates
ADR SEL(H) to control and interrupt control if the address matches

the wired option.
f

INT control sensing both ADR SEL and MSYN will allow the
DTE to decode C@ and Cl. In this case, the decoded command

must equal DATI. '
Control samples ADR SEL and ADR 4:3 to generate a RAM cycle.

Control then generates "RAM CYCLE GO" which allows bits 4:1

to be "gated" to the RAM address circuitry. This will be the
address of the desired word to be read from the RAM. "“READ"

is enabled due to the absence of write pulse which was generated
in Figure 3 by DATO.

The RAM data 15:0@ is presented to a mixer which allows various
sources to provide information to the Unibus. In this case, due
to the RAM access, UB MIX SEL (2) and (1) will be asserted low,
allowing the mixer to pass RAM data.

The data is enabled to the Unibus because of DATI and this not

being a diagnostic register 1 sequence.

Control recognizing that the RAM cycle is complete will generate
SSYN OUT which is passed to the Unibus via interrupt control.
This will ultimately terminate the READ RAM sequence.

(IGITAL  EINIPMENT CORPOPATION
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MBZ=Must be ze:os

DEX WDl 15 & > @4 | P93 E——> gg PDP-11 WORD
g's P9 €—— @3 KL1g WORD
\
DEX WD2 15 € > go PDP-11 WORD
g4 € > 19 KL1f§ WORD
DEX WD3 15 € > 9¢ PDP-11 WORD
29 € > 35 KLl WORD

DEPOSIT/EXAMINE WORDS 1, 2, & 3

S€eg
- DTE 2-9
See Di-ty

DIGITAL EQUIPMENT CORPORATION
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=EPT

1=EXEC VIRTUAL

4=PHYSICAL

5-7=UNDEFINED

f

LR

DTEe A-9

I'DEX PRT. OFF=1

HI ORDER KL1g TEN ADR
SPACE MooE 2 ] ADR BITS... WD 1
156—>13 | 12 11 109 8 e7 36 & > 90
AN A — ~ ——
KL ADR BITS 13 - 19
Deposit=1
Examine=g

DEX protect off.

If Bit=1, DEX's are
not relocated and no
protection check is

made. The ADR space

is designated by Bits 15 - 13

of this word.

v

The F/F which this bit sets, is cleared

after each

DEX operation. Therefore, to

do repetetive unprotected operations, ADR
WD 1 must be loaded each time with bit 11=1.

15

LOW ORDER KL ADR BITS

Ten ADR

—> 9@ WD 2

Ve
KL ADR BITS 2@ - 35

DEX ADDRESS WD 1 & 2
NTE2-9

D 2-¢
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DESCRIPTION:

1.

When address word 1 is loaded to the RAM from the PDP-11/44,
the select decoders on M8553 will generate SEL ADRL which
clocks Ubus Bit 12 into the deposit latch. (Bit 12=1 for’
deposit and therefore sets the latch.) This will set up the
control circuitry to do a deposit.

The loading of address word 2, will allow the select decodes

to generate SEL ADR2, which sets the DEX start flop. DEX Start
set locks the DTE into the DEX major state thereby enabling the
DEX minor state decoder. Minor states ADRl and ADR2 are generated
and are used to pack ADRl and 2-#E Buffer.

Minor state DEX ADR2 generates TRANS REQ which will force an
interrupt to the E-Box on PI level @. This also halts the stepping
of the minor states until the E-Bus interrupt sequence is complete.

When the E-Box PI system establishes this interrupt as highest
priority, it will assert:

a. F@@:@2 = PI servied = 4
b. CS@4:96 = Interrupting Chan# = @
c. Demand

Control decodes CHAN# @ with CNT4 TRANS REQ active. If the decode
is satisfied, PI served and PI level generate "send control" to
DPS M8552. " "Send Control" is merely "Gated" through the DPS and
onto the E-Bus as "E—Bus'D[S]" (This will represent the physical
controller #.) Bit 8 will represent the PHYS CONT # for the DTE.

The E-Box will examine this physical controller number and select
the DTE as highest priority by asserting:

a. F@@=@2=PI ADR IN = 5

b. CSp4=@6=INTERRUPTING CHAN#

c. CS@@=@3=PHYSICAL CONTROLLER SELECTED
d. DEMAND:

If the PHY#, PI LEV, and PI ADR IN are all present in the DTE,
E-Bus SEND OP is generated on Control Print 6 of 8.

E-Bus send op will allow E-Bus ACKN, E-Bus Transfer, and E-Bus
Enables to be generated which ultimately allow the API word to be
passed to the E-Bus on the D@@-35 lines. E-Bus ACKN de-selects the
DIA for this transfer. E-Bus transfer "TELLS" the E-Box PI system
to generate "PI READY". ‘

DI TAL  EQUIPMENT  SORPCERATION,
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The API word is formed on DPS M8552 by packing ADR1 and ADR2

and other controlling signals into the E-Buffer.

The first two minor states of the DEX major state will accomplish
this (DEX ADR1l, DEX ADR2). These signals will allow the proper
RAM addresses to be generated to select the previously loaded ADR

words.

The API word formed in the E-Buffer is as shown below:

g—2 3—5 6 7-10 11 12 13 36
ADR FUNC Q PHY [ g g ADDRESS
SPACE ; ADR |
Corresponds l=Protecti;;\\\‘~?Asserted by For deposit where to
to bits @=No Protection PI Board store data-for examine
15-13 of ADR (from Bit 11) where to fetch data
WORD1. (ADR 1) . This is
=EX used inverted
5=DEP from the flip AV )] )-‘/
flop

9. E-Box will drop dem'tmd , causing acceptance of the API word and sets 10P t’.*
The E-Purwill then generate a DATAI command because the API FUNC
code = deposit (5g). To send the DATAI Command, the E-Box

generates: )
A.- Fgiz =3 (&1, ) dDAwT
B bemanp

;‘The DATAI will only be accepted by the DTE that has "IOP SENT"
active. "IOP SENT" indicates that the DTE is fully locked into the
E-Bus. The CS lines aren't used in this case to select the DTE for
the acceptance of the DATAI. "IOP SENT" releases the gated clocks

via bus complete so that the minor states can be restarted from ADR2
and also resets trans req.

DIGITAL EQUIPNMENT CORPUOFIATILN
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10.

11.

The DATAI will generate the E-Bus SEL cnables A, X, Y, and Z, to
allow the 36 bit word packed from RAM WDl, WD2, WD3, to be gated
to the E-Bus. The E-Buffer packing is accomplished during minor
states DEX WDl1l, DEX WD2, and DEX WD3. E-Bus ACKN and transfer
are generated for the word transfer at this time also.

Demand dropping will ultimately terminate this operation. The minor

state decoder will generate DEX Done which clears DEX Start. This
will "unlock" the DTE from DEX major state. Control then begins
toggling from state to state sampling conditions to lock into the
next state desired.

ETATE FLOW= — DEX —> TO11 —TOLg 1‘

The RAM locations are not changed, therefore to do a repetitiVe
operation, the PDP-11/4@ would simply have to reload DEX ADR2 into
the RAM. For unprotected operations, the =11 must reload the

. protect off bit (ADRl BIT1l1l) each time.

PGy sl EQQUNFLAE o LOIFREY AATIONN
<=1
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DESCRIPTION:

The first nine steps of the description of Figure 5, the deposit
operation, are essentially identical with the first nine steps required
here. Therefore, they are eliminated from this figure. The differences
are described below.

A. Figure 5, Step 1 - for the examine operation, Bit 12=g
B. Figure 5, Step 9 - E-Box will generate a DATAO command because of
the IOP FCN (4g).

1. DEX, IOP SENT, and the deposit latch not set generate CNT6 SP DATAO.
SP DATAO and DEMAND generate E-~Buf CLK which gates the 36 bit word
from E-Bus D@@:35 into the E-Buffer.

2. SP DATAO and DEMAND also generate CNT6 TRANS which in turn generates
E-Bus XFER. E-Bus ACKN is generated due to IOP SENT and DEMAND.

3. The minor state signal DEX WDl generates an address of 3g which is
gated to the RAM. E-Buffer bits @-3 are also presented to the RAM
data lines at this time. When WR PLS is activated, the data is written
to location 3 of the RAM.

4. DEX WD2 and DEX WD3 will then follow in order to generate the
appropriate RAM addresses and select the proper portions of the
E-Buffer to be written to the RAM. WR PLS must therefore be activated
two more times to accomplish this. ‘

5. The minor state decoder generates DEX DONE which clears the DEX
Start Flip Latch.

6. The clearing of DEX START and UB Mixer SEL 2 and 1 being low will
allow bit 2 to be asserted on the Unibus.

7. The looping program in the 11 has been sampling the DTE status
and when it sees bit 2 finally active, the 11 program will proceed
to an area that allows the 3 RAM locations just filled to be read
into the 11 memory.

8. Demand in the meantime from the E-Bus, has been dropped and the
examine operation will terminate.

9. The DTE will begin toggling from major state to major state.

DR MGITAL EQUIPMENT CORPORA TN
- 12



TO1l TRANSFER RAM REQUIREMENTS :

~

RAM ADR | WORD T _USAGE PDP-11 LOC.
9 TO11 Delay Negative number used 164000+40*N
Count to create delay between
: byte transfer.
) p7 'TO11 Byte Negative count of the |164916+4p*N
Count (BC) number of bytes to be
transferred.
11 T011 Initial PDP-11 ADR 164022+40*N
(PoP-11) ADR to store data.
WORD FORMATS
NEGATIVE DLY COUNT DELAY
15 14 13 — 97 COUNT
Used for ! * ' Number of soons units of delay to
address occur between each Byte Transfer.
Bits 17,16 (Used for TOll and TOll). Count .
in 18 Bit isn't updated in ram, therefore this
Unibus Address initial count is good til power off.
15 og TOll ABR
Byte ADR in PDP-11 where to store the Byte
received from the KL1@. Other 2 bits for full 18 bit address

come from 15, 14 of DLY count word.

I
“15 | 14]13 12 1 11 29

BM | A NEGATIVE BYTE COUNT T011 BC

41__ Negative number of BYTES
to transfer

1 = BYTE MODE.) g = WORD MODE

1 = Stop on null character (f's)
received from the KL1f.

1 = Interrupt both CPUS on normal
termination.

D 2-i3
pTE 2-2) ¢



OTE 2-22

TOU TRANSFE R, Tell-XFe&R

DTE DETECTS TDII
ADR AND BC LOAD.
THIS GENERATES TOII
RvY ON ONTS.

-

LOCK DTe INTO ToIl
TRANS MAJOR STATE
ON CNT Y4 . n\élsnme

MavoR S A1

T DLY R ‘L MINOR STATE
TRANSFER TOI DLY CNT - ABC RE&|

CNTL AVR@:%-+DPSY RAm ADR = @)
JNTL DLY CNT RDA CNTH D SHF
CLK . CNTL ABC LOAD

STEP D NEXT MINOR STATE

TCil ULN INL l

THIS MINOR. S1ALE NAINTAINED
UntiL ABL Raie 1S INCREMETLD
I 2ERD OR INTEREUPTED FOR
Li X ooFCEA 11D

Dol GEL REELTZANCNTLDLY ING ¢
iIHBIT STCLKY CNTY BIN CTR. .

| PORUPU—

st o

DEX ¢tALT
ENAVIED

INCREMENT ABC - REGISTER. + |

-NTL DLYINC A CvT Y GD WR (LK
JNTLOABL INCG

FIGURE L, Tol\ Teans

5H loF 4

L INCREMENT 1D BEXT MINDR STATE

Cutq Gp 5T CLK . cvT Y DI BCRD

Toll B RD «L

TRANSFER oIl BL -» ARC RE(

CNTL ADR &:3 —= DPSH (RAM ADR= @7)
CNTL BLRDACNT H GDSHF CLKE 4
CNTLY ABC LOoaD

INCREMENT 1D NEXT MINOR STATE

CNTH GDor CLK 2 CuT H DI BC INC

TOIl BL INC. ly

INCRENENT BL IN ABC REG BY 41

CNTL BC INEACNT Y GD WRCLK
CVTL ABC INC

|

INCREMEM Y 1D NEXT MINGR LTATZ

CNTH 6D STCLK !, (T U TOH Woru

T0Ml o FuNC L

TRAUSFLR. UPDATED BC— RAM 7,
INTERRUPT KLL1Y o8 PT®
HOLD THIS MinoR STATZ UNTIL
EBUS DIALOGUE CDOMPLETE.
LAPT Fen =k, Q=@ )

INVTL BUSCOMPA CNTH TDI) VOFUAC
CMTH INH CLK

!SH 2or Y

SHEET L eF 4

D 2-14



/INT SeR

WORD moPE: SET YP

TRANSFER E-BUF ZB-35-+=RAM 13, (15-22)

EBJE 201355 E BUF H=19 - SW pIY |S -Bd —»
RAM In MIX 1545

BYTE MODE —CVEN To1l ADR. SET UP

RANSFER EBUF Z8-25 +RAM 134 (7-8)

BHTE HIODE/DD0 ADK Y

EBUF 23-3C P E BuF 12-19 » SWmyy T7-&
> KAM IN MIX 2¢@

TRAMKEER, E BUF 28-35-+RAM (3¢(15-8)

-G RGN Y G-

EVUF 2325w £ BUF 12-19 » 200 MiX

TOI

TRAN S SHECT Zor ¢

D 2-15

S Niman e e — — —— — S— —— ——— — — ﬂ
|  WORD TRANSFER |
1
E L s |
‘ RAM 15 0

Bl .romg _ | 13 L l —— ] |
E BUrriR NOW oNTAING DATA . Lo PDP-11 _1'

REHENT D NEXT A Tme | T T T T =T T e

e e NEXT MINOR STATE | BYTE TRANSFER 11 ADR=ODD (ABC@@=1) |

CNT 4 INKCLK(Z): ONT 4 GDST (LK | K L [ 28 35]

CNTH TOIt SHIFT ‘

| RAM;; | 15——38 | |
| D |
P -—

TOl SHIFT l l—-———-—-—-—-——~—?51i———-=——{
CTRANSER T ADR IN RAN —» ABLC REG | 'BYTE TRANSFER 1l ADR=EVEN (ABC@@=g) |
: e — KL1g | [ 28 35] |

A1l ADR DD — Dsd (RAM ADK= |lg) | W - 7

CN1L WORRDA UNTH GU SHE OLK I RAMpy | [7——o] |

2wt L ABC LOAD | SN—

- ' PDP-11 i
e ._._,._,‘L | To1l I

INCKENE U™ IDCAT MM DR STAIE | TRANSFER EXAMPLES _

COTH GDSTCLK ( cut 4 100 £

K. rrek STORE



D) SH ZoFd T ‘L

INT LL 728 2its TRAUSTE ke
UNIBUS O LINLS EmnCoDelD DATT
i C Wi < .
NRITE THE ALLIGBCE DATA - RAM 13, HOLD DN FitE RY Stare
- L ADL D 3 > DFod (RAMADR = 132 ?ma TOUTILL RD2CNTY RLQS CNT S
)" L DATA STDRE ACH14 GD WR CLK * UBUS NPR A
CNTLI WR PLS CNTY NPR REQAINT L BUS ComP !
CNTY INH CLK
‘L <} CuTS MU BVIC OJ€E A Vo FILE RDY
T WE T wa;;)ek;.r%';;\ibcsfﬁm ueu= C@
X AN INTZ DI Fié KD L ULUS O
CNTY 6D ST CLK! TDI FILE RD '

il FILE RD lv o
ReND ~AMN 128 = UNIBUS MIXER
POy OwiaY NULL CHARNCHEL 2. CHEL K

1L ADR Q2 - DPSH (RAMADR = [Fe )
OFod DVIA 1S Acb = UNIE IS NixeL Deslp

 m——

INCREMENT 11 ADR. M AgL LRels BY J_
RESYNC CLC K BY REMOVING INH CLK

CNTZ NPZ BESY: CNTL ABL INC
INTL NPR DONE ; INT L BUS (OMP: ONTH
INH CLK (&)

TS NORRAL kA AT > AT
o . CREMENT T NEXT WMINDR S TATE

| Rescr ML w0 FLAG INCREMEN )

[ 7Ll DN FiLE RD STH1&

CNTH GDST ok £ TDI ADR ADD

L i Dotie LT PPSE VL TD 1 NOEM

TERM ¢ DPSE (1 INT 1Ol ADR ADP L

CNT L YD ML SET CnT L 1T BC CLES 1F WORD MODE |, ENC 1IADR 1n ABC BY |
r )i , '
(= MTE DI WL S TDPE2) Ch15 oIl BYTE MoDE(@IA cvTH DI} ADR
PINTL DVS Coni ACNTH D) FILEED ) ADD ! CNTL ABC INC
LT Y N LK :

sH “orFrd

SH <ord

TDU TRANS SHCLT ZoF o

D 2-1¢6



@SH 207 ¢f SH 3o

INCCEDM T 1O NexT minok “TaTé RESYNC CLe BY EWWUG-

w1 4 r-p ST CLK ! CNTY 4D1l ADL INC. :ﬁ’;}i‘zz D NEXT ‘MA&oa&STME
O AUR G J, - _ INT L BUSCOMP £ CuT 4 INH CLE@)
FUAISCR VPN D 1TADR I ABL — S0 S CK: (ot q roLerams

RELEASE S1ATE HoLD AND TdGLLE
T NEXT NAAJDR STHRTE

CNTL ADK. B! % = Dps (RAM ve=1ly)
TOTH TDH ADR MNC L COTE ADR WEN

CNT Y Cowk DLK L ENTL WRPLS @ s lord
CNT Y IDH X 0 YT H STATE
HoLd () ,

INT L1 FOR NEW BYTE CounT (ALSO
Lo e "1 errr s¢1)

RE ENTER
MAI0R S1oE
FlLow

DPSY BLC<BA Cvid GDWE CLE + | A
CNT 4 7011 6IRP  CNT L TDI DOMESET
cuTLl DI DONg Ser [ Dps5 1 TDIL NOZM
TERM ; DFSS 1L INT,

CML 1Ol 200 LT ACNTS DIl T
CiT 2 Des5 10 TOI NORM 1E-M ;]

G sH lerd DPS5 10 INTER ACT,

IF THE CONMOITNONS FOd A LEX OP N
ALE SALSEIED |, SDP THE TDIl bLY
CroNT AND DO i€ DEX 0PLAATION,
whnew T™e D&Y 1S Doreé, THE Toul
CMADOR LIATE Al RE REECN iBtED BR REQR
AND Nl& DLY CauNT will START oLy
FROM SCEATTH. '

OPAATION
AND BR
oP

LTS DEx STAGTACNTL DLY INC !
CNT Y STATE HBLD (2)

\/

\RE ENVER
MAJOK STAE
FLoW

N TeAS SHECT  Hor Y

D 2*_17



Die 7 -29

TOlg TRANSFER REQUIREMENTS

RAM ADR WORD . USAGE PDP~-11 LOC
29 DLY COUNT {See TOl1l1l 16400@+49*N
Xfer)
1g TOlg ADR PDP-11 Address | 16492@+40*N
of Source Data

DIAG Register 3 Bit @@ specified byte or word mode and must

be loaded
PDP-11..

accordingly via a register load sequence from the

WORD FORMATS: - -

15

TOlg - PDP-11 MEMORY ADDRESS TOlg AD
. 29 |-

Byte address of source string. Updated as
each byte/word is transferred. At end of
transfer points to byte which would have been
transferred next...

15

TOl@ BYTE COUNT TOl@ BC
29

Negative byte count -~ readable and writable
by the PDP-1l. DTE-2¢ will not start transfer
until 10 sets this register with a DATAO.

PATAO
o'e g NEGATIVE BYTE COUNT i
g 22 |23 |24 ' B

TOlg "I" bit -S& Twe's compliment of nu;;::>>

l=set I bit for TOld of characters. Left to be
transfer. [INT both transferred.
10 & 11 on normal EX: BC=@@@@g=¢ bytes transferred
term] _

g=don't set "I" bit for BC=7777g=1 byte transfer
TOlg transfer. [INT 1g
only on normal term] BC=7773g=5 byte transfer

DIGITAL  EQUIPMENT ZORKORATION

D 2-1¥&



D/e 2-7%/

LB TRANSFER.

DATD REQUIKEMENTS FRDM PDP I
DELAY CNT —» RAM 0By
DLD ADA » RAM L
ESTARLISH BYTE DR WORD
MODE VIA BIT @ v DIAG

Re&e 3. _

DATAD REQUILEMENT FROM KLLZ

TOL@ BL — £ 8 HOLID RE(L

L

THE FIRST TIME TUAT TOLE TRANS
MAJOR STATE IS PASSED , THE DTE
WiLL WwOT LOCK INTD I T RECAVSE
TME I rRC IS NOT YET 1IN THE
RAM . THEREFDRE AN £E HWOLD
REG —+» AN CYCLE MST DU VA

TDLE TRANS ;Lr .

SET UF RAM ADR | INI MATE RAM
WRITE CYCLE | TRANSFER EBH T
RAM  LOCANON Gg

CNTH TDLOTLANSA OV TL ELH ST
ot L EPH CYCLe
CNTL ADR @i% =+ ppsy (£am ADR= Bby)

CNTL EGH CYCACNT Y GDWR CLK ¢
CvTL WR LS,

STEP I'd DEXY MAJMR aTO1E,

CNTH GDSTCLLK! CnT4H DEX

I

EGH STDRE CYLLE COMPLETE

CNTL EnH SR @) i cnTs ™D @

B¢ Lb(1)

STEP T TDIL 1RANS MAOR STATL
CNTH GD ST aLk ¢ Cnt H DI T7ANS

égu | oF 4

Ficure 2,

TOLG TANS

l

3H ior—“/

STEP 10 TOLY TRANS MAIDR STATE.
INITIATE MAXOR STATE LoeK-UP.

CNTH GPSTCLK I CN1H TDL® TEANS,
CNT Y 1DL@ NZANS A CNTS TDLYE
ADR LPACMNT 5 Tdl® BC LD ;
CNTd STATE HolP (1) .

v

M IO1E IDLd TRANS MINOL SIS

CNTH IO DY ED v -tolg DeY (NC

Go THROUGH DLY KD/DPdaTeE oViLE
AS SPecirien IN THe TN TXANS

FLow CHARTS _

INCRLMEN T 1D MeEXT MINOZ SIATE

CUTY GD ST CLiK ¢ DA BC RD

TIPS BC RD ‘L

TONSFER TDId BC — ABC REL

CNTL APR @:3 +DPSH (FAM ADR = Zg )
CnTy BE RDACLT 4 GDSHPCLK S

CRT L ABE LOAD

\

INCREMENT D NEXT MINOR STATE

VT 4 6D STCLK  CNT 4 TDLg BC ADD

g

$H 2 oY

SHEET 4 ofF 4

D 2-17




SH | oF 4
i@ BC ADD

£ s# lor 4

1014 BC RP

INC BC WV ABL REG BY 41

cVT 1 AnC INC

CNTL BC INEA CNT 4 S0 W CLK

'

INCIREMENT TD NEXT MINOR STATE

ANT LD FOR NELW BYTE COUNT .
te LS 'T"BIT SeT, tNT 1]
ForR NEwW ADDEESS.

CuT 4 GD STCLK! fwtT H T BLINC

L0 BC INC l

TRANS¥ e UPONTED BC —» RAM Phy

CNT L AR Z:2 -+ DPSY (AN D= Gg)
QT L EL IDEE ACNT Y GD WE CLE !
CAoTL WR PLS.

CNTL ™DLP DDNE <et” ! DPSS 1d TDID
NoRm TeRm(\) ' DPSE \0 INTEL ACT,
CNTL TDLD DONE SETA DPS5 D10

T %t DPS5 V| Tol@d NOKM TEEM
DPs5S (I INT,

'

INCREMERLT TD DEXT MINOR StATE

CuTY GDST CLE { CNTH ToL®D ADRKD

DL ADR RD l.
TRANSFER TDLd ADR — ABC REG

CNTL ADR B:% w DPsH (R ABR=1Fs )
CuT YL ADR ROA CNTH GDSUFCLE ¢
tvT L A_@c LOAD

'

INCZEMEVT D NEXT MINOR STaTE
CNTY 6DsTClK: CuTY TDI® FL We

s zofFd

Tol g TrRANS

[0 INT .\
OPERATION

AND BK
oW

| RE ENTEA

MASOR STA¥
LYW

SHEET 2 ofF 4

D 2-2&



sH zor Y

T™oLP 7L wa

WORD TRANSFER

INFTIATE. NPR TEANSFER. FOR. DYTA WolD,

13 FL WL MivoR STATE MAINTAINED
UNTIL NPR TeANSEER LOMPLeTE '
UUS C LINES ENCODED AT,

CnTH DLE FLWR Y (VT Y NPR RER S
CNT U REQ % CNT H Tud CLK(D

CNTL ADR @3 = DPSY (RAM AR = 129)

B

“ ppP-11 | 15 g¢ |
RAM 12 15 29 |
KLlg | 20 35 |
_B-Y—T‘E ;;ANEEER—il—A-DR:JDD__ T
PDP-11 | 15 8|7 g |
RAM-12 [ [ 7 0 |
KLlg | [28 35 |
"BYTE TRANSFER 11 ADR=EVEN
PDP-11 | 15 8|7 g1
RAM 12 | [7 ¢ |
Krlg | 128 35 |

TOLP LODRD MODE SeT VP
TRAVSFEL. DPSL DATA 1S 0P —b RAM 124

UBUS DIS.gb + DPSE IS p@ -» DPSH SW
|S!p¢ + DPsSl TN \S:¢d

TD4P_BYTE moDC/EVEN) ADR. SET P

TROWSFLR. DPSL DATA 7@ - RAN (22(7: @)

UBUS B7:6D » DPSle DO 7. 3@ - DPSH S
@7 > DPSL ING7:88

104¢ BYIE moDE L, ODD ADR, S E1 U+

TRANSFER. DPSL DA 15: 8> Ram 123(7: )

LBUS IS/8 -» DPSL DIS!08 + pPSY SW

\5:08 -» bpsL tN G708

INCREMENMT TOLD ADR IN ABC BY +1

CNTZ NPG BESY ) CNT L ABC INC

st Hord

Toug

TRANS SHeer 3or Y

D&-21



INCRENMENT 1D NEXT MWDK &TATE

TNt L Buscomf: CNTH INH CLK (@)
CNTH &D sT CLK'CNTH TOLla E -8UuF
FiLL

DL E-EUF ﬂul

TRANSFER RAM DOTRH —+ E BUFFER. ,

BY 4L IF WORD MopgE

INCRENMENT TDLd ADR IN ALC KEG

DPSY DIS:dP —» DPS2Z ELUF 20:35
ONT G TDLG BY1E mODE (B)ACVT 4
1old E-8UF FILL I CNT L ALL INC

s YorYy

I

INCREMENT 1D ek MINDR STATE

CAH Y GPSTCLE ! TDLY £-6 LEQ

bosenen

DIb -6 LER VL

TEASTER UPDATZD YD1G ADR In ALC
RE& —» RAM | @y

CUTL ADR 8.3 —=ppsd (eamAne =By
CNTL an@ WRACNTY &D WK (LK &
CNT L WR PLS

I

ANt KLL1@ b TLANSFER DOTA ,

UNTIL E BUS DIRLOGVE COMOLETE

4O E-B2ERQ MINOL S1ATE MNAINTAINED

cNA Y 41D E B EEQANAIVT L BUS
come : cuTd INH CLE(D).

MY told E-6 RER © CUTH TRANS REQ -

RE envtez
MAdor STAH
FLow




BR
OPEATION

7

D1E CHECKS TOR BLS AVAILABILITY

ASSERT BR onN UNIBUDS

PPSS 1INT/INTZ LL INT

—INT L BBSY IN A — INTL S5 IN'
INT 2 BUS AVAILAGLE

I

UBUsS BR

UNIBUS DELAY

I

DTE ASSERAS BRBUSY AND INITIATES
INTerRUPT < I

b INT 2 PG PesY I ONTE BG BESY )
UBUusS INTE ) |

DTE RECIEVES BG AND ENALLES
100 NS DELAY '

— INTL UN s IN A INTZ BUS AVAIL S
INTL BG BBSY S INTL wesSY ouf!
ypus BoUsY '

UBUS BIN tNTL UN B& IN

UPSE LTINTA INTZ UNB&INY
INT 2. B&SING

INT L UNB&IN: Euamie DLY

g EVMOLLS VECTOR. Adr -
VUIiAUS bofa LiNes ) DlofS SACK

Y .
100 NS DeLAY

INT2Z B8G BDBSY ! NECATDR AV —»
CNTZ UNMIX GR 0L - UDBUS
D8 &L

INTZ PG 865Y . INTZ U6 SAcK#)

DTE QSSLR1S SACK ON UNig)sS

:

INIBS DaL Ay

S

INT2 B6DPLYAINT Z BG6 SYNC
INT2Z BG SALK £ INTL SACK 0UTY
JBUS sack

Il sewns SSYN AND (AvseS P1Z
1 RELENSE PUS . TUE (| WILL
DROF SSYN WHEN THE DTE
Deors INTRL

Kom u

Il DROPS Bl

®

pWo DTE-

UBuS S5YNIN 7 INTL SSYNIN
INT Z Ble (LR S — INTL BUS
AAILABLE © — INT2Z Bl BBSY.
-Upus INTR

1 Timeout|
2 REMKD

(I EXECUTES
INT ROUTIVE
e RN
4D CALLING
Low

FIGURE 3, BR REQUELT OPELANON SH Llor L

D Z2-23



NPR.
OPERAAT IoN

0O

DIE CUKLKS TDR 2US AUAILABILITY

ASSERT NFR ON UNIBUS

CNT Y REA : VRS NPR A

'

UMOUS QELAY

]

"|-INTL BB5Y TN A =INTL SSYN IN:

INT2Z BUS aValLasle

'

N1 RECCWES NPG& AND BuAamlés
ioo NS DeLay

DTT ASSERTS B BUSY, EvAmlEs ABL
REG d ADR LINES, TF DI
mAuS ENALLES RAN -~ DAY
L»ucs Envpce CPiCL as BEQRD .
ENABLE NPR CLock Pl L CYCLE

UBUS MP& A INT L UN NPG TN
INTL UN NPGIANACNTY RED
INT2 NPG SYNC

INTL UN ale 4 INITiafES DLY

r

100 NS DLY

¥

—{HTL UV NPEINAINT2 BUS
AVAILABLE . INT2Z NPG BBSY ¢
INTL BBSY OUT: VBUS BBUSY.

INTZ NPG BBSY I DPSL AL (5] w—»
uBLS Al &

TNTZ NPG B, 0PST aRI17; IGv-b
UBus AL7: I

Av1 2 NP6 206! ANE 2 NPk CLK

D1E ASS5CR1S SACK DN UNIBYS

INTZ NPE SYNC A INTZ NPGDLY!
INTZ NPG& SACK 4 INT L SACK ouT”
IBUsS Sack

e

150NS DLY

v

T sewds MSYN - waits Fok
SLIVE LESPD 0SE

INT2Z NPRSTART ¢ INTL SeND MSYA;

Il PRoPS NPG

@9»10;?’

oo STE
FIGURE Y, NPR OPEATION SPEET JoF 2—-
D 2-2¢«

UzUs MsSYN

UNIBUS DELAY

I MEMORY OPELATON COMPLLTE
WHEWER. 1)L @ SR DIV THANS
IF D10, DN 1S ON VhBUS .

Il Séups SLAVE SYNC

D1e Genvewnres MPR CLKS

JBUS SSYN L INTL SSYV uA
ANT ZNPLSIART | INT 2. SELELT

SOYM A INT2 IDU FlLe &P )
— INT2Z CLR >IN

SH ZoFZ-




v

) WITATE PAM wR CYCLE

INTZ MPR START A\ WNTZ NFER CLK .
INT 2. WR PaMm,

CNT 4 THhod TRANS A ANT 2 W AAm )
CNT AL WR LS

CNTL DR &:% - ppsd(7am Ane=125)

[

S0 NE oLY

}

T ENAGLE CLEAR CYCLE L

KEMDVE MASTEL SYNCLTDLS)
REMOVE BBUSY 16 -DII TRANS

INTL Wi RONA 20T 2 NPR (LK Y
INT L clenk CNELeE L

Inut2e CLE CYLLEL A WT 2 DI
ant12 CLR EBSY

dut CLEcVCLeE L 1 ANT2 CLR

ﬂLéﬁD;

MSYN

Y

v

P R

ENALLE CcLr CYere 2o
Remove meusy (Told 1aaNS)

GELELTT Bus ComP T RESYNC

cLK (CLR INH CcLdeK PLoP)

¥

e evm

AL LING N
W=l

NPR OrAATIdON  SHéET Z2oe Z-

D »-25




DPSS 1D INTER A(_;(

v

nrgs LB INTEL ALT

CAUseD BY
ANT H TeAms Rel CovSED BY 1)30955 \&ﬂm ERRTERM
_ 2)Dp55 19 TDUL NDRIY TERM
1Y cnid Dex ADRZ A-DIAG KLID L T e g

4) V55 RER 10 tnr
)Y DPSS 10 1D I ERR TERMN

v

D CNTY DI E-B RER
3) cn1 Y il I/o FUNC

‘i ENABLE PRE-SELECTED
EWABLE PTO LINE PRIp21T LING (PT1-7).
cuit 1eaNs ReG. 7 E6US PI0Y DPS5 16 IVER ALT A—CT 3
: DIAG 16/1L  ENABLE PI
Jz | LINE SPECIFIED BY £nPT.
E BUS DELAY J,

PT SYSTEM SE€LLCTS DEVICES PL SNHEM <SeLecTs Devices

Own :tu—reruwr’vw& CHAN ON TINTERRIPAING ¢ #hW)

EBUS 0SS0 0= @ £ BUS CS O1.:Dl = ChAN # OF INT |

EAUS FOZ b2 = 4 E BUS Fodis2 = Yy
| E Bus PLmManD

E BUS DEmaND

v

DTE SENDS PHVS CONTEDLLER ¥
1D PI SYsEM VIA £ £US

ONT 7 PT SEQUED A CNT 7 SCcLPILEV!
CNNT o SEND CoNTRDL. . GeEvelnes

€ BUS Dos (opes2)

A SH 2o 3

Fiune 5, KLLIP TINTERAUPT  SHEET 106D
D 2-2¢



@9(—}&0!’3

="F m5 bLY

T

PL SYSTEM Sr2oees DNla LINES,
CRIVRITY EnCoDes THE PUYS
ONTRoLLER B OF HIGHEST PRI

E S CS 0203+ Ly

E RS CS 04136 = AN B(d=7)
EAUS FOD' 225y

E 6US VEMAND

;

DIC DELDDES FEP:pd AS PL ADRIN
SET VP D XFEL APT wWORD -»

£ UK., [END £RIS KN TD
becelecr Diee

ST 7 L PILEVACOT 7P
ADR IN A CNT 7 PHY NO,SEL’

CutTl E-BUS SEND DP ¢ (MG
ACK 5 £ BUS ACKN

CNt (& € 6o SEND 0P, CNT b TAANS!
E BUS XFER (LS E2DK APE wM] IS ON

EBUS) APL (0ORD S ASSEMMALED |N
o IME _EEVFTER.

APT FCN
ENCODED DYTE
TRANSFEL AND
'& = J— ;

v

MICRO-coDe

Y
¥oN AND

Ry "

DAE Now Hos
bATA ON EBUS
2P*3%5 = woRp
28359 BY1E

Sh2orDd

TOI0 TNTE COUNT
REQVIRED . EBDX
SUPPLIES COUNT

AT SoME LAER

TIME VSING
DATAO,

—

DTE ReSYNCS
CLKS AND INCEL-
mew TS 1D TE
NEXT MAJIDA.
State.,

CvTY TDLG WANCA
CMNT b TDPSENT
CNT 0 2US Sel Y

'

KLip wTeriRurT  speeT 20632

£B0Y ASSEALTS
DemAND TV
STHORE DAThA

- AR

D A-27

RE - EMTER
MANOR ST TE
PLOw




SH 20F S

Velosr

APT WOKD COUTAING:
FCN = 53' (DEP)
G =@ or L
15-35 = Der wDL

EN CNTO BUS SELZ,Y, A
™ GATE AL WoRD + 2 AUS

l

DTE ReSW(Cs CLucks ) ST
THRY MINIR CTRIES WP, wbz,
AND WDI 1D ASSEMBLE Der
T LI WORD 1N & -BUE VAN
Ran. D12 <€1% f SewuT,

I

N S 2orl
C

| xXamile

APt WOKD (OV1ANS
e = Ar (GKP!M\
Q= ¢ or L
[53-35= TXAMING ADL

EN C1L L BUS CEL A2 Y TD
Gode APT WokD — £ &S

v

MICRO oDE USES FeN or H 1D
DIsPATTH T DTE DATAD MICRO
INST, Eeox Wil Asert”
DATRO WITH DEMAMND AND
20 BIT EXAMINE WIHRD ot

E£&Ls
!

MICD Cope DD o COF 5
4D DISeaTH TD D1E DATAX
MICLD (ST, € 40X NDW
AKLIS FObidZ = DATAT WITH
Cewmnado ,

DTE LoAYS £6US DAL + z'zu,’/ﬂéé, _
AND EESYNCS Clbde S 8V
CLEAUNG CnT Y TINH CLK

!

[RETVEN 1D |
Examing

DTE DEWDED PatThat mND EH1es
Dotey Fllom € e =P E2J)S
T Be Loabed =+ AR or LEAOX

orau A

CNT I DATAZACNT 4 DEX A
CNTL IDP SENT . COTR
BUS <EL A, X,Y,Z,

A

DTE RESYMCS CLOckS AVD INCRE -
MEVIS TD NEXT MNMAMMR STNTE

sy 2oF3
TOH XFLIL
DATA
XFER sc“‘i REQR
2
QFIez(;’gz -5}'52 E BOX SUPPLIES
miCeo coot | : Néw BC ATLHTER
FeteHes DaTA | TIME USIvG DATAO,
pD ADSELTS p DTE RE SYNCS
PEMAND CLOCKS,
[ ec enviere |
me:%l
1’ for
Lo
~

KLLg TNTERWPT SKHEET 30F e

D z-2¢



RN

. eevs pSBF:Fh

Hdns Lmy) ©5 39/ &€ B

-2 g

ST T

AN

.\\

DTE CONTROL MB553

. DIAGEN

C

Qo3 DlAGCLe

MCwW—2C

NS

DTE DIAGNOSTIC RUS

ke v usps 915.,@. N
7
F/F's
PR E gus REMOVE DS STATUS i< |, uBUs DT
DiA&-Com ST ,'.. F.!E | ““<1L UsvsS Doy
_ 4 |
S ’\
A .
| - prReee . ED,— Ec;”f :f . UBUS DOZ
€ BUS DIAG STROBE ,'W‘?  SEND. UBUS o3
| Loelc € _';-‘;,fg-_-\j ,_UBUS DB5
L el |
corZ DIAGL ST

!



a——

ANLRE ARE 5 WAYS TD VSE
E DIAGNOSTIL wJS.
TEN_ARE |

DDAk CPL STATUS ReAD

®DIA6‘ CPU sTATUS READ

DInG FuNcTiDN CULY

DIAG PUNCTION wiTh

3 bIT DATA XFek.
R —» KL1®

' s 2 or3
b)Y =% PP -1 /b '

@ lmae FUNC ouLY

MHE POP-1I/40 LOADS DIAG L

WITH THE DESIRED TUNCTIDN )
VBUS 1539 » DS B0.Bl ) AND
JBVS Do = L (DiaG commAnD

S1ARTY) . poT=L Camwmuf@

i

THE ENCODED #UNCTIDN 1 PLACED
ON THE £ tJS DS LINES, .

E 6uS DIAL SO B 1S THEN
ASSETED 1D INDICATE (RAA
THE DS LINCS AL s1AaLL
AND HE INDICATED FUNMCTION
SupULi B& PéerkormED.

Cur s DAL DS @di@L-» E BUS
DS &d bl { BT B7 =L )
CMT3 DIAG Com STALT (NA
CNTT WRCLK Y. et SYNCL)
cut 3 symwe (VA evT 7 wReLEl):
OMNT % SIROEE 'V S € 8US DiInG

STRobE
v

v .

PDP-11/4b DOES A LOAD RELISTEA
OPEATIDN D DIAE L wiTH:

Veus bd? =ﬁ=-£:€us REmne S1ATIS
ALL oTHER. UBUS D BITS = @

DPSL ADRMII o CNTL SelL. DAzl
CNTL Diatr\ STRG | ENABLE UBUS
DATA - DIAL L REE (et 2D

v

AETER InSeC 5 POP. Il cAN READ LINCS i
beirn ‘A DIAG REG L READ op (DATT > VIAGL)
w ENALLE BASIC CPOTATVS - VNIBLS

PISL9, STV BITS AKE S

LLend DIAG BEG L AND DeoP
SHOLE

CN1 S 5TeoréWUI A CNT 7 W CLEU )Y
CNT 3 Dial CLR.(1) ) CLRS DinG @46 L

W13 Dbk Com stoeT (@) ! tur2
STYROBE (2

DS. UGS P VeAGE (1)
0w 15 g T
g1 14 g ( NOT
g2 13 g | used
g3 12 o |
g4 1 KL CLK ERROR STOP
@5 I& KL RUN F/F
de 9 HALT — MCODE LS
e IN_HALY LooP
T11 ratiian|
Can EVALUARE
botrt
v
DIaG CLR 1S DaofrPed AT
Wl CLE 4L
ONT T WR CLK 4] 4 CVT 3 DIAL OLEld)
v

DIAG-
FunCcrTon
1D £X

By KL ‘.

DTZ—/D{A GNOSTIC BYS DPEAATOR Sheer Lo

D 2-3z



_DATA O KLLY

&Y vaTA From KLLD

vD0-1L LOADG DIAG REL L WITW HE
DING PUNC , DIAE KLLE (VRS DB3),
AN DING Comin START (Unys D) -

POP-11/40 muST LOAD DEX WD,
2 AND 3 > RAM. WITh 36 BIT

WORD.

LL Véus Dz =10 rf

D1Z S FoRleD 1D Lock T Dex
MAIOR STATE ALD EXAMING -

CNT 2 DInG SENDBIA CvT 3 DinG kKLis!
CNT S DIAG EXAM

1)1 5 Pl EXAMNA (NT 7 STATR CLEAZ A
CNT 2 SYNCO) (1 0NT S DEFD)

CNT 5 DéEX START (1)

CT U LEXA CNTS DEXSTART = LOLK
It Véx madold €iANVE

Pof l/do SEFTS DIAG KLL® INDIAGL

DPSL ADR 411 . (NTZ SeEL DIAGL
CNTZ DiaG 15125

CNTD UN DAT @3N CNT2 DIAGrL
ST . CNT3 DIAG KLLd (1)

PD7 11 /40 IMMIATES A TEPOS IT DAAATN

——ed

Deskb ADR il : CN12 <L ADR2Z A
CNTZ DATD | CNT 5 DEX STaLT (1)

j!

THE DIAl FUNC 1S BLCEWED AND DEOND
BY ™e KLLD . Tt RERKSTLD DATA
1S P oM THE £BDS

!

THE Déx MINOR STAIES AME NOT RELD
AID ND ANT 1S GENCHATED » KLLd

¥ .

DT LolkS IN D nALoK STATE .

THE MNOR SAATES e unT WelD
AS USUAL. ATTEE NDEX ADK in FOR-
RIS ComP AS A INTeAIPT 1S
LENELRTED AND AN APT (02D
5 MY SENT -

)

WwrHén Pine smm s»rm-k ('_LL--/*'LS/ 01217
KERQUEST ED DATA wit Bé€ N

ROV LOCANONS Dex #D L, WP2, WDZ.,

CNTY DEXUY A CNT & DEF sTART
CNT 4 STAME BolP (1)) LOCK DEX.
CuT H DEX ADR L /\.—CHN13 DING

KL (@) ' NO INT VIA TANS e
AND NO CLK YRR IEIT

-

1 Proeilan
GLES 1kr PN
AND P 1INES
DATA -

DTe /DinernosTC BUS OF

THE 3 Bi1T wortD 1S LoArpeD TO
THe EBUFFEre DU ING M (N0 A

HATES PEX WP L JwD2 [P

SH> o3

sneeT2 of 2

D 2-3]



DEX MINOK sTATE sﬁz:ﬂs 1D

DEX ODNEAND BESETS THE
X START FlLOP

CHAU DEX DONE! CNTS DEX START &

v

THE PDP LODPING PrOGLAM SE£S
ME DPEX DONE STATUS AND LoADS
DIAG L wink THE  FOLLOWIN G5 51
D DIAk Tune on UNIBUS D19:09 -~ ¢
( WHELE 1D STORE DATAY ]

2) sér DAt KLio (veys D¥3)
3) DIAG send (uUBvs DBS2)

) Dat commsTarT (UBUS DBB)

5)uBes Dg7=)

b

THE E £0S DS LINES = DIAG FUNC,
THE EBIE IS EnbLED) —» € BUS
I TUe Dinle PUNC [SSAOGED TD
™Me KLLG VIA DIAE STROLE -

CNT 2 DIAG KLIB A CvT 3 DIAL- SENP !
CNThL BUS SEL A X, Y, 2.

!

DIAG REG L CLenrS ITSEL= AT
onne cre Time (ent3\ AuD Theié -
N compPlETES THE OPENANVN

e

D‘ré/DlA&Nom’lc BUS Of  SHéEeT For= 3

D &-32



1=DIAG COMMAND IN PROGRESS

(DIAG COMM START)
NOT USED (@)

REPRESE&TS VECTOR INT ADR BITS 4 e
1=DTE,IS IN 10/11 DIAG MODEmmmmn
1=M330R STATE=T011 TRANS

1=MAJOR STATE=TOLl0 TRANSwmws

1=MAJOR STATE=DE X wewm

1=KL RUN F/F=1 1=HALT .
(1) -

1=KL CLK ] CODE IS

ERROR STOP o IN HALT
LOOP g

N A o

DS | DS |Ds |Ds|Ds | DS | Ds | DEX|Tolg| To1ll pIac
29 | 81 | @2 |p3(04 | 85 | g6 ’ -] 1o/11

'quau4%? 15 | 14 1312011 |19 | go| g8 |97 g5 | pa|g3

g2

29

N— _J

D ]
o

KL1g# DIAG FUNCTION

REMOVE STATUS=1 CAUSES KL TO
'STOP SENDING STATUS ON THE DS
LINES SO THAT A LOOP BACK TEST

CAN BE PERFORMED ON THE DS LINES

1=SET DIAG 10/11 MODE~
1=GEN SINGLE CLK CYCLE -
IF 10/11 MODE

1=DIAG KL1g

(SEND DATA) 1=DIAG SEND

l=DIAG COM START =~

|~ Pe——
[

FIGURE 1 - DIAGNOSTIC WORD 1

D2-3  DJE€ /-2 2/

O > m =o

mMm 4 = o =



[~ INDICATES CURRENT RAM ADDRESS
P
A ' :
. N )
RAM|RAM|RAM |RAM DTE \
ADR|{ADR|ADR |ADR UNUSED 4 MINOR STATE COUNT g
. CLR
3 21 |pg
IBUS% 15 (14 113 (12 |11—@7 | g6 | g5 | ga g1 | gg
P /] g g

1=EMULATES

A BUS COMP
CONDITION TO
ALLOW THE

RELEASE OF

THE GATED CLOCKS.

1=DTE CLEAR-——_J

LOAD THIS
VALUE TO

THE MINOR
STATE BINARY
COUNTER

FIGURE 2 DIAG WORD 2

bTE 1-317
D 2-34

O ™ m o

mMm - — v =



UNIBUS %

INDICATES CONDITION OF THE

peeeee CNT1 SWAP SEL LT SIGNAL

15

14

RESERVED FOR UNIBUS PARITY

g1

TOlg
MODE

29

INDICATES BYTE OR WORD
MODE FOR TOlf XFERS, —
1l = BYTE MODE
g = WORD MODE

FIGURE 3 DIAG WORD 3

D2-35

DT E//=32,1¢




9¢-¢ ( ‘
Q40M SNLYLS # Fnold

A

T o b D =

“ter-/3/d

SET TOLf NORM TERM STATUS (DIAG ONLY) Bl TO1¢ BC WENT TO § OR PDP-11 SET STATUS BIT
[
CLR TOl§ NORMAL TERM STATUS .. .| ® —" \
e
w TO1$ ERROR TERMINATION CAUSED BY: 1. NPR UNIBUS P.ERR
SET TO1§ ERR TERM (DIAGONALLY) o 2. PDP-11 MEM P.ERR 3. UNIBUS TIMEOUT DURING TOlf XFER
CLR TOlf ERR TERM o i |~ RAM DATA OUT = g's (DTE MUST BE SINGLE STEPPED DIAG
ONLY)
SET 1¢ REQ'S 11 INT STATUS - THIS CAUSES B L—1p s REQUESTED AN 11 DOORBELL INT.
VECTOR INT TO 11 (11's DOORBELL) . : :
=
CLR 1f REQ'S 11 INT STATUS (EN MORE DB'S) w« |
(11 ANSWERS DOORBELL) . DEXWORD 1 - (SINGLE STEPPED DIAG ONLY)
CLR 11 MEM PAR ERR FLAG ® |11 vEm PaR ERR ON DATA FETCH FOR TOlg XFER
SET REQ 1f INT STATUS - CAUSES VECTOR INT b 11 HAS REQUESTED A TOlf DB AND 1§ HAS NOT YET CLR'D
TO EPT LOC 142 8*N (11 RINGS 1ffs DOORBELL) THIS BIT
SET TO1l NORMAL TERM FLAG (DIAG ONLY) S | — 7TOl1 BC = ¢, XFER STOPPED ON NULL CHAR. OR 11 PROGRAM
4 SET 11 DONE STATUS
CLR TOll NORM TERM FIAG ® |— EBUF SELECT (SIN STEPPED DIAG ONLY)
ENABLE DTE TO GEN TOll BR REQ'S o |— NULL sTop R
CLR EBUS P.ERR'S Q— EBUS P.ERR E
DISABLE DTE FROM GEN BR REQ'S S |— 1 = RESTRICTED MODE A
SET EBUS PARITY ERR S |— DEX pone D f\
SET, TO11 ERR TERM (DIAG ONLY) w |— TOll BYTE ERR TERMINATION
[un
CLR TOll ERR TERM FLAG S |— DTE IS ENABLED TO GEN BR REQ'S




JASTAN|

S1VW404 INOD “ONOJ OTTY ‘S JWN9I4

1¢ HAS REQUESTED DB INT

KL-10 CONO, CONI FORMATS

TO1ll NORMAL COMP (BYTE CNT=§) ——
, \

TO1ll NORMAL COMP "1° BIT
WAS SET (BYTE CONT=@, OR

NULL CHAR)

ERR OCCURRED ON ——u

- 11 MEM PARITY OR UBUS
TIMEOUT OCCURRED

~\

— DTE PI@ ENABLED

AND 11 HASN'T CLR'D IT TO1l XFER
11 PWR FATL 11 12 DB — CURRENT PI
CHAN ASSIGN-
? z ’ e y
T011l|CLR |SET T010 | TO11 T011 |TO1g |TOLP :
g's ¢ |p11} pB |R-11|r-11 | #§ | DB |ERR NORM [NORM| ERR |[PIg PI CHAN#
COMP |comp
§———19/20 J21 | 22 |23 | 24 | 25] 26 |27 |28 | 29 30 | 31 {32 |33 35
MBZ ‘ MBZ l LOAD THIS PI —I
MBZ CLR THE TOll mcmmm ﬁgécn-
NORM AND ERR BIT 31 = 1
CAUSES DB INT TERMINATE :
: FLAG. CLR PI
_ CLR RELOAD 11 REQ.

SET RELOAD 11

CLR THE 11 REQ 14 INT. FLAG

CLR TOl NORM TERM —J
AND ERR TERM FLAG.
CLR PI REQ.

PI LOAD EN.

= o o
>z 2L

f

i



uu’Sw_ PAtgif_:(((» H

orsd PARRITIO? H

(;mto e ey, €S PA2ITY L

’ .'D6 5]
cnd CoNSTCIR—g  74H 74 o 5.
PAR GEN PAR GEN 4
s 14108 5 3 164 cn12 PARcIK—
_ IN EVEN ouf in EVEN ovr]
¢ 4y 00D outle 4ln ot oufl@ Dpsu_Padity 000 H
DPsH DAIA 15 pPsY DAIA 07
1Y — 06—
3 — 65—
12— o4
B i
0% — o;:
08 — 00—
MmRO=L

- DA vicates §

8-Z d

£E0S PARTTY L.

PS5 |l Toil ERR TERMAIY L

4_{\/\ DPS 2L €8s PAR W

CMT 3 DEMAD | CNTZ PAR STRORE W
CN1hb SPDATAD H

pPS 5 1 nieRKUPT EN

INSTY T

M do

>

o 6nw&cu<H—D’—“

cny 100 ADRINC L

CNT5 DEPO) H
n DT DIAE KLIOH
CMTY DEX DONEM

@‘—D° CNTZ EBUS szmcmser@

CuTZ EBUS PARITY EQR SET H@

TUTERRVPT I VIA RR

DPsS i INT L

79106 P—

1011 1RANS CMTL 1D ERRSET L.
© 1

| PPS5 1o Toll ERR TERMLIL ®_1>¢,_ PPS5 1OINER ACT L ?

INTERRUPT KLIZ
Vih P1 -7

PPS 5 E£RuUS PARITY ERRDR.UYH

74106

®

EBUS FAR Y LOGI D

L TO UBVUS MIXER AS Bit 4 oM
THE UNIBUS TD INIDI(ATZ TD

EREOR STAIIS .- .



The.DTE will qeneréte and check parity on
deposit examine data and byte string data. It
will not generate parity for CONI's to the DTE
and will.not detect parity for CONO's or
DATAO's for the DTE. The parity will be odd

parity.

When a parity error occurs, the bad data is
in the RAM and can be retrieved by the 11/49

for error reporting.

Turn to Figure 1, E-Bus parity logic. This
figure will be used to help describe the

generation and detection of E-Bus parity.

First, the parity generation. The parity
will be generated for 36 bits‘in a deposit
operation and for 16 bits in a TOl@ transfer.
If the TOl@ transfer specifies byte mode, the
parity generation is on 16 bits, therefore

to insure correct parity on the ﬁransmitted
byte, the other 8 bits in the TOl@ data RAM

location must equal g's.

On Figure 1, locate the two 74180 parity
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generation chips.

The data input to the chips is the 16 bit RAM
output. Therefore, to generate parity for a
36 bit deposit operation, the parity is
accumulated each time a DEX word is read from
the RAM and placed into the E-Buffer. It is
important to note that the unused Io?‘h in DEX
'
Word 1 must be zeroed or bad parity could
occur. For TOl@ byte transfers, the parity

is generated at the time the byte or word is

loaded to the E~Buffer to be transmitted.

Assume a 16 bit transfer is going to take
place and the word to be transferred is being
read from the RAM to the E-Buffer. The RAM
data is also felt by those two parity chips.
Also, assume for simplicity, the 16 bits are
all zeroes or even parity. Therefore all
inputs, 15 through @@ will be low to the chips.|
Pins 3 and 4 on the chips will also help

, These -
determine the chip output. A Signals come {rom

the parity flip flop to the right of the parity

chips. This parity flip flop is forced to a

-ﬂ-—conditm_a&_each_mntrm;{_qgn_m_clﬁ:_,
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time. This is generated each time a major
state toggles. Therefore, the parity flip
flop will aiways start in the @ condition.

That makes output 5 low and output 6 high.

Following the signals back again to the left-
most parity chip,‘this allows the in Even |
signal at pin 3 to be high. With even data
on 15 through @8 and the in even signal high,
the chip will oﬁﬁput.a high on pin 5 and a
low on pin 6. With even data on 7 through g
of the next parity chip and its in EVEN high,
pin 6 of this chip will be asserted low. This
low is presented to the D input of the parity
flip flop. When it'é clocked with control 2
parity clock, the flip flop will remain at a
# condition. This flip flop will now be used
to generate the odd parity bit to the E-Bus.
Follow pin 5 of the flip flop to the left and
‘down to an "an f gate. This is at a low levell.
When contrbl 6 Sbs select Y is generated to
gate the data to the E-Bus it will also be

asserﬁed low to this "and" gate. The high

from this "and" gate is passed inverted to the
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E~-Bus as E-Bus parity L.and thereby asserts the

odd parity for the even data just sent out.

In the case of a 36 bit deposit operation,
control 6 bus gg! Y is not generated until the
entire 36 bit word.has been packed to the
E-Buffer from the RAM. Therefore, the parity
bit genefation is an accumulative process
between the parity flip flop and the parity
chips. The parity flip flop will be clocked
with the parity chips output each time a DEX
word is read fromithe RAM to the E-Buffer.
After the 3 DEX words are read from the RAM,
the bus select Y signal will allow the accu-
mulated parity bit to be transmitted along

with the data.

The E-Bus parity line will be asserted low to

represent a 1 condition for the parity bit.

At this time, you should stop the tape and
review the parity generation sequence. It may
be helpful to you to associate Figure 1 with
the parity logic in the prints. So stop the

tape and do this.
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Let's take a look at the logic used in parity
detection. Again, we'll assume a condition.
Assume a Toil transfer is taking place, word
mode is present, and the 16 biﬁs contain an
even number of 1l's - thereby making the E-Bus

parity bit active to force odd parity.

On Figure 1, the E-Bus parity line will be
asserted low, representing the active parity
bit. This is inverted high and gated to the
parity flip flop at demand and special DATAO
time. Pin'4 of the parity flip flop, the
Fresef’ pin, is asserted lqw. This forces the
flip flop to the ones condition and therefore
"captures" the parity bit from the E-Bus.

When the l6bbits of data is written to the RAM
from the E-Buffer, the RAM outputs will reflect
the RAM .inputs, therefore the data being
written can be felt at the parity chips.
Assume data lines 15 through 8 contain an even
number of ones. Pin 3 on this chip is low and
pin 4 is high, reflecting the parity flip flop
outputs. Therefore, with the in odd line

active and even data on the data lines, the
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leftmost parity chip with assert pin 6 at a
high level. Assuming bits 7 through zero are
even, the high level on this chip at pin 4 will
force the chip to assert its pin 6 at a high
level. The DPS4 parity odd signal being high
when clocked into the parity flip flop will
force the flip flop to a 1's condition, making
Pin 6 low and 5 high. Follow pin 6 to the
right from the flip‘flop. If a parity error
occured pin 6 would be high. In our case, the
odd parity was Eomputed correctly making pin 6
low. Let's assume that the parity was in-
correct and pin 6 was asserted high at gated
‘write clock time, making the "and" gate. The
"and" gate just before connection A will
propagate the parity error signal for two
different operations as can be seen by the
inputs on the "or" gate here. One of the
times is at TOll minor state ADR increment.
This is the last thing to occur for a TOll
transfer. The other condition for propagating
the parity error is atvDEx done time for an

examine not occurring in KL1g diagnostic mode.

Theres g ; ing at &
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completion of a TOll trans or examine operation
if the DPS 4 parity flip flop is in a @ con-
dition makiﬁg pin 6 high. You should be able
to follow the rest of the sequence for
generating the appropriate interrupts 01;1 your

own.
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DTE-2¢&

1.1 INTRODUCTION .

Each central processor in a KL10 system may have from one to four PDP-11 processors attached, each
serving as a “front end” processor. Each PDP-11 is connected to the KL10 by a separate interface
called the DTE20 Counsole Processor Interface, or simply the 10-11 Interface. The following are some
of the possible front end functions:

Handling unit record equipment

Handling asynchronous communications equipment

Handling synchronous communications equipment

Providing a long term power line ‘requency clock ‘ ‘
Diagnosing the KL10 Central Processor and other functional components in the system
Running a dedicated real-time data acquisition system

Bootstrapping the KL 10 system.

N LB W

In terms of basic featurzs, the DTE20 generates parity for Deposit data and detects parity errors for
both Examine data and byte transfers over the EBus. The DTE20 connects to the PDP-11 as a stand-
ard Unibus peripheral and communicates via interrupt or device address. Up to four DTE20s may be
connected to a PDP-11. In a system consisting of four KL10 Central Processors, there may be four
PDP-11/40 processors, where each protessor can communicate with all KL10s in the system. It is
possible to have up to four DTE20s on each PDP-11 in the KL10 system, and each KL10 processor
may have 1, 2, 3, or 4 DTE20s connected to it via the EBus.

The DTE20 uses the NPR (Direct Memory Access) and BR (Vector Interrupt) features of the PDP-11.

. In addition, the DTE20 contains logic to detect PDP-11 core memory parity errors during NPR trans-
fers, provided that the memory being accessed contains the parity option (MFUI11 UP),

The DTE20 provides the fbllowing capabilities:

. Console functions at Examine and Deposit, restricted or unrestricted.

2. Doorbell function, where the PDP-11 can interrupt the KL10 Central Processor and vice
versa. :

3. High speed simultaneous two-way transfer of variable byte data between the PDP-11 and
KL 10 memory.

4.. Diagnostic bus for the PDP-11 to diagnose the KL10.
5. KL10-initiated bootstrap startup of the PDP-11 mechanism (diagnostic bus) to load the

microcode into the CRAM, execute PDP-10 instructions, and start or stop the KL 10 Cen-
tral Processor.
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The following terminology will give some perspective on the front end and its relationship to the
DTE?20.

PDP-11 Communication Region - This region consists of an area of KL10 core memory defined by the
deposit relocation and protection word in the Executive Process Table (EPT). This area is written by
the PDP-11 using protected deposits, and read by the KL10. It is used for coordination of status,
preparing for byte transfer operations, and passing limited amounts of data. Each PDP-11 in the
system has a separate communication region in the KL10 memory, which it alone can modify.

KL 10 Communication Region - This region is defined solely by the KL10 software and is separate from
the PDP-11 communication region. It can be written by the KL10, but may be read by the PDP-!1
using protected Examines. This area is used to coordinate status, prepare byte transfer operations, and
pass limited amounts of data (Figure 1-1). : ’ ‘
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THE KL1iO PAGING FACILITIES ARE INTENDED 10O SUPPORT
SOPHISTICATED OPERATING SYSTEM FEATURES, I#CLUDING IN
PARTICULAR}S

1, EFFICIENT PROGRAM WORKING SET MANAGEMENT AND DEMAND
PAGING, '

2, EXTENSIVE S8HARING OF DATA AND PROGRAMS ON A
PAGE=BY=PAGE BASIS, ‘

MUCH OF THE MECHANISM DESCRIBED HEREIN I8 IMPLEMENTED BY KL1O
MICROCODE RATHER THAN SPECIFIC HARDWARE, THE COMBINATION OF
HARDWARE AND MICROCODE WHICH IMPLEMENTS THIS SPECIFICATION WILL
BE REFERRED TO AS THE KLi0 PAGER, THE KLi0 ALSO SUPPORTS KI1O
PAGING AS A SPECTIAL MODE, KI10 PAGING IS NOT DESCRIBED IN THIS
CHAPTER, ,

THIS PAGING DESIGN ALSQO SUPPORTS THE EXTENDED ADDRESSING
FACILITIES OF THE KL10 PROCES80R, AND IT IS EXTENDABLE BEYOND
THE 32«SECTION IMPLEMENTATION OF THE KL10, THE PHYSICAL CORE
ADDRESS FIELDS SUPPURT UP TO 27 BITS (134 MILLION WQRDS) OF
PHYSICAL CORE MEMORY) THE KL10 IMPLEMENTS 22 BITS (4 MILLION
WORDS8) OF. THIS, THERE I8 ALSO AN IMPLICIT LIMIT OF 24##23 (8
MILLION) PAGES PER DISK STRUCTURE (4 BILLION WORDS),

NeB, M"CORE" IN THIS8 DISCUSSION I8 NOT MEANT 1TO SPECIFY A
TECHNOLOGY, BUT A MEMORY SYSTEM WITH ACCESS TIME AND CAPACITY
SIMILAR TO CORE,

ADDRESS SPACES

THE USER ADDRESS SPACE 18 HOMOGENEOUS AND CONSISTS OF 32 EQUAL
SECTIONS, SECTION O IS NOT TREATED IN ANY SPECIAL MANNER BY
THE PAGING FACILITIES, THE SECTION TABLE FOR THE USER ADDRESS
SPACE RESIDES IN THE UPT AND CONSISTS OF 32 SECTION POINTERS,
THE EXFC ADDRESS SPACE ALSQ CONSISTS OF 32 EQUAL SECTIONS, ITS
' SECTION TABLE RESIDES IN THE EPT AND CONSISTS OF 32 SECTION
POINTERS, THE MONITOR SOFTWARE CAN EFFECTIVELY DIVIDE THE EXEC
ADDRESS SPACE INTO PER=PROCESS AND PERsJQB AREAS THROUGH THE
USE OF INDIRECT POINTERS (SEE APPENDIX), HENCE NO SUCH DIVISION
NEED BE BUILT INTO THE PAGER, IN A MULTI=PROCESSING 8YSTEM,
EACH CPU HAS LTS OWN EPT AND HENCE IT8 OWN EXEC SECTION TABLE,

SECTION POINTERS

A TION POINTER REPRESENTS AN ENTIRE BSECTION, I,E«) A
256%E%E§3-133§E§§-'SPACE. 1T TABLE WHICH IN
TURN CONTAINS POINTERS REPRESENTING EACH PAGE OF THAT BECTION,
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THE SECTION -POINTER MAY BE JIMMEDJIATE, SHARED OR JNDIRECT
EORMATY  In ANY CASE, IT MUST _YIELD THE PHYSTCAL CORE ADDRESS

OF A PAGE COUNTAINING A PAGE TABLE,

PAGE TABLES

A_PAGE TABLE, IS A PAGE CONTAINING PAGE POINTERS FOR QNE
SECTION,  THERE ARE 512 PAGES PER SECTION AND £ACH POINTER JS
N sBIT WORD, HENCE A PAGE TABLE 1S A FULL PAGE,

STORAGE ADDRESSES (PAGE ADDRESSES)

A STORAGE ADDRESS IDENTIFIES A PAGE OF PHYSICAL STORAGE IN CNRE
OR ON SUOME OTHER MEDIUM, THE FORMAT OF THE STORAGE ADDRESS
DETERMINES ROTH THE MEDIUM AND THE ADDRESS WITHINM THAT MEDI1UM,
STORAGE ADDRESSES ARE FOUND IN PAGE POINTERS AND INM SPT ENTRIES
(BELOW), ANL ARE 24=B1T QUANTITIES,

12 17 18 22 23 5

¢-.--.---.----u--.+------o--.----.#-----.-...---.¢

! ) l l

¢-.----------.-.-.+---.O-oocnuduuc¢.--...-.----..¢

CORE PAGE NUMBER
IF 512-1780

IF BITS RS TO COK MEMORY, BITS
23m3x Al 'HE PR (Blyw22
MBZ), UNLY VIRTUAL ADDRESS KEFERENCES wHICH TKANSLATE TO

PHYSICAL COKE ADDRESSES CAN BE COMPLETED Y THE PROCESSOR,

JF BITS 12+17 ARE NOT. 0, THEN THE ADDRESS IS SOMETHING OTAER
THAN —RH¥SICAL_ CORE (E,G,, DIBK TUAL ADDRESS

L]
REFERENCE WHICH TRANSLATES TO ADDRESS CANNQT
Mp . HE PROCESSOR.,

INITIATED, THE FORWAT U
THE PAGER BEYUND THE CONVENTION THAT BILS 12=17 ARE NOT 0,

PAGE POINTERS

THERE ARE THREE TYPES OF PAGE POINTERS, IMMEDIATE, SHARED, AND
INDIRECT, THE POINTER TYPE IS ENCODED IN BITS 0«2 OF THE

PUINTER AS FOLLOWSt —e
e —— A
0 NO ACCESS 123, 345670
o S— — P., c
1 IMMEDIATE
-4
2 SHARED
- e ‘a
3 INDIRECT
—

Y7 Lussed
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4= NOT USED, RESERVED,

m— :
EACH PAGE POINTER CONTAINS ACCESS BITS WHICH DETERMINE WHAT
TYPES UOF REFERENCES MAY BE MADE TO THE PAGE, THME ACCESS BITS
ARE HANDLED IN THE SAME WAY REGARDLESS OF WHICH OF THE THREE
POIRTER TYPES 15 BEING INTERPRETED,

P (PUBLIC,BJ) IF THIS BIT I8 OFF, THE PAGE MAY ONLY BE

- ' REFERENCED BY PROGRAMS8 RUNNING IN CONCEALED OR
KERNEL MODE, SEE KI10 REFERENCE MANUAL FOR
ADDITIONAL DETAILS,

W (WRITE,B4) IF THIS BIT IS OFF, WRITE REFERENCES MAY NOT BE
- DONE TO THE PAGE,

C (CACHE,B6) IF THIS BIT IS ON, DATA IN THIS PAGE MAY BE
PLACED IN THE CACHE,

BS,7e11 . THESE BITS ARE NOT USED BY THE PAGER AND ARE
RESRVED FOR FUTURE SPECIFICATION BY DEC,

IMMED]ATE POINTER

AN IMMEDIATE POINTER CONTAINS THE PHYSICAL ADDRESS OF THE
ASSOCIATED PAGE IN BITS 12=3%, THIS POINTER TYPE IS ALSO KNOWN
AS PRIVATE SINCE THE PAGE IS PRIVATE TO THE PAGE TABLE WHICH
CONTAINS THE POINTER,

SHARED POINTER

A SHARED POINTER CONTAINS AN INDEX WHICH POINTS [INTO THE SPT
(SPECIAL/SHARED PAGES TABLE), THE ASSOCIATED SPT ENTRY THEN
CONTAINS THE PHYSICAL ADDRESS FOR THE PAGE, THE SPT ENTRY 18
FOUND AT THE PHYSICAL CORE ADDRESS GIVEN BY THE SUM UF THE SPT
BASE REGISTER AND THE SPT INDEX FROM THE SHARED POINTER, THIS
IS KNOWN A8 A SHARED POINTER BECAUSE MANY PAGE TABLES MAY
CONTAIN SHARED POINTERS TO THE SAME PHYSICAL PAGE, REGARDLESS
OF THE NUMBER OF PAGE TABLES HOLDING A PARTICULAR SHARED
POINTER, THE PHYS1CAL ADDRES8S8 IS RECORDED ONLY ONCE IN THE SPT,
HENCE THE MQNITOR MAY MOVE THE PAGE wITH ONLY ONE ADDRESS To
UPDATE,

INDIRECT POINTER

THE INDIRECT POINTER IDENTIFIES ANOTHER PAGE TABLE AND A
POINTER WITHIN THAT PAGE TABLE, IT CAUSES THE NEw POQINTER TO
BE FETCHED AND INTERPRETED, HENCE, THE INDIRECT PUINTER 18
USED TO MAKE A PAGE OF ONE ADDRESS SPACE EXACTLY EQUIVALENT T0
A PAGE OF ANOTHER ADDRESS SPACE,

THE INDIRECT POINTER IDENTIFIES THE OBJECT PAGE TABLE USING AN

7
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E THE PHYSICAL ADDRESS OF THE PAGE TARLE IS FOUND 1IN
THE ASSOCIATED SPT ENTRY JUST AS FOR A SHARED POTNTRR, THIS IS
DONE 8O THAT THE PHYSICAL ACDRESS QF A PAGE TABLE MAY BE KEPT
IN UNE PLACE AND NEED NOT BE DUPLICATED IN ANY PAGE POINTERS,
ONCE THE OBJECT PAGE TABLE HAS BEEN FOQUND (AND DETERMINED TO BE
IN CORE), THE PAGE NUMBER FIELD OF THE INDIRECT PUGTNTER IS USED
AS AN INDEX TO SELECT A NEW POINTER WORD FROM THE PAGE TABLE.
THIS NEW POINTER MAY BE OF ANY OF THE THREE PQINTER TYPES OR IT
MAY BE NO=ACCESS., THE ACCESS BITS OF THE NEW POINTER ARE
"AND"ED WITH THOSE OF THE INDIRECT POINTER, THUS ACCESS TO A
PAGE IS PROHIBITED IF ELTHER POINTER WQULD PRORIBIT IT, ThE
PAGER WILL INTERPRET INDIRECT PUINTERS TO AN ARBITRARY DEPTH
BUT MUST BE ABLE TO TERMINATE INDIRECT POINTER JNTERPRETATION
TO SERVICE A PRIORITY INTERRUPT:- IN THE CASE OF LONG INDIKECT
CHAINS OR INDIRECT LOOPS,

SPT

o

THE SPT (SPECIAL/SHARED PAGES TABLE) HOLDS PHYSICAL AUVDRESSES
FOR PAGES WHICH ARE SHARED AMONG MANY PAGE TABLES (PROCESSES)
OR WHICH ARE UBED IN SOME SPECIAL WAY, E.G,, AS PAGE TABLES, A
PAGER REGISTER (AC BLOCK &, WORD 3) HOLDS THE BASE ADORESS OF
THE SPT, THE 8PT INDEX FOUND IN POINTERS IS ADDFD TO THE SPT
BASE ADDRESS To FORM THE PHYSICAL CORE ADDRESS OF THE
ASSBOCIATED ENTRY, THE SPT ENTRY CONTAINS A PHYSICAL ADDRESS IN
BITS 12=35, BITS O0«i{1 ARE IGNORED BY THE PAGER AND ARE USED AS
A SBARE COUNT RY THE MONITOR,

CURE STATUS TABLE

bl ——

IN ORDER TO DYNAMICALLY MANAGE CORE IN A VIRTUAL MEMORY
ENVIRONMENT, IT 1S EXTREMELY IMPORTANT FOR THF MONITOR TO BKE
ABLE TO OBTAIN TJNFORMATION ABQUT THE MEMURY REFERENCES
GENERATED BY USER JOBS, THE CORE STATUS TABLE (¢ST) 1§ USED TO
RECORD AND HOLD SUCH INFORMATION,

THE BASE ADDRESS OF THE C€ST 1S HELD IN A PAGER REGISTER (AC
BLOCK 6, WORD 2), THIS 18 ADDED TO THE PHYS1CAL CORE PAGE
NUMBER FRUM A STORAGE ADDRES8S TO FORM THE ADDRESS OF THE
ASSOCIATED CST ENTRY, A CST ENTRY IS5 USED AND UPDATED IN THE
FOLLOWING MANNERY

1, FETCH THE CST ENTRY,

2, IF BITS 0e% ARE 0, THE PAGE IS 1NACCESSIBLE AND A TRAP
TO THE MONITOR IS INITIATED.

3, THE CST ENTRY I8 "AND"ED WITH A MASK BEING HELD 1IN A
PAGER REGISTER (CSTMSK, AC BLOCK 6, WORD 0),

4, THE RESULT I8 IORED WITH THE QUANTITY IN A SECOND PAGLR
REGISTER (CSTDATA, AC BLOCK 6, WORD 1),

5
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5. IF THE CURRENT VIRTUAL ADDRESS REFERENCE IS A WRITE
REFERENCE (AND THE ACCESS BITS PERMIT A WRITE), A ! IS
I0RED INTC BIT 28,

6, THE RESULT 18 STORED BACK INTO THE (ST,

THIS PRUCEDURE ALLOWS THE MONITOR TU SET CERTAIN FIELDS AND
MERGE OTHERS, TYPICALLYs ONE FIELD 18 SELECTED AS AN "AGE",
AND A VALUE PEPRESENTING TIME IS SET INTO THIS FIELD, THUS
PHYSICAL PAGES MAY BE ORDERED BY TIME OF LAST REFERENCE,
ANOTHER FIELD IS TYPICALLY USED TO RECORD WHAT PROCESSES
REFERENCE A PAGE, THIS8 IS DONE BY ASSIGNING A BIT POSITION TO
EACH ACTIVE PROCESS AND PLACING A { IN THAT BIT POSITION IN THE
PAGER DATA WORD, THUS THE C8T WORD FOR A PAGE WILL HAVE ONES
IN THE BIT POSITIONS OF EACH OF THE PROCESSES WHICH REFERENCED
iT, ADDITIONALLY, THE MODIFIED BIT (B3S) WILL BE SET IF THE
PAGE HAS BEEN MODIFIED, THE MONITOR NEED NOT SWAP OUT PAGES T0O
WHICH ONLY READ REFERENCES HAVE BEEN DONE,

POINTER INTERPRETATION FLUW

THE FOLLOWING IS5 A DESCRIPTION OF THE POINTER INTERPRETATIUN
ALGORITHM, IN THE FOLLOWING FLOW, THE TERM "USER" REFERS TO
WHETHER AN EXEC OR USER SECTION IS BEING REFERENCED, THIS IS
THE SAME AS THE PROCESS STATE BIT, EXCEPT UNDER PXCT (WHERE THE
PROCESSOR CAN BE 1IN EXEC MODE WHILE REFERENCING A USER
SECTION), THIS FLOW 1S ALSO REPRESENTED BY A FLOW CHART IN THE
FIGURES SECTION OF TH18 DUCUMENT -

1, INITIALIZE LOCAL PAGER VARIABLES P, W, AND (¢ 70 i,

2, FETCH SECTION POINTER, THE SECTION .PUINTER IS FOUND LN
THE USER SECTION TABLE 1IN THE UPT (LOCATION USEQCT
THROUGH USECT+37) IF THE REFERENCE IS TU A USER
SECTION, AND THE EXEC SECTION TABLE IN THE EPT
(LOCATION ESECT THRQUGH ESECT+37) IF THE REFERENCE IS§

* TO AN EXEC SECTION, (USECTEESECT®440) :

3, TRAP IF A NO=ACCESS SECTION POINTER, A SECTION MAY BE
NON=EXISTENT FOR THE RUNNING PROCESS, IN WHICH CASE THE
SECTION POQINTER WILL BE 0, BITS 0e2 (QF THE SECTION
POINTER ARE USED AS A CODE FIELD JUST AS WITH PAGE
POINTERS, CODE 0 IS NO=ACCESS, CODE | IS IMMEDIATE,
CODE 2 (SHARE) Is NURMAL SECTION POINTER, CODE 3
(INDIRECT) MAY ALSO BE USED, OTHER CUDES ARE NOT
DEFINED,

4. UPDATE ACCESS B81TS, AND P, W, C (LOCAL PAGER
VARIABLES) WITH SECTION POINTER BLTS 3. 4, 6
RESPECTIVELY,

S, IF THE CODE IN BITS 0«2 IS 1, BITS 23=38 C(ONTAIN THE
PAGE TABLF ADDRESS, OTHERWISE, FETCH THE PAGE TABLE

4
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6,

8,

9,

10,

11,

12,

PHYSICAL ADDRESS, FETCH FRUM THE PHYSICAL CORE ADDRESS
GIVEN BY THE SUM OF THE SPT BASE ADDRF3S AND THE SPT
INDEX, THE SPT INDEX IS BITS 1&=35 OF THE LAST POINTER
FETCHED (A SECTION POINTER OR AN INDIRECT PQOINTER),

TRAP IF THE PAGE TABLE 1S NOUT Iy CORE, IF THE PHYSICAL
ADDRESS OBTAINED 1IN STEP 5 DOES NOT CONTAIN O IN BITS
12=17, THEN THE PHYSICAL ADURESS 18 NOT A CORE ADDRESS
AND A TRAP IS INITIATED, IF THE SECTION POINTER WAS
INDIRECT, FETCH A NEW SECTICON POINTER FROM THIS PAGE
TABLE, THE ENTRY GIVEN BY BITS 9=17 OF THeE INDIRECT
POINTER, AND GO TO 3.

CHECK AND UPDATE THE C8T FOR THE PAGE TABLE., FLTCH
FROM THE PHYSICAL CORE ADDRESS GIVEN BY THE SUM UF THE
CST BASE ADDRESS AND THE PHYSICAL CORE PAGE NUMBER,
TRAP IF BITS 0«5 OF THE CST ENTRY ARE 0, OTHERWISE.
AND C8TMSK, IOR CSTDATA, AND STORE THE RESULT BACK INTD
CORE, THE MODIFTED BIT SHOULD NOT BE CHANGED HERE,

FETCH THE PAGE POINTER, THE PAGE POINTER IS FETCHED
FROM THE PHYSICAL CORE ADDRESS CONSISTING OF THE CORE
PAGE NUMBER OF THE PAGE TABLE IN BITS 14+26, AND THE
CURRENT VIRTUAL PAGE NUMBER IN BITS 27«35, THE CURRENT
PAGE NUMBER CAME FRUOM VMA BITS 18=26 OR FROM BITS ~9=17
NF THE LAST INDIRECT POINTER,

UPDATE ACCESS BITS, THE P, W, AND C BITS ARE ANDED
W1TH THE RESPECTIVE PAGER VARIABLuS,

DISPATCH ON POINTER TYPE,
1F A NO=ACCESS POINTER (COUDE 0), INLTIATE A TRAP,

IF AN INDIRECT POINTER, (CODE 3) TAKE BlTS 9-17 AS THE
NEW CURRENT PAGE NUMBER, AND TAKE BITS 18«35 AS AN SPT
INDEX IDENTIFYING A NEW PAGE TABLE. LOOP BACK TO STEP
5,

IF A SHARE POINTER, FETCR THE SPT ENTRY GIVEN BY THE
SUM OF THE SPT. BASE REGISTER AND BITS (8«35 UF THE
SHARE PQINTER,

IF AN IMMEDIATE POINTER, CONTINUE TD STEP 11,

TRAP IF PAGE NOT 1IN CORE, IF BITS 12=~17 OF THE
PHYSICAL ADDRESS ARE NOT 0, THE ASSOCIATED PAGE 1S NUT
IN CORE AND A TRAP TU THE MONITOR 1S INITIATED.

CHECK AND UPDATE THE CST FOR THE PAGE., FETCH FROM THE
PHYSICAL CORE ADDRESS GIVEN BY THE SUM OF THE CST BASE
ADDRESS AND THE PHYSICAL CORE PAGE NUMBER, TRAP IF
BITS 0«5 QF THE CST ENTRY ARE 0, OTHERwWlSk, AnD
CSTMSK, IOR CSTDATA, AND IOR B35 IF A WRITE REFERENCE

"/
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AND wmsi{, STORE THE RESULT BACK INTO CORE,

13, COMPLETE THE VIRTUAL ADDRESS REFERENCE AND/UR LOAD
PAGING MEMORY,

INITIATE ILLEGAL WRITE TRAP IF WRITE AND NQTe=w,
THE PHYSICAL ADDRESS FOR THE REFERENCE CONS1STS OF THE
PHYSICAL CORE PAGE NUMBER IN BITS 14=26, AND VMA BITS
27«35 IN BITS 27-35,

INSTRUCTIONS RELEVANT TO PAGING.

SEE CHAP 2,6 OF KL10 FUNCTIONAL SPECS, KL10 INTERNAL [0
INSTRUCTIUNS, FOR ADDITIONAL 1NFORMATION,

1, LOAD UBR (DATAO PAG,) LOAD EBR (COND PAG,).
2, CLEAR PAGING MEMORY (DATAQ PAG, CONO PAG,).

3, CLEAR PAGING MEMORY ENTRY FOR MONITOR VIRTUAL ADDRESS E

4, PAGING ON/OFF (CONO PAG,),
5, DECLARE SPT BASE ADDRESS) CST BASE ADORESS: CSTM8K}
CSTDATA, (DONE AS DEPOSITS INTO RESERVED AC BLOCK,)
PAGE FAIL DATA

THE FOLLOWING DATA 1S STURED WHEN A PAGE FAIL TRAP 18
INITIATED!

1, VIRTUAL ADDRESS OF REFERENCE
2, USER BIT, PUBLIC BIT, WRITE REFERENCE BIT
3, PAGE FAIL CODE

SPECIFIC PAGE FAIL CODES ARE GENERATED AND STURED IN THE PAGE
FAIL WORD FOR THE FOLLOWING CUNDITIUNSS

1, PROFRIETARY VIOLATION

2, REFILL ERROR

3, ADDRESS COMPARE

4, PAGE TABLE PARITY ERROR
5, MEMORY DATA PARITY ERROR
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ALL OTHER PAGE FAIL CONDITIONS STORE ONLY THE DATA DESCRIBING
THE REFERENCE ﬁADDRESS. USER, PUBLICs, WRITE) AND THE SNFTWARE
WILL DETERMINING THE CAUSE OF THE PAGE FAIL AND THE PROPER
ACTION,
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KLi0 PAGING =« WQORD FORMATSE
SECTION PUINTER

THE SECTIUN POINTER IS FOUND IN THE USER OR EXEC SECTION TABLE,
(PART OF UPT UR EPT,)

SECTION POINTER PRQVIDES (VIA THE SPT) THE PHYSICAL ADDRESS C(F
THE PAGE TABLE FOR THE GIVEn SECTION,

CODE! 0 NO=ACCESS (TRAP)
i IMMEDIATE
2 SHARE
3 INDIRECT
4=7 UNUSEL:, RESERVED
0123 46568 18 38

(ZA XA RS AL P R R A L A R A X AR Xl L A L] 2 Xl Xl Ky
{COREPIW] C{///7/////771 PAGE TABLE 1DENTIFIER |
010 LV 4 L V727277770771 (SPT INDEX) l

(I AL T X RS FY PR A R A AR XA RS N X 0 0 0 22

NORMAL SECTION PUINTER (CODE = 2)

0 2 3456 9 18 3s
(22 X R EY PY R 2 AR R AL AT RS SRR L T X 7Y
ICODE|PIW] |Cl///|SECTION {8ECTION TABLE IDENTIFIER!
lot1 4 1 L | I//77 TABLE INDEX] (SPT INDEX) |

(I LA R PN FY Y R AL R L R P R L R L A SR Y R R Y R XY 2 Y XX R

INDIRECT SECTION POINTER (CUDE = 3)
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PAGE POINTERS
FOUND IN PAGE TABLES
01 23 46568 12 35

+--.-+-*u+-+-*n---*----.-------.--q.----.--.-.---+

ICODELPiW] 1CL1////)  PHYSICAL ADDRESS OF PAGE |
1001 L 4t L dss2 )

#-..-*-4-*.#.*n---#.--..-n.--..----.----....----.4
IMMEDIATE POINTER (CODE FIELD = 1)

Bi2«35 GIVE PHYSICAL AUDRESS OF PAGE
IF R{2e17 >< 0, PAGE NOT IN CORE=TRAP
IF Bi2e17 s 0, B23«3% GIVE CORE PAGE
NUMBER OF PAGE, B18e22 MBZ

0 2 3 é 18 35
*-----¢-.----.+-.-----a-+m------..-.---.¢--.-.---+
JCODE |SAME ASLl///7/7/7/1) SPT INDEX !
1010 ) IMMED /777777771 !

*---.-*-..---.&-.-.-.---#o........---’--..-----.‘0

SHARED POINTER (CODE FIELD = 2)
B18=35 GIVE SPT INDEX (8PTX), 8PTX ¢ SPT BASE

AODRESS & PHYSICAL CORE ADDRESS OF wURD
HOLDING PHYSICAL ADDRESS OF PAGE,

/]



1080,2040,2060 ENGINEERING FUNCTIONAL SPEC = CHAP 2,8 PAGE 12
COMPANY CONFIDENTIAL = KL10 PAGING = REV 2

0123 6 9 17 18 35

Y ITYEYYEYY RN RN Y AR R AL AL R X AR R R 2 2 XJ

ICODEISAME A8 }///! PAGE | PAGE TABLE IDENTIFIER|
lo11 | IMMED, l///INUMBER | (SPT INDEX) !

(IR TP AL R R Al LIl ARl Al dd Al L Ll AL bR
INDIRECT POINTER (CUDE FIELD = 3)
THIS POINTER TYPE CAUSES ANQTHER POINTER TO BE FETCHED

AND INTERPRETED, THE NEW POINTER IS FOUND 1IN NDRD N
(B9«17) OF THE PAGE ADDRESSED BY C(SPT + SPTX).

SPT ENTRY
FOUND IN THE SPT, I,E,, WHEN FETCHING C(8PT +SPTX)

12 3%

*i-.------.-.-.----.-+-.-----.-..-..-.-.n.o----CQQ
$77740¢777¢07¢724¢77777) PRYSICAL ADODRESS UF PAGE |
V777777727070 4701727771 OR PAGE TABLE i

T YT YIS ST PP R L AR N AR R R R A AR R A 2 R 'Y X X2 X X %3

B12+3% GIVE PHYSICAL ADDRESS 0OF PAGE,

THE BASE ADDRESS (PHYSICAL CORE ADDRESS) OF THE SPT
RESIDES IN UNE AC OF THE RESERVED AC BLOUCK,

[
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PHYSICAL STORAGE ADDRESS
FOUND IN Bi2=3% OF IMMEDIATE POINTERS AND SPT ENTRIES,

12 17 18 23 3s
*u.--.--..*.---*-....---....--..-*
| \mBZ | CORE PAGE NUMBER]
{ l l IF Bi12e17 3 0 |

¢--.-vu---#---.#-------..--..--.-+

IF Bi12-17 = 0, THEN B23=35 ARE CORE PAGE NUMBER (I.E,.»
Bl14=26 OF PHYSICAL CORE ADDRESS) OF PAGE AND B18=22
MBZ, IF B12%17 »< 0, THEN ADDRESS IS NOT CORE AND
PAGER TRAPS.

CURE STATUS TABLE ENTRY
FOUND WHEN FETCHING C(CBR + CDRE PAGENO)

0 5 32 34 35
+-.---.-¢--.--.---u.-..--.m.-------...--*c--.--+.+
| COOE | l M
¢--..---+-----.-.---......n‘--.---.-----¢-.----¢-¢
B0=S ARE €CODE FIELD!

0 = UNAVALILABLE, TRAP

1«77 = AVAILABLE

B32e34 RESERVED FOR FUTURE HARDWARE SPECTFICATION,
R3S IS "MQDIFLED" BIT, SET ON ANY WRITE REF TO PAGE,

WHENEVER A CDRE PAGE NUMBER (PHYS, ADR WITH B12e17m0Q)
1S FOUND DURING POINTER INTERPRETATION, THE CST WORD AT
CBR + CORE PAGENDO IS UPDATED AS FOLLOWS!

1, FETCH C(CBR+CORE PAGENO)

2, TRAP IF BO=5 =0

3, AND WITH MASK FROM KESERVED AC BLOCK
4, I0F WITH DATA FROM RESERVED AC BLOCK
S, I0R B35 IF wWRITE REFERENCE

[2
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QUANTITIES IN HARDWARE REGISTERS (RESERVED AC BLOCK)
SPT SPT BASE REGISTER
14 3%

O ONPCE TN T RPN NPV RSB EEmY

| PHYSICAL CORE WQORD ADDRESS |

XYY R RS R A R AR Y Y X 0 X 0
CBR CST BASE REGISTER

14 15

PeDNP OO NS ENEO PRGNSR RNPE TG $

l PHYSICAL CORE WQORD ADDRESS l

YIRS Y LR T IS YRR Y Y P 2 T Y X2 2
CSTMS8X CST UPDATE MASK
0 32 33

XTI Y YRR RIS Y LY SRR Y L L RN R Y N X X O

1 MASK IR URY]

2 A XA LI TR LA AL dd ALl LAl AL ALl LA a2
ANDED WITH CST WORD DURING UPDAIE
(B32+3% MUST BE ALL 1'8 TD PRESERVE EXISTING CS1 INFORMATION)
CSTDATA CST UPDATE DATA
0 32 34 35

(XA LD DT LA I Y R LA I LA R AR A A by 2y Ll YY)

! DATA 1000104

XIS R RS R LR R Y R AT P L Y 28
IORED WITH CST WORD DURING UPDATE
(B32«35 MUST BE ALL 0'8 TO PRESERVE EXISTING CST INFORMATION)

ALL UNSPECIFIED BITS AND FIELDS ARE RESERVED FOR FUTURE
SPECIFICATION BY DEC. ‘

14
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HERE WHEN PAGING CACHE
REQUIRES TRANSLATION INFORMATION
l

‘v..-ﬂ-.-..-.---..--...¢ SYMBOL MEANING

| VMAC13=17>e>8ECT w0}$ |
| VMAC18=26>«>PAGE NOjy |
1 »> Py 1 => Wy 1 > C|
PR NT OO NEENOPPOREEAR ™Y

|

v

/ \
YES / USER N\ NO

Y Y Y Y V) ADDRESS \wowoas

"JUSER \ ? / EXECI
! \ / }
! \ / l
! v l

#-..-uoooo;unnuf TIII LTS L L L L LR
| C(UBRIUSECT+ | | C(EBR'ESECT+ |
}SECT NO) > AR! [SECT NO) => AR|

P ORBUOTNORNONN S PEESTCURESETERS

l l

PAGE 1%

> "GoES TOU"
® "ANODED WITH"
v "ORED WITH"
' "CONCATENATED WITH"
* "ADDED TO"
ce ) THE WORD WHOSE PHYSICAL

ADDRESS 1S GIVEN BY THE
EXPRESSION IN PARENTHES!(S

¢topovesasronnesed

l

*--.----.--aa.....-.--.*
} C(AR<23=35>!'SECTNO) |
l => AR |

I IIITEIIY YL Y L R L L L L2 X 3

l

#.----.------.n.+---.--.-.---.-...-.-+

|
v

Y YT TR T L A LA AL L X4

| AR<O=2» > TYPE}
{ P ® ARC3I> =»> P
| W = ARC4> o> w3
{1 C = AR<E> => (3
{ TEST TYPE

! P ENABLES ACCEss BY PUBLIC

{ W ENABLES WRITE ACCESS

} C ENABLES DATA INTO CACHE

d
}

Y TYYYY IR LY AN LXK

l

B B P G Bm P B P P Pom B Bew B D= B B Sw Bw Bew Gem Bm P B P B G B B

v
Yy ey ey v R DR L RS R A L L L L L L L L
{TYPEm4e7 |TYPE®mO |[TYPEm] ITYPE=2 1TYPE=2]3
M ! | IMMEDIATE | SHARED LINDIRECT
UNDEFINED 1 ! sveoeansscsewe | YT I I T Y Y Y LY R LY 2O
v { 7 INDIRECT \| |ARCO9=17> =>»SECT nO} !
TRAP I\ PAGE /4 | C(SBR+ARC18=35>) {
‘ eweneovweowe | ! > AR i
1 x 1 IYY I T I FEEY Y L Y L LY )
1 ¢svenedl| !
| { / \
! jevesesvacecPUNBATER R / \
} | C(SBR+AR<18=35>) | NO / \ YES!
! l > AR l +ow JARC 2= 7>\ =nu ]
3 tesnreasvewsssesanansn} ! \ s 0 7 /
‘(-.--.----.--1 ! \ /
{ TRAP \ /
v v

E
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l
l

/N
/ \
NO / \
+oveasn /ARC]| 2«1 T\
l \ =07 /
TRAP \ /
‘ \ /
v
| YES

X I YT XY T YR Y YL Y R Y 2 Y X
|ARC23=35>«>PT PAGE) |
| C(CBR + PT PAGE) |
l *> AR |
Y I XTI Y Y YL N X X X X3

l

/ N\
/ \
YES / \
dovewea/ AR(Q0=5> \
| \ =07 /
TRAP \ /
\ /
v
! NO
v

I I I P Y YL R R R 2 Y )

ItAR * CST MASK)V CST DATA | THIS CST UPDATE IS FOK THE
=> AR} | PAGE CONTAINING THE PAGL

l
{ STORE)Y { TABLE, SINCE NEITHER THE
| € (PT PAGE'PAGE NQ) ! PAGER NOR THF CURRENT
{ =3AR) | REFERENCE IS MODIFYING THE
| P ® ARC3I> =»> P | PAGE TABLE PAGE, wE DO
| W ® ARC4> o> W | NUT SET BIT 3% UF THE CsT
| C ® AR<HE> => ¢ | ENTRY, EVEN OW A WRITE
{ AR<(Q=2> > TYPE { REFERENCE,
| TEST TYPE {
XTI TIPS P I YR RY Y Y T X 20
|
v
*'--.-..O+.--...-*-..--.-u'+--...—-a--.-.--......*
|TYPE®4=7 | TYPERO |TYPE={ {TYPE=2 ITYPELR]
v i | IMMEDIATE | SHARE L INDIRECT
UNDEFINED| l l !
v l PeoNeevesveesunenY (A X I A XL Y LYY R 2 Y X )
TRAP { IC(SBR+ARC18=35>] | AR<Se17> o> PAGE NO |
} 1 ey AR } ¢TeEreRRPSgrReRNEBEReRPR RS}
i Peancevgeessonany !
|¢oonsanan] esegucew
{ (INDIKECT)
\'j eeegesse
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}

y
/ \

NO / \
+eveese /ARCL12=1720 \
! \ =07 /

TRAP \ /
\ /
| =YES
v

9..--..---.----.--.--.--.+
| ARC€23=35> => PAGE NO) |
] C(CBR + PAGE NO) => AR |

t-...-.-.----.---.-----.-¢

|

v
/ \

YES / \
tesveva/ AR<Q=8> \
{ \ s 02?2 /

TRAP \ /
N/
! NO
\Y

*---...-uu------m---IOQ "8" Is USED BY SOFTWARE TU TELL
| AR ® CSTMASK => ARy | WHETHER THE PAGE 1§ LOGICALLY

i W e> S { WRITABLE, "W" IS8 USED BY HARDe
toenvevssnesnssRuaenBE} WARE TO TELL WHETHER SPECIAL
! ACTION [S NEEDED ON A WRITE,
v
/ \
/ \ = | (WRITABLE)
/ we \ewowossssvavsenwasns
\ ? / |
\ / v
N/ / \
! NQT / \  YES
V WRITABLK / WRITE \eosowwuy
/ \ \ REF / l
YES / \ \ ? / )
jomane / WRITE \ \/ !
l \ REF 7?7 / | «O !
TRAP \ / v l
' N/ / \ l
! NO / \ YES l
1 NQ +eoveses/ ARC3ISY> \wossad]
| ! \ ® 1 ? /wRITTEN!
! Q.---.----* \ / §.--.-.-..---..¢
l 1 0 > w | \ / } 1 »> ARC3IS> |
‘ émcaseesond +---..-----.--‘¢
| { i
f-..o.---..-)l(-----..-.----...-.--..-#

|
|

I¥)
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|

v
joURNCEeERgPTOGERseCARRY
| AR V CST DATA => AR}
l STORE {

YT Y RN DAY LA L 24

|
4-.-.-..--.--.-------.c-+
! PIWISICIPAGE NO }
! > PAGING CACHE b
LTI IR E AL DA L LA 4 A d
|
¢osenpgOonessaEs
| RESTART {
| FAULTED |
. | REFERENCE |

FY XY I L LY L LT 23
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APPENDIX I = EPT/UPT SYMBOLS USED
ESECT = 440 SECTION TABLE FOR EXEC SECTIONS 0=37

USECT = 440 SECTIUN TABLE FUR USER SECTIONS 0«37

APPENDIX 11

THE FOLLOWING DISCUSSES SOME OF THE DESIGN AND IMPLEMENTATION
ISSUES OF THE PAGER,

CACHED PAGING DATA

THE KL10 HAS A "PAGING MEMORY" WHICH HOLDS VIRTUAL«TU=PHYSICAL
MAPPING INFORMATION, TH1S IS EFFECTIVELY A CACHE UF PAGING
DATA WHICH HAS BEEN FETCHED FROM MEMORY AND/OR DETERMINED BY
POINTER INTERPRETATION, NOTE, HUWEVER, THAT IT IS TOTALLY
DISTINCT FRUM THE MEMQRY CACHE, USUALLY REFERRED TO AS SIMPLY
"THE CACHE", WHEN A VIRTUAL ADDRESS REFERENCE IS5 KREQUESTED.,
THE PAGING MEMORY IS FIRST CHECKED T0 SEE IF THk CQORRESPUNDING
PHYSICAL ADDRESS IS PRESENT, IF IT IS, THE REFERENCE CAN
PROCEED WITH NO DELAY, IF IT IS NOT, THE DATA MUST BE OBTAINED
FROM CORE,

THE KL10 PAGING MEMORY IS IMPLEMENTED AS A TABLE wITH ONE ENTRY
FOR EACH OF THE 512 PAGES OF THE VIRTUAL ADDRESS SPACE, (THE
K110 IMPLEMENTED THE EQUIVALENT FUNCTION WITH ASSOCIATIVE
MEMORY,.,) THE USER AND &XEC ADDRESS SPACES USE THE SAME 512
ENTRIES, BUT THE INDEX IS UFFSET DIFFERENTLY SO AS TO kEDUCE
CONFLICTS, AT ANY TIME THEN, THE PAGING MEMORY WILL BE HOLDING
MAPPING INFORMATION FOR MOST OF THE PAGES ACTIVELY BEING USED
BY THE RUNNING PROGRAM, WHEN THE MONTTOR TAKES ANY ACTION
WHICH WOULD INVALIDATE SOME EXISTING VIRTUAL=TU=PHYSICAL
ADDRESS ASSOCIATIONS, THE PAGING MEMORY MUST BE PARTIALLY OR
COMPLETELY CLEARED, SUCH CASES INCLUDES

1, CHANGE OF USER PROCESS « THE ENTIRE USER ADDRESS SPACE
CHANGES, SO THE ENTIRE PAGING MEMORY MUST BE CLEARFD,

2. REMOVAL OF ONE PAGE FROM CORE OR REMOVAL OF A PUINTER
FROM THE USER PROCESS PAGE TABLE < THE ENTIRE PAGING
MEMORY MUST BE CLEARED SINCE SHARED AND INDIRECT
POINTERS MAY HAVE CAUSED THE ONE PHYSICAL PAGE TO
APPEAR IN SEVERAL VIRTUAL PAGES.

3, IN SOME CASES, THE MONITOR WILL MAP A PAGE INTO THE
EXEC MAP FOR LOCAL USE, WHEN TH1S PAGE IS UNMAPPED,
ONLY THAT ONE ASSOCIATION NEED BE CLEARED FROM ThHE
PAGING MEMURY, THE PAGER PROVIDES A FUNCTION TO CLEAR
THE ASSOCIATION FOR A PARTICULAR VIRTUAL ADDRESS, THIS
MAY BE USED 1IN THIS CASE TO REDUCE SURSEQUzNT RELOAD

N
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OVERHEAD,

IN KL10 PAGING MODE, WHEN THE PAGING MEMORY FALILS TO CONTAIN
THE DATA FOR THE REQUESTED VIRTUAL ADDRESS, A SPECIAL TRAP IN
THE MICROCODE OCCURS., AFPTER SAVING VULNERABLE ACTIVE EBCX
DATA, THE MICROCODE INVOKES THE POINTER TRACING AND
INTERPRETATION ALGORITHM DESCRIBED ABOVE, IF THE POINTER
INTERPRETATION YIELDS A VALID CORE ADDRESS, IT ANU THE ACCESS
INFORMATION ARE LOADED INTO THE PAGING MEMORY, THEN THE EBCX
ACTIVE REGISTERS ARE RESTORED AND THE ORIGINAL MEMORY REFERENCE
15 REQUESTED AGAIN,

THE PAGER IS REQUIRED TO MAINTAIN THE MUDIFIED BIT IN THE CORE
STATUS TABLE, TH1S MEANS THAT THE FIRST WRITE REFERENCE TO A
PAGE MUST Bk VETECTED EVEN IF PREVIQUS READ REFFRENCES HAVE
BLEN MADE, THE MICROCODE IMPLEMENTS THIS AS FOLLOWS:

ON A PAGING MEMORY RELOAD, TRE WRITE ACCESS (w) 8LlT 1[S8
SET IN THE PAGING MEMORY ONLY IF THE CURRENT MEMORY
REFERENCE IS A WRITE (AND WKITE IS LEGAL FOR THE PAGE)].
THUS IF THE FIRST REFERENCE TD A PAGE 18 READ, THE W
BIT IN THE CORRESPONDING PAGING MEMORY ENTRY WILL BE
SET TO 0, AND A SBSEQUENT WRITE REFERENCE WILL CAUSE
ANOTHER TRAP TO THE MICROCODE, ON THIS SECOND TRAP,
THE POINTER INTERPRETATION WILL BE REPEATED AND THE
PAGING MEMORY RELOADED, THIS TIME WITH THE W BIT SET,

IT HAS BEEN SUGGESTED THAT THE MICRUCODE COULD USE THE UNUSED
BIT (FORMERLY THE 8 BIT) IN THE PAGING MEMORY TU RECORD WHETHER
OR NOT THE PAGE IS WRITABLE AND THEREBY AVOID THE SECOND
POINTER TRACE IN THE WRITEeAFTER=READ CASE, THE PERFORMANCE
IMPROVEMENT APPEARS TO BE VERY SMALL HOWEVER AND AT PRESENT
DUES NOT SEEM WORTH THE ADOITIONAL MICROCODE WHICH wWQULD BE
REQUIREDL,

CACHE CONSTDERATIONS

IN A ONE«CPU CONFIGURATION, IT DOES NOT MATTER LOGICALLY
WHETHER MICROCODE PAGING REFERENCES ARE CACHED, SINCE THE
PAGING MEMORY IS AVAILABLE TO HOLD PAGING DATA, IT WQULD SEEM
REDUNDANT TO ALSO HOLD PAGE POINTERS IN THE CAGHE, ALSO, IT
APPEARS UNLIKELY THAT REFERENCES ARE MADE TO PAGE PQINTERS VERY
OFTEN, ON THE OTHER HAND, THE SECTION O SECTION POINTERS (EXEC
AND USER) AND THE ASSOCIATED SPT WORDS ARE REFERENCED ON EVERY
PAGE MEMORY RELOAD, HENCE, IT 1S UNCLEAR WHETHER A PLRFORMANCE
ADVANTAGE IS OBTAINED BY CACHING OR NOT CACHING PAGE REFILL
REFERENCES,

MULT!=CPU CONSIDERATIONS

IN A MULT1«CPU CONFIGURATION USING KL10S8, EACH PROUCESSOR WOULD
HAVE ITS OWN PAGING MEMOURY, AND IN GENERAL, ALL OF THEM MUST BE

00
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CLEARED ON ANY EVENT WHICH REQUIRES CLEARING ONE, THEREFORE
THE MONITOR MUST HAVE A SIGNAL MECHANISM [0 QUICKLY REQUEST THE
OTHER PRDCESSORS TN EXECUTE THE APPKOPRIATE PAGER INSTRUCTIONS,

THE CODE FIELD OF THE CORE $TATUS TABLE MAY BE USED TO PREVENT
ACCESS TO CERTAIN PAGES BY OTHER PROCESSORS WHeM ONE PROCESSOR
BEGINS SOME HOUSEKEEPING FUNCTION ON THOSE PAGES (EeGeos
SWAPPING OQUT TO DLISK), IT DQOES NGT, HOWEVER, PROVIDE ANY
MECHANISM TO LIMIT ACCESS TO EXACTLY ONE PROCESSOR,

IN A MULTIeCPU CONFIGURATION, THE SEVERAL PROCESSORS WILL BE
UPDATING THE CORE STATUS TABLE SIMULTANEOUSLY, AND SOME
MECHANISM (E,G,s READ=PAUSE«WxITE) MUST BE USED TU ENSURE THAT
DATA IS NOT LOST BECAUSE OF TWO PROCESSURS SIMULTANEOQOUSLY
UPDATING THE SAME ENTRY, OBVIOUSLY, MICROCODE ¢ST REFERENCES
CANNOT BE CACHED, AND THE MONITOR MUST ENSURE THAT PROGRAM
REFERENCES TO THE CST ARE ALSO NOT CACHED,

IT 18 DESIRABLE THAT ALL MICROCODE PAGING REFERENCES BE
UNCACHED IN A MULTIeCPU CONFIGURATION, OTHERWISE THE SOFTWARE
MUST DO A CACHE CLEAR ALSU BLVERY TIME IT DOES A PAGING MEMORY
CLEAR OF ANQTHER PROCESSOR,

DIVISION OF EXFC ADDRESS SPACE

TYPIcALLY THE MONITOR USES AREAS OF THE EXEC ADDRESS SPACE IN
DISTINCT wA{S8?t

1, SYSTEMewIDE CODE AND DATA, E.G,, THE MONITOR CODE,
SCHEDULER AND SwWAPPER DATA BASES, ETC,

2. PEReJOBR DATA, E,G., OPEN FILE DATA, FORK STRUCTURE
DATA, ETC,

3, PER=PROCESS DATA., Ee«Ges LOCAL STACK, LOCAL VARIABLES,
ETC.

IN ADDITION TO PERMANENT CONTENTS, EACH OF THESE AREAS wILL
ALSU HAVE FILE OR PROCESS PAGES DYNAMICALLY MAPPED IN AS
NEEDED,

THE INDIRECT POINTFR MECHANISM MAY BE USED TO CONFIGURE THE
EXEC ADDRESS SPACE IN TH1S MANNER, AND IT DOES NOT REQUIRE THAT
ANY BUUNDARIES BE WIRED INTO HARDWARE (AS ON THE KI10, EXEC
PAGES 340377, TO IMPLEMENT THE DIVISION ABOVE, THE MUNITOUR
WOULD HAVE THREE PARTIAL PAGE TABLES)

1, THE SYSTEM MONITOR MAP RESIDING IN RESIDENT STORAGE})

2, THE JOB MAP RESIDING 1IN A PAGE SWAPPED wITH THE JuUBjy

3, THE PROCESS MAP RESIDING IN A PAGE SWAPPED WITH THE
PROCESS,

2|
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THE THREE MAPS WwOULD COVER MUTUALLY EXCLUSIVE AREAS OF THE
MON1TOR ADDRESS SPACE, EACH WOULD HAVE AN SPT SLOT ASSIGNED TO
HOLD ITS PHYSICAL CORE ADDRESS.

ALL POINTER TRACES WOULD FIRST REFERENCE THE SYSTEM MUNITUR MAP
_ AFTER HAVING INTERPRETED THE EXEC SECTION 0 POINTER., FOR
SYSTEM=wIDE PAGES, THE MAP wOULD CONTAIN A NORMAL PAGE PUINTER
TU THE APROPRIATE PAGE, FOR PER=JOB PAGES, THE MAP wWQULD
CONTAIN AN INDIRECT POINTER TO THE JOB MAP, AND FOR PER=PROCESS
PAGES, THE MAP WOULD CONTAIN AN INDIRECT POINTER TO THE PROCESS
MAP, IN ORDER TO AVOID CHANGING ALL OF THF PER=JOB AND
PER=PROCESS POINTERS UN A CONTEXT SWITCH, TwO SPT ENTRIES wQULD
BE RESERVED FOR THE V"CURRENT" JOB MAP AND PROCESS MAP
ADDRESSES; AND THE JOp AND PROCESS POINTERS wOULD ALWAYS USE
THESE RESERVED ENTRIES, THAT I8, WHEN ANY PROUCESS IS STARTED,
ITS JOB MAP CORE ADDRESS 15 COPIED INTU THE RESERVED JUB SPT
ENTRY, AND 1TS PROCESS MAP CORE ADDRESS IS COPIED INTO THE
RESERVED PROCESS 8PT ENTRY, THESE SPT ENTRIES8 BECOME IN EFFECT
TWO BASE REGISTERS FOR THE TWO MAPS, ANU THE MONITOR MUST SET
THEM JUST AS THOUGH THEY WERE IMPLEMENTED IN HARDWARE,

[END OF KLPAG,SPC)
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{(GENERALIZED)

YES

A00

FLAGS €«—AR(00

VMA &AR(13:3%

»s57
START
EXECUTE
CONTENTS
OF AR A0l
b VMA € PC
175 FETCH .
INSTRUCTION
IR €~ AR
AR €= AR
A104 4
MB WAIT

wn |
FETCH al1262 1 _
INSTRUCTION | |TAKE
METER
INTERRUPT
"*IZZLL_ 1364
TER REQUEST | |PI DONE
ANDLER
i I
m7l
NO OP
A06 ]
MB WAIT .
) 4
‘c 3
5




NICOND

Al6

ALSL

TAXE
INTERRUPT

EVAL. HDWE. CQNDITIONS
RUN P
NO
SET? T
ul52 % YES
XCTGO -
INSTR. IN A
AND IR:.PC H
ADDRES
-21163 + '
Al60 = NO MOD
COMPEA Ml6l - INDEXED
4162 - INDIRECT
A163 ~ INDEXED &
INDIRECT

/7é°
A READ

DRAM J

EXECUTOR

g

B STORE
TERMINATION

A42-47 IF
DRAM _A=2-7
DRAM A=0Q,1l
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DISPATCH RAM

DRAM word found
on M8522 module
in Slot 45.

H

DRAM A
Bit FPunctions

DRAM B.
Bit Functions

(DRAM) WORD FORMAT

A B P J

1 210 1 2jp 1 2 56178 910

Bits 5 & 6
always zexo

0 Immediate
1 Immediate -~ PF ,
2 Not Used
3 Write Test
4 Read
5 Read - PF
6 - Read =~ Write
7 Read - Pause Write
B Store 0, 1, 2 BO 1Inverts Tests
1 Double AC 0 Cry 0= 0

2 Double both 1 Cry 0 = 1
3 Self

S AC
6 Memory B/Skip/Jump/Comp
7 Both

, 0 sJC L, E
B -1=-2 Flt Store’ 1 sJC E

2 SsJC L

1 AC 3 SJC MNever
2 Memory 4 sJc G

3 Both 5 SJC Never

. € SJC G, E

7 '8JC Always

Can use B & BO together

Cannot use B & B~l1~2 simultaneously
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MICRO WORD POSITION
" STGNAL NAME

MODULE SLOT NUMBER
MODULE PIN NUMBER
CRAM PHYSICAL BIT

A FIELD

@hm"‘ forne, e
f}fi:rﬂ\;),‘."}.' Kﬁ

MICROCODE JFN=g
o | 2 |2 |3 |4 |5 |6 |7 |8 |° jlo |
N.U, 1 JOO JO1 JO2 | JO3 JO4 JOS | 306 Jo7 Jo8 JO9 J10
20 50 50 44 44 44 44 42 42 42 42
Dv2 CK2 BP2 ED2 DV2 CK2 | BP2 ED2 DvV2 CK2 BP2
os | o6 | 07 | o8 | 09 | 10| 11 ] 32}t 13] 14 15




MICROWORD POSITION
SIGNAL NAME

_MODULE SLUT NUMBER
MODULE PIN NUMBER

*CRAM PHYSICAL BIT

C FIELD

AR/ARM ARX/ARXM  BR BRX M) FM ADR
24 25 26 27 28 29 30 31 32 33 34 35
sEL4| SEL2| SEL1l | SEL4 | SEL2 | SEL1 [LOAD | LOAD| SEL 4 2 1
50 | 50 50 40 44 44 42 42 40 40 40 40
FX2 | DR2 crF2| Fr2| DR2| CF2| FP2 | AR2 | ED2 | FP2 | FK2 | ARY
45 64 66 36 68 70 52 54 16 56 57 58
0 0 0
0 AR 0 ARX BR BRX MO
0 ARMM IF 1 CACHE 0 ACO
SPEC 22 2 AD 1 1 1 1 Aacl
1 CACHE 3 M AR ARX | SH 2 XR
2 AD 4 SH 3 vMA
3 E BUS 5 ADX*2 4 AC2
4 SH 6 ADX IF SPEC/MQ SHIFT 5 AC3
5 AD*2 7 ADX*.25 6 AC4
6 ADX 0 MD*2 7 #B#
7 AD*.25 1 MD*.25

IF COND/REG CTL

0 MQ SEL
1 MOM SEL




MICROWORD POSITION
SIGNAL NAME

MODULE SLOT NUMBER
MODULE PIN NUMBER

CRAM PHYSICAL BIT

E FIELD
SH/ARMM VMA TIME MEMORY
48 49 50 51 52 53 54 55 56 57 58 59
N.U.| sEL2| sErl | N.v. | sEL2 | SEL1| TOO | TOl o0 | o1 02 03
50 50 50 42 40 40 | 44 44 44 | 44
AR2 AV2 FP2 | DR2 | DR2 cr2| FP2| FK2 | AR2 | av2
46 47 44 72| 76 78 48 49 50 51
SH FIELD ,
g gMA 0 2T - 0 NO OP
. C .
0 SHIFT AR,ARX A 1 3T -z 1 ARL IND
1 aR : T 2 4T .. 2 MB WAIT
5 ARX 3 5T ... 3 SEC O
3 AR SWAP 4 A READ
5 B WRITE
6 FETCH
7 REG FUNCTION
ARMM FIELD
0O #
1 EXP SIGN
2 SCAD EXP
3 SCAD POS WITH IF X ADDR IF NOT X ADDR
ARL IND
10 AD FUNCTION 10 A IND
11 EA CALCULATION . 11 BYTE IND
12 LOAD AR 12 LOAD AR
13 LOAD ARX 13 LOAD ARX
14 READ-WRITE 14 AD FUNCTION
15 READ-PAUSE- 15 BYTE READ
. WRITE 16 WRITE
16.. WRITE 17 READ-PAUSE-
17 IFET WRITE

//



MACROWORD POSITION
' SIGNAL NAME

MODULE SLOT #
MODULE PIN #
CRAM PHYS BIT #

G FIELD #1

MAGIC NUMBER FIELD

72 73 74 75 76 77 78 79 80 81 82 83
ROT ROT | CRAMT .
[ISED | USED | MARK | #00 | #01 | #02 | #03 #04 405 | #06 | #07 #08
52 44 44 44 42 42 42 40 40 a0
av2 | P2 | cu2 | BF1 | EP2 | cu2 | BF1 | EP2| CU2 | BFl
43 29 30 31 33 34 35 37 38 39
USED TO ADDRESS FAST MEMORY
ENABLES REQUIRED |j-cp1i
ARO-8
1-LD LOAD
CLR ARL
1=ARR 1l1=ARR+MQ O=ARL
2=ARL  13=AR+MQ O=ARMM IF BIT 76
3=AR  14=ARX+MQ 1=CACHE
4=ARX  16=ARL+ARX+MQ | 2=AD
6=ARL+ARX 3=EBUS
ARL IND 7=AR+ARX “ v | 4=SH
10=MQ 17=AR+ARX+MQ S=AD*2
6=ADX
7=AD*.25
AR CTL +EXPT
1=ARR LOAD 1=
CONO/REG CTL 2=AR9-17 LOAD R_—EXP
4=AR@-8 LOAD
6=ARL, LOAD
MQ CTL
o=MQ
CONO/REG CTL 1=MQ*2
AND 2=MQ* .5
MQ/MQ SEL 3=0'S
0=SH
CONO/REG CTL 1=MQ* .25
AND 2=1IS
MQ/MQM SEL 3=AD




MICROWORD POSITION
" SAGNAL NAME

MODULE SLOT #
MODULE PIN #

CRAM PHYS BIT #

G FIELD #3

MAGIC NUMBER FIELD

25 | 73 | 74 |75 | 76 | 77 {78 | 79 | 8o |81 | 82 | 83
NeZ, | NOZ, |GRBY lsoo w01 |#o2 |#03 [#04 |#os |[#o0e |#07 |08
s2 | 44 | 44 | 44 | a2 [ a2 | 42 | 40 | 40 [ 40
av2 |ep2 lcuz |eF1 |Ep2 |cuz |[BFL |EP2 |cu2 |BF1
a3 | 20 |30 | 31 |33 | 3¢ |35 |37 | 38 | 39
“MBOX CTL
00 NORMAL 21 CLR PT DIR LINE
CONO/MBOX CTL 01 PT DIR CLR 100 SET I/O PF ERR
10 PT WR 200 SET PAGE FAIL
20 PT DIR WR
EBUS CTL
. 0=REL EEBUS ., . 26 DATA. O,
CONO/EBUS CTL 1=INPUT 27 DATA I
2=DATA I/0 30 I/0 INIT
4=DISABLE CS 60 EBUS DEMAND
10=CTL -IR 100 REL EBUS
20=EBUS NO DEMAND 400 GRAB EBUS
< DIAG FUNC oo < _
400 .5 usEC 511 DATAI PAG (L)
404 LD PA LEFT 511 RD PERF CNT
405 Lp PA RIGHT ~ - 512 CONI APR _(L)7
406 CONO MTR 512 RD EBOX CNT
407 CONO TIM 513 DATAI APR
414 CONO APR 513 RD CACHE CNT
| 415 CONO PI 514 RD INTRVL
CONO/DIAG FUNC 416 CONO PAG 515 RD PERIOD
417 DATAO APR 516 CONI MTR
425 LD AC BLKS 517 RD MTR REQ
426 LD PCS+CWSX 530 CONI PI (PAR)
S00 CONI PI (R) 531 CONI PAG
501 CONI PI (L) 567 RD EBUS REG
510 CONI APR (R) 620 DATAO DPAG
510 RD TIME

¢

¢~

{ N
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