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The mataria| [ncluded In this functinnal
spaclflcation, including but nct [lmlteu
to, |nstruction timas ana ccerating
speeds |& far Informatlon purpases cnly,
Ajl.sucn matarlal 1% susjeet to  cnapae
witnout natlce, Conceguently 5ZC makas
mo clalm and shal| not we |{aole far its
agccuracy, A

INTROGUCT [ON

RSX=117 1s a Real Time Operating 3yste~ for the PDF=11/4%,
tnat s phjlosoenically similar te RSXe15 with tan ad itjon
of{ Fixed and/or aynamic cart{tlonlng, re=rntrant ilbrarfes,
output spooling, Cnecxpeinrting, and ruyn=-tlme Partitinn
seglectlon, A malJer difference from RSXe15 ls tnmna use of
mtyent Fjags" |nsteaw of "gvent Varjabjes™, ara the aciljny
to WAITFOR a logical comdlinatlon of events,

SYSTEM DESCRIPTION

RSX=110 TIs an event drivan, fixed/varliabdle partlzlion, disk
based, software oprilerlsvy multi=pronramning system  *nat
provides flexinje schedullng, program protection, priorlty
aueucd 1/0, and fast {ntAarrupt rasoonsa,

The system |s designec for use [n [ndustrial process control|
and |aboratery appilcatiens wrara dlSk sforans of apagrams
end data, efficient and soavenlent schouuling of onerations,
and rao]d response to inteprupts |s reaulrad,
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The basjc rrogram yn]t undar RSX-110. s =al|ed a "Task" . and
conslsts of a program or Set of proarams tnat have ba2n
wrltten [n FORTRAN and/or POP=11 assemcly - Janauage,
. -Relocatab|e object modujes are created elther ecn=-|lina or
~ aff=l|ne, and are "Instajjed" [nto an RSX-110 system
-on=|[ne, This on=~|ine procass results |n the recording of
.the Tasx on the system disk Tn absolute memory |[mage form
(ready for sxecutlon), ‘

PARTITIONS .

artitlans. are areas of contlguous rZ?l mgmory that are usad
¥ dr Task execution, There afe two modes of Partitlon usagei
(1)."yYsser Control" whara only one task at » t|ima may occuoy
the, Partjtjon, anmd (2) "System Contro|" wnere the system
controls aljocation of memary (wltnln tne Partivion) -wesp
‘exacytlon of ona or mora Tasks, JThre name, Dase aAddress,
. sjze, and moda of eacn Partition Is srecifies At Systan
-Canfiguratiasa- time, and c¢annot be chahged on=l|na, Tas¥s
‘are [nsta|tled to ryn [n a particular Parljtlon, rtut, wuden
spaclflc request, may ruyn - In any Partitien that Is Jarge
enougn, '

 DISK USAGE

Paft of tne exacutlve cade |s a RF and/or RK Disk Driver
which provides Storage A|locatlon and 8lock Transfer
functjons for Prlveleged reguestors, -

When a Task Imaga Is oullt, a disk area |s allccated to
contalr thra Task'’s loac |rags, and, [f the Task |< declared
rcnhneckprolntabler, a1 swapout area [s also aj|loacated, The
YTask Image s written sucn that a sjingle transfer can ne
useo to Joag [%ts Imace {nto a Partition, Fxceot far Glooal
Comnon and Resldant Lidrary Routlnes (wnlch are not a nart
of the disk Image), a Task redqulres contliguous real me~ory,

" MULTIPROGRAMMING

Effect!ve multlorogrammine depands wupoan ulilple =amory
residency of Tasks, and ypon Tasks SpenAing sone of thelr
res|{dency wajting for 170 completion, wattling for
synchrenization wlth other Tasks, oOr In some way 0z2ing
unable tn contlinue execution), Thus, ~hlle 9nne or savera]
Tagxs are waltln3, anothap Task may ut]|llze the central
processor’s resources,



RSX311" SYSTEW QVERVIEY o PAGE 3

Under RSX«%1D, Tasks are run at a software prjorlty level
tan3ina . from a tow of ane tnroygh a high of 255, and the
highest prlorlty Task capabje of execution I!s aranted the
central prnocessor resoyrces,

Wnen a Task bescomes peady to execute, and |3 of a higher
priority tnan tna currently executina Task., the [|ouer
priority Task s Interruptead and the higner orlor ty Task Is
allnwed to  run, Fxacutien of the Jnterruntey Task wlil
continue wnen |t Once agajn ovecomes the hlghest oriorjty
Tass  capable - of  exacution, Tna environmgnt of *an
Intorrupted Tasx |s praserved, and, exceat f~r elapsaed tlme,
Intarrug®ton {s ftransparent to an |nterrupted Task, -

Tnls wmujtipregramming normal |y aopljes onty  *o
memory~resident Tasks, 1"€,, once & Tasx [y In memary, it
Is nornajly allowag to run to . compjation In  a
multlprogramming fashlon even [f Jts memory becomes reaulreg
for the exacutlion of a nigher orlicrity Task, ‘iewgver, wnen
It 1s desjrable to free a Partitlon for exe¢yticrn of a
hiqner . porijority Task, a Task may he deecjaread
"ehecknolntablelh vwmen [t [s Tnstalled, Cnecgkpointable Tasks
are swapped=out when thejr Partition Is reaulred for a
hlaher prlor]lty Tasx, and Swapped-in wnan they ance anailn
heceme the highest pricrity Task requliring [ts Partitien]

Mormally, a Task s breuant [ato mamory enly upon a reguest
for |ts exacytieny and several TaSks may use tha same
memory., Howsaver, wnen des|rabia; a Task may he
"f{xed=|n=memory" nernitting faster response to rgquasts far
executlon, but aecdfcating a Partf{tion, or 2art of 2ne, Lo a
s|ingle Task, - ‘

SIGNIFICANT EVENTS AND EVENT FLAGS

A Task is consldered "activg”™ from the time Its executicon Is
reaquasted unti| the time [t nas €EXITed; and thne system
malntalns a priority orcerea |Ist of actlive Tasxks cajjad iné
Active Task List, The system js A4rfven oy tnis (lst In {he
following way, A Significant Event Is a congition that Is
declarad by a program that recognfzes that an eyent aof
sjgnificance nas oecufred, Whenever a Slan|ficant Event Is
declareq, any exacutlng Task Is Interruptad and the Actjve
Task LIst Is scanned frcm the too examining tha statug  af
Tasks |n decanding oprinejty cragor untli| a Task na~a“ie cf
execytion |s found] fLxecutlon of thne Tasx |s then
InTtlated, or centinyed, unti] e[thary 1) tha Tasxk axltis,
2) the Task must walt for anothar event (viZ\, 170
completion), or 3) a Signiflcant Event occurs and a hianar
prlority Task |s capeble of executlon) Task swjtching
ocecurs onfy as a resyjt of a Sjignjflcant Event, ard
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"S{gnlflcant Events are déc]aﬁed when events of slgnlffcance
occufs |5esq RSX=11D Is an event drjven system,

Assoc]ated wlth SignTflcant Events are flags ca|led Event
Flags, geclaration of a Slgnlflcant Event [ndjcates thatl
somethling has happenea, and the settina of a particylar
Event Flagc Indlcatas what has happened, For exavple, -ipan
completion of 1/0 requests, Hardiaer Tasxs normajly set a
tequestor |ndlcated Event Flag and declare a Significant

Event, 1If the requyestiny Task has Instructed the system
that It could not executs untii the Event varlablie had been
set, Tasks of lowser priorlty could be run bacaiyse scans nf
tne Actlve Task LJIst could pass tna Task waltjrg far 140
completion untl] the Significant Event was ceclared as a
rosult of tne /0 completion)

Each [ask has accass to S[xty=four (64) Event Flags of whlzh
thirty=two (32) are unique to each Task; and thirty=two arse
comman to a]| tasks, - c

SYSTEM TRAPS

The ablilty to sarvice certaln condltlons without
contlnuously testing for t&nelr existence |s nrevidea via
ngystam Traps", These Traps cons|st of a linkage ~etnad to
optiona| jn=Tasx tpap service routines; Tne servise
routfnes are Instajled as a part of tha Task, lImjrec "y the
same restrictlons as the Task, and run at tns Task'’s
prlority as a result of a System Trap condition) This
faclllty also oprovides a means of responalrs to the
execytion of privijeged Instfuctfons and non=RSX-110 EvTs,

If the system [s nat explicltly notlfled of the exlstence of
a System Trap Service routine, the System Trar will not
occue, ' ‘

ON=-LINE TASK DEVELOPMENT

Program development uynder RSX~110 Is provided as a
single=straam Batch capabl|lty, Program ynits may be
assaembled or comp|led (Fortran 1V), Task [mages may be byl t
and |nstalled or Ffemoved, and flle manjpujation utillty
operations may oe parformed,
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THE MONITOR CONSOLE ROUTINE

.Operator [nterface te tha system Js provided by 14 faci||Tty
callad the WMCR™ for Meon|tor Consols Routlne)

MCR dlajogue Is establlshad by typlng a *C on a TTY, Thls
‘caDSGS an MCR d}spatch Task t0 run wnlsh sutputs an "MCR',"'
promnting Symoo| and reads a line of commanc lnout, Tneo
command input |lne [ndicates what functlon Is to ne
parfopmed and cantalas parametars wnen neceassary., The
dispatch Task cayses an MCR Fynctlon Tesk to run, which
performs tne reayested functlon, There [s one MCR Functien
‘Task for evary MCR Function, '

A typlcal system mlght have MCR func%?bns to provide sysvem
"status, pepform  Task schedullng, change Logleal unit
Ass|gnments, etc) .

S|fce normal RSX+11D Tasks are uysed to Impjement MCR
Functlons, special ourpase functlons = %o provide added
flexlol} Tty or corivenience for a partlieylar application or
Tnsta|lati¢namay De easily developed and added,

SYSTEM DIRECTIVES

 System Directives or Ofrectives are Instructions to the
system to perform an Indjcated oparatlion, Directives are

Implemented as EMT/s and supported under FORTRAN by Ilbfary
sybroutjnes, :

Djfect{ves allow Tasks to scheduls other tasks, measure t[me
Intervais, gquesue 1/0 reaquests, suspend sxecutjen |n varions
ways,; change loglcal unit assignments, ex|t, and rerform
ather utl|fty oparations,

1706 HANDLERS

With the esxceptlen of the Systenm Dfisk Dplver({st, whilcn ase a
pajt Oof the executlive, al| 1/0 Is sypportad oy "I1/0 Handier
Tasks", Thoss Tasws alffer from most other Tasks |n that
(1) <they contain an Interryct sepvica roytine, (2} thaey fun
wlth additional ariviege; and (3) that a naning conventjan
exJsts tvlz,, the Lins Pginter Handler Task ts namsd
"LPYY M

1/0 Handler Yasks are are |oaded Inte; or uynloded fiom
nemorv by MCR commands, '



‘RSX=11D SYSTEM OVERVIEW ' PAGE 6

'1/0 requests are queyed for each unlt by prloplty (Cusuajly
Fequestor task prlority), and Handler Tasks plck reauests
from the top of request queuyes, Thus, preferential service
1s glven to hlgh oprlori*y requestors, However, when
approprfate, Handler Tasks. accept Mattach wunjt to Task"
foquests and then de=queus oOnly requests from the attached
Yask: This coentlnues unt|] -a "detach wunjt from Task"
- fgquest |s de~queyocds which causes requests to be de=queusd
by prlopTty (off the top) once agaln’

The Tnterfacs between an 1/0 Handjer Task and the RSX=11D
.gystem Js accompl|shed by Difect]ves and by re=entrant
system subroutines (viz,, to attach, detach, and de=-queys).
and the major effort |n developlng an RSX=11D Handler Task
Ys In drlving the device, and not jn,compjeting an Intimate
Ynterface to a host system, '



