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Abstract

We presenta novel probabilisticmethodfor partially unsupervisedopic segmen-
tation on unstructuredext. Previous approacheso this problemutilize the hidden
Markov modelframewnork (HMM). TheHMM treatsa documenasmutuallyindepen-
dentsetsof wordsgeneratedy a latenttopic variablein atime series.We extendthis
ideaby embeddinghe aspectmodelfor text into the sgmentingHMM. In doingso,
we provideanintuitivetopicaldependengbetweerwordsandacohesve segmentation
model. We apply this methodto segmentunbroken streamsof New York Timesarti-
clesaswell asnoisytranscriptsof radio programson SPEECHBOT 1, anonline audio
archive indexed by anautomaticspeechrecognitionengine.We provide experimental
comparisondbetweemnour techniqueandthe HMM approach Our resultssuggesthat
thistechniquecanperformaswell asthe HMM methodandin somecasesvenbetter

1A publicwebsiteavailableatht t p: / / www. speechbot . com
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1 Introduction

In the classicalinformationretrieval (IR) problem,a usersearches a corpusof text
for documentsvhich satisfyherinformationneeds.This framewvork assumes notion
of documeni.e. thatthe corpusis dividedinto cohesie setsof wordseachexpressing
asmallnumberof informationneeds.

In somesearch-werthytext corpora,suchasnewvswirefeeds television closedcap-
tions, or automaticspeechrecognition(ASR) transcriptsof streamingaudio, thereis
no explicit representatiornf a document. Thereareimplicit documentbreaks(e.qg.
television shaws, radio sggments)ut no cleardemarcationsf wherethey occur Seg-
mentationis acritical subtaskof the IR problemin thesesituations.

To this end,we implementeda novel probabilisticmethodof topic sggmentation
which combinesa sgmentinghiddenMarkov model[6] andan aspectmodel[5]. In
this paperwe describeourmethodanddemonstratgoodresultswhenappliedto noisy
ASR transcriptsandstreamof clean(errorfree) uns@gmentedext.

This paperis divided into six sections. In section2, we summarizeof previous
techniquesainddescribehow our methodrelatesto them.In section3, we describehe
standardHMM segmentatiorapproachin sectiond, we describehetheorybehindthe
aspecHMM approachln section5, we reporton experimenton bothcleanandASR
text. In section6, we presenbur conclusionsaandsuggestions$or futurework.

2 Previous Work

Thereis aconsiderabléodyof previousresearctonwhichthiswork builds. Hears{4]
developedthe TextTiling algorithmwhich usesaword similarity measurdoetweersen-
tencedo find the point betweerparagraphat which the topic changesThis approach
is effective on cleantext with explicit sentenceandparagraptstructure. However, it
is difficult to implementon text producedby a speechrecognitionengine.In addition
to the unstructurechatureof ASR output,speechrecognitionengineson unrestricted
audiooftenhave word errorratesin therangeof 20%to 50%. SinceHearsts algorithm
computegosinesimilarity betweerrelatively smallgroupsof wordson eithersideof a
sentencéoundaryit is unclearwhetherit would berobustenoughin thefaceof mary
erroneousvords.

Beefermaret al. [1] introduceda feature-basedggmentationrmethodwhich does
not requiretext with paragraphand sentencestructure. Thoughtheir methodworks
well, mary of the derivedfeaturesarebasedon identifying cue-wordswhich indicate
animpendingtopic shift. In our domain,high error ratesoften cloud suchcuewords
makingthemdifficult to learnanddetect.

The methodwe presentouilds directly on the Hiddenmarkov model (HMM) ap-
proachof Mulbregtetal. [6]. We extendthis modelby embeddingheaspectmodel[5]
in the HMM. This allows for a unified model within which we find both segment
clustersto train transitionprobabilitiesandlanguagemodelsto determineobsenation
emissionprobabilities.
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Figurel: A graphicalmodelrepresentinghe segmentingHMM

3 HMM Segmentation

In the sgmentingHMM framawork, anuns@menteddocumenis treatedasa collec-
tion of mutually independensetsof words. The model positsthat eachsetis prob-
abilistically generatedy a hiddentopic variablein a series. Transitionprobabilities
betweertopicsdeterminethe next hiddenvariablein the sequence.

As a generatie model,the HMM positsthata documentis producedby the fol-
lowing process:choosea topic from aninitial distribution of topics; generate setof
L independenivordsfrom a distribution overwordsassociatedvith thattopic; choose
anothettopic, possiblythe sametopic from adistribution of allowedtransitionsyepeat
this processGivenanaw, unsgmentediocumentpneinvertsthis procesdy calculat-
ing themostlik ely setof topicswhich generatethe L-word setsof thegivendocument.
Topic breaksoccuratthe pointswherethe valueof thetopic variableschange.

More formally, o, = {wy,1, w2, wy 3, ..., w: } aresetsof L wordsandaregen-
eratedby atopic z;. Eachz; depend®nly on z;,_; andtheo; areindependentf each
othergiven z;. Thisis illustratedin the graphicalmodelin figure 1. Circlesrepre-
sentrandomvariablesand arrows indicatepossiblydependeng The box aroundwy
indicatesthat this randomvariableis repeatedl timesfor eachtopic variablein the
series.

TheHMM is parameterizethy a transitionprobability distribution betweertopics
anda setof topic-basedinigramlanguagemodelsP(w|z) for eachpossiblevalue of
z. To trainthe model,a setof sgmentsfrom a corpusis clusteredusingthe k-means
algorithm. A unigramlanguagemodelis computedfor eachof theseclustersandan
appropriatesmoothingechniqués appliedto accounfor sparsity Thetransitionprob-
ability distribution betweertopic statesP(z;11|2¢) is a parametewhich is separately
tunedin [6]. We simply usenormalizedcountsof transitionsbetweenclustersin the
training setto estimateit. Note thatthis modelrequiresa segmentedcorpusto train,
but worksin anunsupervisednannetrto clusterthosesegments.

To sgmenta new document,the streamof text is divided into a sequenceof
obsenationso; of L words each. The Viterbi algorithm [7], a dynamic program-
ming technique,is usedto find the mostlikely hiddensequencef topic statesZ =
{20, 21, - - - , 27} givenanobsenedsequencef wordsetsO = {og, 01, . .., 0r}. Topic
breaksoccurwhenz; # zpy1.



This modelis an effective segmentationframenork on both cleanand ASR text.
However, it suffersfrom the naive Bayesassumptiorthatthe wordswithin eachobser
vationaremutuallyindependengivenatopic.

L

P(os|2) = H P(w;|2)

i=1

As L getslarge, this assumptiorworkswell for computingP(o;|z). However, the
larger L becomesthe lessprecisethe resultingsegmentationwill be sincethe model
canonly hypothesizeopic breaksbetweensetsof words. Thewindow (i.e. L) must
belarge enoughto give anaccurateestimateof P(o|z) while smallenoughto detecta
segmentatiorpointwith goodgranularity

4 Aspect HMM Segmentation

A sgmentingaspecHMM (AHMM) is ahiddenMarkov modelin which eachhidden

stateis aninstanceof the latentvariablein an embeddedspectmodel. This aspect
model determineshoth the obsenation emissionprobabilitiesand training segment
clustersto find thetransitionprobabilities.As in the sgmentingHMM, eachobsena-

tionis asetof L wordsandwe usethe Viterbi algorithmto find topic breaks.

4.1 Theaspect model for documents and words

In this sectionwe summarizethe aspectmodel asit appliesto text. For a detailed
discussionsee[5].

The aspectmodelis a family of probability distributions over a pair of discrete
randomvariables. In text data,this pair consistsof a documentabel anda word. It
is importantto understandhatin the aspectmodel,a documents not representeds
the set of its words but simply a label which identifiesit. It is associatedvith its
correspondingetof wordsthrougheachdocument-vord pair.

This modelpositsthatthe occurrencef adocumentndaword areindependentf
eachothergivenatopic or factor Let d denotea segmentfrom apresgmentectorpus,
w denoteaword, andz denoteatopic. Underthis independencassumptionthejoint
probability of generatinga particulartopic, word, andsegmentlabelis

P(d,w, z) = P(d|z) P(w|z)P(z).

The P(w|z) parameteiis a languagemodel conditionedon the hiddenfactor The
P(d|z) parameteis a probability distribution over the training segmentlabels. The
P(z) distributionis a the prior distribution on the hiddenfactor

Givena corpusof N sggmentsandthe wordswithin thosesggments the training
datafor anaspecmodelis thesetof pairs{(d,,, wl)} for eachsegmentlabelandeach
wordin thosesegments We canusethe ExpectatiorMaximization(EM) algorithm[2]
to learnsucha modelfrom an uncatgorizedcorpus. In the E-step,we computethe
posteriomprobability of the hiddenvariablegivenour currentmodel.In the M-step,we



4 4 ASPECTHMM SEGMENTRATION

maximizethelog likelihoodof the training datawith respecto the parameterd(z),
P(d|z), and P(w|z). The E-stepis

P(2)P(d|z) P(w|z)

) = S~ Py Pl
The M-stepis
>wew P(z|d, w)n(d, w)
Pldlz) Zwew Zd’eD P(z|d',w)n(d', w)
P(U)|Z) — ZdED P(Z|d, w)n(d7 ’UJ)

Zw’EW zdeD P(z|d,w")n(d,w")

ZdeD ZwEW P(Zld, w)n(d, ’LU)

PO = S5 o S PG wn(d, w)

wheren(d, w) is thenumberof timesword w appearsn document.

To avoid overfitting the training data, we usetemperedEM as describedn [5].
Essentially we hold out a portion of our training datafor crossvalidation purposes
afterthe E-step. Whenthe performancedecreasesn the hold-outdata,we reducea
parameter3 < 1 which tempersthe effect of the next M-step on the parameter®f
the model. In the caseof a sgmentingAHMM, we crossvalidateby checkingthe
segmentationaccurag on a held out setof transcriptsasmeasuredy the CoAP (see
sectionb.3). We stoptrainingwhenreducing8 nolongerimprovesperformancenthe
segmentatiorof the hold-outtrainingdata.

4.2 Theaspect HMM

The sggmentingAHMM is anHMM for which the hiddentopic stateis the z random
variablein a trainedaspectmodel. This is depictedin figure 2. Generatiely, the
AHMM worksin exactlythesameway astheHMM exceptthewordsfrom theselected
hiddenfactoraregeneratedia the aspecimodelratherthanindependentlyenerated.
To train an AHMM, we train an aspectmodel on a set of training segmentsas
describedn sectiond.1. We clusterthetrainingsegmentsby the P(d|z) parameter

cluste(d) = arg max P(d|z;)

Finally, we computetransitionprobabilitiesbetweenclustersandinitial probabilities
of eachcluster

Notethatthe aspecimodeldoesnot representlustersin the way thatwe compute
them.Eachd is representedly P(d|z), aprobabilityfor eachlatentfactor Thereis no
theoreticalreasornthat the factorwith maximumprobability shouldindicatea cluster
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Figure2: A graphicalmodelrepresenting segmentingAHMM

assignmentHowever, in practice,P(d|z) for afixedd is pealedtowardsonevalueof
z. In this case we feel justifiedin assigningeachsegmentto the factorwith maximal
probability.

TheAHMM segmentsanew documenby dividing its wordsinto obsenationwin-
dows of size L andrunningthe Viterbi algorithmto find the mostlikely sequencef
hiddentopicswhich generatedhe given document.Segmentatiorbreaksoccurwhen
thevalueof thetopic variablechangedrom onewindow to the next. The Viterbi algo-
rithm requiresthe obsenationprobability P(o; |z) for eachtime step.While the HMM
useghenaive Bayesassumptiorio computethis distribution, we treateacho; asanew
sggmentlabelandcomputeP (o, |2) via theaspecmodel.

Oneproblemwith theaspectmodelis thatit is notatruly generatie modelwith re-
specto documentabels.The P(d|z) parameteis adiscretedistribution overthesetof
training documents.Therefore the modelcanonly computeconditionalprobabilities
aboutthosesegmentswhich it wasexposeduo in training. In the Viterbi algorithm,we
needto find P(o0;|z) for someobsenationwindow o;. This obsenationis not adocu-
mentlabelthatthemodelhasseerbefore.To properlyfind P(o;|z), oneshouldretrain
the model using EM on the training corpusaswell aso; andthe wordsit contains.
However, this is very inefficient. In practice,onecanusean online approximationto
EM to find P(o;|2z). We useavariantasdescribedn [3].

Letor; = {e,wi1,we2,. .., w;} Wherew, o = e denotesrowordando;, 1, = o,
denoteghefull obsenation.We approximateP(z|o;) recursvely asfollows.

P(z|oto) = P(z)
1 P(wit1]z,01,:)P(2|0s,i)
P i - : ,
(ZlOt, +1) 1+1 Ezl P(wi-i-llzl)P(ZI'Otvi)
)
o 1P(z|ot,i)

Thenwe useBayesruleto find P(o;|2).

P(z|o)P(o¢)

Plolz) = =55
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Notethat P(o;) is nota meaningfulprobability However, the Viterbi algorithmonly
needgo computeP (o, |z) for asingleobsenationatatime. Thus,P(o;) behaeslike
a scalingconstantand we cancomputeP(o¢|z) up to this factor Finally, sincethe
Viterbi algorithmonly comparegprobabilities we canusethis proportionalprobability
withoutary loss.

Theseformulaereflectanonlineapproximatiorof oneE-stepin the EM algorithm.
We presentherean intuitive derivation to illustrate why they malke senseassuchan
approximation.We would like to recursvely estimateP(z|o;) from partial estimates
of P(z|os,;). First, noticethato, o is theemptyword. This immediatelygivesus the
basecase.

P(zlot,0) = P(2)

We canexpressP(z|o,;) in termsof our previousinformationasfollows.

P(zlor:) = > P(w)P(zlw,01 1)

wWEOo ;

We assumehat, in a partial obsenation sequence;, the mamginal probability of se-
lectingary wordis simply1/(i 4+ 1). Obserethatwhenw # w;, thewordis assumed
to have beenaccountedor in P(z|o;—1) andis absorbedn the conditioning. When
w = w;, We cancomputeP(z|w;, 0;—1) by asimpleapplicationof Bayesrule.

1

)
P(zlot;) = T 1P(z|w,~,ot,,~71) + H_—IP(z|ot,,~,1)

1 P(wilz,0t,i-1)P(z|ot,i-1)
i+ 1 Pw;)

)
1+1

P(Z|Ot,i_1)

1 P(w;|2)P(z|ot,i-1)
) + 1 Ez’ P(’U)i|zl)P(Zl|0t,i_1)

P i

Z- + 1 (z|oty'l ]-)
Thefinal equationexpresses(z|oz,;) in termsof P(z|o;,;—1). As theapproxima-

tor seesmorewordsin a singleobsenation, it refinesits posteriordistribution of the

topic. It usegthisrefinedposteriorto weightthedistribution of the next word.

5 Experimental results

We appliedthis segmentatiormodelto two largecorpora.First, we examinedSPEECH-
BOT transcriptsfrom All Things Considered (ATC), a daily news programon National
PublicRadio.Ourcorpusspans317shavsfrom August1998throughDecembef 999.
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Figure3: TemperedEM corvergencan the ATC andNYT corpora

Within theseshowvsthereare4,917segmentswith avocahulary of 35,77 7uniqueterms.
The shaws constituteabout4 million words. We estimatedhe word errorratein this
corporato bein the 30% to 40% range. Note thattheseareonly estimatecomputed
from samplingthe corporaasperfecttranscriptsareunavailableto us.

Additionally, we analyzeda corpusof 3,830 articlesfrom the New York Times
(NYT) to comparethe ASR performancewith errorfreetext. This corpusconstitutes
about4 million wordswith avocahulary of 70,792uniqueterms.In all reportedexper
iments,we learnanaspecimodelwith 20 hiddenfactors.

5.1 Aspect model EM training

Figure3 illustratesthe performancen held out dataduringthetempered=M training
of theaspectnodel(seesectiord.1). Thoughthe NYT corpustakeslongerto corverge
(dueto the highervocahulary size),it learnsmorequickly thanthe ATC corpussince
thetext containsno errors. The ATC corvergesfaster(dueto the smallervocahulary
size)but staysatalow CoAP (seesection5.3)for severaliterationsheforeperformance
improves.

5.2 Sampleresultsand topic labels

In our experimentswe usethreevariantsof our two corpora.First, we createrandom
sequencesf sgmentsfrom the ATC corpus. Second,we createrandomsequences
fromtheNYT corpusto comparecleanversusnoisy segmentation Finally, we usethe
actualairedsequencesf ATC segmentssincethis is domainof the primary problem
whichwe aretrying to tackle.

In the randomsequencesf segments,we attain almostperfectsegmentationon
both corpora.However, theresultsaremixedwith the original broadcastsf the ATC.
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Figure4: A segmentationof All Things Considered from April 29, 1999. The top
diagramis the hypothesisegmentation.The bottomdiagramis the true sggmentation.

Figure4 showvs a sggmentationfrom a real transcriptof ATC on April 29, 1999. The

segmentatioris not perfectbut hypothesizethedetectedopic breaksatapproximately
the correctpointsin the program. At first, thereseemto be mary missedbreaks.We

argue however that thesemissedstory breaksdo not always constitutetopic breaks
andthereforeare not indicative of the performanceof our model. To illustrate this,

we explore a methodof topic labelingbasedon the languagenodelparametersf the

aspecimodel.

Oneway of identifying the topics which the segmenterfindsis by the top fifteen
wordsof the P(w|z) parametefor thevalueof z whichthe Viterbi algorithmassigned
to a particularsegment. Figure5 lists theseword sets(denotedby a letter) asthey
correspondo the topicsin the sggmentation(denotedby a number). For example,
story 14 is aboutthe Israeli/Ralestinianconflict. Its correspondingegmentin the hy-
pothesisseggmentatiorcanbe describedy thewordsin topic F whichincludepeace,

i sraeli,andpal esti ni an.

Analysis of this correspondenceften explains missedtopic breaks. Articles 11
and12 arebothaboutthe Kosovar refugeesUnderstandablythey arebothassignedo
topic A andthe breakbetweerstoriesgoesundetected.

Note that the sggmentercanwork evenif the top wordsof P(w|z) fail to give a
goodtopic description. The story aboutdeformedfrogsis assignedopic I, a rather
generidanguagenodelwith no realdescriptve words. However, the subsequergtory
aboutthe economyfits topic J sowell thatthe AHMM is ableto properlydetectthe
break.
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A nato, military, kosovo, said, air, get, today, forces, troops, people, refugees,
says, yugoslav, re, to, war

B president, house, republican, replublicans, clinton, senate, impeachment,
democrats, said, think, get, white, today, people, congress

C  school, students, schools, get, know, think, says, people, good, like, two,
just, children, year, education

D get, know, like, good, new, re, just, two, people, time, says, think, music,
see

E says, get, health, people, care, new, two, women, years, re, year, patients,
good, medical, study

F  nato, president, peace, israeli, israel, minister, palestinian, today, said, get,
agreement, prime, kosovo, war, milosevic

G olympic, two, said, new, information, today, good, committee, people, nine-
teen, time, year, internet

H people, get, says, said, think, two, good, new, president, today, time, year,
nineteen, years

I get, think, people, know, just, re, says, time, good like, two, don, new,
things, say, see, going

J  today, said, two, get, president, says, market, economy, good, government,
new, economic, year, percent, time, hundred

1. NPR’s Julie McCarthy reports from NATO headquarters in Brussels
on the status of the air war over Yugoslavia including a missile that
went astray and landed near Sophia the capital of Bulgaria.

)

. A new NPR Kaiser Kennedy School Poll released today shows sub-
stantial support for current US actions in Yugoslavia.

[}

. Congress is divided in its sentiments about the war in Kosovo.

'

. Linda updates the news from Littleton Colorado where another fu-
neral was held today and the investigation continues into the planning
of the attack on Columbine High School.

o

Linda and Noah read letters from All Things Considered listeners.

B

New York City teens react to the Littleton Colorado high school
tragedy.

=~

. Today marks the centennial of the birth of Edward Kennedy Elling-
ton.

®

Government figures indicate teenage pregnancy has fallen sharply re-
ducing the countrys overall birth rate.

©

The Florida legislature is expected Thursday to adopt the nations
first statewide school voucher program.

10. NPRs Tom Gjelten reports that former Russian Prime Minister Vik-
tor Chernomyrdin has undertaken a twoday diplomatic mission aimed
at restoring peace in Yugoslavia.

11.

s

Sarah Chayes reports from Tirana Albania on families that have taken
in Kosovar refugees.

12. Barbara Mantel reports on the beginning of efforts to bring some
Kosovar refugees to the U.S temporarily.

13. NPRs Mike Shuster reports that a scientist who was fired from his job
at the Los Alamos National Laboratory on suspicion that hed trans-
ferred U.S weapons secrets to China may have caused more damage
than previously thought.

14. NPR senior news analyst Daniel Schorr says that in the midst of the
crisis in Kosovo the ageold Israeli/Palestinian conflictfor nowstill has
a chance for a peaceful settlement.

15. NPRs Wade Goodwyn reports funeral services were held today for
yearold Isaiah Shoels. Shoels was a football player and the only black
student killed in the Columbine High massacre.

16. NPRs Richard Harris reports that scientists have discovered why some
North American frogs have been suffering from disturbing deformities
such as extra legs or missing legs.

17. NPRs Jim Zarroli reports on Wall Streets prediction that the millen-
nium weekend will pass without significant bugs for stock exchanges
or major brokerages.

Figure5: Summarywords (up) and groundtruth summariegdown) from the ATC
segmentin figure4
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| Source | P(missed)| P(false)| P(disagree)

RandomNYT | 0.123 0.080 | 0.096
RandomATC | 0.263 0.052 | 0.143
Actual ATC 0.434 0.063 | 0.233

Figure6: CoAP resultson the ATC andNYT corpora. In the caseof randomlygen-
eratedranscriptsthereportedresultsarethe meanover ten setsof randomtranscripts
takenfrom the samesetof testingsegments.

5.3 Quantitative Results

We usethe co-occurrence agreement probability (CoAP)introducedn [1] to quantita-
tively evaluateour segmenter The CoAPis definedas

P(agreement= > D(i, j)dr(i, j) & S (i, )
(4,5)

Thefunction D (i, j) is a probability distribution over the distancesbetweenwordsin
a document;the é functionsare1 if the two wordsfall in the samesggmentand 0
otherwise;ande@ functionindicatesagreemenbetweerthe operands.

In ourcase,D(i, j) = 1 if thewordsarek wordsapartand0 otherwise.With this
choiceof D, the CoAPis ameasuref how oftena segmentatioris correctwith respect
to two wordsthatarek wordsapartin thedocumentFollowing [1], we choosek to be
half theaveragdengthof a segmentin thetrainingcorpus,170in the ATC corpus,and
200in theNYT corpus.

A usefulinterpretatiorof the CoAP s throughits compliment[1]

P(disagreement= P(missedP(se) + (1 — P(sey)) P(falsg

whereP(se) is the a priori probability of a segment, P(missed is the probability of
missinga segment,and P(false is the probability of hypothesizinga segmentwhere
thereis no segment.

Figure 6 shaws the error and its decompositiorfor threeexperiments:the NYT
corpuswith randomlygeneratedequencesf articles;the ATC corpuswith randomly
generatecsequencesf sggments;andthe ATC corpuswith the true orderingof seg-
mentsasthey wereaired. It is interestingto note that our systemtendsto undersg-
mentasindicatedby the high P(missed. Furthermorejn the actualATC orderings
P(missed is even higherdueto the phenomenorof multiple segmentswith similar
topics(seesection5.2).

Figure 7 is a comparisonbetweenthe AHMM and HMM over window widths
from 2 to 200. AHMM segmentatioroutperformsHMM segmentatiorfor smallwin-
dow widths. However, aswe increasethe window size, the performanceof the as-
pectmodeldecreasesThis is dueto two facts. First, the precisionof the segmenter
decreases;ausinga slight decreasén score. More importantly however, this behar-
ior occursbecausewve are usingan approximation of P(o;|z). In the approximation
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Figure7: Window width vs. CoAPfor theHMM andAHMM in theNYT corpus

schemadescribedn section4.2, wordsin the beginning of the window areweighted
more heavily thanwordstowardsthe end of the window. Therefore,asthe window
sizeincreasesmore words make lessimpacton the obsenation distribution andthe
segmenterdoesnot performaswell.

TheHMM doeswell on largewindows sinceall wordsarecountedequally How-
ever, this increasen performancaes at the expenseof low segmentationgranularity
While the HMM performsbetterthanthe AHMM for large windows, it never attains
theperformancef the AHMM in smallwindows. Typically, the AHMM reachepeak
performanceat a window size of 10-15words. The HMM begins to perform better
thanthe AHMM ataround100words.

6 Conclusionsand future work

In this paper we have introduceda new approacho text sggmentatiorusinga unique
probabilisticmodel that combinesan aspectmodelwith an HMM. This is a unified
framework within which we learnboth documentlustersfor trainingandobsenation
probabilitiesfor nev seggmentations.The AHMM doeswell with small windows of
wordsallowing for a moreprecisesggmentatiorthanwith the HMM.

We have experimentedvith this systermon noisytext sourcegproducedy aspeech
recognitionsystem.Sinceour modelis purely statistical,we canseggmentthis output
andaccuratelyhypothesizdopic transitionpoints. Our resultson transcriptgproduced
by the SPEECHBOT systemarequite encouraging.

Futurework in this areahassereraldirections.First, we would lik e to incorporate
segmentationnto the SPEECHBOT IR framawork in a principledway andmeasurets
success.Second,we would like to usethe topic labelsto cateyorize the corpusof
segmentsandfurtherimprove audiobrowsingandretrieval. Finally, we would like to
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explore atemporalanalysisof our dataandmodellong termtopic shiftsin the hidden
factorsandlanguagemodels.
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