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Abstract

In this article, we consider words overf0; 1g. Theautodistanceof such a word is the lowest
among the Hamming distances between the word and its images by circular permutations other
than identity; the word’sreverse autodistanceis the highest among these distances. For each
l � 2, we study the words of lengthl whose autodistance and reverse autodistance are close to
l=2 (we call such wordssynchronizing sequences).

We establish, for everyl � 3, an upper bound on the autodistance of words of lengthl. This
upper bound, called up (l), is very close tol=2.

We briefly describe the maximal period linear recurring sequences, a previously known family
of words overf0; 1g; such words exist for every length of the forml = 2n � 1 and their
autodistances achieve the upper bound up (l).

Examples of words whose autodistance and reverse autodistance are both equal or close to
up (l) are discussed; we describe the method (based on simulated annealing) which was used
to find the examples.

We prove that, for sufficiently largel, an arbitrarily high proportion of words of lengthl will
have both their autodistance and reverse autodistance very close to up (l).

Résumé

Nous consid´erons dans cet article des mots surf0; 1g. Nous appelonsautodistanced’un
tel mot la plus petite des distances de Hamming entre lui-mˆeme et ses images par des
permutations circulaires non identiques; l’autodistance inversedu mot désigne la plus grande
de ces distances. Pour toutl � 2, nousétudions les mots de longueurl dont l’autodistance et
l’autodistance inverse sont toutes les deux proches del=2 (de tels mots seront appel´essuites
synchronisantes).

Pour toutl � 3, nousétablissons une borne sup´erieure sur l’autodistance des mots de longueur
l. Cette borne sup´erieure, not´ee up (l), est très proche del=2.

Nous présentons bri`evement les suites lin´eairement r´ecurrentes de p´eriode maximale, une
famille déjà étudiée de mots surf0; 1g; de tels mots existent pour toute longueur de forme
l = 2n � 1 et leur autodistance atteint la borne up (l).

Nous consid´erons des exemples de mots dont l’autodistance et l’autodistance inverse sont
toutes les deux proches de up (l) ou égales `a cette valeur; nous d´ecrivons la m´ethode (une
adaptation du recuit simul´e) qui a permis de trouver ces exemples.

Nous prouvons que, pourl suffisamment grand, l’autodistance et l’autodistance inverse sont
très proches de up (l) pour une proportion arbitrairement ´elevée des mots de longueurl.
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Binary Periodic Synchronizing Sequences 1

1 Introduction

1.1 Subject of the article

Modern radio techniques, including radar and spread-spectrum communications, make use
of finite sequences of bits exhibitingvariouscorrelation properties(e.g.[5], [2] chapters 10 and
12, [1]). The correlation properties of a sequence measure how easily it can be distinguished,
after a transmission with errors, from other related sequences (the notion ofrelated sequences
is application-dependent).

We study here two correlation properties, theautodistanceand thereverse autodistance.
The autodistance measures how well, in the worst case, the receiver will be able to distinguish
between the sequence and a non-identical circular permutation of it (in this case, we consider
that circular permutations of a sequence are related to it). The reverse autodistance measures
the difficulty that the receiver will have, in the worst case, distinguishing between the sequence
and a circular permutationof its one’s complement (here, we consider that circular permutations
of the one’s complement of a sequence are related to the sequence).

In this study, we focus on searching for, and estimating the number of, sequences that
exhibit a high autodistance (thesynchronizing sequences) and those that exhibit both a high
autodistance and a low reverse autodistance (thedouble synchronizing sequences).

1.2 Contents

Section 2 of the article introduces the necessary notation and mathematical objects (including
precise definitions of autodistance and reverse autodistance).

In Section 3, we investigate which values the autodistance and reverse autodistance can
attain. We establish, for each lengthl, an upper bound on the autodistance of sequences of
this length (Section 3.1); we complete this basic result with several remarks about the reverse
autodistance of certain classes of sequences (Sections 3.2–3.3).

In Sections 4-6, we either find, or prove the existence of, sequences whose autodistance and
reverse autodistance approach the previously established bounds.

In Section 4, quoting already known results [4], we introduce themaximal period linear
recurring sequences, a family of double synchronizing sequences which achieve the bounds
for certain lengthsl.

In Section 5, we describe examples of double synchronizing sequences whose lengths are
between 3 and 405; these examples achieve, or almost achieve, the bounds. We present a
computational method, based onsimulated annealing, which we used to find the examples.

In Section 6, we establish a theorem implying that among very long sequences of bits,
almost all have their autodistances and reverse autodistances close to the respective bounds.
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2 Marcin Skubiszewski

2 Definitions and Notation

2.1 Basic notation

i u j greatest common divisor (GCD) ofi; j ∈ N

[a :: b] interval
n
i ∈ Z a � i � b

o
[a :: b) interval

n
i ∈ Z a � i < b

o
N2+ set of natural numbers� 2
f0; 1g2+ set of words overf0; 1g of length� 2
f0; 1gl for l ∈ N2+, set of words overf0; 1g of lengthl
jSj jEj length of the wordS ∈ f0; 1g2+; cardinality of the setE
jSj0 jSj1 number ofzeros(resp.ones) in S ∈ f0; 1g2+

(Fx)x∈ X the family of elementsFx, indexed by elementsx ∈ X ; by definition,j(Fx)x∈ X j = jX j
jFjA number of elements of the familyF belonging to the setA; if F = (Fx)x∈ X , then

jFjA =
���n x ∈ X Fx ∈ A

o���
A4B symmetrical difference between sets:A4B = (A [B) � (A \ B)

xA for x ∈ R andA � R, the set
n
xy y ∈ A

o
; the definitions of

A + x andA � x are analogous
S[i] for S ∈ f0; 1g2+ and 0� i < jSj, thei-th digit of S
�p circular permutation byp of words fromf0; 1g2+:

�p(S)[i] = S
�
(i + p) modjSj�

d (S; T ) for S; T ∈ f0; 1gl, the Hamming distance betweenS andT :

d (S; T ) =
���n i ∈ [0 :: l) S[i] ≠ T [i]

o���
2.2 Notation of objects defined in the article

d (S) for S ∈ f0; 1g2+, the autodistance ofS (Definition 1 below)
d0 (S) for S ∈ f0; 1g2+, the reverse autodistance ofS (Definition 2 below)
up (l) for l ∈ N; l � 3, up (l) = 2b(l + 1)=4c (Definition 7 below)

2.3 Autodistance and synchronizing sequences

Definition 1 (autodistance) For S ∈ f0; 1g2+, the autodistanceof S is the minimum of the
Hamming distances betweenS and all its images by circular permutations other than identity:

d (S) = min
p∈ [1 :: jSj)

d
�
S; �p(S)

�

May 1991 Digital PRL



Binary Periodic Synchronizing Sequences 3

Definition 2 (reverse autodistance)For S ∈ f0; 1g2+, the reverse autodistanceof S is the
maximum of the Hamming distances betweenS and all its images by circular permutations:

d0 (S) = max
p∈ [0 :: jSj)

d
�
S; �p(S)

�

Examples: The null word of any length satisfies d (S) = d0 (S) = 0. The words001 and
0011 satisfy

d (001 ) = d0 (001 ) = 2

d (0011 ) = 2

d0 (0011 ) = 4

Definition 3 (optimal synchronizing sequence)Anoptimal synchronizingsequenceof length
l ∈ N2+ is a wordS ∈ f0; 1gl whose autodistance is maximal; in symbols,S ∈ f0; 1gl is an
optimal synchronizing sequence if and only if

∀ (T ∈ f0; 1gl) d (T ) � d (S)

Informally, we call any wordS ∈ f0; 1gl whose autodistance is maximal or nearly maximal
a synchronizing sequenceof lengthl.

Definition 4 (double-optimal synchronizing sequence)A double-optimal synchronizing se-
quenceof lengthl ∈ N2+ is a wordS ∈ f0; 1gl whose autodistance is maximal, and whose
reverse autodistance is minimal among all words inf0; 1gl having the maximal autodistance;
in symbols,S ∈ f0; 1gl is a double-optimal synchronizing sequence if and only if

∀ (T ∈ f0; 1gl) d (T ) < d (S) ∨
�
d (T ) = d (S) ∧ d0 (T ) � d0 (S)

�

Informally, any wordS ∈ f0; 1gl whose autodistance is maximal or nearly maximal and
whose reverse autodistance is, among the words having the same autodistance asS, minimal
or nearly minimal, will be called adouble synchronizing sequenceof lengthl.

Definition 5 (uniform sequence) A uniform sequenceis a wordS ∈ f0; 1g2+ such that

d (S) = d0 (S)

It follows from Definitions 1 and 2 above that the sequenceS ∈ f0; 1g2+ is uniform if
and only if the number d (S; � (S)), where� is a non-identical circular permutation, does not
depend on the choice of� .

Examples: The null word of any length is a uniform sequence. A word of any length
containing a unique1 and having all other digits equal to0 is a uniform sequence.
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4 Marcin Skubiszewski

Definition 6 (uniform optimal synchronizing sequence)A word fromf0; 1g2+ is a uniform
optimal synchronizing sequenceif it is a uniform sequence and an optimal synchronizing
sequence.

Informally, any word fromf0; 1g2+ which is both a uniform sequence and a synchronizing
sequence will be called auniform synchronizing sequence.

It follows from the definitions above that a uniform optimal synchronizing sequence is also
a double-optimal synchronizing sequence.

Example: The word001 is a uniform optimal synchronizing sequence. Long optimal
synchronizing sequences are never trivial.

3 Bounds on Synchronizing Sequence Characteristics

Theorem 1 below establishes an upper bound on the autodistances of synchronizing
sequences. Theorems 2 and 3 establish that uniform synchronizing sequences of certain forms
do not exist. Theorem 4 states that all optimal synchronizing sequences in a certain category
are uniform.

3.1 An upper bound on the autodistance

Theorem 1 (an upper bound on the autodistance)For everyl ∈ N; l � 3, the autodistance
of every wordS ∈ f0; 1gl is less than or equal to the value given in the following table (for
n ∈ Z):

l = jSj d (S)
4n 2n

4n + 1 2n
4n + 2 2n
4n + 3 2n + 2

Definition 7 (up (l)) For everyl � 3, the upper bound given in the table in Theorem 1 will be
denotedup (l).

In order to prove the theorem, let us establish two lemmas.

Lemma 1 (parity of d (S)) The autodistance of every wordS ∈ f0; 1g2+ is even.

Proof: By Definition 1, for somep ∈ N we have d (S) = d
�
S; �p(S)

�
. It is therefore

sufficient to prove that the Hamming distance between a wordS ∈ f0; 1g2+ and any of its
circular permutations is even.

May 1991 Digital PRL



Binary Periodic Synchronizing Sequences 5

Let T be a circular permutation ofS. We define, forx; y ∈ f0; 1g, the four sets

Axy =
n
i ∈

�
0 :: jSj

�
S[i] = x ∧ T [i] = y

o
which trivially have the following properties:

jSj1 = jA10j + jA11j
jT j1 = jA01j + jA11j

d (S; T ) = jA01j + jA10j
These equations, together with the fact thatjSj1 = jT j1, imply

d (S; T ) = 2 jA01j
so d (S; T ) is even. 2

Lemma 2 (a weaker version of Theorem 1)For l � 3, the autodistance of every word
S ∈ f0; 1gl is less than or equal todl=2e.

Proof: Let S ∈ f0; 1gl. We define fori ∈ [0 :: l) andx ∈ f0; 1g:

Nx[i] =
���n p ∈ [0 :: l) �p(S)[i] = x

o���
By definition of�p(S),

Nx[i] =
���n p ∈ [0 :: l) S[(i + p) mod l] = x

o���
and, regardless ofi,

Nx[i] = jSjx (1)

Let us define thetotal autodistanceof S, calledK, as

K =
l�1X
p=0

d
�
S; �p(S)

�
(2)

By definition of d (S; T ), K satisfies:

K =
l�1X
p=0

���n i ∈ [0 :: l) S[i] ≠ �p(S)[i]
o���

=
���n (p; i) ∈ [0 :: l)2 S[i] ≠ �p(S)[i]

o���
=

l�1X
i=0

���n p ∈ [0 :: l) S[i] ≠ �p(S)[i]
o���

=
X

i∈ [0 :: l)
S[i]=0

N1[i] +
X

i∈ [0 :: l)
S[i]=1

N0[i]

=
X

i∈ [0 :: l)
S[i]=0

jSj1 +
X

i∈ [0 :: l)
S[i]=1

jSj0 (by (1))

K = 2 jSj0 jSj1 (3)
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6 Marcin Skubiszewski

The autodistance ofS is, by its definition, the minimum of the family
�
d
�
S; �p(S)

��
p∈ [1 :: l).

Let us define theaverage autodistanceof S, calledM , as the average of the same family:

M =

Pl�1
p=1 d

�
S; �p(S)

�
l � 1

(4)

This definition implies thatM � d (S).

Equations (2) and (4) and the fact that d (S; �0(S)) = 0, lead to the following expression
of M :

M =
K

l� 1

M =
2 jSj0 jSj1
l� 1

(by (3)) (5)

If l is even,M is maximal forjSj0 = jSj1 = l=2, and we have,

M � 2(l=2)(l=2)
l � 1

M � l

2
+

1
2(1� 1=l)

Sincel � 3,

M <
l

2
+ 1

Since d (S) �M and d (S) ∈ Z,

d (S) � l

2
and the lemma holds forl even.

If l is odd, M is maximal forjSj0 = (l � 1)=2 andjSj1 = (l + 1)=2. We have therefore,

M � 2(l=2 + 1=2)(l=2� 1=2)
l� 1

M � l + 1
2

(6)

Then,
d (S) � dl=2e

and the lemma holds forl odd. 2

Proof of Theorem 1: Lemma 2 implies that, forl � 3, no word can have an autodistance
greater than the value d (S) listed in the table below:

l = jSj d (S)
4n 2n

4n + 1 2n + 1
4n + 2 2n + 1
4n + 3 2n + 2
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Binary Periodic Synchronizing Sequences 7

Lemma 1 says that no word can have an autodistance of the form 2n + 1, which makes us
deduce the table in Theorem 1 from the one above. 2

3.2 Non existence of certain uniform sequences

Lemma 3 (domain ofd0 (S)) For any wordS ∈ f0; 1gl ; l ∈ N2+, the reverse autodistance of
S is even and satisfies

d (S) � d0 (S) � l (7)

Proof: Substituting d0 (S) for d (S) in the proof of Lemma 1 gives the evenness of d0 (S).
Relation (7) results directly from the definitions of autodistance and reverse autodistance.2

Theorem 2 (nontrivial uniform sequences forl � 1 prime) Let l ∈ N2+ and let l � 1 be
prime. Then among the wordsS ∈ f0; 1gl, exactly those verifying one of the conditions

jSj0 = 0 (8)

jSj0 = 1 (9)

jSj0 = l (10)

jSj0 = l� 1 (11)

are uniform sequences.

Proof: The reader may easily verify the fact that each of the conditions (8)–(11) implies
thatS is a uniform sequence.

Supposing thatl � 1 is prime and thatS ∈ f0; 1gl is a uniform sequence, let us prove that
one of relations (8)–(11) holds. From the definitions of autodistance and reverse autodistance,
we get

∀ (p ∈ [1 :: l)) d (S) � d
�
S; �p(S)

�
� d0 (S)

which implies thatM , the average autodistance ofS defined as in the proof of Lemma 2,
relation (4), satisfies

d (S) �M � d0 (S)

Since d (S) = d0 (S), we successively get

M = d (S)

M ∈ 2N (from Lemma (1))
2 jSj0 jSj1
l� 1

∈ 2N (from (5))

jSj0 (1� jSj0) ∈ (l� 1)N

jSj0 ∈ (l � 1)N or (1� jSj0) ∈ (l � 1)N (sincel� 1 is prime) (12)

Relation (12) implies that one of the conditions (8)–(11) holds. 2
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8 Marcin Skubiszewski

Theorem 3 (uniform optimal synchronizing sequences)Letl ∈ N2+. If one of the following
holds

i. l = 4n wheren ∈ N and
p
n ∉ N.

ii. l = 4n + 1 wheren ∈ N and
p

8n + 1 ∉ N.

iii. l = 4n + 2 wheren ∈ N and
p

3n + 1 ∉ N.

then no uniform sequenceS ∈ f0; 1gl will satisfy the equalityd (S) = up (l).

Proof: Suppose thatS ∈ f0; 1gl is a uniform sequence with d (S) = d0 (S) = up (l). Then,
reasoning as in the proof of Theorem 2, we can say thatM , the average autodistance ofS,
satisfies

M = d (S)

which, by (5), translates into

2 jSj0 (l � jSj0) = (l � 1)up (l) (13)

If (i) holds, thenl = 4n, and (13) becomes

jSj20 � 4n jSj0 + 4n2 � n = 0

Solving this second degree equation injSj0, we deduce that (13) is equivalent to

jSj0 = 2n +
p
n or jSj0 = 2n�

p
n

which is impossible since
p
n ∉ N.

If (ii) holds, then (13) becomes

jSj20� (4n + 1) jSj0 + 4n2 = 0

jSj0 =
1
2

�
4n + 1 +

p
8n + 1

�
or jSj0 =

1
2

�
4n + 1�

p
8n + 1

�
(14)

Recalling that the square root of a natural number is either natural or irrational, we
deduce that

p
8n + 1 is irrational. Therefore, the alternative (14) implies thatjSj0 is

irrational, which is impossible.

If (iii) holds, then (13) becomes

jSj20 � 2(2n + 1) jSj0 + (4n + 1)n = 0

jSj0 = 2n + 1 +
p

3n + 1 or jSj0 = 2n + 1�
p

3n + 1 (15)

which is impossible since
p

3n + 1 ∉ N. 2
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Binary Periodic Synchronizing Sequences 9

3.3 Uniformity of certain sequences

Theorem 4 (certain sequences are uniform)For l = 4n + 3; n ∈ N, every word fromf0; 1gl
whose autodistance is equal toup (l), is a uniform optimal synchronizing sequence.

Theorem 5 below says that sequences satisfying the hypotheses of Theorem 4 exist for
l = 2n � 1; n ∈ N2+. In Section 5.2 (Figure 2 and Table 1) examples of sequences are quoted
for l = 3; 7; 11; 15;19;23;31;35.

Proof of Theorem 4: LetS satisfy the hypotheses of the theorem. ThenS is, by Theorem 1
and by the definition of up (l), an optimal synchronizing sequence.

Let us prove thatS is a uniform sequence. We useM , as defined by equation (4) in the proof
of Lemma 2. Sincel is odd, we can, as in the proof of Lemma 2, obtain inequality (6). This
inequality and the fact that d (S) = l+1

2 imply thatM � d (S). SinceM is, by its definition,
greater than or equal to d (S), we get

M = d (S)

The average and the minimum of the finite family of integers
�
d
�
S; �p(S)

��
p∈ [1 :: l) are then

equal. All the numbers in the family are therefore equal and d0 (S) = d (S). 2

4 Maximal Period Linear Recurring Sequences

Theorem 5 (up (l) is optimal for l = 2n � 1) For every l of the forml = 2n � 1; n ∈ N2+,
there exists a wordSn ∈ f0; 1gl verifying

d (Sn) = d0 (Sn) = up (l) (16)

Since this theorem is a straightforward corollary of known results, we will not quote the
proof in its entirety. Instead, we only describe a way to construct the sequenceSn. The
proof that this construction is correct and that the resultingSn satisfies relation (16) is a direct
consequence of well-known results from the theory of finite fields (seee.g.[4], paragraphs 2.11,
6.32, 6.33 and 7.44). The construction itself is discussed in detail by Sarwate and Pursley ([7],
Section 3).

Construction: Let GF2 denote the Galois field of order 2 (i.e. the field composed of
elements 0 and 1) andGF2[X ] denote the ring of polynomials overGF2.

For everyn ∈ N2+, there exists inGF2[X ] at least one primitive polynomial of degreen
(see [4], 2.11). Let us choose one such polynomial and call itPn; the coefficients ofPn will
be calledp0; � � � ; pn (with pn = 1):

Pn(X) = p0 + p1X + � � � + pnXn

Research Report No. 6 May 1991



10 Marcin Skubiszewski

Pn can be used as the characteristic polynomial to build an infinitelinear feedback sequence
of bitsS0n. To buildS0n, we arbitrarily choose its firstn bitsS 0n[0]; . . .; S0n[n � 1], with the
only restriction that these bits may not be all equal to 0 (this gives us 2n � 1 different choices
of S0n). Then, we define the other bits ofS0n by the recurrence formula

0 = p0S
0
n[i] + p1S

0
n[i + 1] + � � � + pnS0n[i + n] (for any i ∈ N) (17)

which translates into

S0n[i + n] = p0S
0
n[i] + p1S

0
n[i + 1] + � � � + pn�1S

0
n[i + n� 1] (for anyi ∈ N) (18)

The sequenceS0n is periodic and its least period isl = 2n�1 (see [4], 6.33). We defineSn to
be the left factor ofS0n of lengthl (thereforeSn represents one period ofS0n). Sn satisfies (16)
(see [4], 7.44).

Consequences of the theorem:Theorem 5 implies that for all valuesl of the form 2n � 1,
the upper bound up (l) is achieved by some word fromf0; 1gl. For these values ofl the upper
bound up (l) can therefore not be improved.

The results presented in the remainder of this article imply that, in fact, the upper bound
up (l) is optimal or nearly optimal forany lengthl.

5 Example Double Synchronizing Sequences

5.1 How the examples have been found

Simulated annealing, the technique used here to find double synchronizing sequences, was
first described by Kirkpatricket al. [3]. Let us describe briefly both the technique and the way
in which it has been adapted to our problem.

Simulated annealing is an optimization algorithm. It provides approximate solutions to
difficult problems (i.e. to problems for which finding the global optimum would involve an
extremely long computing time). More precisely, for a setX , on which is defined a function,
calledenergy, E : X ! R, simulated annealing will try to find an elementx ∈ X such that
E(x) be as low as possible.

In our case, the algorithm is run separately for each value ofl and we haveX = f0; 1gl. When
searching for synchronizing sequences, we try to maximize d (x); thereforeE(x) = �d (x).
When searching for double synchronizing sequences, we try both to maximize d (x) and to
minimize d0 (x). In this case, the choice ofE is not obvious; after experimentation, the author
choseE(x) = d0 (x) � 3d (x), although various other formulas apparently lead to identical
results.

Simulated annealing requires that for everyx ∈ X , a set of neighborsN (x) be defined.
Intuitively, x andy are neighbors (i.e. y ∈ N (x)) if they are similar in a way implying that
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E(x) � E(y). In our case, we consider that two words fromf0; 1gl are neighbors if their
Hamming distance is equal to 0 or 1. For the two energy functions mentionned above, this
implies that ify ∈ N (x), then respectivelyjE(x) � E(y)j � 2 or jE(x) � E(y)j � 8.

The simulated annealing algorithm is a loop composed of a high number of similar steps.
In each step, the algorithm tries to update thecurrent solutionx ∈ X . To do so, it randomly
chooses a solutiony ∈ N (x). Then, if y is better thanx (i.e. E(y) � E(x)), y replacesx
and becomes the current solution. Otherwise (i.e. if E(y) > E(x)) one of two possibilities is
randomly selected: either, with probabilityp = e(E(x)�E(y))=� , y replacesx and becomes the
current solution or, with probability 1� p, x remains the current solution andy is discarded.

The current solutionx present after the last step is output by the algorithm to be considered
as its result.

The parameter� is a positive real number, calledtemperature; it decreases slowly during
the computation from a problem-dependent initial value to zero. Note that for� very high, the
algorithm reduces to randomly walking through the search spaceX , regardless of the energy
function (because for� high, alwaysp � 1); for� � 0, the algorithm descends quickly towards
a local minimum ofE . For intermediate values of�, the algorithm randomly walks through
X , visiting more frequently elementsx with E(x) low.

5.2 What we can learn from the examples

The curve on Fig. 1 (and its magnified version, Fig. 2) shows, for eachl ∈ [3 :: 405], the
autodistance and the reverse autodistance of the best double synchronizing sequence found for
the lengthl by simulated annealing. The autodistance can be compared to up (l), also shown
on the figures. Table 1 reproduces part of these results.

5.2.1 The autodistance

For 3� l � 42, the autodistance of the examples is, with the exceptions ofl = 27 andl = 39,
equal to up (l). For the particular cases ofl = 27 andl = 39, exhaustive searches showed that
there are no synchronizing sequences with autodistance equal to up (l)1; the examples found
for these two values ofl are therefore optimal.

We are thus certain that, forl � 42 (as well as forl = 45, 46, 49, 50, 54, see Fig. 2),
the simulated annealing program actually found optimal synchronizing sequences. For these
values, with the exceptions ofl = 27 andl = 39, the upper bound of Theorem 1 is exact.
For l = 27 andl = 39, the maximal autodistance is less than up (l), and Theorem 1 could be
improved to take this fact into account.

According to Theorem 5, for lengths of the forml = 2n � 1, some sequences achieve the
upper bound up (l). Therefore, forl = 63; 127; 255, the simulated annealing program found

1For l = 39, the exhaustive search was performed by Mark Shand [8] using a carefully optimized search
program.
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Figure 1: Autodistance and reverse autodistance of example sequences as a function of their
lengthsl. The lower line shows the autodistance of the best double synchronizing sequence
found by simulated annealing for each length. The upper, dotted line shows the reverse
autodistance of the same sequences. The middle, perfectly regular line shows up (l).
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Figure 2: A fragment of the curves from Fig. 1, magnified.
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l = jSj d (S) d0 (S) S

3 2 2 100
4 2 2 0100
5 2 2 01000
6 2 2 000100
7 4 4 1110100
8 4 6 11100010
9 4 6 110000010

10 4 6 0000010110
11 6 6 10001001011
12 6 8 111001100101
13 6 6 1000000101001
14 6 8 11100100010000
15 8 8 000100110101111
16 8 10 1101110000011010
17 8 10 11001101101010001
18 8 10 110010110010000101
19 10 10 1001111010100001100
20 10 12 01000011011011000101
21 10 12 011110000100101110110
22 10 12 0100001010001001111011
23 12 12 00000101001100110101111
24 12 14 100011110110110000010101
25 12 14 1011000110000000101110100
26 12 14 10010100111110001000100010
27 12 14 110100010111001100000000010
28 14 16 0111001111110100100110101000
29 14 16 00000101100111111001010011101
30 14 16 111001100101101010111000111111
31 16 16 1111011010011000001110010001010
32 16 18 00010001011001000111011010111100
33 16 18 100100111000111011101000010000101
34 16 18 1010001111011010010011001100000010
35 18 18 00000111000101101100101011110110001
36 18 20 100010011110111100001011010001011000
37 18 20 0011011010111010001100001000110111101
38 18 20 01010001000000011001111000110110100001
39 18 20 010010110101110011100000011101000100010
40 20 24 0001000011101000110100110011010110110111
41 20 22 00011101011111000001001010000100110110001
42 20 22 111111010000001000100110001010010010111000
43 20 22 1110110001010111100100111101001110010111011
44 20 22 11110110100111111100111110101010011001001110
45 22 26 001000110001101000101110001011010011011111101
46 22 26 1011010110111010010001000111110001110010010111
47 22 26 01111010101000101101011000001100010011110011011
48 22 26 011011000110001010101110010010111101000000011000
49 24 28 0100001101011101111110110000011100110110000101010
50 24 28 11000010110111001010011001101110101110000100000110

Table 1: Examples of synchronizing sequences.
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14 Marcin Skubiszewski

only sub-optimal synchronizing sequences.

Forl = 43; 44; 48, by systematically searching through a significant fraction off0; 1gl, Mark
Shand [8] found words achieving up (l); the best examples found by simulated annealing for
these values ofl are therefore non-optimal.

For all values ofl not mentionned above, we do not know whether the synchronizing
sequences found using simulated annealing are optimal; we do not know, either, whether up (l)
is the exact upper bound for those values. Unlike forl � 44, the exhaustive search, which
costsO(2l) in time, cannot be applied to answer these questions.

5.2.2 The reverse autodistance of optimal synchronizing sequences

Lemma 3 and Theorem 3 imply that the examples found forl ∈ f3 :: 15, 17:: 21, 23, 24, 26,
28:: 33, 35, 37, 42g are double-optimal synchronizing sequences.

As indicated in Section 5.2.1 above, forl = 27 there are no wordsS ∈ f0; 1gl with
d (S) = up (l); a computation analogous to the these in the proof of Theorem 3 shows that there
is also no word of this length with d (S) = d0 (S) = up (l)� 2. Therefore, the corresponding
example is a double-optimal synchronizing sequence.

For l = 16; 22; 25, exhaustive searches showed that there is no wordS ∈ f0; 1gl satisfying
d (S) = d0 (S) = up (l); the corresponding examples are therefore double-optimal synchronizing
sequences.

For l ∈ f34, 36, 38, 40, 41, 45, 46, 49, 50, 54g, the examples found are optimal
synchronizing sequences, but the author has not been able to establish whether they are
double-optimal.

6 Double Synchronizing Sequences of Length l! +∞

6.1 The result

Theorem 6 (double synchronizing sequences for largel) Let � ∈ R; 0 < � < 1. There
exists a function" : N2+ ! R+ such thatlim+∞ " = 0 and that for everyl ∈ N, l � 3, there are
at least�2l distinct wordsS ∈ f0; 1gl satisfying

up (l)� l"(l) � d (S) � d0 (S) � up (l) + l"(l)

6.2 How the proof is organized

The proof of Theorem 6 is long. Let us summarize it here.

Section 6.3 states two capital lemmas from which the theorem directly results.

Section 6.4 defines several notational conventions.
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Section 6.5 contains auxiliary lemmas, which recall generally known mathematical facts.

Sections 6.6–6.9 contain the proof of the first capital lemma.

In Section 6.6, we choose a function" which, as we will prove, satisfies both capital lemmas
(and thus the theorem). We define then the setE � f0; 1gl of words whose autodistance is
less than up (l)� "(l)l, and we represent it as equal to the union of a family of sets calledEp;D.

Then, in Sections 6.7 and 6.8, we establish intermediate results which will enable us to
estimate the cardinals of the setsEp;D. Finally, in Section 6.9, we use these results to prove
thatjEj � 1��

2 2l, from what the first capital lemma results.

In Section 6.10, rather than fully describing the proof of the second capital lemma, we
simply indicate in which ways it differs from the proof of the first capital lemma.

6.3 The two capital lemmas

Theorem 6 follows in a straightforward way from the two following lemmas.

Capital Lemma 1 (autodistance for highl) Let� ∈ R; 0 < � < 1. There exists a function
" : N2+ ! R+ such thatlim+∞ " = 0 and for everyl ∈ N, l � 3, there are at most1��2 2l

distinct wordsS ∈ f0; 1gl such that

d (S) < up (l)� l"(l)

Capital Lemma 2 (reverse autodistance for highl) Let� ∈ R; 0 < � < 1. There exists a
function" : N2+ ! R+ such thatlim+∞ " = 0 and for everyl ∈ N, l � 3, there are at most
1��

2 2l distinct wordsS ∈ f0; 1gl such that

up (l) + l"(l) < d0 (S)

6.4 Conventions

We make, for the whole proof, the following assumptions about the numbersl, p, a, b and�
and about the setsD andP :

l ∈ N2+; 3� l

p ∈ Z; 1� p � l=2
a ∈ N; 1� a

b ∈ N; 2� b

� ∈ R; 0< � < 1=2
D � [0 :: l)
P � Z; P is a finite set
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These assumptions are valid in lemmas and auxiliary definitions which are part of the proof.
They will not be recalled there. For instance, the following

Example Lemma 1 For every� ∈ R such that0 < � < 1=2 and for everyn ∈ Z, � ≠ n.

will be abbreviated to

Example Lemma 2 For everyn ∈ Z, � ≠ n.

6.5 Auxiliary lemmas

Lemma 4 (approximation of
�
n
d

�
) For everyn; d ∈ N,

d �
�
1=2� �

�
n� 1 implies

�
n
d

�
� 2ne��

3n

Proof outline: Let us defineq = b(1=2� �=2)nc. Using the well-known equality
�
n
r

�
=

n!
r!(n�r)! , we can then state the following:

∀ (r ∈ [d :: q))
�
n
r

�
� 1� �

1 +�

�
n

r + 1
�

�
n
d

�
�

�
1� �

1 +�

��n=2 �
n
q

�
�
n
d

�
�

�
1� �

1 +�

��n=2

2n�
n
d

�
� e��

3n 2n

2

Auxiliary Definition 8 (families Fi) For i ∈ [0 :: lu p) and x ∈
h
0 :: l

lup

�
, we define the

numbers
Fix = (xp + i) mod l

which form the families
Fi = (Fix)0�x< l

lup

The numbersFix and the familiesFi depend on the numbersl andp but, for simplicity,l
andp do not appear as indices in their notation.

Lemma 5 (fundamental property ofFi) For every i ∈ [0 :: lu p), the familyFi contains
exactly once every element of the setAi = ((l u p)Z + i) \ [0 :: l) and contains only elements
of this set.
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Proof outline: We call Im(Fi) the image of the familyFi, namely

Im(Fi) =
n
Fix 0� x < l

lup

o

For everyx; y ∈
h
0 :: l

lup

�
, the equationFix = Fiy is equivalent to

∃ (k ∈ Z); (x � y)
p

l u p = k
l

l u p

which, thanks to the Gauss theorem [6], impliesx� y ∈ l
lupZ. Since� l

lup < x � y < l
lup ,

we getx = y. All the elements of the familyFi are therefore distinct and the family contains
every element ofAi at most once.

Since all the elements ofFi are distinct, the set Im(Fi) contains l
lup

elements;Ai and
Im(Fi) have therefore the same number of elements. Since, as the reader may easily verify,
Im(Fi) � Ai, we get Im(Fi) = Ai. The familyFi contains then each element ofAi at least
once and contains no elements from outsideAi. 2

Lemma 6 (parity of the cardinal) If A andB are finite sets,jA4Bj has the same parity as
jAj + jBj. In other words,

jA4Bj ≡ jAj + jBj (mod 2)

The proof is left to the reader.

6.6 The sets Ep;D

Let� be defined as in Capital Lemma 1. We define then

�0(l) =

 
1

ln l
+

2
l

ln l ln
2l2

1� �

!1=3

"0(l) = �0(l) +
2 lnl
l

+
1
l

"(l) =

(
"0(l) if "0(l) < 1=2 and�0(l) < 1=2
1 otherwise

The functions�0, "0 and" are then strictly positive, and satisfy

lim+∞ �
0 = 0

lim+∞ "
0 = 0

lim+∞ " = 0

(the easy, computational proofs of these facts are not reproduced here)

To prove Capital Lemma 1, it is now sufficient to establish, for everyl, the property that
there are at most1��2 2l distinct wordsS ∈ f0; 1gl such that d (S) < up (l)� l"(l).
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For l such that"0(l) � 1=2 or�0(l) � 1=2, we have"(l) = 1 and the property trivially holds.
We suppose therefore, for the rest of the proof, that"0(l) < 1=2 and that�0(l) < 1=2, and we
establish the property in this case.

Define

� = up (l)� l"(l) (19)

E =
n
S ∈ f0; 1gl d (S) < �

o
(20)

The property to be proven can then be expressed by the relation

jEj � 1� �

2
2l (21)

By Definition 1, equation (20) can be rewritten as

E =
n
S ∈ f0; 1gl ∃ (q ∈ [1 :: l)) d

�
S; �q(S)

�
< �

o
(22)

From the definition of the Hamming distance, it is easy to show that for everyq ∈ Z and every
S ∈ f0; 1gl,

d
�
S; �q(S)

�
= d

�
S; �l�q(S)

�
and (22) is equivalent to

E =
n
S ∈ f0; 1gl ∃

�
p ∈

�
1 :: bl=2c

��
d
�
S; �p(S)

�
< �

o
(23)

We then define
Ep =

n
S ∈ f0; 1gl d

�
S; �p(S)

�
< �

o
(24)

Relation (23) can then be rewritten

E =
bl=2c[
p=1

Ep (25)

Let us define, forS ∈ f0; 1gl, theset of differencesDS;p:

DS;p =
n
i ∈ [0 :: l) S[i] ≠ �p(S)[i]

o
(26)

DS;p =
n
i ∈ [0 :: l) S[i] ≠ S[(i + p) mod l]

o
(27)

and, for anyD, let
Ep;D =

n
S ∈ f0; 1gl DS;p = D

o
(28)

Then (24) may be rewritten as
Ep =

[
jDj<�

Ep;D (29)

From equations (25) and (29), we can deduce

jEj �
bl=2cX
p=1

X
jDj<�

jEp;Dj (30)

The rest of this proof consists in bounding the number of terms in this sum and in estimating
jEp;Dj as a function ofl, p andD.
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6.7 More auxiliary lemmas

Auxiliary Definition 9 (functions '[i] and expressionf (D; i; j)) For i ∈ N, let us define
the functions'; '[i] : f0; 1g ! f0; 1g

'(x) = 1� x

'[0] (x) = x

'[i + 1] (x) = '[i] � '(x)

For i ∈ [0 :: lu p) andj ∈
h
0 :: l

lup

i
, we define

f (D; i; j) =
���(Fix)0�x<j

���
D

The expressionf (D; i; j) depends onl and p, which, for simplicity, do not appear there as
indices.

Lemma 7 (relation betweenS[i], S[j] andDS;p) Let S ∈ Ep;D. Then, for0 � i < l u p

and0 � j � l
lup

, we have

S[(i + pj) mod l] = '[f (D; i; j)] (S[i])

Proof: First, observe that forn even,'[n] (x) = x and forn odd,'[n] (x) = 1� x.

We will prove the lemma by induction onj; the verification that the lemma holds forj = 0
is left to the reader.

Let us assume the lemma true forj (with 0 � j < l
lup) and prove it forj + 1. Under the

lemma’s hypotheses, the fact thatS ∈ Ep;D (which impliesD = DS;p) and relation (27) let us
state:

if ( i + pj) mod l ∈ D, S[(i + p(j + 1)) modl] = 1� S[(i + pj) mod l]

otherwise, S[(i + p(j + 1)) modl] = S[(i + pj) mod l]

which may be expressed as follows

S[(i + p(j + 1)) modl] = '
�jD \ f(i + pj) mod lgj� (S[(i + pj) mod l])

= '[f (D; i; j + 1)� f (D; i; j)] (S[(i + pj) mod l])

= '[f (D; i; j + 1)� f (D; i; j)] ('[f (D; i; j)] (S[i]))

S[(i + p(j + 1)) modl] = '[f (D; i; j + 1)] (S[i])

2

Lemma 8 (someEp;D are empty) If, for somei ∈ [0 :: lu p), the numberj((l u p)Z + i) \Dj
is odd, thenEp;D = ∅ .
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Proof: Let i ∈ [0 :: lu p) and letj((l u p)Z + i) \D)j be odd. By Lemma 5, we get

jFijD = j(((l u p)Z + i) \ [0 :: l)) \ Dj
= j((l u p)Z + i) \Dj

jFijD is then odd. Applying Lemma 7, for everyS ∈ Ep;D we get then

S[i] = S

��
i + p

l

l u p

�
mod l

�

S[i] = '

�
f (D; i;

l

l u p
)
�

(S[i])

S[i] = '
�jFijD

�
(S[i])

S[i] = 1� S[i] (sincejFijD is odd)

which is impossible. Therefore,S ∈ Ep;D is true for noS andEp;D = ∅ . 2

Lemma 9 (Ep;D has at most2lup members) For everyS0 ∈ f0; 1glup, there exists at most
oneS such thatS ∈ Ep;D and the leftmost factor ofS of lengthl u p is equal toS 0.

Proof: LetS ∈ Ep;D andk ∈ [0 :: l). Let i be the remainder in the division ofk by lup. Since

0 � i < l u p andk ∈ ((l u p)Z + i) \ [0 :: l), Lemma 5 implies that for somej ∈
h
0 :: l

lup

�
,

we havek = (i + pj) modl. We can then apply Lemma 7 to get:

S[k] = '[f (D; i; j)] (S[i])

This formula shows that every bit inS can be determined as a function ofl, p, D and one of
thel u p leftmost bits ofS. Therefore, for any given values ofl, p andD, the left factor ofS
of lengthl u p uniquely determinesS. 2

6.8 The sets Dd;p

For anyd ∈ N, let us define

Dd;p =
n
D jDj < d ∧ Ep;D ≠ ∅

o
(31)

(the setDd;p depends onl, but for simplicityl will not appear as an index in its notation)

We can rewrite equation (30) as follows:

jEj �
bl=2cX
p=1

X
D∈ D�;p

jEp;Dj (32)
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By Lemma 9, for everyD ∈ D�;p, jEp;Dj � 2lup and equation (32) implies

jEj �
bl=2cX
p=1

jD�;pj2lup (33)

Let us find two different (and both useful) upper bounds onjD�;pj.

SinceD�;p is only composed of subsets of [0:: l) containing less than� elements, we get

jD�;pj �
X

0�x<�

�
l
x

�
(34)

and we can easily verify that the hypotheses of Lemma 4 hold (for� = �0(l)); in this way we
get the first upper bound onD�;p

jD�;pj � le��
0(l)3l 2l (35)

Let us compute the second upper bound onD�;p. To simplify notation, we define the two
intervalsI andJ :

I = [0 :: a(b� 1))

J = [a(b� 1) :: ab)

Auxiliary Definition 10 (setsD0
d;a;b;P ) For everyd ∈ N, let

D0
d;a;b;P

denote the set of setsD0 � [0 :: ab) such that jD0j < d and, for everyi ∈ [0 :: a),
jD0 \ (aZ + i)j + jP \ (aZ + i)j is even.

Lemma 10 For everyd ∈ N, ���D0
d;a;b;P

��� � 2a(b�1) (36)

Proof: Since the setI hasa(b� 1) elements, there are at most 2a(b�1) possible sets of the form
D0 \ I . To prove the lemma, it will therefore suffice to establish that for fixedd, a, b andP ,
and under the condition thatD0 ∈ D0

d;a;b;P , the setD0 \ I uniquely determinesD0.

For everyi, D0 \ (aZ + i) is the disjoint union ofD0 \ I \ (aZ + i) andD0 \ J \ (aZ + i),
therefore ��D0 \ (aZ + i)

�� =
��D0 \ I \ (aZ + i)

�� + ��D0 \ J \ (aZ + i)
��

The number ��D0 \ I \ (aZ + i)
�� + ��D0 \ J \ (aZ + i)

�� + jP \ (aZ + i)j
is therefore even. The parity ofjD0 \ J \ (aZ + i)j is hence determined byD0 \ I .
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On the other hand, we have

J \ (aZ + i) = fi + a(b� 1)g

Therefore,

��D0 \ J \ (aZ + i)
�� even implies D0 \ J \ (aZ + i) = ∅��D0 \ J \ (aZ + i)
�� odd implies D0 \ J \ (aZ + i) = fi + a(b� 1)g

In this way,D0 \ I uniquely determinesD0 \ J \ (aZ + i) for everyi. The (easy to verify)
equality

D0 = (D0 \ I) [
a�1[
i=0

�
D0 \ J \ (aZ + i)

�

implies then thatD0 \ I uniquely determinesD0. 2

Lemma 11 For everyd such that0� d � (1=2� �)ab� b,

���D0
d;a;b;P

��� � a e��
3a 2ab+b�a (37)

Proof: For every value ofa, we will prove the lemma by induction onb.

First, we need to verify the lemma forb = 2. This verification, when fully described, is
extremely long. For this reason, we will omit here numerous computational details.

For any fixedd, a andP satisfying lemma’s hypotheses and forb = 2, we considerD0 as a
variable satisfyingD0 ∈ D0

d;a;2;P and we estimate the number of values thatD0 can take (this

number is obviously equal to
���D0

d;a;2;P

���).
We define the setsU andV :

U =
n
i ∈ I jP \ (aZ + i)j ∈ 2Z

o
V =

n
i ∈ I jP \ (aZ + i)j ∉ 2Z

o

It is easy to see that ifjV j > d, thenD0
d;a;2;P = ∅ and the lemma holds. We suppose therefore

thatjV j � d and verify the lemma in this case only.

Let us quote the following, easy to establish, relations:

U [ V = [0 :: a)

U \ V = ∅
jU j + jV j = a

U + a � J

V + a � J
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Let i ∈ V . The cardinal ofD0 \ (aZ + i) is then odd and, sinceD0 \ (aZ + i) � fi; a + ig, we
get

a + i ∈ D0 () i ∉ D0

i ∈ D0 � a () i ∉ D0 (38)

From here, we can deduce that

V \ (D0 � a) = V �D0

(V + a) \D0 = (V �D0) + a (39)

Therefore,V \D0 uniquely determines (V + a) \D0. By remarking thatV \D0 can take at
most 2jV j different values, we conclude that (V [ (V + a)) \D0 can only take 2jV j different
values.

From relation (39) we get
��(V + a) \D0

�� + ��V \D0
�� = jV j

V andV + a being disjoint, we conclude thatj(V [ (V + a)) \D0j = jV j. Since the sets
V [ (V + a) andU [ (U + a) are disjoint, we finally get��(U [ (U + a)) \D0

�� + ��(V [ (V + a)) \D0
�� < d��(U [ (U + a)) \D0
�� < d� jV j (40)

A relation concerningU and analogous to (39) can be established:

(U + a) \D0 = (U \D0) + a (41)

and can be used to conclude thatU \D0 uniquely determines (U + a) \D0.

Relation (41), together with the fact thatU andU + a are disjoint, leads to the conclusion
that

��U \D0
�� =

��(U + a) \D0
��

=
1
2

��(U [ (U + a)) \D0
��

��U \D0
�� <

d� jV j
2

(by (40))

SinceU \ D0 is a set containing less than (d � jV j)=2 elements chosen among thea � jV j
elements ofU , it can take at most

X
0�k<(d�jV j)=2

�
a� jV j

k

�

different values; the same is true concerning (U [ (U + a)) \D0 (since this set is determined
in a unique way byU \D0).
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From the fact that

D0 =
�
(U [ (U + a)) \D0

�
[
�
(V [ (V + a)) \D0

�
we finally deduce thatD0 can take no more than

X
0�k<(d�jV j)=2

�
a� jV j

k

�
2jV j

different values; then

���D0
d;a;2;P

��� � a

�
a� jV j

b(d� jV j)=2c
�

2jV j (42)

We can verify the following relations (remember thatjV j � d)

0 � d� jV j
2

�
�

1
2
� �

a

a� jV j

�
(a� jV j) � 1

0 < �
a

a� jV j <
1
2

which, together with (42), enable us to use Lemma 4 and obtain

���D0
d;a;2;P

��� � a e
��3 a3

(a�jV j)3
(a�jV j)

2a�jV j 2jV j

from that we deduce that (37) holds and we thus end the verification forb = 2.

Now, we suppose thatb � 3 and that the lemma holds forb0 = b� 1. Supposing thata, d,
� andP satisfy the lemma’s hypotheses, let us establish relation (37). LetD0 ∈ D0

d;a;b;P . We
can splitD0 into the union of two disjoint subsetsD1 andQ:

D1 = D0 \ I
Q = D0 \ J

By definition ofD0
d;a;b;P , for everyi ∈ [0 :: a) we have

��D0 \ (aZ + i)
�� + jP \ (aZ + i)j ∈ 2N

this can be rewritten as

jD1 \ (aZ + i)j + jQ \ (aZ + i)j + jP \ (aZ + i)j ∈ 2N

and, by Lemma 6,
jD1 \ (aZ + i)j + j(P4Q) \ (aZ + i)j ∈ 2N (43)

The facts thatD1 � I and thatjD1j + jQj = jD0j, together with relation (43), enable us to state

D1 ∈ D0
d�jQj;a;b�1;P4Q
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We have therefore established that everyD0 ∈ D0
d;a;b;P is the union of someQ � J and some

D1 ∈ D0
d�jQj;a;b�1;P4Q. Then,

D0
d;a;b;P �

[
Q�J

n
D1 [Q D1 ∈ D0

d�jQj;a;b�1;P4Q

o
���D0

d;a;b;P

��� �
X
Q�J

���D0
d�jQj;a;b�1;P4Q

��� (44)

Let us split the sum (44) into two termsX andY :���D0
d;a;b;P

��� � X + Y

X =
X
Q�J

jQj<(1=2��)a�1

���D0
d�jQj;a;b�1;P4Q

���

Y =
X
Q�J

jQj�(1=2��)a�1

���D0
d�jQj;a;b�1;P4Q

���

The sumX is indexed by subsets ofJ having less than (1=2� �)a � 1 elements. Lemma 4
implies then that the number of terms in the sum is less than or equal toX

0�i<(1=2��)a�1

�
a
i

�

� a e��
3a 2a

From Lemma 10, we deduce that each term inX is less than or equal to 2ab�2a; therefore,

X � a e��
3a 2ab�a (45)

The sumY , being indexed by subsets ofJ , contains at most 2a terms. Each term is of the form���D0
d�jQj;a;b�1;P4Q

���
where

d� jQj � (1=2� �)a(b � 1)� (b� 1)

After straightforward verifications, the induction hypothesis (Lemma 11 applied forb � 1)
may be applied to give���D0

d�jQj;a;b�1;P4Q

��� � a e��
3a 2a(b�1)+(b�1)�a

Therefore,
Y � a e��

3a 2ab+(b�1)�a (46)

and ���D0
d;a;b;P

��� � a e��
3a 2ab�a + a e��

3a 2ab+(b�1)�a���D0
d;a;b;P

��� � a e��
3a 2ab+b�a
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2

The definition ofD�;p, together with Lemma 8, imply thatD�;p � D0
�;lup; l

lup
;∅ ; if we set

� = �0(l), Lemma 11 implies

jD�;pj � l e��
0(l)3(lup) 2l+

l
lup

�lup (47)

which is our second upper bound onD�;p.

6.9 Conclusion

Let us use the two bounds (35) and (47) to estimate the sum described in (33). For
l u p � l

ln l , we have (by (35))

jD�;pj2lup � l e��
0(l)3l 2l+lup

jD�;pj2lup � l e��
0(l)3l 2l+

l
ln l (48)

For l u p > l
ln l , we use (47), which implies,

jD�;pj2lup � l e��
0(l)3(lup) 2l+

l
lup

jD�;pj2lup � l2 e��
0(l)3 l

ln l 2l (49)

For every term in the sum (33), either (48) or (49) holds. Therefore,

jEj �
bl=2cX
p=1

max
�
l e��

0(l)3l 2l+
l

ln l ; l2 e��
0(l)3 l

ln l 2l
�

jEj � max
�
l2 e��

0(l)3l 2l+
l

ln l ; l3 e��
0(l)3 l

ln l 2l
�

(50)

From (50), using the definition of�0, we get (after a tedious computation) relation (21).2

6.10 The proof of Capital Lemma 2

Let us describe the modifications that the proof of Capital Lemma 1 (Sections 6.6–6.9)
should undergo in order to become a proof of Capital Lemma 2. Note that the function" used
in both proofs is the same.

By analogy with the objects� andE (see (19) and (20)), we define

� = up (l) + l"(l)

E =
n
S ∈ f0; 1gl d0 (S) > �

o
(51)

The property to be proven (corresponding with (21)) can then be expressed by the relation
(analogous to (21)) ���E��� � 1� �

2
2l (52)
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By analogy with (34), we get ���E��� � bl=2cX
p=1

X
jDj>�

jEp;Dj (53)

By analogy withDd;p (see (31)), we define for anyd ∈ N,

Dd;p =
n
D jDj > l � d ∧ Ep;D ≠ ∅

o
(54)

Then, in the same way as relation (34) is obtained, we get
���D�;p

��� �
X

l��<x�l

�
l
x

�

�
X

0�x<�

�
l
x

�

which, in turn, leads us to the first upper bound onD�;p (analogous to (35)):

���D�;p

��� � le��
0(l)3l 2l (55)

In order to obtain the second upper bound onD�;p (analogous to (47)), we use Lemma 8 and
get, for alli ∈ [0 :: lu p),

D ∈ D�;p =) j((l u p)Z + i) \Dj ∈ 2Z

D ∈ D�;p =) j((l u p)Z + i) \ ([0 :: l)�D)j + j((l u p)Z + i) \ [0 :: l)j ∈ 2Z (56)

The definition ofD�;p (formula (54)) implies that

D ∈ D�;p =) j[0 :: l)�Dj � � (57)

From (56) and (57), and from Auxiliary Definition 10, we get

D�;p �
n
D � [0 :: l) [0 :: l) �D ∈ D0

�;lup; l
lup

;[0 :: l)

o

Finally, by observing that the function transformingD (for D � [0 :: l)) into [0 :: l) � D is
bijective, we obtain ���D�;p

��� � ����D0
�;lup; l

lup
;[0 :: l)

����
and using Lemma 11, we get the second upper bound onD�;p (analogous to (47)):

���D�;p

��� � l e��
0(l)3(lup) 2l+

l
lup

�lup (58)

The two bounds (55) and (58) enable us to derive (52) in the same way as (21) is obtained in
Section 6.9. 2
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