


FPS-100 
BENEFITS FEATURES 
High performance Advanced architecture with seven independent parallel 

data paths, separate memories, host-independent I/O 

High throughput ......................... . 8-million floating-point operations per second 

Eight decimal-digit accuracy .............. . 38-bit floating-point arithmetic 

Real-time capabilities ........... . 

Performs up to 10 concurrent operations .... . 

External and internal priority interrupts 

64-bit instruction word 

Easy to use .............................. . Virtually all software necessary for simplified 
programming and development 

Easy to configure into systems ............. . Compact, self-contained, low-power draw 

Dependability ........................... . Continues the tradition of oualitv from the array processor 
leader; over 1000 systems s-hipped worldwide - -

General Description 
The FPS-100 provides users with the most flexible 
and comprehensive combination of hardware and 
software available on an array processor today. The 
FPS-100 operates as an attached or peripheral arith­
metic processor. While the user's host computer pro­
gram maintains overall control, the FPS-100 executes 
either proven FPS library routines or user-developed 
application programs. Data to be processed is ac­
quired either from the host computer or directly from 
an external source. 

The unique SUPER-100 executive is available to 
provide resident FPS-100 task management and con­
trol. Making effective use of the priority imerrupt 
structure, SUPER-100 creates a responsive real-time 
operating environment. 

Optimur:: applications performance is attainable 
through the highly parallel and pipelined FPS-100 
architech..1re wb.ich employs multiple data paths and 
memory ;_;_ljj_'.:s. 
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Processor Specifications 
Processor Cycle Time 250nsec 

Data Characteristics 
Word Format: 38-bit floating-point 

Mantissa-
28-bit 2's complement 

Exponent-
10-bit biased binary exponent 

Dynamic Range: 3. 7 X 10 - 155 to 6. 7 x 10153 

Registers 
Floating Point 

Scratch Pad 
Integer Data Registers 
Subroutine Return Stack 
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Main Data MOS 

Program Source RAM 
Table Memory ROM 
Table Memory RAM 

Arithmetic Operation 
Floating Point 

Floating Point 
Data Width: 
r"I~--~~;-~. 
'-/f-Jt:::.LOL.LV.L.L. 

Floating Point Add: 

Floating Point 
Multiply: 

Accuracy: 

Integer 
Integer Width: 

Operation: 

Interrupts 

64 x 38-bits 
16 X 16-bits 
16 x 12-bits 

Word 
Size 
Illa-\ 
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38 8, 16, 32, or 64K 
words 

64 lK or 4K words 
38 2.5K or 4.5K 
38 Optional, 4K or 

nv -··-··-1-
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38-bits 
Pipeline, internally 
synchronous parallel 
processing 
Every 250nsec, SOOnsec fo1 
completion 

Every 250nsec, 750nsec for 
completion 
Maximum relative error of 
7. 5 X 10 - 9 per arithmetic 
npl?r'3tinn nr pri?C'ic::inn nf 

8 .1 decimal digits 

16-bits 

Immediate synchronous 
parallel processing 

The priority interrupt structure consists of 3 unique 
internal levels and 15 external i11tenu.pts. Each may 
be individually controlled, enabled/disabled. 

Internal: 

External: 

Trap 

SRS 

Exception 

15 l/O 

Real-Time Clock 

• Supervisor call 

• Subroutine stack overflow 

• Floating Point overflow, 
underflow, divide by zero 

• 1 used by real-time clock 
• 2 used by host interface 
• 12 user defined 

The real-time clock is fully programmable from lp.sec 
to 16.38msec 1count in fifteen discrete timing inter­
vals. Additionally, three registers associated with the 
clock are user a.dciressable: clock counter. clock 
court se'. a.:nd :.·o:ntroL 115.,,x. exter~.al dock so·.:.rce 
;n.a.y be l).sed: c~1.c,.:k i:c.~err1..:.p~s a.;:-e aenerated b"'il ~hB 

Software 
To aid the user in the development and execution of 
real-time programs, the FPS-100 offers three distinct 
categories of software: 

• Systems Software 

• Program Development Software 

• Applications Software 

Systems Software 

Super-100 
The FPS-100 multitasking operating system (Super 
100) provides a complete operating environment in 
which to execute real-time programs. Processor time 
allocation, programmed processing services, inter­
task synchronization and communication, plus sim­
plified uniform asynchronous 1/0 services are high­
lights of the Super 100 operating system. 

HTS 
RTS, the Real-Time Supervisor, is tailored for those 
applications requiring interrupt support in small pro­
gram source environments. 

Host System interiace 

APEX (Array Processor Executive) resides in the 
host computer system and provides the means of 
communication between the host and the FPS-100. 
Operating systems of leading minicomputer suppliers 
are supported by FPS-100 software packages. 

Program Development Software 

Languages 

• Vector Function Chamer 
A special language which streamlines the use of 
library routines. 

• Assembler 
The FPS-100 processor assembly language. 

Development Aids 

" FPS~lOO Simulator 
Takes generated routines and uses the host to sim­
ulate array processor execution. 

• FPS-100 Debugger 
Completely debugs array processor routines by 
detecting and locating program errors on the arith­

· .. metic processor 

Applications Software 

• Standard Math Library 
Consists of 225 math routines covering simple vec­
tor addition to complete Fast Fourier Transforma­
tion (FFT) 

• Advanced Math Library 
Advanced math routines covering function gen­
eration, integration, Eigenvalue/Eiger«lectors and 
specialized matrix routines. 

«> Signal Processing Library 
Supplements the math librury vvith uniqu.e s1gna ~­
processing routines, including histogram analysis. 
window functions and spectra.I averaging. 

• Irnage Precessing Library 
The library coma.ins hite:r;ng, c:onvohnion C!'].C. Fa.st 
Fuu.cier Transform (FFT) routines needed TO fiJ.ter 
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• Test and Verification Software (TVS) 
Test and Verification Software performs complete 
testing of the array processor's internal structure 
and the host array processor interface. 

Configurations 
Basic 

FPS-100 standard configurations are implemented in 
a 15-slot, 10!;2" chassis including power supplies, 
control panel, and standard 19" rack mounting hard­
ware. Included are: 

• FPS-100 Array Processor 

• Program source memory, l K words 

• Table memory, ROM, 2.5K words 

•Main data memory, BK, 16K, 32K, or 64K words 

Options 
Processor Options 

Real-Time Option 
The real-time option consists of the real-time clock 
and priority interrupts. 

Priority Interrupts 

Real-time Clock 

1/0 Expansion Chassis 

• Provides priority interrupt 
structure, 3 internal, 15 
external interrupts 

• Programmable, lµ,sec to 
16.3Bmsec, 15 intervals 

A chassis which provides 10 additional 1/0 slots for 
system expansion. Power is supplied by main chassis. 

Memory 

Main Data Memory 

Main Data Memory is upgradeable to a maximum of 
64K words. 
Table Memory 
Table Memory is available in 2.5K or 4.5K ROM and 
4K or BK RAM. 

Program Memory 
Program Memory is available in lK or 4K words. 

Mass Storage 

DSK BO • Eighty (BO) M Byte storage module disk 
with programmable 1/0 processor, for­
matter, and control software. 

DSK 300 • Three hundred (300) M Byte storage mod­
ule disk with programmable 1/0 proces­
sor, formatter, and control software. 

Computer Interfaces 

• Digital Eq 01ipment Corp. PDP-11 Series (Unibus'). 

• Data Ge11t:ra1 Nova ur Ec11pse 

I-LU.A IN PUIN'~ '-!:Y _N!' 

CAIL TOU FREE 800-S47-J44S 
P 0 Bo)( 23489 Portland Oreaon 97223 

Input/Output Interfaces 

The following interfaces allow the user to implement 
real-time data transfer to and from the FPS-100. 

• IOP-16 General purpose 16-bit interface 1.0 mega­
words/sec AP input, .8 megawords/sec AP 
output*. 

• IOP-38 General purpose 38-bit interface 1.0 mega­
words/sec AP input, .8 megawords/sec AP 
output*. 

• GPIOP General purpose programmable 1/0 proc­
essor 1.9 megawords/sec data rate**. 

*Average transfer rate 
**Maximum transfer rate 

Performance 
Algorithm Execution Times (ms) 

1024 pt. real FFT 
4096 pt. real FFT 
256 x 256 2D real FFT 
1024 x 32 pt. convolution 
1000 element vector square root 
1000 element dot product 
100 x 100 matrix inverse 

Environmental 

Electrical 

Voltage (a.c.) 
Current (max): 

Standard 
chassis 

Standard 
+ 1/0 

NEMA Plug 
Frequency: 
Power Factor: 
Meets U.L. 47B 

Temperature 

Operating: 
Storage: 

Humidity 

120± 10% 

8.40A 

14.60A 
5-20P 

47-63Hz 
0.7 approx. 

10° to 40°C 
-40° to 65°C 

4.00 
lB.80 

589.82 
9.90 
2.77 

.75 
1766.00 

220± 10% 

4.40A 

8.25A 
6-15P 

Relative Humidity range: 0-90% non-condensing 

Physical 

Standard Chassis 

Dimension: 10 1/2" X 19" x 24" • 26.67 x 48.26 

Weight: 

~1ng 

93 lbs i!lc luding 
power supplies 

8 19' v l4 

SlaLdard. CLiss1s. 
\.Vi th I () l_ 1ldSSl;5 

JOC CFM 
c:FM 

x 60.96 cm. 

• 42.27 Kg. 

• 22 :23 "' 48 ;zf 
x bU.:1bcm. 
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_ _ __ FPS Supercomputing forJJefense Applicatrons_____ _ _ · 

FPS SCIENTIFIC COMPUTERS. 
ACCESSIBLE SUPERCOMPUTING 
FOR ClASSIFIED ENVIRONMENTS. 

Ever since Floating Point Systems intro­
duced the first members of its scientific 
computer family, defense contractors 
have benefited from their capacity to 
make supercomputing affordable on a 
single-project or single-unit basis. 
Thanks to their size, accessibility and 
price, FPS Scientific Computers are 
ideal systems for secure sites. Yet there 
is no compromise in required comput­
ing power: even the largest numerically 
intensive FORTRAN programs can be 
run on an FPS computer. Each incorpo­
rates advanced, parallel pipelined pro­
cessors, with peak speeds ranging from 
11 to 341 million floating point opera­
tions per second (MFLOPS). 
Base configuration pricing for the FPS 
Scientific Computer Family ranges 
from $310,000 to $650,000-making 
supercomputing speed economically 
feasible, as well as physically practical, 
for sites where it never was before. 

Strategic Benefits 
FPS Scientific Computers demand no 
special environmental considerations­
neither unusual power requirements nor 
the extravagant cooling of traditional 
supercomputers. 
Removable disks and memory clearing 
routines ensure comprehensive protec­
tion of sensitive programs and data. 

Performance Benefits 
Accessibility. N umericall y-intensi ve 
computation is available on-site. On 
demand. Without waiting in queue. 
Without timeshare costs. Without tying 
up your general-purpose computer 
with supercomputer tasks. 
Configurability. Three computers. each 
highly flexible and expandable. let 
you fit performance to the job. A' ye~:.: 
initiate new proiects. you can recon­
ugurc yuu1 LUlllpulcI accun1mg1y. 

CompJt!bi!!ty. The FPS FORTRA~~ 
Compiler optimizes standard 
FORTRAN code to the familv's 
parallel-pipelined architectur~ in a 
fnm1 that i" nrarlv as efficient a" t-rn1vL 
coded assembly ianguage. 

Accuracy. All three FPS computers 
incorporate a full 64-bit architecture. 
Registers, memory locations and data 
paths all use a 64-bit word length to 
produce the precision (15 decimal dig­
its) demanded for scientific calculation 
without paying a performance penalty 
for that accuracy. 
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Utility. FPS offers one of the largest 
libraries of matrix algebra, general 
mathematics and statistics of its kind. 
These include the popular Boeing Com­
puter Services Library and the Fast 
Matrix Solution Library, which was 
developed and optimized specifically 
for the FPS Scientific Computer Family. 
These libraries, plus one of the best 
selections of third-party applications 
software, help you put your FPS com­
puter into action quickly. 
Dependahilitv FPS hrirn;-; to hear 
'.)UliiC u )Ctll ~ ul LUlllJJUl~l ~uppon dllll 

service. D1a1most1cs. tramm2. and 
documentation are proven to-rank 
with the best. 
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The Family 
The Floating Point Systems computer 
family currently includes: 
The FPS-164. An 11 MFLOPS peak 
speed scalar machine with multiple 
pipelined units. Perfom1s both fuil 
matrix and sparse matrix operations 
without major code restructuring. 
Standard configuration includes 256K 
words of memory, with main memory 
expandable to 7 .25 Mwords. A fully­
functional configuration starts at 
$310.000. ~ 

The FPS-164/MAX. Configurable via 
as many as 15 special matrix algebra 
accelerator (MAX) modules to achieve 
peak petformance from 33 to 341 
MFLOPS on (l "et of rnmmonly used 
matrix operations. The FPS-164/MAX 
can run many of these computations as 
fast or faster than supercomputers cost­
ing many times more to purchase and 
operate. Standard base configuration 
starts at about $440.000. 
The FPS-264. The newest FPS Scien­
tific Computer. rated at 38 MFLOPS. 
achieves 4-5 times the speed of the 
FPS-164 on many applications. It is the 
best choice for conventionallv-written 
FORTRAN programs (in contrast to 
optimized code tailored specifically for 
the FPS-164/MAX). Base configura­
tions start at $640. 000. 

Disk Subsystems 
Storage capacity can be configured to 
accommodate the data required fix the 
largest and most intensive programs. 
The new RD64 Disk Subsystem 
employs as many as four 300 Megabyte 
remomble disk drives per controller. 
with a maximum of six controllers per 
system. 
That\ as much as 7.200 Megabytes 
of secure disk storage obtainable for 
pem1anent or scratch files on any 
FPS system. 

Front-end Computers 
The FPS Scientific Crn11putcr Fumi!y i'.·~ 
currently compatible with: 
• Digital Equipment Corporation 

VAX)! 111780. 750 and 730 Series 
systems operating under VMS 
(UNIBUS Channel). 

• IBM 370. 303X. 308X and 43xx 
systems operating under rvrvs ~n1d 
V.iv1/CM.S \B]l)(k Multipk:xnr 
Channel). 

• Apollo DU\lAl \J Scncs 
~ Socn\ 1 iOO Serie'>. 

In addition. you can depend on Floating 
Point Systems to support new computer 
systems with compatible interfacing 
promptly and expertly. 

Software Tools 
The System Job Executive (SJE) oper­
ating system supports interactive. multi­
user and batch processing. Capabilities 
include job management commands. 
pem1anent and scratch file management 
supporting FORTRAN-77 VO. and run­
time overlays. 
The FPS optimizing FORTRAN-77 
Compiler lets you adapt code to the FPS 
pipelined architecture quickly and effi­
ciently, without understanding the 
architecture itself. It includes extensions 
for asynchronous VO and for enhancing 
compatibility with other compilers. 
The Overlay Linker permits execution 
of programs whose memory require­
ments exceed available system memory. 
Overlay transfers execut~ automatically 
from the FPS-RD64 Disk Subsystem -
according to a user-defined ove;lay 
structure. 
Other tools include an assembler. object 
librarian, interactive debugger-plus 
extensive subroutine libraries and exten­
sive third-party solutions software. 

Applications 
The FPS Family is a proven effective 
perfonner in meeting the challenges ol 
structural analysis. computational fluid 
dynamics. electro-magnetic modeling. 
electronic circuit design and many other 
computationally intensive tasks called 
for by today's defense technologies. 
For specific information and consulta­
tion. call l-800-547-1445. Ext. 1467 or 
Ext. 1734. Or contact your Fioating 
Point Systems representative. 

THE PROVEN POWER 
IN ACCESSIBLE HIGH-SPEED 
COfviPUTA TiON. 
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FLOATING POINT 
SYSTEMS, INC. 

Floating Point Systems knows that finding a scientific computer to 
meet the diverse requirements of today's classified projects can 
be a challenge. Supercomputer performance has become a necessity 
for many defense-related applications, yet price and installation 
requirements have made traditional supercomputer selections 
impractical for such projects. 

The FPS family of Scientific Computers offer supercomputing 
performance for many classified applications which is affordable 
at the department and project levels. How do the following 
criteria impact your defense-related projects? 

1. Availability of a proven family of scientific 
computers offering a range of supercomputing 
performance 

2. The need for classified and unclassified projects on 
the same system without compromising security 

3. Software compatibility and upgradeability 

4. Ease of use and capability to assist user in software 
development including FORTRAN and assembly language 

5. Availability of popular scientific and engineering 
software packages 

6. The need for classified disks (storage and 
diagnostics) 

7. Operational under standard data center environmental 
conditions 
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To start developing your strategy for classified supercomputing, 
fill out the enclosed inquiry card. Or call today, (800) 
547-1445, Ext. 1467 or Ext. 1734. 

Sincerely, 

FLOATING POINT SYSTEMS, INC. 
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