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SubJects Implementation of Proposed New Storage System~ 

This m~morandum presents the implementation choices for the 
proposed n,wHuftlcs Storage System described In "T8-055. 

The ~eader Is ass~med to be generally familiar with the 
operation of the'current Huttics Storage System. 

FIve proble.s with the current storage System were 
IdentifIed loHT8-017, and five goats proposed. These were: 

1. PROBLEM: The Storage System loses information. 
GOlL: Eliminate .oss of informatIon by reducing the number 
of crashes, by 'imlting the camage done by crashes. ana by 
minimizing loss of information during recovery procedures. 

2. PROBLEM: Backup and recovery procedures cost too much. 
GOAL' Minimize system down time and devote fewer resources 
to backup functIons. 

3. PROBLEM: Large a.ounts of storage cannot be handled. 
GOAL I Hak. extremely large storage confIgurations usable 
without imposing a penalty In performance, reliability, or 
availability. 

4. PROBLEMt Several desIrable features should be addeo, 
including support for removable disk packs. 
GOALS Add suppor.t for removable disk packs and other 
features. 

5. PROBLEM: The operator Interface is deficient. 
GOAL: Improve the operator Interface, especially In the 
areas of ,shrinkIng and expanding the device complement, 
operatIng a crIppled svstem,and provIding recovery 
information. 

Muffles ProJect internal working documentation. Not to be 
reproduced or distributed outside the Multlcs Project. 
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The phvsIcal storage avallable on a Muitics conflg~fatlon 
wil I be grouped Into partitions, as It is now. The HULT 
partition wIll be further subdIvIded Into logIcal ~gl~m~~, which 
may consIst of part of a phvsIcal voJume~ or severa. physIcal 
volumes. At. physical volumes which comprIse a fogical volume 
must be mounted or dismounted at the same time, so that a logical 
volume may not be partialiv mounted; but logical volumes can be 
added to or re.oved from the "ULT partItIon whIle the system Is 
running. A physical volume .ay contain storage for onlv one 
'ogical volume; the reason for aJlowlng "f~actlonat" physIcal 
volumes Is to accomodate the DUMP, LOG, SALV and BOS partItIons 
without requiring that the minimum system configuratIon have two 
vol umes • 
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Figure 11 Example of PhyS lca I Volume Usage 

Every segment In the new hIerarchy wlIL~h~Y~ all Its pages 
allo.c~J!~t .... _.Q..rL.th~ ... sa~.~~"~Ph,¥sLc.aL .. v.Qlulle_._'AII segments in the same 
directory wIJt be contained In the same logIcal voiufle. 

Each physical votu.e has a label, recorded bya special BOS 
utIlity, whIch describes the storage extents on the volume and 
the name of the logical volume It provIdes storage for. A 
phvsical volume Is part of only one logIcal volume. Each 
physIcal volume has a volume unIQue Identlfer (VOlUIO), used by 
the system to IdentIfy the vo.ume. 

Each physical volume in the new storage System has a Volume 
Table of Contents (VTOC) which contaIns an entry for every 
segment on the volume. The VTOC entrIes contain the information~ 
forMerly present In the dIrectory branch. whICh describes the 
physical storage occupied by the se~ment. AI. pages of a seg~ent 
wl1 I reside on the same votu.e. Each volume also contains a 
Volu.e Hap, whIch has an entry for each page on the volume 
descrIbing its current status. 

ft""-

There Is no FSDCT In the new Storage System. The Volume 
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Maps and the configuration oeck provide the Information which 
used to be contained In the FSDCT. Volumes listed In the 
confIguration deck are caJled·~maneot volumes. and cannot be 
dls.ounted. All dIrectories must reside on one permanent logical 
vol\.lme designated In the configuratIon deck; no dIrectory may 
ever be off line. The logical voluae whIch contains the root may 
consIst of several physical volumes; and a confIguratIon need 
have only this one logical volume defined. 

The directory branch and the VTae entry for a segment are 
connected by a ~ ~~ st~reo In the branch. ThIs pointer 
Is a pair of 36-bit QuantIties which specIfy the VOlUrO and the 
locatIon wI thin the VTOC where the VTQC entry reslaes. The VTae 
pointer-s second component. the ~ Index, is only interpreted 
wIthin the context of the speclflea volume. Both the branch and 
the VTOCentry contaIn the uniQue 10 of the segment, and both 
unioue 10·s must match If the system Is to consIder the 
association valid. 

The system wi. I maIntain a table In wired-coHn storage kno"n 
as the Device Table. which has one entry per disk drive in the 
configuration, specifying the VOLUID for the volume mounted on 
the arlve, the OIH parameters necessary to run the orive, and 
other data. 

The system wIll also have a more extensive ring 1 data base 
which registers each loglcat volume known at the Installation, 
and lists the physical volumes involved, the volume owner, and 
provides an access control JIst for mounting control. 
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The focus during the initial design of the new Storage 
System wIll be on gettIng a version which runs and Is 
functional'y correct, in as short a time as possIble. Adequate 
system performance Is also an important functional requirement. 
But some functional extensions wIll be postponed to later phases 
of system development In order to get the new system on t~e aIr 
Qui ckl v. 

Wherever possibJe, data bases witl be modified in a 
compatible fashion, leaving prevIously-defined Items where they 
Mere. For example, the dIrectory branch need not change size: 
the re~oval of file maps wIll be compensated for by the addition 
of a VTOC pointer, but no attempt wII' be made to (say) 
re-structure ACt· s. 

It Is hoped that all current supervisor calls wil' contInue 
to functIon exactly as they do now, wIth one or two exceptions. 
A few new entries wIll be addeo, and one or two new status codes 
may be possIble (for example, "logical volume not on-line"). 

Straightforward code wIll be much easier to debug and 
maIntaIn, so our preference will be to implement the new Storage 
System .1th less mechanism rather than more. This Is especially 
true for the fIrst phase of the implementation. 

For Instance, the current system has a fairly complicated 
mechanisM for allocating variable-sized fi1e· maps in the 
directory. When file maps are moved to the VIOe, this strategy 
wit I be etlmlnated, and each VTCe entry will contain space for 
the maxImum-size fIle map. 

The addltional security controls described In HT8-086 ~i" 
be supported by the new Storage System. Care wIll be taken to 
Insure that no new ways of communIcating between users of 
dIfferent access authorizations are Introcuced. 

In order to prevent unauthorIzed communication between users 
Mltr dlffer~nt attrIbutes, by means of Quota manipulaticn or 
signalling by mounting and dismountIng, logical volumes whIch can 
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be dismounted may contain segments from onlv one sensitIvity 
level and category set. The level. category set. and minimum 
ring number for each dismountable volume Is kept In the on-line 
logIcal volume regIstration aata, and is also recordeo in the 
vo I \.tIRe I abe Is. 

To guard against accIdental disclosure of Information in the 
event of a system failure, the new Storage System takes 
conslderable care to avoid re-used addresses. Also, al' free 
pages on dIsk are explicitly reouired to be zero. so that even if 
an unused page is mistakenly added to a segment as a result of a 
system crash or a dropped bit, the system will not compromise 
securl tV. 

One problem the ne. Storage System solves is that of 
provIdIng for much more physical storage In a Muffles 
confIguration than the current supervisor can handle. Part of 
the current problem arises because we wish to support future 
hardware enhancements whIch may provide storage devices wit~ much 
larger capaCity. The recent change to the whole Storage System 
and to 80S needed to support DSU-19l·s was able to find a free 
bIt! the next such change would reQuire restructuring of many 
system ~ata bases. 

For this reason the disk reco~d address Is being changed In 
format. The current address Is 

device 10 bit (4) 
device address bit (18) 

where the device 10, ranging from 1 to 7 (0 Is used for nut. 
addresses, and the hIgh-order bIt indIcates that the page Is on a 
special device, e.g. the paging device), specifies the storage 
subsyste. (OSU-191, etc.) according to a table in the FSOCT. 

The new address format expands from 21 bIts to 36. It looks 
Jlke this: 

device table index bIt (18) 
record address bIt (18) 

The old "device address" coded both disk drive number and address 
on the oiSk pack into 18 bits; this has been changed so that we 
have an effective width of 36 bits; with the device table index 
used to select the proper disk drIve and the record address bEIng 
strictly an offset within the volume. The "device 10" is located 
In the device ·table, and selects the strategy and coding scheme 
used to run the device. The new address format provides for up 
to 2S6K devIces on-tIne, each device having a capacIty of 256K 
records. Since the current capacIty of a DSU-191 pack is about 
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20.000 recorCls. we are prepared to support a tenfold increase in 
the capacity of a single pack; if oevlces with more capacity are 
produced. we can define several logical volumes on one physical 
vclume. The total amount of storage which can be 'supported by 
the system increases by a factor' of 3ZK. to about 281 Quadrillion 
characters. 

The disk record address Is never interpreted except in the 
context of its own volume. Different volume-addressIng schEmes 
and VTOC tayout~ could exist compatibly within the same 
configuration on di fferent volumes. 

The "VTOC index" stored in a branch Is usee at segment 
activation tIme to locate the correct VTQC entry on the volume. 
lIke the disk record address, this number can be interpreted only 
In the context of the volume It refers to. The VTae Index might 
be coded as a record address on the volume plus an offset, or as 
a subscript In a fIxed-length array, or as some sort of hash 
address into the VTOC. Making this field 36 bIts wide Insures 
that whatever clever coding scheme is used will have enough bIts 
available. 

The lIst and status commandS should have options to list the 
logical volume on which a segment resides, and to indicate 
whether a segment Is on-line. Some redefinitIon of the items 
prInted by the default invocation of the list command would be a 
good idea. to Insure that the command will reference only the 
dIrectory unless the user explIcitly reQuests otherwise. 

An active function Mon_line" would be useful for checking 
whether a segment is currently on-line. 

A new command ··set_vol·' ana an option to status to return 
the logIcal volume IO wIll be needed to handle the volume 10 
associated with each directory. 

New commands are needed to reQuest the mounting and 
dls.ounting of volumes. 

A new hcs_ entry must be provIded, or status_ modified, to 
return the name of the logical volume on which a segment resides. 
New calls are also necessary to set and get the logical volume 10 
associated with a directory. 
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AJJZ CBl 1M MS 

ThIs sectIon descrIbes the sequences of operations performed 
by the new Storage System for various system functions. Each 
function Is describes In terms of Its dIfferences from the 
current Storage System functlon= 

~llk!l CreatIon 

Whe.n append Is ca J led to create a new branch 9 1 t must 
determine the correct volume for the storage associated wIth the 
branch anc alJocate a VIQe entry on that volume. The VTae 
pointer to the new VTOe entry Is then stored in the branch. 

In order to create a segment~ a user must have append 
permission on the parent directory and meet the usual valloatlon 
level and security level constraInts. 

To aetermlne the voJume9 append obtains the logical volume 
name froa the directory header. If more than one physical volume 
Is a member of the logical volume, the physical volume witt the 
most free space Is chosen to receive the new segment (unless the 
vol\Jme has a swltch set which makes it appear "fulf.,u as may 
happen when a !oglea. volume Is being compressed). 

Once the volume is oetermlned, append locks the directory 
and at locates the branch as It aoes nOM. Next9 append calls the 
VTOe_manager to request the creation of a VTQe entry on the 
appropriate volume. If the VTOe for the chosen volume Is full, 
append returns an error code ana does not create the branch. 

The VTOe entry Is inltia'lzec by the VTOe manager when the 
entry Is allocated. Once a VTae entry has been al'ocated. 
modIfications to the VTOe entry are adeQuatelv protectec by the 
parent directory lock. 

Making a segment known does not reQuIre a reference to Its 
VTOC entry. 

T~e system·s proceSSing of a segment fault has two parts: 
first, the supervisor aetermlnes whether the segment faulted on 
Is active. If so. it is onlv necessary to connect the SOW for 
the segment to the page tabje and return. If the segment faulted 
on Is not actIve. it must be actIvated. To determine whether a 
segment Is active. the supervisor wIll obtain the uniQue 10 of 
the segment from the KST entry and search the AST for the 
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seg.ent. 

ActJ,vatlpo 

To activate a segment the supervisor obtains the parent 
dlrectory·s segNent nueber and the location of the segment·s 
branch from the KST, locks the parent directory, and then calls 
VTOe_manager to cause the VTae entry for the segment to be read 
Into a wired buffer. Next. the system locks the AST and obtains 
an ASTE ofth~ appropriate sIze. (This step may cause some other 
seg_ent to b. deactivated.) The .ASTE Is filled In from the VTCe 
entry and the branch. 

When the. page table Is being filled ln~ the system may 
encounter null addresses In the fIle map. These are represented 
as PTW·s with a -null address" flag on, whIch the system witl 
check at page fault tIme. 

f.aU faul t 

When a process encounters a page fault. the supervIsor 
checks the PTW being faulted on to see if the "null address" flag 
Is on. If not. the disk record address from the PTW, together 
with the Device Table Index In the AST entry, is used to generate 
a disk address for the device I/O. 

If the supervisor encounters a fault on a PTM with the "null 
address·· flag. the supervls·or will give the segment a block of 
zeroed core. 

When a. page is being written out. the supervisor wll' 
examine the page to'see If It Is all zero. When the current 
supervIsor detects this sItuation, it does not write the page. 
but s1eply frees the disk address. ThIs behavior is thought to 
be the cause of many of the re-used address problems whIch the 
current system encounters. In the new Storage System, zero pages 
wIll be written back to disk, and a d zero paged flag set in the 
PTW. Pages with this flag on wIlt be freed at deactIvation tIme. 
that is, when the VTOC 15 updated to reflect the fact that the 
record Is no looger being used by this segment. Thl s strate9~ 

G
nsures that all free records on disk are zero, so that damage to 

a dIsk pack Is much less likely to introduce old information int~ 
a file. 

When a page Is to be Mr i ften o\Jt ~ 1 f the I·null adaress" flag 
Is on. a disk record wIll be assigned on the appropriate vo'ulle. 
If the page is all zeroes~ of course, this step can be 
eli .lnated. 
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Bounds faults will be greatly simplified In the new Storage 
System. Since all fIle maps are full size, there Is never a need 
to re-allocate a file map In the middle of bound fault 
processing. This means that a bound fault need only re-aiiocate 
AST entries. Since the ASTEP has been removed from the branch, a 
bound fau1t does not need to modify the branch, and therefore the 
dIrectory need not be locked. 

llnst1yatloD 

When a segment Is deactIvated, any disk records 
corresponding to PTW·s with the "zero page" flag will be 
released. The data in the ASTE are wrItten back to the VTae by 
VTOC_manager, which does not lock the parent directory. A system 
performance Improvement can be expected for deactivation sInce 
the branch need not be referenced: thIs change eliminates the 
pagIng in and writing out of the directory pagels) for the 
branch. In addition, the references to the directory header page 
for the locking and unlocking operatIons on the parent directory 
are elIminated. 

No change is maoe to makeunknown. 

When a segment is truncatec, the pages of the segment wilt 
be explIcItly zeroed and the zero pages written out to disk. 

Deleii,go 

When a segment Is deleted, it Is first truncated, to insure 
that the disk pages it occupies are zeroed. The seQuence for 
deletIng the segment lsI 

lock d1rectory 
delete branch 
call VTOC_manager to delete VTOC entry 
unlock dIrectory 

It may be possible to unlock the directory before calling 
VTOC_Jlanager. 
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When the system crashes while a dIrectory Is being modifled, 
the salvager freQuentlv finds the directory In an Inconsistent 
state. It is possible for the salvager to do a great deal of 
damage to the hierarchy In the attempt to correct the directory. 
What see.s to happen is that a directory is locked, and the 
supervisor st~rts .aking some change In the directory, for 
exaaple addIng a new ACl entry, ana gets far enough In this 
operation so that the dIrectory is inconsistent when the 
directory page Is removed from core In the normal course of core 
management. If system operation is then interrupteo, the page of 
the directory which Is on disk aust be repaired by the salvEger 
before the dIrectory c~n be used. Core pages which are flushed 
to disk by emergency_shutdown may also lead to thIs situatIon. 
In the current storage system. if emergency_shutdown succeeds, 
all potentially Inconsistent directorIes can be detected bv 
examination of the ASTEP In the branch and the lock In the 
directory header. The neM storage system eliminates these items • 
. and mIght appear to make the Job of the salvager more diffIcult. 

It Mould be far better from the poInt of view of relIabilIty 
If the inconsistent directory pagES were never wrItten to disk. 
This eight occasionally cause operations which the user thought 
had completed lust before a crash to be lost, but it would .ean 
that for almost a.1 system crashes, no salvaging of the directory 
structure was necessary. 

To accomplish this goa', the operatIon of locking a 
directory wlf' set s"ltc~es ronorea by page control whIch MIll 
prevent any Dages of a directory ~hich Is locked from being 
wrItten out to dIsk. (The pages .ay be claimed If they have not 
been modifleoy and If a paging devIce Is avaIlable the pages may 
be soved to the paging device.) These switches must be respected 
by page control and emergency_shutdown. (If pages of locked 
directories may go to the paging aevice then the salvager must 
respect such a switch in the paging device map too.) 

~ng Oeylc~ Hanagemen! 

No significant 
man agement. 

changes are planned to paging device 

When a user wishes to reQuest the mounting of a logical 
volu.e, the pattern works somew~at like that proposed for tape. 
The reQUest is validated by ring 1 and passed to the system 
control process. where a message 1s typed to the operator. When 
the operator has mounted the volume, he issues a command to 
inform the system that the physIcal volume is mounteo. The 
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supervisor wIll transJate requests for the mountIng of a logical 
volume into multIple requests for the mountIng of physIcal 
volumes, if necessary. 

Registration InformatIon, IncludIng an access control lIst, 
wll I be maintained for each logical volume, in a ring 1 cata 
base. This informatIon will Include the list of physIcal 
volumes, owner IdentIfIcation, and access control anc securIty 
information. 

Volumes are connected to the Storage System by the 
supervIsor either at system initiatization or In response to a 
user mount reQuest call passed from ring 1. After veri fV i""9 that 
the drIve Is ready and that the volume 'abel, VTOC 7 and Volume 
Map are correct ana self-consistent, the system makes an entry in 
the Device Tab Ie showing that the vo lu.e Is on-line. 

Before a connection Is made9 each VTae entry Is validated 
(Its current segment length and number of pages must agree with 
the file map), and the VTOe fIle .aps are then checked agaInst 
the Volume Map. If a file map ad~ress from a VTOC entry points 
to a disk record marked free In the Volume Map7 the record will 
be marked as used. If tKO file map addresses point to the same 
Vol~me Map entrVt the Vo'ume Map and both VTDe entries wll' have 
the record freed~ and the record wll) be zeroed. 

Volume dIsmountIng may be the result of an explicit request 
by the user who mounted a volume or the dismount reauest may be 
iss~ed by a privileged process. 

Tt'ls supervisor must not aJ Jo~ the dIsmounting of a vo,fume if 
there are stl!1 pages in core or en the paging device which have 
not yet been written to the device. Each volu"e wIll have a 
switch which prevents any more actIvatIons. A program simIlar to 
shutdo~n can then set the swItch and loop through the AST 
de~ctlvatlng segments on a volume which is to be dIsmounted. 

Once a volume has ha~ al I Its segments deactIvated and all 
pages fl~shed. it is safe to dismount It. Anv known sesm€nts 
which have been aismountea will cause se9_fault_error condItlons 
If they are referenced. 
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fll~ S~~tem loltiallzatlgD 

The program initialize_dims is called to start up the 
storage System.· Its fIrst step is to read the CONFIG deck and 
Inltlallze the dIsk OIM·s for each alsk type lIsted on a PRPH 
card. It then reads the INTK card 9 determInes the correct 
partltlon9 and locates the PART caro for the partItion. The PART 
care lists the logical volumes which are In the partItion; the 
fIrst 'oglca' volume lIsted must contain the root. The logical 
volumes are oescrlbed by VOL cards which tell which physIcal 
units contain the phvsical storage for the logical volume. Each 
volu.e Is connected to the s¥stem9 starting wIth the root volume. 

The root volume contains a pointer in the volume label to 
the VTOe entry for the root directory. It may be possIble to 
have a speci~t segment which contains a root branch, 1n order to 
ell.lnate various pIeces of complication In directory control. 

~b R~cord Asslg0m~n1 

When the system attempts to ~rlte out a page which has t~e 
-null address" flag on, the supervisor wl'& assign a dIsk record 
on the volume where the segment resIdes. For each volume 
connected to the system, the supervisor keeps a pool of free 
addresses in wlrea-down core. As record addresses are neeoed, 
they are withdrawn from the poo'. If a poot becomes empty, the 
supervisor replenishes it by reading In a section of the Volume 
Hap and noting the free addresses. The pool is also adoed to by 
pages released at truncation and deletIon, and zero pages freed 
at deactIvatIon. 

Since page faults cannot claim very many pages a second 
wIthout exhausting the system·s free space, the number of tImes 
that the Volume Hap must be consulted should be low when the 
system Is In steady state. 

The VTCe manager is a new program whIch will be responsIble 
for al I accesses to the VTOC entries. It will have wired core 
buffers of its own, and will access the VTOe by a specIal I/O 
facilIty which witl use 64-word dIsk reads ana wrItes Instead or 
102lt-word I/O. 

When a reQuest to read a VTOC entry Is made, the VTOC 
manager will first search the AST to see if the segment is 
actlve9 and If so wi" reconstruct the VTOC entry from the ASTE 
and return the VTDe entry to the caller. If the segment Is net 
active9 the core buffers wIll be checked to see if the VTae entry 
1s recentty used and still In core. If not, a dIsk 1/0 reQuest 
will be lssuea for the VTOe entry; It wIll be read Into a free 
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core buffer If one Is available. If no buffer Is avaIlable. the 
oldest buffer wIll first be written to disk (If "modIfied) and 
then the read performed. Each buffer will have a -modified bit" 
so that a VTOC entry need not be rewrItten unless It has changed. 

The contents of the VTOC entry can be complete!y 
reconstructed from the AST entry, so that when a segment Is 
active, we can assume that the only copy of the VTOC entry exIsts 
in the AST. ThIs property allows us to write VTOe entries out to 
disk from the ASr entry data without having to first read In the 
VTOC entry In order to update It. 

Although the use of 64-word 1/0 in addition to the standard 
l021t-word IIO used by the paging mechanism adds some code and 
some c08plexlty to the supervisor, it provides several Important 
advantages for the management of VTOC information. Obviouslyy 
the use of small ·pages" for VTOC entries cuts down on the a~ount 
of disk channel busy tlee and memory load~ for any given rate of 
access to the VTOC. The amount of wired-down storage needed to 
buffer VTOC entries in core Is decreased. But the most important 
effect Is to eliminate the unnecessary transportation of VTOC 
entries and fIle maps for segments Mhlch are not being actIvated. 
Our experience to date suggests that data are most often 
destroyed when they are In core~ or when they are transported to 
and from core." Using 64-wora IIO makes It more lIkely trat a 
systeM crash "111 destroy onlv segments which were actually In 
use at the time of the crash. 

The locking hierarchy looks lIke this: 

directory lock 
parent directory lock 
root directory lock 
AST lock 
VTOe manager lock 
page control global JOCk 

traffIc control lock 

The VTOC manager lock and the page control global lock wIll be on 
the same leve. - that is. there Is never an attempt to lock both 
of these at once. 

Carrying packs between sltes will be tricky. The VTCe 
entrIes are valld~ but what must be done Is to construct branches 
for each VTae entry, and fill In VTae pointers and valid uniQue 
IO·s. This operation must be prIvileged and done carefully. The 
VOLUID must also be changed, since different Installations may 
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haVE assigneo the same VOLUIO to aifferent packs. 

One way to construct the new branches to describe the 
contents of a volume which has been Imported Into a site woulo be 
to reQuire the user to run a program which looks much like 
backup_dump, which would write a smai; tape contaInIng the 
dIrectory informatIon only for al. segments on the volume. Then 
the user would carry both a pack and a sma' I tape reel. A 
conventIon could be establIshed to permIt the supervIsor to place 
the contents of thIs tape on the pack itself. 

The ability to carry packs between sites will not be part of 
the lnitia' implementation. 

The Quota mechanIsm wIll have the sa.e basic elements as the 
current scheme: that Is, all segments in the same olrectory will 
be charged to the same "Quota celJ", consisting of 

maximum recorOs used 
current records used 
tIme-record product 
tIme last updated 

SInce all non-dIrectory segments In the same directory must 
resIde on the same logical volume, one Quota cell per dIrectory 
is suffIcl~nt. It will be stored In the VTOC entry and the 
branch for the directory "hen tre directory Is not actIve, or In 
the AST entry when the dIrectory is activated. The storage for 
pages of directorIes themselves is always on the logica' volume 
whIch contaIns the root. In order to prevent any user from 
monopolIzIng storage on the root volume, each directory will 
act~al Iy have two Quota cells: one for directory pages orly, and 
the other for pages of non-directory segments. As In the current 
system, there wIll be a value of Quota which means that there Is 
no limit o~ the storage in this directory, but that some 
hIgher-level dlrectorv·s lImIt must be checked. 
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----I BRANCH I I VTQCE J I ASTE 
I I I : I 
: D-Quota I I O-Usage I I D-ce J I 
I NO-Quotal I NO-Usage' I, NO-ce J • 
I LV !O f O-trp S LV 10 
I I I ND-trp : I 
J I I O-t Ime I I 
I 1 I NO-time : '--: I I 1 
I -' I- ._I 

Figure 21 Quota In format 1 on 
for Each Directorv 

Within this framework. It is possible (but not necessary) to 
.ak~ a major improvement to the current ~uota mechanIsm which 
should provide users with signifIcantly more flexibiJity in 
controlling their disk usage. Currently. when the Storage System 
finds a Quota which Is nonzero, the storage for the se~mEnts 

InferIor to the directory with the Quota is "charged'· to the 
Quota. and no further checks are made. In the new scheme, the 
Storage System then continues up the hierarchy, as long as the 
logicat volume identification matches, checking Quota at each 
level. There Is no moveQuota operatIon. and Quotas may be set 
freely at any leve. by any user with modify permissIon on a 
directory. 

An examp.e will make the use of this facIlity clear. 
Suppose that a project is to be given a maximum Quota of 100 
records. The system administrator sets the project dlrectory·s 
Quota to 100. NOHy suppose there are 10 users on the project. 
The proJect administrator may then set a Quota of 20 on each user 
home directory. Any user may use up to 20 records of storage, 
~~~ that the project·s total usage does not exceed 100 
records. Thus, a user coulo possible encounter several dIfferent 
record Quota overflowsl either from his home directory, or from 
the project directory, or from higher dIrectories. In practice, 
the QUotas for the root and for >udd wIll be set to "infInite". 
Only the Quota ceil nearest to the segment will accumulate a 
time-record product. 

SInce the chain Is broken when a directory wIth storage on a 
dIfferent logical volume is encountered, the use of dismountable 
yo'ymes does not affect the norma. Quota mechanIsm on system 
storage. 
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When system operation Is interrupted abruptly~ the Storage 
System data bases may have been left in an inconsistent state. 
We have attempted to eliminate states which are inconslstert y or 
to minimize the amount of time the system spends In th~se states. 
Procedures which verIfy that the hierarchy is correct and repair 
it if necessary wit I continue to be needed, though, because 
haroware and software errors can occur whIch vIolate any of our 
ass\impflons. 

There are four repair operations which must be worked outf 
emergency shutdown, pack salvage, tree salvage, and tree-VTae 
salvage. 

EHERGENCY SHUTDOWN 

The emergency shutdown mechanism w111 work about the same as 
It does now. When the system crashes and ESO Is invoked, an 
attempt will be made fIrst to UDOate the Volume Map on each 
mountec volume. If this operatIon succeeds, an attempt wIll be 
.ad~ to flush out all core pages. and then to deactivate all 
segments (anc update the VTCe·s1. 

PACK SALVAGING 

ThIs operatIon Is performed whenever a volume is connected 
to the system; it should take only a few seconds. It consists 
of readlng through the VTOe for the volume and examIning each 
file map, and checking the Volume Map entry for each page In the 
file aap to make sure that the page Is recorded as being used by 
the VTOC entry and Is poInted to by only one fIle map aCdress. 
In all salvagIng operations, It 1s not necessary to use 64-word 
1/0; and the use of virtual IIO wlJJ make the code clearer and 
more obvIous. 

In -'ong salvage" mode each disk record which is marked 
allocated In the fIle map can be checked to see 1f It Is zero, 
and if so, the recora can be released from the file map and the 
VTOC entry adjusted. Free records can be checked to make sure 
that they are zero. If a record which should be zero is found 
nonzero, the data cannot be restored to its right fu I owner: but 
such a fina is evidence that-the system has probably lost some 
data. 

TREE SALVAGING 

ThIs operatIon Is .Ike the current salvager. StartIng with 
the root, the directory hIerarchy Is scanned and each entry is 
checked for valIditv. Directory hash tables, ACl·s, etc. are 
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rebyi.t If necessary. If a branch cannot be made valid9 the 
branch Is deleted. If a directory cannot be made valid, the 
dlrectorv·s branch is aeleted and the dIrectory segment deleted. 

TREE-VTOC SALVAGING 

ThIs operation is done after volume and tree salvagIng. The 
directory hierarchy is walked and for each branch, the VTCe entry 
Is located and the UIO match checked. Then, the VTDe for the 
system volume -Is scanned, and VTOe entries not visited durIng the _ 
tree walk are examined. For each such entry, there is no valid 
branch. An atte.pt Is made to construct such a branch by 
examIning the UIO pathname In the VTDe extensIon: this may point 
to a valId branch in a directory which has become detached from 
the root bV accIdent, or i~ may pOint to garbage. The salvager 
fo' lows the parent UIOs back untl-' It finds the break In the 
hIerarchy, and constructs a new branch for the segment or subtree 
In d>Iost_and_founa". Since the VTOe extension contains the 
pri mary entry nalle for the branch, we may even be ab' e to 
rebuIld the branch in the correct place. 

In "long" mooe all mounted volumes are processed. ~hen 
speed is important~ the salvager can check only the system 
volyme. If this operation Is fast enough, we wIll do It every 
tlee ME boot the system. 

Complete and catchup dumps can be replaced by physical dumps 
(lIke the current 80S SAVE) for backup of most of the system. A 
retriever can be written which will retrieve a segment from one 
of these tapes given a VTOC Index. It may even be possible to 
run these dumps without shuttIng down, If users can accept the 5 
mInutes· wait which would be reQuired for the satisfaction of a 
seg_ent fautt encountered while a pack was beIng dumpeo. 

An option to allow a user of a private dismountable pack to 
reQuest that hIs volume be dumped to tape would be desirable; 
thIs might be an offline utIlity request. 

The directory structure of the system can be backed up by a 
"skeleton dump" simIlar to the current dump programs, but whIch 
dumps onlv directory data, not segments. Incremental back~p 

dumps can be ~un If the installation wIshes to provIde protection 
agaInst the accidental deletion of segments. 

The Storage System will have an option to cause specified 
volumes to be written in duplIcate on more than one physical 
drIve. A mooerately jarge InstallatIon can cause a duplicate 
copy of the root logIcal volume to be kept, and the system wilt 
then be protected from disk catastrophes involving the directory 
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hierarchy. A later improvement might involve allowing the Sv-_:s,Jem 
to automatIcally swItch to the backup COpy if the primary copy 
went bad; such a proposal can be .ade later if experIence s~o~s 

t ha t the f ac 1 11 t y 1 s use f u t • 

~J~ Resery§tlgn 

Because there wilt be very little incentIve for a user to 
dismount a volume, unless the InstallatIon sets a very hIgh price 
for use of a dismountable volume, and because many users may be 
usIng a volume·s contents when It Is mounted, most insta'lations 
will wish to establlsh so., sort of scheduJe for permissIon to 
use the disk drives which are available for user mounting. An 
automatIc device-reservation system to handle the scheduled 
forced dIsmount of volumes on these drIves and permIssion to 
.ount new volumes will be a necessity. 

The interaction of this facility with the Access Isolation 
Mechanism must be consIdered carefully. 

~b InitializatioQ 

A BOS utIlity must be written to inItialIze a volume for use 
Mith the new storage system. ThIs utilIty must be able to label 
volu.es and buIld VTOCs and Vol~.e Maps. It should be able to 
zero an entire volume as well • 

.E!:.C.m: RecQVen 

Several Improvements are planned for the disk DIMs so that 
when a dIsk drIve or pack goes bac, the system will attempt to 
keep running. One conseQuence of this desire Is that the 
supervisor wIll attempt to dIscover when It has typed out, say, 
ten disk error messages for the same dIsk address or address 
range, and automatically suspend use of th1s part of the disk 
until made to start agaIn. (Of course, this cannot be done for 
the root volume.) Moving packs from one spindle to another Is a 
dangerous activity, especIally when disk errors are occurring; 
but sometImes this wItl cure aisk problems. and It wouto be nIce 
to have the system well enough organIzed so that such a swap 
could be .ade Mlthout crashing or shutting down. A special 
interrupt or an operator commanacould be used to tell the system 
to start retrying Its 1/0 after the operator had attempted to 
correct the problem. 
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~rat~ ~m,ang~ 

The folJowing operator commands must be provided: 

replv to disk mount message 
lIst mounted dIsks 

.£!J:.1~Jleqed Commands 

The following commands must be provIded 
programmer and system administrator use: 

list mounted disks 
lIst device table 
Jist device reservatIons 
force device dismount 
force online pack salvage 
force device reservatIon 

for 
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system 
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This section describes the format of various system ~ata 
bases. 

The followIng Is an example of the configuration deck for 
the neM Storage System: 

INTK 0 HUlT 
PART HUlT V1 V2 V3 V4 V5 
PART SAlV VO 

• 
• 
• 

·VOl V1 SRV DISK 0 0 404. 
VOL Vt SRV DISK 1 0 404. 
VOL V2 STO DISK 2 0 404. 
VOL V3 STO OISK 3 Q 404. 
VOL V4 STO 018 0 (J 202. 
VOL V5 SCR DISK 4 0 202. 
VOL V6 SAL DISK 4 202. 202. 

• 
• 
• 

PRPH DISK A 23 191. (disk 01" Info) 
PRPH 018 A 25 181- (dIsk 01" Info) 

The INTK card tells the system what partItIon to use. The 
PART cards defIne which volumes make up the partitIon. If more 
than 13 volumes are In a partltlon9 additional PART cards with 
the same partition name may be supplied. 

The VOL cards name the logical volumes, and specIfy theIr 
devIce type and locatIon. In the example, "SRY·' and "STO" are 
flags which descrIbe the use to be made of the volume, and "DISK" 
and "018" are (logical) devIce types whIch will be looked up in 
PRPH cards. The other parameters on the VOL card are pairs of 
<fIrst-record, n-records> expressed In cylinders. 

~§'tory acancb 

Severa. data Items now stored In the branch for a segment 
wil I be moved to the VTOe entry associated with the branch. 
There Is a one-to-one correspondence between branches and VTOC 
entries, and the directory lock protects the VTOe entries as "ell 
as the directory branches. 

The directory Information relatIng to 
organization of the data represented in the storage 

the .il.9l~ 
System ~iJI 
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be stored in the brancH; the infor.ation about the ~by~lcal 
storage wIlt resIde In the VTOC for the volume containing the 
storage. 

In partlcul·ar. the following Items wll' be removeo from the 
branch! 

file map 
devIce 10 
date/time modified 
date/tIme used 
current length 
records used 
AST entry pointer 

Host of these Items will be moved to the VTOe entry, except for 
the ASTEP, which is eliminated. Instead of InspectIng the 
directory to see if a segment Is actIve the supervIsor will 
search the AST for the unIQue IO of the segment. (A hash table 
for the AST may be implemented to make this fast.) 

In order to ehable the supervisor to find the VTOC entry 
given a branch y the directory entry wIJI have a new item adcedf 
a VTOC pointer stored in the branch which locates the VTQC entry. 

For the branch for a directory segment~ some Items wilt be 
added. The maximum records used for both dIrectory and 
non-directory records, and the logical volume identifier for 
non-dIrectory records will be adoed to the directory branc~ In 
order to make the activation of a directory whIch has a Quota 
simple. (Usagey ti.e-page-prod~ctt etc. will go in the 
corresponding VTOC entry.) 

One advantage of the divIsIon of informatIon between the 
VTOC and the branch is that directory branches need not be 
modIfied when a segment Is actIvated ana need not even be 
referenced when a segment is deactivated. In oreer to prevent 
any directory page from being mocifled at segment-actIvation 
time, the directory tock wil! also be moved to the ASr entry for 
the directory (since a new rule will be that a directory cannot 
be deactivated while It Is locked). This change should reduce 
the paging traffic on the system, and will reduce the chances of 
a olrectory page being da_agee due to memory parity or clsk 
channel errors, since the page need not be wrItten back to disk 
after use. 

One problem with thIs division of data is that the length 
information for a segment is kept in the VlOet anc so the 
operation of listiog a directory reQuires the fetChing of each 
VTOe entry correspondIng to an entry in the directory. As 
compared to the current sforage system, the new system wil' ~ave 

to 00 noticeablv more 1/0 to return the same information. 
Further.orey the real-time de'ays associated with functIons whIch 
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lIst a dIrectory will increase signIficantly. It may be 
necessary to store some of the length information In duplicate In 
both the branch and the VTae entry In order to allow the simplest 
cases of directory lIsting to operate without referencing the 
VTOC. Another alternative "ould be to change the list command so 
that the default case Goes not provide any informatIon whlh it Is 
costly to obtain, and to provide new supervIsor interfaces to 
replace hcs_$star, which return on.v Information kept In the 
dIrectory. 

Dlr~ctQrx H£aQ~£ 

Very little change will be made to the directory header. As 
mentIoned above, the directory lock wIll be moved from the 
directory header to the AST entry In order to avoId unnecessary 
modIfication of directory pages. The per-directory statIc 
ftultllevel meters wIll be removed because nobody uses them. 

The Quota information no" In the directory header will be 
moved to the branch for the directory In the directory·s parent, 
or to the VTOC entry correspondIng to the branch. 

Each dlrectbry wII' gaIn one neM item: the name and un·laue 
to of the loglcal.volume where segments inferior to the directory 
will be stored. ThIs datum is also kept in the branch for the 
directory, because It Is used by the ~uota mechanism. This 
attribute may be changeo only for empty dIrectorIes. ModIfy 
permiSSion on the directory is necessary In order to change it, 
and It may not be chaged to an arbItrary value -- the user 
changing the logical volume 10 must be listed on the extended,ACl 
of the VOS for the volume, if the volume Is a private volume. 

The VTOe will be organized as a paralJel set of fIxed-sIze 
arravs In a special region of the volume not available for 
regular storage. One array ~jll contain the VTOe Infor~atlon 
used durIng normal operation, ana the other arrays, called t~e 
VTOC extension, wll I be used to hold the special salvaging 
1 n format ion. 

ll.Q.t Eotcx 

The VTOC entry for a segment will contain the following 
1 te .. s I 

uniQue 10 
date/time segment modIfied 
date/tIme segment used 
f i I e map 
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current tength 
recoros used 
directory switch 
quota informatIon (2 sets): 

records usee 
time-record product 
tIme trp last updated 

*primary name of segment 
~unlQue IO pathname of parent 

Page 23 

The Items marked ~lth an asterisk wIll be storea In the VTOC 
extension for the convenience of the salvager. All other Items 
can be reconstructed from the AST entry contents~ so that 
deactivation ooes not reQuire any reference to the directory 
branch. 

The fIle map In the VTOC entry wIll use only 18 bIts per 
record address instead of 36. because the device IO can be 
elimInated. The file maps in every VTOC entry will be maximum 
size. rather than the current situatIon where varIable-sIze fIle 
maps are permitted. Only 256K segments wIll actually use more 
than 64 words of VTae entry, but all 1q2 words will be read In by 
the VTOC manager because It wonat know the length of the VTOe 
entry. 

The Volume Hap for a volume has one entry for each record on 
the volume. The current svstem·s analogue to the volume map Is a 
Mired-down data base, the bit map portIon of the FSOCT, which has 
one b1t for each record. As the amount of physIcal storage In a 
confIguration increases. thIs data base becomes too large to wire 
down, and so it wIll be allowed to reside on the volume it 
descrIbes. 

Since a full olsk address will no longer flt into 22 bits 
(i8-blt address plus 4-bIt device 10) as it does in the current 
system. the format of a PTW for a page whIch Is not In core must 
change slightly. 

The new format of the PTW has the l8-blt volume address 
only; the Index Into the devIce table which completes the olsk 
address Is the same for all pages of the segment and so goes in 
the AST entry. 

A flag bit Is turned ON in the PTW if the oage is all 
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zeroes. Such a page can be freed when the segment Is 
deactIvated. 

A f I agbi t Is turned ON In the PTW if the page has never 
been assigned. If a reference Is made to such a page, a page 
wIlt be assigned at page out time. 

Several Items must be added to the AST entry to support the 
new Storage System. These Include: 

device table Index 
VTOC· index 
directory lock 
date/time modifIed 
olrectorv swItch 
logicat volume 10 
non-dir Quota cell 
dlr Quota cell 

Several other items must be changed. The "dnzp" swItch, if stit. 
necessary. changes In meanIng, since zero pages are nulled at 
deactIvatIon instead of· page fault time. The ··did" moves to the 
device table. The hppmt" and the Hmovdld" Items are obsolete. 

The units for "cst" ana HOp" should probably be 16-~ord 
blocks instead of 1024-word pages, in case we ever experi"ent 
with changing page size. The "m.sw" flag should be renamed t.he 
"In_pdlr" fJag for clarity. 

The device table Is a new wired data base whIch replaces 
some of the fUnctions of the FSOCT In the current system. It has 
one entry for each aisk drive available on the system. 

In each entry, the following information Is kept: 

VOLUIO 
LVIO 
OIH type (device id) 
Volume state 
Disk DIH data: channel, orive, etc. 
sensitivIty level and category 
Volume map locaton 
read-only switch 
system-volume switch 
number of free records 
volume coming down switch 
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The label for a volume In the new Storage System is checked 
when the volume is connected. It Is located at a fixea a~dress 

on the volume known to the DIM, and contains the addresses of the 
VTOC and the Volume Hap. It also contaIns data used to verify 
that the voJume is correctly mountec, such as 

VOLUID 
sensitIvlty level and category 
date/time Initialized 
vo'U1D~ name 
manufacturer·s serial number 
date/tIme .ast mounted 
date/time last salvagea 
error history, bad track list 

The DSU-191 disks wIll be arranged to take advantage of the 
physical characteristics of the disk drive. The dIsk aIM for the 
191·s w111 be the only module which knows what strategies have 
been used in arranging the data on the dIsk (except for 80S). 

Since the first four cylinders of a 191 pac~ are guaranteed 
error-free, the 'abel for the volume wll I be placed somewhere In 
these four cylInders. The VTOC extension wIll a1so reside In 
this area. It Is tempting to p~t theVTOC and volume map there 
too, In order to use the most relIable cvlInders on the disk. but 
probably the VTQe ana volume map should reside at the mIddle 
cylinders of the disk, in order to minimize average seek time. 

Each logical volume whIch can be mounted In response to a 
user reauest wi.1 have a corresponding Volume Description Segment 
in a per-system directory. The exact form of the 
volume-reg1stration oata base Is currently being redesigned, but 
whatever volume-registration data base the system finaliv ends up 
"lt~t the per-volume data wIll include 

Logical Volume IO 
List of Physical Volumes 
list of users ~ho may set Quotas for thIs volume 
Name, address, account number, etc. for bllllng 


