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This nerlO was ori~inally intended as an internill 
docunent \'lithin the ne"J Storage Systen (~ISS) design and 
impleMentation group_ Many of the terms and concepts referred to 
\>lithin in it describe the current state of nss, ancl are 
docunented nov/here. The idea of publ ishing this memo as an nTB 
is to keep the f1ultics Development COMmunity abreast of current 
design proposals and developments. The follov.'ing other docufi1ents 
ore prerequisite to the cOMprehension of this mCr1o: 

t1TB 206 NSS SAVE ano RESTOn 
r1TB 184 Resource Control Package 
t1TO 167 r·JSS Disk Usagp. 
f1TB 110 lr.:lplencntDtion of Propose0 NSf, 

Preamble 

Disk Definition, for the purposes of this memo, may be 
de fin e d () S the 5 p e c i f i cat ion, de tern ina t ion, and con t r 0 1, n f '~J hat 
pocks are nounted on \4hat drives at any time, anc, the logical 
structure of what is on a storage system pack. 

This MeMO outlines several schemes intended to d~fine 
interfaces, [)rotocols, ann iMolementation of d~/nclr1ic dis': 
nounting and disrlounting in the new Storage System P'SS). The 
current tlSS 5Pp.cifies the rlounted cOrlPlement of P2cks via G"~ 
COtIF I G r.A~nS, und Cannot yet change the pac': cO!"'1pl ement 
dynanicall y. The 0.ata structures of the tJew Storage Systen, 
ho\,!eve r , vIe re des i r;ned to Ma I:e th i s moun t i n~ an d ~ i smoun t i np; 
feasible. 

The principal issues addresser! herein are the dynaMic 
redefinition of the mounted disk cOMplement, the resource control 
issues of riisnountahle COMponents of the st0rage systeM, the 
operator interfaces for controlling dismountahle packs, and 
various protocols and policies for ensuring a unified approach to 
these and other issues. 

t~ultics Project internal workine project documentation. Not to be 
reproduced or distributed outside the t1ultics Project. 
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Issues of double-writing volumes, pacl~ initial ization, 
approp r i () tc CotJF I G c(} rds an d the seMan tics of pa rt i t ions 2 re 
also covercci here, as they are part of the general issue of disk 
definition. 

I. r1ultics assumes all responsibility 
for mounting ann dismounting. 

Disk cirives are a resource, and disk packs prntect<1hle 
data objccts.The Mountine and disMounting of disk packs is an 
ope r<l t i on f)e rforne d uncle r the supe rv i s i on of the reSOll rce 
Control PrograM (RCP). The specification of the online disk 
cOr;'lplerilent should be vie\"Jed as a dynamic reconfiguration 
operation, perforned by softv.Jare such as ncp, which can val ictate 
and process such operations appropriately. 

It is not desirable to have BO~ maintain the on1 ine 
disk cOMpleMcnt, as is currently done. The specification of the 
on1 ine disk cOMplement by CO~!FIG cards is messy and inadequ<1te, 
as well as non-general and non-extensible. The restrictions on 
naMe length inf)osed by BOS are not reasonable. The liMitation on 
the size of the COt'FIG deck is also an unreasonahle restriction. 
\Jhat is more, the CONFIG dec': update Mechanism (Cf)~JFIG U), vlhich 
updates the COtJFIG deck frOM ~1ultics to BOS is incH~equate and 
partly functional, and the wrong Mechanism for the application. 
no!:; does not see configuration changes made by ~~ultics, and in 
general, that is a reasonable policy. 

It is proposed that there be no information in 80S 
\Jhich describes the online disk COMpleMent. Hence, there should 
be no VOL cClrds, as tlSS use thp.m today. cnnr-Ic CClr(:'s <1rc for 
specification of a confi[;uration of hardware, nct dismount<.1ble 
neciia. The CONFIG cnrds 1t!hich currently descrihe softvJare only 
describe n8ximum tahle sizes and other invClriant inforrTlCltion. 
~1ounted vollJrlcS are not h'ithin this class of information. 

II, The Oisk Table 

\Je rropose the creation of a segment in the hierarchy 
Hh i ch desc r i bes the on1 i ne d i sf: compl ement. Th is tabl e, 
henceforth called the Disl:. Tahle, pnrallels the Physical Volume 
Table (PVT). It is not clear if hnrdcore even need know about 
this table. The PisJ~ Table is a Resource Control c!at~ bC'se. It 
Hi 11 be ini tial izcd at the time the Resource Control Program 
initializes itself. Its he~der will be filled with a description 
of the current hard\Jilre disk subsystem configuration. The bony 
of the tal-de "Ii 1 1 he an Clrray of entries, one for each drive 
currently configured or confi~urable into the system. The 
Tr.Ar'JSFOnr1ATIO~1 FROt1 S'H1SYSTEt~ II"' nnd rlrivc number, for cO given 
configuration, to Disl~ Table index, will he canonical, ann Disk 
Tahle inrlices are the saMe as PVT indices. 
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r10unt i ng and rl i snount i ng of hoth so-coll en rr I/O" anrl 
storage systen volumes - consists of the allocation and. 
deal location of slots in this tahle. Each entry contains device 
type and potential allocation information for a given drive, and 
'vh e nap a c J: i S MO un ted, r e e i s t rat ion, i r. e n t i f i cat ion, and 0 the r 
cont rol i nforrlClt i on for tile pacl: Mounte(~ on the dr i ve. \"!hen a 
storClge system pilcl: is mounted, calls must be made into rinr; zero 
to plClce the PhysicCll Volume In in the PVT, and hClve the V()lur.1e 
~1ap accepted into the FSDCT. Phen a storage systePl p2ck is 
disnollnteo, a call must be mane to have all resirlent seerlents 
deactivated, and the Physical VolUMe 10 reMoved from the pVT. 
r10untine and dismounting of I/O PDcks consists of callinp; ring 
zero to route interrupts -for the associated drives to and fror' 
the I/O interfacer (ioi_). The PVT wtll be usen to tell the rlisk 
i n t err u p t h Cl n d 1 e r t hat t his i s the ca s e for s u c had r i ve • 

Tho nnnource Contrnl Prograrl (Rep) \'1/i11 be responsible 
for thn IwlntfHl.ulcn of ttl" nt!d-~ TClhlr. Cnl1n fntn ~r.p ,-"fl1 
t~fftH!t tho ()rderl~' rf'Hlllcstfng of dIsk mounts, for b()tlt stnrn~p. 
s ys ten nnd I / () pile ks • The sc p rog rllMS, "'-.Ill i ch run 'n the 
Ad~inistrlltive ring, will thus be responsih1e for dcterMinin~ the 
legitintlcy of Mount requests, Clnd issuing aprropriate operator 
ne s sag e s. R C r \'I ill a 1 so rna k e the n e c e s sa rye all sin tot he 
supe rv i sor to a 11 ow use of moun ted vo 1 urnes. In 0 rde r to ned i () te 
these requests, Rep wi 11 r-lake use of data descr i h i nr; the 
ov-rnersh i P and usaee ri ehts of I/O di sl:s and storC1ge system 
Logical VoluMes. This so-called Registr~tion Data is ~escribe~ 
be 1 0\'1. 

Via the above scheme the operator can cause volumes to 
be rlounted at startup time, either hy exp1 icit command, or 
exec COM. The calls into RCP to re!1uest a mount are the SClme as 
those nade by user processes wt:en as':ing for logical volurles to 
be nounted. ncr is responsihle for deterrlining the nUMber of 
drives neeessilry for the logical volume (as ~efined in 
f1egistration nnta), Clnn the availahility of that number of 
drives. /\llL~cdtion of "privileged" or "reserved" rlrivcs is also 
a function of ncp. The intenderl use 0'-= d given rlrivc as a 
Ifstorage systen drivell versus an "f/O drive", if desiroh1e, \"il1 
also bE! (1 pol icy matter enforced hy RCP. 

At hoot time, ring zero registers all rlrlves of all 
configured dis!: subsystems which arc given as "p0tentially 
confit;urable lf in the cn~'FIG ciecl~. This registration consists of 
ullocating PVT entries, and hence PVT indices, for these drives, 
and connecting the proper interrupt and device control 1 inkages 
in ring zero. Note that ring zero has no resronsihility for 
val idilting ",hilt is mounted on any of these drives, or 
uutorlatical1y configurine these packs into the stora~e system. 

HavinF, describe(~ the rine zero (P'.'T) and rin~ one ([lisl: 
T,lblc) conceptions of the storaee system, v.rc now introduce the 
concept of volune recognition. Volurle Recognition consists of 
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ring one being told that a zivcn selection of V0lunes is rnountec 
on a given selection of drives, by SOMe highly privileged agent, 
and believing it, as though a mount request had been issued. As 
Hi til a nOllnt reque5t, labp.l checks are Macie, rlC1te/t ire 
sa 1 vCl~ed/ d i snollnted is chec k~d, etc. As vJi th a moun t reques t, the 
issunr of the request is trusted, i.e., he could rlount a 
fraudulent voluMe, or have one recognized, as cosily as he could 
nount the correct volume, and there is no way to certify volunes. 
Label checl~ing is a check ap;Clinst non-intentional error. 

With Volune Recognition and the Disk Tahle, we have ~ll 
oft heme c II ani s rl to b r i n gun the s y s t eM aut 0 rna tic all Y \\' j tho u t 
operator intervention, with a full complement of disks online 
from the previolls boatload. l'1hen the systeM comes up, the 
physical nrive configuration as given in the COtlFIG deck is 
conpa red aga ins t thCl tin the n i s!~ Tall 1 ~, \'.Jh i ch is a remnunt of 
the previous bootloild. Any discrepancy in physical configuration 
CCluses the ent ire contents of the n i sk Tah 1 e to he scrapped, \"Ji th 
an appropriate Message. In i)ny case, entries for t\'IO Physical 
Vo1unes (Th~ noot Physical Volunc (RPV), descrihed in more detf.'il 
below, and the optional Paging nevice) arc MDde; and marked as 
in usc Dnd val idly Mounted. The RPV is found via COtJFIG card, 
described in more detail below. 

At this point in startup, the nisk Tahle can he vie\tlen 
a sad r i v i n g t a h 1 ~ for ge n era tin p; "01 UMe Re cog nit ion r e que s t s • 
Opertltor COMMand can cause the entire contents of the tC1hle to be 
autonatica11y recognized, recrevting the on1 ine disk conp1eMent 
of the previous boot10ad. However, the operator can also "eoit" 
the Oisk Table, asserting that certain volUMes have been Mounted, 
disrlollnteci, etc. tlote thClt there is no way to prevent the 
operator from physically moving volUMes, as he can press all of 
the available buttons. Note also the implication of the 
canonical transformation frOM subsystem-name drive-number intn 
PVT index, given a supplied physical configuration, as this is 
prerequisite to accepting an old Oisk Tahle. In the case of 
unattended operation, it is reasonahle that the system start_up 
exeC_COM m i gilt issue the comrnand \A/h i ch s i r:1P 1 y acce pts the 
existent contents of the Disk Table wholesale. 

Having possibly edited the Disk Table, the operator can 
then issue the comnand to recognize all of its contents. Thus, 
various degrees of boot are possible, the controlling factor 
being only the autoMatic recognition of volumes specifier. in the 
Disk Table. 

t!eedless to SuY, all of the software and data necessary 
to carry this out, including the Disk Tahle itself, Must f)e on 
the Root Physical Volume. This iMpl ies some special mechanism to 
cause systeM segments which are necessary to disk configurati0n 
to he nl10cated on the RPV, as opposed to any physical volume of 
the root Logical VolUMe. A sinple, if brutal, solution for this 
requirenent is to place all such r10dllles on the ~~ultics SysteM 
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Tape (t1ST). 

II I. Hhat Mounting and ~ismounting nean. 

\Jhen Rep has received and validated a request t("l flount 
a logical voluMe, drives are allocated, and Disk Tahle entries 
set up. Operator Messages are then issued to cause phY5ical 
nounting of the necessary packs. As the operator acf:novlledges 
each request, ring zero is invoked to hand control of the 
concerned dr i ve to 101_. Th is cons is ts of mar!~ i ng the PVT so 
that interrupts "Jill be directed to ioi_, and assigning the drive 
to the process perforPling the mounting. Rep no\,! uses 101 to 
read the label of the pack nounted, and val idate it against the 
registration information. Note thC1t the PVT in(~ex may be suppl ied 
to ring zero, for it has been defined to be the same as the Oisk 
Table index for the drive. If the label ch~cks out, ring zero is 
collnd to rle(J5sfgn the drive froM iot ...... , ilnd once More to ;lsslen 
tilt, dt"tvft tn t1o~~ control. Thfs (155tr;nrnnt1t tn rUlr:0 control 
eon~ t ~ ~5 ~ft\l ne t nl~ thn Lf'I~' fil11 "("\1 Ut11f' ""t' f1hys' cn 1 vnlllMr. ,n' s 
J nth e PV Ten t r~', fnn r k r n g t h n r \I T 0 f1 try sot hat 1"'" r: f\ con t r 0 1 
handles the interrupts, and copying the Volune r1af1 Into tile 
FSDCT. ncp nC1Y vJait until all physical volumes of n logIcal 
volurE are Mounted before call ing in to assign the drives to page 
control. If nrp dislikes the label, the drive is SiMply 
deassigned from ioi_ I and error status returned. 

In certain cases, partial logical volumes can be 
mounted. This is necessary in c~se part of a logical volume is 
physically damaged, and in the case of recogniZing the root 
logical volume during startup. The access required to do this 
and the error codes returned upon attempt to initiate a resident 
of the nonexistent half of a partially mounted volume are policy 
issues. The ring zero handl ing of partial volumes is clear. 

Requp.sts .to mOllnt I/O disks are nuch the same. Rep 
receives and val idates the request, again based on policy and 
registration data. A Disk Table entry representing an avaliahle 
drive on a subsystem of appropriate type is allocated. Note that 
parameters representing instullation policy as to I/O vs. storage 
systen usage of given drives nay also he a fnctor here •. An 
operator message is issued, and a call made to assign the rlrive 
to 101_. 101 is use~ to val idate the label, and the drive is 
ultinately handed over to the outer ring user. It is deemed 
unwise to have voluMe recogniti0n apply to I/O disks, oS an rIO 
disk is always requested by a given process, and not asserted to 
he nounted by the ope rator. 

Recognition of disks by explicit operator command 
consists of checking the Oisk Tahle to insure that the pack is 
not already nounted, and for the availanility and applicahility 
of the specified drive, and the 8ssignnent of the Dis~ Table 
entry to the volume specified. This "drive/pack specification" is 
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also one of the Oisk Tahle "editing" oPtions descrihed above. 

Oisnountin~ of a storage system volUMe is initiated hy 
an agency yet unspecified. \:Jhether the operator issues a command, 
RCP finds a nore worthy user of a drive, or the agency "rho 
requested the r10unt logs out is uS yet an open question. At any 
rate, RCP is notifieci, and the request is val idated and processed 
by RCP. If the request is leeitimate, ring zero is notified of 
the disMount status of the appl icab1e PVT entries. From that 
point on, a switch in the PVT prohibits further segment faults, 
boundsfaults and initiations on that volume. The AST is sccnned, 
and all segnents resiriing on that physical volume are 
deactivated. This deactivation implies flushing them off of the 
pagi ng dev i ce as well. The \'"a 1 I: i ng or recurs i ne nature of th i s 
AST scan is a function of the policy decision \A!hich prohibits 
dis r.10 u n tin g vol ume s con t a i n i n g d ire c tor i e s • t:lh en the s c n n i s 
c0f:1p1ete, a call to vtoc_Man is ma(~e to flush all VTnC buffers of 
the physical volume, and the PVT entry is c1earec' out. Control 
returns to ncp, and the Oisk Tah1e entry is dea11ocdted. 

OisMounting of I/O vo1urles is perforrlen hy Rep as v/c11. 
Here, the PVT entry is cleared, the drive returned to RCP, tlnd 
the Disk Tah1e entry deallocated. 

IV. Cold goots 

The definition of a so-called "cold boot" Must he 
chanF,ed sOMe\~hat, fron both the current r1ultics anc current ~,ss 
Mu1tics definitions. A "cC"ld hoot" is usually cfefined as a 
boot1oad which aSSUMes that no Vel 1 id infornation exists nnywhere 
on disk, and that r'1ultics must entirely initialize the hierarchy. 
In both the current systeM and the current NS!':, "CnLO" is (J 

paraMeter which is passed to r1ultics by the BnOT comMand of 80S. 
Currp.nt NSS r1u1tics also initializes all mounted volumes at cold 
boot ti~e, writing labels and VTOCs. In both the installed and 
USS systens, (l root directory is created at cold hoot time. 

It is proposed that the lnitialization of volumes he 
rCr.1oved entirely from ring zero. Since the system will always 
come up \~ith only one volume, as the pror>osals above outline, 
only the initialization of the RPV at cold boot time is an issue. 
Other pelcks may he initial ized by the onl ine disk initiol iz~r 
prog ran (see be 1 0\,1), Hh i ch ca n he run once the 5 ys teM is up. 

The RPV m~y be initialized by an earlier run of the 
t1ultics system, or by a Bns utility program. The task of 
initial izing the label and the VTOC is quite simple, and the only 
real argunent against such a program is the emhedding of 
knowledge of VTOC forMats in Bns. 

If r1ultics is booted on a void RPV, i.e., one 'tJhich is 
not indicated as posessing a root directory, and the BOOT cnl.D 
command was issued, a root directory is created. Hence, BOOT 
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COLD v/i11 never void the contents of un existJng RPV. In order 
to scratch a pack, so that a root may be created there, one Must 
first reiniti~lize that pack. 

V. The Root Physical Volume, and refining it. 

The Root Physical VolUMe has been spoken about loosely 
up to this point, and confl icts, even in naMe, with the current 
definition of Physical and Logical Volunes in the neVI Storage 
Systen. Let us therefore devote SOMe space to defining this 
entity. 

The noot Logical Volumc is currently well defined in 
tJSS. Further define the Root Physical VolUrrlC as that Physical 
Volune of the Root Logical VolUMe (henceforth RLV) on which the 
noot Lanel resides. 

We have specified ab0ve that all software necess~ry to 
reconfll~ure the on1 ine disk complement is on the P.PV. As "Ie 
envision ndrlinc anrl recoenizTn~ packs into a logical volume, it 
seems reasonah1e that the rest of the RLV, i.e., other than the 
RPV, can be i\dded or recor.;nizecf into the P.LV Clt hoot nr (lny other 
time. 

It is a design goal that the system should be capable 
of running with just one pack, the RPV. Not only is this useful 
for debugging and test purposes, but allows the system to COMe up 
in a uniforM fashion, and have disks added dynal",ically. r t has 
illso been given as () m()rl~eting requirement. 

The contents of the RPV at boot time defines the entire 
consciousness of a bootload. All software, the Disk Tahle, and 
hierarchy definition are found frOM this volune. Hence, r1ultics 
Must kno\'l/, at hoot time, where the RPV is located. I propose one 
CONFIG card, ROOT, or RPV, wtlich specifies the subsystem name and 
drive numher on which the RPV is mounted. Sone label-checking 
infornation night, but need not, also be included. One might use 
this flexibility to advantage to svJitch r()(1T cards nctv.Jeen 
developnent and service runs, given that one has enough drives 
for this sort of thing. 

VI. Partitions 

Partitions are disk Clreas not usee' for ordinary ~1ultics 
seenents, but for special objects, such as r-rH~~'r ir1ages, the 
syserr log, and salvager teMporary allocation. They are 
currently described by PArr cards. The current format of PArT 
cards describing address extents is inarequate. Only a pacf: 
label can describe the extents "and locations of various areas nf 
the pack: external cards cnnnot attempt to specify this 
information Hi thout useless rer:undancy or error. I t is proposed 
that the only rlefinition of partition locations and extents be 
that in p(1ck labels. The on1 ine disk initial izer prograrl (see 
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belo\-J) can be used to define partitions, arbitrurily-nar.1ed 
extents, on ilny physical volume. PART cards wi'11 specify a disk 
SubsysteM and drive number, like the nOOT card. The disk pack 
pointed to ror such a c()rd ""iii h~ve its ii3bei read, and the 
partition of the appropritlte name located and used. The 
treatnent of partitions in the volume map is a function of the 
intended use of each partition. 

The following CONFIG dec'~ ~xcerpt shows the intended 
discipl ine: 

DISK OlgA A 30. 191. 8 8 1 *defines a di 5 k subsystem 
named 1I019A", on chan. 30. 

DISK 019B A 40. 191. 8 8 1 * defines another 
nOOT OlgA 3 * The RPV is founr:! on 

d I" i ve 3 of 019A. 
PART DUt,1P 019B 6 * The DlH1P partition is on 

6 of 019B, as per 
its 1 abe 1 • 

PAnT LOG D19A 3 * Syserr log on the RPV. 

Each drive which is pointed to by a PAP.T care! is 
"\'I ire d II i nth e Dis k Tab 1 e , and can not be dis mo un ted • I t can 0 n 1 y 
have its mounted volume recognized at startup tiMe. 

\:lhen BOS needs to know ahout the 1 ocat i on and extents 
of some partition, it can read the appropriate PART cards, check 
the label of the indicaterl volume, and dp.ternine the location 
C1nd extents as necessa ry. \'Jhen Bns is booted, it wi 11 check the 
label of the disk on to which it is being booted for a nos 
partition, and use it. Thn 80S \lAR~~/COLn carr' will indicate the 
physical location of sllch a nrive. If ;, special indication is 
given on this card, BOS will not attempt to read the pack, but 
put itself on a place indicate!'! by the card, thus over\-/ritTng the 
prev ious contents of the pack. The following vJAp.t1/cnLO cards 
illustrate this. 

\IAR~1 30. 4 191. 

COLO 30. l~ 191. 

*30S exists in nos partition, 
channel 30, drive 4, 0191. 

*Samc plClce, but no 8ns is there 
now. 

COLO 30. II 191.19200.70. OVERHRITF. * Pack on 
channel 30, drive 4 has no 1ahel. 
\.,'rite BOS in records 
19200-19269. (Lont; names 
in BOS is an upcoming feature). 

VoluMes nay he repartitioned (partitions redefined or 
floved around) by an on1 inc program, the partition editor. Since 
a freshl'J in it i al i zed pack is actua 11 y an flO PDCk., not a storage 
systen pack, no particular access is nee0ed to run such a 
program. HOHever, the use of this progrnfil on a storage systerl 
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pack \/h i ch has been recogn i zed as such is a necessary feature, 
and. a higtl1y privileged process ·must he allowed to use this 
prograrl on such a puck. This \lould involve a c2l1 to Rep to 
temporarily (1110\'/ the use of the p(lck ClS 2n 1/0 pack, \,.Jhi1c 
naintC1ining its legitimacy as a storage systerl volurle. 

Repartitioning m~y involve the moveMent of data. For 
boundcl ry movemen t he tween FnUnp, BOS, anrl lor.; pa rt i t ions, th is is 
not il P rob 1 e Pl. H O\:JC ve r , i f pa r tit i on s are to he d y n a r1 i cally 
expandable into the space on a volume in which segments arc 
nllocaterl, pages residing in the area into which the partitions 
\"i11 groH rllJst be relocated. This may he none by the pC1rtition 
editor by will king the '-'TOC of the volume, and reallocatinr; any 
pages found in the eviction area. This is neither a di~~icult 
nor time-consur1ing operation. \!hile doing S0, thp "olune r~ap can 
be reconstrlJcten at no extrc:t expense, for it will he changec hy 
this operation anyway. . 

Repartitioning the PPV will probably be a common case. 
In this case, it is inpossihle to rlisMollnt the volume and use it 
as an I/O disk. If partitions are to be grown, reallocatron of 
pages DliSt take place. \'Jhile this volur:le is active, these pages 
nay belong to active segMents. An extreMely complex supervisor 
primitive could be written to find and relocate such pages, but 
i tis not c 1 ea r t hat t his . i s wo r t h \'J h i 1 e • I f a sit e h n s t ""0 
drives, a fresh r1u1tics could be created or. a sp~re pack, and 
used to edit the partitions on the real RPV. A complex BOS or 
stand-alone util ity could also be 'vJritten for the one-orive case. 
At any rate, it is not clear that further consideration of the 
one-drive case is worthwhile at this time. 

Note that one cannot be allowed to repartition a pack 
containing an in-use BaS, because both the partition itself and 
r1ultics core contain addresses describing storar;e within it. 

VII. SAVE/rESTOr. and the Salvager 

t 1T B 20 6 p ro p 0 s e s are as 0 n C) b 1 e i n t e r pre tat ion 0 f 
SAVE/RESTOR for the NeVI Storage System. However, in the long run, 
SAVE and nF.STOR Must be onso1 eted. l\l thOII~~ C1 
pack-to-tape-nno-back Bns uti 1 ity is reasoncble, R()~ .Must not he 

. thc b2stion of Backup Rel tab;l ity for r1ultics. An onl inc proerarl 
can dump a pack in some reasonClble way, eithp.r \·,hile it is in 
use, or after it has been quiesced in some \,./C1Y. 

T h LJ S , i tis f e 1 t t hat all 0 f pro p 0 sal SOli t 1 i ned i n M'T [3 
20 6, \I i th re s pe c t top roc e s sin 1'; s uc h re que s t sun de r 80 S , a re 
interim. Until online SI\VE/RESTOR capability is attained, ~"TB 
2 0 6 flU 5 t be me d i fie d to use the 0 i s 1: T a h 1 e 8 sad r i v i n ,P; tab 1 e (l s 
opposed to the CONFIG deck. If packs are saved via specification 
of subSysteM nane and drive nu~ber, not even ttlis need he done. 
HO\lleve r, if reques ts to save frac t; ons of the on 1 i ne dis k 
complcrlent are to be honored, the [lisJ: Tahle MUst be 



~1TB-213 Page 10 

interrogated. THO schemes, each equally unpleasant in MY view, 
(Ire prorosed. 

1. The njsi~ Table can reside in a partition on the RPV. 
This requires special treatment of its device arldresses, not 
unlike the Sysp.rr log. 

2. The VTOe inrlex of the nisk Taole can be stored in a 
special cell in the npv label. This cell \"Iould be zeroed hy 
bootloading, and set via a highly privilegerl call. Some fearsoMe 
means must be provided to prevent the deletion or invaliclation of 
the segMent, and BOS Must know how to reconstruct it from its 
VTDe entry. 

The re is a 1 so a need fo r the Sa 1 vuge r to kno'll the PVT 
index to volUMe transformation. This is because the Salvager 
must flush the Paging Device, whose map contaIns PVT indices. 
Jlov/ever, the Si11vager need not read the Disk Tahlc or anything 
1 ike it. Since the physical-drive to PVT mapring is canonicol, 
it can be reconstructed by the Salvager from the CO~JFIG c1eck. 
The Salvager cannot verify labels or mountings. Thus, it is 
necessary to define the canonical napping such that even online 
drive reconfiguration cannot affect it (i.e., all possihle drives 
must be in the COtlFIG deck unc1er sone guise). Furthernore, no 
PlOunting or dismounting can be performed by the operator bet\'1een 
a crtlsh and a salvage. Such mounting and dismounting is as wrong 
as if it were performed while the system were running. 

V I I I. Pac I; I nit i ali za t ion 

PncL Jnftlnllzatfon is the \'ifrttlne of the lnhel, vnll1f'1~ 
r1a P I VT 0 C , l) n d () t h n r s tor n r. r. 0 y s t f1 m d" t l'l h" s n s n n tl J")l'l C k • Itt n 
nr.rfornr.d tn thE'! ctJrrr.nt NS~ by nyntcM fnlttnlf%ntlnn, In t'"lrHt 
2;ero. ThIs is clcnrly IntnrlM" nnn wrong. Pn~k In't'l'll'~nt'nn 
should be perfOrl"lerl hy a uti 1 tty program runnfng In the user 
ring. Such i1 program has been 'tlri tten, wh Ich MC'lkes g00d USP. of 
rdisi:_, PL/I I/O, and other such niceties available in the user 
ring. tJote that anyone can initialize a pack, or for that 
Ma t t f~ r I v,' r i tea n y t h I n g the y \"/ t s h 0 non e • The con v e r s ion 0 f a 
pack from I/O to storaee system volu~e is an administrative act, 
consisting of taking a pack upon which this program was run, 
registering it with RCP, and moving it from one shelf to another. 
This shelf-Moving operation symbolizes the operator's ullthority 
to legitir-,ately ty'ount thClt p[:ck In rCSj:GiiSE: to a storage system 
mount request. 

Adding a physical volume to a logical volume is an ncp 
operfltion, as is the special CClse of recognizing a ne~·' physical 
volunf~ into a logical volUMe. Such volumes, of' course, must have 
nreviously heen registered and initialized. 

pack initial izer running; in BaS, with some 
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partition-creating ability, is necessary, as outl ined above, for 
COLD boot10ads. Since it will only be used rarely, it need not be 
uS powerful or eeneral as the online disk initializer. 

I X. po u b 1 e t ! r i t e Vol u me s 

A need has been felt for the capability to duplicate an 
on-line volume, i.e., have all writes to one physical volume go 
to the same address on another. A strategy in page control has 
been devised to allow this to be done efficiently in parallel. 
Special use of the Dis- Table is necessary, however, to allow 
such a feature. 

\Je defi ne a shadow, or doubl e-wri te vol ume to be one of 
a pair of "paired" physical volumes, to which all page control 
Hrites are dupl icaten to parallel addresses. vTor writes as well 
Must be duplicated. A set of paired volumes is created by 
creating a shadow volUMe of an existent physical volume, and 
registering it with RCP. A volume may be de-sh~dowed in this way 
ns well. Either RCP may request the mounting of a pack for the 
initial shado\'1 copy to be Made, or RCP may assume that the 
operator hClS run un online or offline utility to copy such a 
volUMe. An option to the copy program is to mark a pack as a 
shado\'J copy. Once a vol ume has been regi sterec' as PC1 ired, RCP 
Hill request the mountIng of both volUMes whenever the containing 
log i cal vol urne i 5 re que s ted. Two [) i 5 k tab 1 e en t r i e s w ill be 
il11ocated, and specially Mar'~ed. Hhat is more, the PVT entries of 
the two volumes will be specially fTlark~d. Phenever a segnent is 
activated from a paired volume, a bit is turned on in its AST 
en try . i n d i cat i n g t his fa ct. \,'''h e n eve r P age Can t ra 1 5 e est his bit 
at pilgc-\Jrite fil11e, special actions \''.1i11 be taken to cause tv.JO 
writes to be queued and properly posted. The p~ge will h~ 
considered out of service until both \~!rites are ccr.plete. 
vtoc nan nust take similar action upon seeing such C1 hit in the 
rVT entry of a volume for which VTOC I/O is requested. 

ShadoHing the RPV r:lay be accomplished by specifying 
rlultip1e fields on the ROOT cClrd. Either two volumes "Jere 
initi~l ized at the time the systeM was first hooted COLD, or an 
off1 ine uti1fty MUSt be run to copy the ~PV onto another pack 
before the first time the RPV is used shadowed. 

X. Scratch Packs 

A need has been expressed for the concert of a scratch 
pack, i.e., ~ pack onto which supervisor segments, process 
directories, and salvager temporary segments may be. placed. 
Confl icting with this need is the goal that the new Storag~ 
Systen be boatable on a one-pac'~ system. /\lsn, as proposed here, 
the systeM must come up on one pack ever:.' tiMe. 

The problem of where to put the Salvager temporaries 
is solved under the next heading below. \'!e concern ourselves 
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here ~Jith the issue of process oi rectory seerlents. 

The l~ene ra 1 idea of a sc ra tch pack is to have a pack or 
set of packs whose contents neeri not be preserved or recovered 
across i1 systeM failure or shutdown. Segments inferior to 
process directories are the obvious candidates for residency on 
such packs. 

The proposed implementation falls within the new 
Storage System concept of a LogIcal Volume. A site May select a 
given Logical Volurle as the "scrutch volume". It can contain any 
nUMhcr of physical volumes. \'then this volurle is Mounter' or 
recognized, which Must happen before Ansv'ering Service Startup, 
)process_dir_rlir is established as a ~1aster DJr~ctory for the 
scratch volUMe. The InitiDlizer's process directory is 
establ ished as a ~1aster DJ rectory for the RLV. Thi s places all 
process directory segments on the scratch volume. 

If a scratch volume's contents need not he considered 
val iel between bootloads, it must be ciefined to be empty at 
recognition/Mount time. Hence, it is necessary to free all of 
the VTOC entries of such a volume at the time it is recognized. 
This should be done by rewriting the entire vrnc, since it cannot 
be ilssuned valid. This nay take a half minute for IOOO VTOC 
entr ies. Sel~nents created on a "scratch vol uMe" must be 
specially narked in their branches at branch creation tirle. 
This flag a110\'1s deletion of the segMent \"v'ith()ut referencing its 
VTOC entry if and only if the volume containing the segment is 
not mounted. The deletion primitive will be assureci that the 
next time the volume is mounted, the entire VTOC ",Ii 11 he cleared, 
and ill.l. spilr.e on the volume freed. In order to r'n'~~ certclin 
that this happens, a scratch volume must be m~rked on its lnhel 
at the time it is declared to he a scratch volume, or nccepted 
as such, \'Jhich prevents its mountlny, as anythIng hut n scratch 
volUrlc. EDeh time it is mounted, all of Its segments will 
effectively he deleted. A utility operation to unscratch a 
volUMe is quite simple. 

The 1 abe 1 of a scratch pack \,d 11 be cons i (tercd 
trustworthy, and the partition extents within it rel iah1e. 
Hence, an FOlH1P partition May effectively be defined on such a 
pack. 

XI. The Hardcore Partition 

SOMe recent proposals for the Salvager have proposed it 
to be iMplemented "'lithin system initialization. Under these 
proposals, the Salvueer \"ould salvage the nLV, or at least the 
RPV, as the system car1e up, before even cOr1ing up to cOr.1r.land 
level. In order to do this, the RPV volune mC'lp Must be 
reconstructeci by this Snlvi]ger. HOHever, the hC"lrdcore supervisor 
i s no s t 1 y a 5 e t 0 f p age rl pro g ram 5 , and p age con t r 0 1 r1 U s tal 1 0 C C1 t e 
di sk space for these paged prograrls oefore th i 5 Sal v?ge r is even 
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invoked. Hence, there is a recursion prohlen in the use of the 
HPV Vo1uMe~1ap for allocation of supervisor pages. 

\!e propose the f011owin~ simple solution to the problem 
of allocating the supervisor reliably. A partition is defined on 
the RPV, initially by the pack initializer, and editable by the 
partition editor. This "hardcore partition" is not pointed to 
explicitly by a PART card, but must exist on the RPV. When page 
cont ro 1 is brought up, the RPV 1 abe 1 is reacl and the ex tent and 
location of the hardcore partition ascertained. The FSnCT map 
for the RPV is set up as though the RPV harrlcore partition were 
the entire free region of the volume, and marked as entirely 
free. lienee, all allocations by hardcore will he placed in the 
hardcore partition. SInce it is a partition, and its extents are 
considered trustworthy, no legitimate data other than supervisor 
segments of a previous bontload may he found there. Those 
supervisor sr.gMOnts which "I/ere not ul timate1y placeci In the 
hrnrnrcllv no lon~llr exlst- thrlr storRr,~ or Its r~lIS~ are not 
J~SUO!;. Storllr.~ used by supervisor segMonts from tho nrcvJnus 
hootloilo NhJch.D..I:.G. In the hJcrnrehy from n prevlnuf, hootloarf 
(e.g., error_tnh1c_>, however, nre another Issue, Clnd vtlll be 
de fer red for a mone n t • 

All of the paged segments in collections 1 and 2 will 
be allocated in the hard-core partition, without fear of, trusting 
il possibly unre1 iahle volume map. Nhen anc f if any special kind 
of Salvager has performed its action, or hardcore is ready to 
acces the directory hierarchy, a Magical transformation occurs: 
At this time, the volume map of the RPV has either been 
reconstructed or can be believed anyway, so it is read, and 
redefined to be the legitinate free storage map for the RPV, in 
the FSDCT. Now, all pages withdrawn, whether they he for 
directories, supervisor segments not yet paged out, or any other 
type of segment, are withdrawn against the main portion of the 
RPV. 

The only remaining issue is the deletion of supervisor 
segMents placed in the hierarchy by a previous bootload, and the 
ultimate deletion of the hardcore segments of the current 
boatload at shutdown time. The free storage manager, free_store, 
can sense at the time that these addresses are deposited that 
they are outside of the legitimate range of a~dresses for the RPV 
volune map. The situation can either be ignored, or a check can 
be Dade that they are \'Jitftin the hardcore partition, ancf then 
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ignored. 

XI I. negistratiQn Information 

RCP needs several data bilses to authenticate ~nd 
validate requests for the mounting of I/O and storage system 
packs. The following set of data bases is proposed. 

A Vo 1 ume Desc r i pt ion Seenen t ("nS) for eve ry p2ck 
kno'oJn to the system will exist in a de(ficated directory. VPS's 
are created, edited, and destroyed by operator 2nd adMinistrative 
command. The ACL on each vns will describe access in the manner 
in \'Ihich ncp currently handles such mnttcrs. This \Ins will 
contain device type, label, USnee, and other active 0nrl 
important information for the pack. DatC1 relating to the 
identity of tllf! reeistrant and other inactive information mClY or 
MaY not be kept here. Included in the information in the V[)S is 
the status of the pack as an I/O or stornge systeM pack, and the 
logi cal and phys i cal vol Urle In's if it is the 1 atter. The roc': 
status may only be changed by highly privileger! processes. 

A Lor;ica1 Vo1ur.le Oescri(1tion Segment (L"DS) will exist 
fo reach log i ca 1 vo 1 ume kno\'-Jn to the s ys tern, ina oed i ca ted 
directory. LVOS's are created, destroyed, and edited by operator 
and administrative COMMand. An LVnS will describe completely a 
logical volume, specifically, the physical volume "'D's anrl volume 
names of all of the constituent physical volumes. The pathnames, 
ASCII und UIO, of all master directories for the logical volume 
\"/il1 also be given. Access information may be encoded on the Lvns 
ACL, or given explicitly. Access to create master directories on 
a given logical volume must be kept as well. The LVOS is used by 
RCP at the tiMe a Mount of a logical volume is requested -- it is 
the on 1 y data base wh i ch def i nes the log t ca 1 vo 1 ume, and \ . .fi 11 be 
used to insure that all constituent physical volumes are Mounted. 
Physical volUMes are added to and subtracted froM a logical 
volUMe sirnply by eoiting the LVOS. Constituent physical volumes 
of a logical volume do not supply the number or identity of other 
constituents -- only the LVDS contains this information. A given 
physical volUMe, however, does indicate on its 1ilhel, not only 
its own PhysicC'll Volume In, but the Logical Volume 10 of that 
logical volume of which it is part. This is consistent "lith the 
design principle that each volume describes only what it is, and 
does not contain information identifying or describing other 
volUMes. 

The hardcore quota and usage MechaniSMS are cognizant 
of the concept of master directories and logical volumes. Other 
than this, the only involvrlent of the hardcore with the logical 
volune concept is in the segMent allocator, 'v'.'hich scans the PVT 
entries of all mounted physIcal volumes of a given logical 
volume, to give a segMent a hone. 


