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INTRODUCTION

This memorandum discusses the use of demountable 1{ogical
volumes In the new storage system. MTB-110 (Implementation of
Proposed New Storage Sysftem) describes hows In tThe new storage
systemy, the Multics hlerarchy is divided Into logicai volumes,
that may conslst of part of a physical volumes or several
physical volumes. A physical volume may contain storage for only
one logical volume, All physical volumes that comprise a logical
volume must be mounted or demounted at the same time. Thus a
iogical volume may not be partially mounted. Loglcal volumes can
be mounted or demounted whlle the system is running.

A special logical volumey, the Root Loglcal Volume (RLV),
cannot be demounted. Except during the booting the system all of
the packs that make up the RLV are mounted. The RLV corresponds
to the Multics storage system as we know It today. It is In the
use of loglcal volumes other than the RLV that the new storage
system provides new user interfaces. Thls memorandum presents an
overview of several new concepts that are Involved with the use
of demountabie logical volumes. Future MTBs will be publilshed
that dlscuss these new concepts In detall. The main new concepts
ares

- reglstratlon of foglcal volumes
- master dlrectories

- mounting logical volumes

REGISTRATION OF LOGICAL VOLUMES

The registration of volumes 1Is a concept t+at has been
dlscussed before, for exampie In MTB-376 (The Tape Mount
Package)es The registration of ¢tape reels and dlsk packs s
planned as a future extension to the Resource Control Package
{RCP). The use of loglcal volumes In the new storage system
requires that the mechanism for registering these loglcal volumes
be implemented nowe
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The reglstration of a iogical volume impllies that the systenm
maintain data about thils logical volume. Thils data wlil be kept
in a flle called the Logical Volume Regisiratjon Flle (LVRF). An
entry In the LVRF wili be malntalned for each toglcal volume,
The LVRF wlt! be located In some permanent system directory that
is on the RLVe The LVRF wlll have ring brackets of 1, 1y 1.
Access to the LVRF will be Read for all users and Read-Wrjite for
those privlieged users that may act as volume |l]lbrarlans.

All of the data needed toc maintaln the directorijes or 3
logical votume and all of the data needea to mount a l(ogical
volume wlll be kept directly or lndlrectly in tre LVRF entry for
the logical volume. Thls data Includest

- A list of the physical packs that comprlse thls loglcal
volume. Also, for each packy informatlon neededg to
mount the pack will be kept.

- The pathname of the Master Directory Control Fille that
is wused to malntain the dlrectories on this logical
volume. Master directory control ftlies are discussed
In the next section.

- The pathname of an Access Control Segrent that controls
access to the foglcal volume.

- pefault access to this logical volume when no Access
Control Segment [s avallable.

- Information about thre owner of the loglcal volume.
The concept of Access Control Segments (ACS) was [ntroduced

in MT8-184 (The Resource Control Package). An ACS Is a zero
fength segment whose ACL Is wused *to control access to some

resources In this case the resource Is a loglical volume. The
pathname of the ACS for a togical volume Is speclflied by the
owner of the logical) volume during volume registration. It can

be changed onily by volume 1llbrarlans. The iocatlon and ring
brackets of the ACS are entirely under the control of the owner
of the loglcal volume. Tre onwner of the loglcal volume Is
responsible for creatlng the ACSy creating any links to 1t, and
setting the ACL to appropriately control access to the fogical
volume, :

Regular ACL commands can be used to set the ACL of a logical
volumes. The access modes REHWH will be Interpreted In rilng 1,
however, and they have somewhat different meanings for logical
volumes!
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- RW {(Read/Hrjite) access lIs needed to mount a logical
volume

- E (Executive) access is needed to set user quota on a
loglcal volume.

MASTER DIRECTORIES

In the new storage systerm all segments contained in the same
dlrectory must be placed In the same iogical volume. _ When a
directory Is created, it normaliy Inherits the “sons_1vld" 1item
from 1its parent directory,. A directory wnhose "sons_I1lvid" is
dlifferent from Its parent is called a pastier dlrectocy. Thus a
master directory (s a directory whose sons reslde on a loglcal
volume that s different from the loglical volume that holds the
segments of the master directory®s parent. Master directories
provide the mechanism for placing a plece of the hierarchy on a
demountable toglical volume.

To <c¢create a master directory new control arguments must be
used with the create_dir command. These arguments specify the
name of the logical volume that the master directory will reside
on and a quota valuee. This Irformation lIs passed to a new ring 1
subsystem calted Master QDicectory Controif (MOC). MOC checks
access to the 1foglcal volume and checks quota on the logjical
volume before calliing ring § to actuaily create the djrectory,
An additional privileged call is mace to the hardcore to set the
sons_Ilvid to that of the specifled logical volume. In order to
create a master dlirectory a user must have the followlng access?

- SMA access to the parent directory. This, of course,
ls checked In ring 0.

- RH access to the ltogical volume on which the master
dlrectory will reslde. This check is made by MOC |In
ring 1. Thls access ls obtalned from the registratlon
data for thls loglcal volume. If possible It [Is taken
from the ACS for thls loglcal volume, If no ACS s
avalliable It is taken from the default access speclfled
In the LVRF entry for this loglcal volume,

- Sufficient quota on the lcgical volume for thls master
directorye.

The control of guota In a togical volume (s the rain
function ot MOC. Because a dlsk pack contalns so many records,
It wili be normal for packs to be shared by many users, and for
there to be many master dlrectorles for a loglcal volume, each of
which is the root of a (possibly targe) subtree. The owner of a
logical volume will be provided with the resource-control tools
to altow him to measure and control the usage of a pack,
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The owner of a logical volume has thils contro) by being able
the specify which users have “E*™ access to the logical volume,
Users that have “E™ access to a logical volume may act as
“executives”™ for the logical volume. An executive for a logical
volume can speclfy the total quota allowed on the loglcal volume
for each user and thus can speclfy which users may create master
directories on the togicail volume.

The quota and master directory Information for each {ogical
volume is maintalned {n a flle called a Master Dicectory Control
Eile {(MDCF)., There is one MOCF for each loglcal votlume. It is
created by MDC when the (oglcal volume |s reglistereds MOCFs are
created [n some permanent system directory that Is on that RLV.

Each MDCF contalns two sections. The first sectlon (s a
flst of the wusers that have quota on the loglcal volume. Eoth
the total quota allowed for a user and the quotz that has already
been used are kept. These values are checked and updated wher a
master directory ls createds The second section iIs a 11lst of the
master directories that exist on the logical volume. The UID
pathname, creator name, and quota Is kept for each master
dlrectory. Once a directory Is created It Is almost completely
iike a non-master directory except that quota moves must be
between directories with the same sons_1{vid,

When a master directory for a ftoglicai volume |s de{eted, the
call is once again intercepted by MDC, whlch forwards the call to
the bhardcore. The MDCF second sectlon ls updated to shon that
the master directory has been deletedy and the tlime-record
product for the directory 1[Is saved until the end of the
accountlng perjiod when the master dlirectory entry [s deleted.
Volume executives may call MDC at any time *to 1Htist the
Information about deleted gqlrectorlies. The dynamlc usage
Iinformation Is kept In the quota ceils for the dlrectories whose
sons go on the logical volume, and so a figure accurate tTo the
page-second can be obtalned by a program whilch walks each subtree
beginning at a master dlrectory and does not Include master
directories for other logical volumes. Tools to do this will be
constructed from the current system®s dlsk quota accounting
programse.

Users will see only a few Iintertace charges. New optlions
for the create_dlrectory command wlil! be provided. Ring 1
entrjes to MDC for creatirge deleting, and 1listing master
director]les wlll be provided. A new error code wlll be returned
for hcs_g$quota_move and hcs_Sdelentry_file if an itlegai
operation on a master directory ls attempted. Finally, a new
command will be provided so that a user may Interrogate "his™
entries In the MDCF for a togical volume, to see [f he can create
a master directory, eftc.
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Thls quota check ls made by MDOC in ring 1.

HOUNTING LOGICAL VOLUMES

In order to jinitlate a segment that resldes on a logical
volume the logical volume, leesy all ¢t Its physical packs, rnrust
be mounted. Alsos, each physical pack must be made useable for
paging by belng gcgcepted Into the PVYT via a call the ring 0.
MT8-213 (NSS DISK DEFINITION) describes this process in more
detalls; and explains how permanent voiumes are mounted
automatically when the system Is started up.

For demountable 1loglcal volumes it 1is not feasible to
provide demand mounting at segment fault tlme. Thus the mounting
of a toglical volume must be the result of an explicit mount
request. The basic rule for using logicai volumes lIs?

In order to Initlate a segment that resldes on a
fogical volume a user must have previously Issued an
explicit request to mount that logical volume.

This rule impiles that a logical volume may be mounted for
more than one user at a time. A new RCP command and [nterface
will be provided to “mount™ logical votumes. This command will
mount the same logical volume for wmultiple users at the same
time. #When a user mounts a {ogical volume, tte ID of the logical
volume s 1listed in some per-process ring 0 data base {(probably
the KST)e If a user attempts to Initlate a segment that resides
on a {ogical volume not listed in his KST, the Initiate wlll fal!
nith a "Logical Volume not Mounted™ error. Thls Is true even if
the iogical volume |s already physlically mounted and accepted for
paginge This rule has two Important and useful Implications.

- The mounted/dismounted status of a segment becomes
determlnistic wlithlr a process.

- The costs of the resources (disk drives) wused by the
{toglcal volume can be distributed among all of the user
that have concurrentiy mounted the loglcal volume,

A {ogical! volume [s a new type of resource known to RCP,
Loglcal volumes have characteristics that make deallng with them
qulte different from device resourcess The rule for mounting a
iogical volume described above impiles that the operation of
mounting a logical volume Is gquite dlfferent from the operatjon
of mounting a tape. Compare the RCP scenarios for these two
types of mounts?
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For a tape mount:?

- Check to see |f the speclfled tape volume [s already
mounted for any process. If It is tren return witk an
errors.

- Asslign a tape device to the requesting gprocess. The
user - must have access to some appropriate tape device.
Thls access is obtalined from the ACS for each device,

- Mount the speclfled tape volume. Access to the tape
reel would be checked and the label verifled. Ttese
access checklng operations are not done non.

- Complete the attachment to the tape device for the
requesting process.

For a loglcal voiume mount!?

- Gheck to see [f the speclfled loglcal volume [s already
mounted for the requesting processe. If It s then
return Wwith po error.

- Check to see if the caller has the required access to
mount the {ogicat volume, A user must have RW access
to the loglcal volume as specifled In the LVRF and ACS
for this logical volume.

- GCheck to see [f the logical volume Is already mounted
for any processe. If |t Is make this fogical volume
known for this process by calllng into ring 0 to Ilst
thls togical wvolume In the KST. RCP will add this
process to a iist of processes that have mounted this
loglcal wvolumes This successfully ccempletes the mount
for thls process.

- It the toglicat volume Is not mounted for any process
then RCP wiill mount ite RCP will] physlcaiiy mount each
pack that comprises thls 1{oglcal volumes RCP wlitll
assign an appropriate disk device for each pack. It
wlil mount the pack on the drive, It will make the
pack useable for paglng by having It accepted In ring
0. It any packs of thre logical volume cannot be
mounted then the mount of the logical volume witl fall,

Not only Is the concept of mounting different for a loglcal
voiumey, but also the algorithm for assignment of the packs and
disk drlves used by a 1logical volume |Is different from the
assignment of a disk drive for use as an I/0 diske The ocisk
drlves used by a mounted loglical volume are not asslgnhed to any
process. They are assigned to the *"storage system'"™, The user
whose mount reqguest results (n the actual mounting of the
physicat packs of the lcgica! wvolume s just Involved i an
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accident of fate. It is the fact trat alil user reguests to mount
a3 loglcal volume look the szame to the user that makes the
mounted/dismounted state of a logical volume deterministic,

A new RCP command anc interface will! be provided to
“demount®™ a loglical volume. Demounting a togical volume involves
the foliowing steps for RCP:

- Remove the logical volume name from the ring 0 Ilst of
{ogical volumes mounted for thls process.

- Remove thls process from the iist of process that have
mounted this {ogical volume.

- 1f the demount for the loglcal volume for this process
results In no process having the loglcat volume mounted
then the {loglcal volume wili be physically demounted.

- To physically demounrt a loglcal voltume RCP will caltl
ring § to dlsable paging on all the physlcal packs of
the Jlogical volume, RCP wili then unassign at{ of the
disk devjces used by this logical volume,.

In order to provide complete security for new storage system
volumes, a labe! checking mechanism will be provided during the
mounting of both storage system packs and I/0 packse. The 1abel
of every pack mounted will be checked, For storage system
vojumes,y obviousliy, the volume label must be completely correct,
In addition, In order to prevent a3 user from mounting an 1/0 pack
and writing a counterfeit {tabel on [t, in the tope that some
future operator error will cause the pack to be mounted Instead
of a storage system pack, we will put information In the {abel! of
each storage system pack that [s only known to RCP, We will also
require that any I70 pack wnhlch Is mounted will have lts label
record read., If the iabel locks iike a valid Ilabely and the
Jabel ciaims that the volume mounted is not tre volume requested,
then the voiume will not be mounted. Thls check Insures that an
operator cannot acclidentalliy mount 8 storage system pack as an
I/70 packs and thus protects the storage system from destruction.
Speclal functlions, such as pack Initlalizatliony, and oprivileged
usersy such as the volume {ibrarian, may bypass thls check.,

The system®"s charging tools will not charge for storage on
demountable packs by the same method used for permanent storage.
Permanent storage wlll continue to be controliec by quota and
charged for by the page-second. for demountable storage, the
system wlld charge for the number of minutes that the pack was
mounted, Just as Is done for tapes and for I/0 packs. {This
facililty may not be avallable in the inltial reteases) Since
storage system packs are sharedy, the system will charge each of
the users that have mounted a {ogicat volume an equal fractlon of
the totatl per-minute rate.
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Directorles for segments on 3 prlvate pack will have quota
and time-page~-products Just 1lke other dlrectorlesy but since
these data refer to a share of a dglifferent resource they cannot
be added to the quota or time-page-product data for segments on
the system®s permanent storage. The owner of a pack wilil be able
to determlne the total time-page-product usace of storage on his
packs so that he can "“retal!"™ storage space to other users.,

The eventual plan for the development of RCP |[nclfudes a
resource~-reservation faclliity that wllil allow a user to negotiate
with the system for future avellabillity of specifiec comblnations
of resources. Since the number of free disk drlves at a site Is
ilkely to be relatively small and competition for them severe, we
may need to implement interim measures such as time limits on the
duration of a mount and speclail RCP policles in order to permlt
installations to make the most effective wuse of their aolsk
drivese.



