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Chapter 1'

INTRQDOUCTION

2.1 _DOCUDENT _DESINMITION

This dgocument is a specificction ef the architescture,
Functianal charccteristics, end services prcvided by the seftuwcre
required to suppert the Loccl Ar=a Netwecrk Controller Subsystem
{LACS].

1.2 _QUERVIEY

The LACS is an integrcted Metwerk Contraller that is czapable af
connecting © 0OPS S5 systam to different types aof Lccal Area
Netwcrks (LANs]. It is g fully buffered micre-processcr bossd
progremmable cammunications subsystam that cannects tc the Level
E Megobus grnd comprises of the fcllcwing comzonents:

= Local Areag Centroller (LAC] Mctherboard

- ARAdepters (upto fourl

- Trunk Czuplers (TCsl

- RF Mcdems cr treancz=ivers

Bifferent types of adepters, trunk cguplers, 2nd REF Meodems will
ce prcvided t3 support diEEer=nt types cf Had*c Access Control

(MAC) and Physical Layer functicnelitiss., The types of MAC and
physical lager suppert thet is plernnred For the LACS are:

- WORXKINMG QORAFT -
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- IEZEE eC2 Basehand CSHA/CD
- IEES 8C2 Brazcdband Token Bus (ssccnd relacse]
- [EEZ 8C2 Tcken Bing (s=cznd c=2lecsel

The LACS is clsc sy.tehie for supzDerting  capzers
canrecticns <o PSXs (DMI/ZISEN] ernd RE2Z2 HOLC.

")
0
‘1

The LAC metherbeard will czntein seftwersz €2 suzcor
fellcwing ISO layer zraotzcesls:

o
32
o 3
(1]

= Transpoart Loyer. IS0 class 4 traonspert s=rvices will be
praovided (secsnd relescse=l].

= Netwcrk Lzyer. Tha LACS will provide Cannectisnless Netwerk
Services (seccnd r=lecsel]. The [SO "Protocal fer Providing
Cennectionless-mcde Metwark Servics” (ISO 84731, ccmmenly
kncwn cs the Internet Praotecol will ke used to provide
connecticnless netwcrk services. Beth the "Incctive Netwerk
Lzyer Protoesl” subkset (NULL Netwerk subset] cnd the
"non-segmenting pratscol” subset will bBe supporiazd.

= Sub=-netwecrk Layer. Since the LACS cnly preovides
connrecticnless link services (LLC Type 113, canrecsticn
griented subnetwcrk services w:ill ke provided for users
requiring reliable "Link Connection” services, IS0 Clcss 4
Trensport Protocels will bhe used for this purpcse.

- Datza Link Lzyer. IEEE 802 Dgte Link protcecols will k=
supported. Type 1 (Ccnnectionless] Leogisal Link Central
(LLC) services will be provided as defined in IEEE E€C2.2.

The MAC sub-layer of the Oota Link Layer will be implemented
on daughter (adgapta2r] becrds cs describecd ckave,

In crder to suppert the LACS, a scftwere driver will Be writien
for the L[PS £ tz provide the intsrfoze o the different loyers.
in eddisicn +3 this, System Manegement Szcilities will e
provided in the OPS 68 ard LACS to help cantral crnd cdminister the
leccel LACS cs well cs the enctirs netuwcrk.
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This <epecificatiaon describes the scftwars camponents  that
support the LACS cnd the interfcoces to these components.
Servicss previded by these software components can Be divided
intc twc majer categeries: Oata Transfer Services and LACS System
Mancgement Services., Scftware compenents, therefcre, includs:

- DOriver legic in the OPS £ that preovides the interface £2
gllow software in the OPS 8 aqccess gny of the laygers in the
LACS.

- System Management and lcyer manogement lsgic in the OPS EB.
- LLC, Netwecrk, Subnetwark, and Transpert laogiz in the LAC.
- System Monggement dnd loyer manggement logic in the LAC.

Thie specificzotion describes the absve software at ¢ higher
architectural and furmctional level., Betgile of the design crs
provided 1n the corresponding compenent specificoticons.

This specificaticn describes scoftwcre that has besn plenned for
implemaentztian thaot is phesed cut aver two rslecses. The first
release supports primary (OPS-8 to OPS-8 or ON-8] traffic cnly.
The secand relecse will cllow the OPS-8 to glsc support secandary
netwark (termingll traffic. The term ”’first” cr "initicl” end
"secgnd” or "next” release will be used ta specify which relscsa
a particulzsr functionality will be supparted. The tsrm "Futurse”
will be used for extensicns which are possible to be mede but not .
plenned for cor ccmmitted., Mentian of rsleases is dene mainly tco
give a feel fecr the evaoluticn of the product and should not be
taken as o cefinitive stotzment. Refer to che LaCsS P
Functicragl Specificoticn for q definitive statement cf whzot
functicnelity is mlerned for which re=lecse.

e elall Jaba
japetet oy

This sgpecifizatian only describes OPS 6 saftware compenents
that gperata uncder the MOC 400 Opercting system., OPS § softuwcrs
Araviding similar Ffuncticns but gpercting n  cther gpercting
systaems such s DQctanet 8 1s ogcutside the sccpe cof  this
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specificcticn.

Bes:ides the LeC softuware mentisned cbaove, the LAC will coneain
kernel zsgerzting systeEm . scftuwere and scftwers incerfac=
rcutines. The szfiuare interface rcutines ces:de 1n LAC RAM end
agre sc callied heccuse they isclate the LLLC scftwarz from  the
herdwcre chorccteristics aof the megobus cend MAC cdcoprtars.

LAC kernel sgfiucrs is bosad cn ¢ communizaticns crisnted G.S.
arsvicded by ZBridge Communicoticns [ne. . Xernel scfiucre is
cdesecribed 1n  Reference (11]. Scftucr= interfece routines ars
cescrited in the LACS Herdwere EFS-]1 (Refsrencs (211,

2.3 WSEES.QC_LaCS_ SESYICES

Inis secticn describes scme cof the users cf LACS servicss.

Type 1 LLC ptcvides' minimum cgnrecticnless dcta tronsfer
services gver the LAN, This is suitable fgor use by the 0S” PF-P
Metuwork Services since the 0SAR Transpert Services provide the
necasscry Srrcr recovery mechanisms.,

The Cznnecticn QOriented (C0O] Subnetwcrk services cre rceguired
By the 0Sa X.2S searvices. The purposa of the CO subnetwerk loyer
is tg 2dd error detacticn and recovery mechanisms te  the

cannectiaonless LLC servicsas.

Trarspest Services provide religble connectizsn criented datzs
ransfer secvices. When used with the Internet Netwerk leyer, it
glsc gllows the user tg communicatE with pesrs that er= net
leccatad on the same LAN., Transport Services are suitzhle for use
by the MODO 400 Oistributed Rescurce Management Ogticn (ORMAI. It
1S clso suitcble Far communiczting with  cther vendcr products
thet support IS0 closs 4 tramsport protscesls. It will also ks
used, by the IS0 UTP ancd [ST sessicn services in the [QOPS-2 t£3
acz2ss t=rminels and cther secorndary netwerk devicss cver ¢ LAN.,
These dev:ices will bhe cccessed vic Bridge NIUs.

Systeam Mancgement sarvicss cava:riable tg Administrotiv

annlicztians cre grevided via an SREIQ incerfzcs medellesd gftcs
[EZE 2C28.1 Paort E (Systam Mancgemenctl]. TInhn=se servics wrll E
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used by the 0SA Node AOministrator (NADJ cnd T & VU Routines.,

A.S_CEELRENCE_COCUDENIS

This specificztion uses the follawing dcoccuments as referesnce.
Wwhen the documents cre superseded by later oo apprcoved revisigons,
the lgtest revisicon shell cpely. .

daocument No. : Title
1. 801435743 Loccl Area Netwcrk Contrsller PFS
2. S308e01S Leccel Area Netwerk Glecbel Functional
Specificaotion. ) ‘
‘3. EQ1497ES EPS-1 (Harcdwarzl Lzocal Arec Controller Subsystem

(LACS] Rev G.

o
-
(4]
(4]
i

802.1 (Part A] Locel and Metropolitarn Areg Netwerk
Standard Overview end Architzctura Rev B  June
1883.

imn
(=]
n

(8]

(3]
o
—
m
(U]
&

EOZ2.1 (Pgrt B] Systems Mancgement , Revisian I,
Sept 188S
©. ANSI/IEEE Std 802.2-128S

IEEE Standecrds faor Locol Area Networks: Legical
Link Cantraol. :

7. ANSI/IEEE Std 80c.3-188S

IEEE Standards faor Lacal Ar=2a Netwarks: Carrier
Sense Multiple Access with Collisign Detecticn
(CshAa/Cchl

8. AMNSI/IEEE Std 802.4-1S8% :
IEEE Standards for Laocal Arza Networks: Tcken
Passing Bus Access Methed and Physiczl Layer
Specificatians

V1]

ANSI/IEEE Std 8C2.S-188S
IEEE Stcndards fer Loczl Area Netwerks: Token
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Ring Acces=s Method cnd Physizal Leoyer
Specificatians ;
10. ISO TusSe-1884
Informetion Processing Systems -- Crpen Systams
Interconnecticn -- SgSiz Feferancs Model, Octcker
15,1884
11. ISC/CIS 8348 .
Infermatian Processing ‘Systems -=  Dezt=
Communicaticns -- Netwark Service [efinition
12, ISC/0IS 834E/0A0 1 .
Addendum ta the Metuwork Servics Cafinition
Caovering Caonnecticonless-moda Irconsmissicn., AQpril
1s84.
13. IsQs0Is E348/0A0C 2
Adde=ndum tz the Netweork Sercvice Oafiniticn
Coverirg Netuwerk Loyer Addressing. April 1884,
1+, ISO/CP 8473
Infarmaziaon Processing Systems - Octe
Cemmunications =-- Pratsegl Ffeor previding the
Caonnecticnless-mcde Netwcrk Service. Mgy LS84
1S, ISCQ/IC 87/SC & N3141
Internal Orgenizaticn of the Mectwerk Loyer April
1S84.
18. lsSQs/DIS 8072
Informatian Processing Systems - jaf-3.t.}
Communicaticns -- Iransport Services Definitcion
17. IS3/0IS 8073
Informgticn Processing Systems - Qata
Communicztians - Transpart Praotzesl
Specificoticn,
18. ISCs/0P E073/0R0 1
Infermeticn Bracessing Systems - dets
Cammunicaticns -- Adcdendum =z Ironspart Protocal
Specificazian %3 enchle Class Four cperztions
gver Ccnnecticnless Mcde Metuwcrk Service,
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13. 0S-0018-0C ESPL Software Techniczol Reference Manual, VUsl. 1,

Kernel and Support Scftuware (Bridge
Communications, Inc.l k

n
[®]

C2CS-CQ GCTCS £ MCO 40C Systam Progrommer's Guide Uol I

n

-
.

C2Ce-0C CGCCs € MCO 400 System Programmer’'s Guide Uel I

n
n

cesa 70 Oistributed Systems Administrcticon & Cerntocol
ARCHITECTURE , .

n
t
0

n
D

SA 71 Distributed Systems Administrotion & Control
ADMINSTRATIVE EXCHANGE PROTCCOL

24. ISA 722 Distributed Systems Administration & Contraol NETWORX
CONTROL LANGUARGE

2S. 0SA 76 Distributed Systems Maintainability

25. Engineering Component Specificaticn, LAM Data Structures,
July , 1S8S :

27. Engineering Companent Specification, LACS ODOriver Interface
Services, P.Stopera July , 188S

8. Engineering cmpenent Specificctiom, LACS DCriver Megobus
Services, P.Stgpera July , 18ES

es. Engineering Component Spgecificatien, LAN Configuraticon
Services, L.Uiveldi July , 188S

20, CCITT Recocmmendetion X.408, Messcge Handling Systams:
Presentation Transfer Syntax and Notatign,
Septemper, 1384
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ARCHITECTURE

€.1_BECESENCI _DODEL

Figure 2.1 illustreotes the crchitectural scope cf
document. The model is described in terms of the [ST
Systams Intearconnecticn (CSI] Refersnce Madel (EM] andéd the
802 mcdel for the Deto Link Layer gnd for System Mconagement.
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Fig. 2.1 LACS Reference Model

The LACS will implement the following ISO leoyer protocels:

Transport Layer, IS0 class 4 transport services will ks
provicded in the second relecse. 1[S00 Class 4 Trenspert
provides the following services:

¢ Comnection Orientsed Octa Trensfer services with full
error detectian and recovery. rensport mencges a
narmal and expadited detc strezm ecch aof which are
subject tz independent fFlow ccntreol r=2gulcticns.

« CSegmenting anrd r=a2assembly. Service Oata Units (SCOUs3
supplied by the user cen be segmentsed inta multiple

- WORKING DORAFT - ;
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Transport Protacal Daota Unmits (TPOUs] arnd recssembled
gt the rec=2iving transgart sntity. This allows the
user'’'s sdu size toc be indegcerndent of the gptimem sizs
cf the pdu Fcr the communiczaticn medicm, :

®* Multiplexing and "de-multiplexing cf <=uc c mors
cenrecticns on a single rmetwcrk pcth. Irenspor:t glsag
allcus S & peir of usar entiiis=s -2 hcove mcre then

gne cannezticn between tham.

& Splitting and reccmbinirng. Clzss 4 tromszpest clicuws
- the simultonecus use of twec cr more netwcrk paths &g
suppart the scome traonspert cannection. This is
restricted to netwsrk poths ocubk of the s=cme LSCS.
Support of multiple netwcrk pecths £fcr the some
ccrnectian through twe cer more LACS regquires the
trensport entity to exist in the 0OPS-S. Yhan using
cannectionless netwgrk services, it is the netwerk
layer’s respansibility to checse zhe - peth cut of the
system tg transmit an N_SDU. The splitting Suncticn is

thersfare transparent tc the sending tronspcrt entity.

The receiving transpsrs entity, hcwever, has the
responsibility of maintaining the crder cf T_SOUs
received for ¢ ccnnectign,

Network Lzoyer. The LACS will provide Cormnecticnless Netuwark
Services in the seccnd realecse. The netwark eartity is
responsible for selecting the apprapricte peth (LAN] cut aof
the cantroller to reach the remate endpcint. The ISQ
"Proteeczl for Providing Connecticonless-mode Metwork Service”
(ISQ 84731, commenly kncwn as the Internet Protcccl will be
used tg provide connectionless netucrk services. Scth  ithe
"Inactive Netwcrk Layer Protoczl” subset (NULL Netwerk
subset] and the ”"naon-segmenting pretecsl” subset will ze
supparted in the seccnd relezse.

NULL Metuwecrk prgotscal implies that the link SOU doces  rot
certy cny  prstaocsl infarmeticn (the netuwark hecder conly
cantcins 1 cctat specifying the Network Protoeal I0 of O for
this sucset 1. The NULL Netwerk Pratccal gnly clicus
Egint-toc~point conrecticrs ta systems on ANY <of the LaNs
gttcsched tc this controller. The Intesrnet Protscsl with an
“Active” Netwark Lzysr Preotzsezsl fi.e. the link s3Iy
cantaining netwucrk protscel informaticnl, cllcws celaying <2
systames not directly connected S ceny  <f the LANMs thet the
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LeCS is connected tao. The Intsrnet Protocgl C(IP] will
ttself ke implementsd in stoges. ‘The Tnon-segmanting

protocol” subset implies that the LACS netwcrk entity dees
not gperform cny segmentatian and r2cssambly. RAlec the LaCs
will act cnly as an endecint. Relaying cgpebilities through
the LACS cnd LEtectween twc LACS as well cs segmentzticn arnd
re-cssembly will ke supparted in o future calease.

- Sub-netuwark Layer. Since the LeCS only pravides
cornectionless link servicas (LLC Type 113, cocnnectian
griented subnetuwork services will be praovided faor users.
requir:ing relicble "Link Connecticn® services. According &9
the IS0 Network Layer madel, this is egquivalent to providing
a cannecticn gacrientad Sub-Netwecrk Dependant Convergancs
Protocol (SNOCP] using cannecticnless LLC  services. The
SNOCP services are= equivalent to LLC Type 2 aor HOLC LAP-B
services required by the X.25 PLP (Networkl layer. SNOCP
services will primerily be used by the D0SA X.25 layer.
Clagss 4 tronsport protocals will be used t3  provide these
services. Using class 4 transpgert prcotoccls (which are
needed for other purpdses] Llnstead of Type 2 LLC reduces the

. implementzsticon  _effort nesded t3 provide the required
servVices, 1he transport pratecol is only used ta provide
the connection griented daota transfer services. Cther
"Transpert” services such as segmenting/re—assembly are nct
usecd. The format of the SAP cddresses are clsc different
fram TSAP addresses. (See section 2.3.3 con addressingl.

- DOgtg Link Laoyer. IEEZ B0 0Data Link protocols will ke
support=d. [EEE 802 divides the Deta Link Layer ints tuwa
sub-lgyers: Legizal Linmk Control (LLC] and HMedia Access
Control (MAC]. Type 1 (Connectionless) LLC services will be
provicded as defired in IEEE 80C2.2. In the initigcl relecse,
enly the CSMA/CD MAC protocols as defined in IEEE B802.3 will
be supparted. The Token Bus (IEEE 802.4] and the Tcken =ing
(IEEE 8C2.Z]1 MAC protcocols will be supperted in the naxt
relegsae. The MAC prctecals are  implementad on doughter
bcerds. The LAaCS can suppert upte four adeptsrs eczch
supporting the scme ar differesnt MAC protccals. (The cziuel
number maybe smeller derpending on type gnd mix af
grctocols. ]

In addition tz the Cata Transfer Services described cbave,
Mernagement focgilities must Be pravided to support laczl crea
netugrk CLAN3 gperaticn. Management fcococilities praovicde
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carpepilities to start up, carry traffic, reconfigure, resstart end
clese dcun the LAN,

2.1l.l Mcrcgement Refsre=ncs Mocdel

Mermcgement servicas zrs mcedelled gfter the [EEZ 2028.1 Fart
Syetam Mencgement document. 8C2.1 Part B describes ¢ medel o
mcrcgement aof the 802 LLC and MAC QOcta Link sub-liayers cnly. I
is expectad that the scme mcdel will ke -extended by ISC €
describe mancgement of all the JSI lcyers. Figure 2.2 1is an
extensicn of the B802.1 medel to include the loyers thcat cre
supported by the LACS.

T w
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Accerding ta the model, mancgement Ffunctigns cre distributed
between ths Syst=m Mcnagement Ppplicaticn Proccsss (SHAP] and the
Leyer Mcncgament Entity (LME] compenents within ecch leayer. The
SMAP contcins  the gpplicztian lavel mancgement Sfunciicns such cs
imiticlizstion anrd clesedown, stztistics cglleczic and
logging/regorting etc. These functicns zre cutsice the sccpe cf
QSI definition. Incliuded alse in the SMARP is cthe System
Management Entity (SME]. The SME is respaonsible for supparting
the peer pratccols between the SMAPS in different OSI systems crd
for interfacing with the LMEs. 802.1 and IST cre reszcnsible fer
defining the architacture and funczicns of the SME and LMEs, the
Lecyar Menegement [nterfcce (LMI] between the SME and ecch LME,
end the peer protocals between the SMEs in ecch system. '

The LME is respensible for managing the peoremeters of the -layer
which cre of interest to the SMAF; i.e. it keeps statistics and
responds to request tc updet= cpemrcticnal  parcmetesrs such s
cddresses, timer values etc. The LME is alsc c=sponsible for
responding to requests for performing cocticons such cs updating
states, perform lcopback tests etc. and .for reporting svents to
the SHAP. The LRI provides cen interface for the SME Lo raguest
the LMNE . to Cet and Set paramete=r values and tao perform ccticns,
and for the LME to respond to these reguests. [f clso provides
an interface for the LME to send event indicaticns to the SME.

HManagement aof remota systems is performed by the SME in cre
system exchenging Protccol Ogte Units £(POUs] with <the SME in
agnagzher system. I[f the POU is a PRequest FOU (Bet, Set cr
Actionl], then the remate SME is responsible For rcouting it £tz the
gppropricte LMEs, collecting the rce2sponses crd returning a
Response POU. A loczl SHME mgy clsg genercts an Event Indiccticn
FOU, as a result of en LME Event Indiczstion, to notify the remates
SMAP of local events.

8C2.1 allows fgor SME tg SMHE  protocol exchanga to be conducted
by directly using the Oate services ¢f LLC or zny of the lcyers
ckbaove it. The sarvicas of =aach ayser Protccel ESntity cre
cccessed througn the System Marncgement Dotz Services Interfoce
(SMOSII for that leyer.

Mencgement servicas described in this specification cre limited

directly ta the mencgesment cf the LACS cnd its scftucra lcyers.
Menagement functians that cre praovided cre:

- WORKING ORAFT -
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- LACS Loading/DOumping

- LACS Irmitializztion

- LACS Cbject Cantrcl and Status

- LACS Statistics

- LACS Testing .

Cther SMAP functicns are performed by Administrative
Appliccaticns such as the 0SA Ncde ACministrator ((NRD) cnd T&V
Routires. These are outside the scaope of this specificctian.,

Exchange of PDUs betuieen the Applizaticns is done aqt the sessicon
leveli fgllowing the DSA Administrotive Exchange Protocoi (AREP].

Thnis 1s alsc cutside the scaope of this documenc. No prectocsl
exchenge is supported via any cf the LACS layers in the first
release. Mancgement exchange maybe regquireg between the

OPS-8/LACS and Bridge Server preducts in the second release
{TED].

A System Mcocnagement Server in the OPS-S pravides cen inrntsrfacs
ta the Administrcotive Applications ta aqcsess the sarvicas

described above. This is cglled the System Management Intsrface
(smii.

2.2 _SQETWARE _STRUCTURE

Figure 2.3 describes the softwere components requirsd in the
OPS-S and cn the LACS beard to implement the functions described
in the Reference Models. The figure clso shows <=ome pctanticl
users of LACS services.

. - WORXING DORAFT - .
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As can be seen from figure 2.3 the currsnt implementztion of
LAMN sarvicas is diviced be*ween the OPS B, LACSE mcthersecard cnd
LeCsS doughterboards.

The LAC daoughterbocrds provide MeC and pshysical leyger
services., These are mainly implemented by hcrdware and firmwars
end are described in more detgil in the harduwcre EPS. A
d:Fferent daughterbcard will be implemented far each type =f MAC
and physical layer, viz., brocdband token bus, token ring and
baseband CSMA/CO. The LACS matherbozrd is capable of handling
mare than one type of daughtarbeard (i.e. LAN] cor multiple LANs
of the scme tupe.

The LACS motherboard provides the Trarnsport, Cennecticnless
Netwcrk, Ccnnecticn Oriented Sub-network, and Type 1 LLC
services. In addition it pravides layer mancgement services for
each lauer entity and System Marcgement services which Toute
mancgement requests and information to end from the varicus laoger
mencgement entities. The structure of the vecricus components
providing System  Management servicss is described in more dstsoil
in secticn 2.2.

The LACS Oriver inmn the DOPS 6 1is primerily respeonsible fcr
providing cn interface to different tupes of vusers of LACS
services and control the activities of ecch of the contrallers
attcched to the 0OPS-€. It is possipble to access either the
trenspart, sub-network, LLC, or System Mancgement services gn the
LaCs. The LACS driver provides a $SRQIO MCL interface as well as

@ subroutine call (Lnjl interface to access LACS services. The
Lny interfoce can only be used by other system (i.e. SE Task
Groupl routines (such as the NITD QOriverl. The LACS ODOriver

structure is described in more detcils in sectiagn 2.2.1.

Beczuss LAN services core divided intg different horduare
mcdules additionel suppart services need to be provided £33 deal
with passing informgtion across hordwarse Eoundaries. These
suppcrt services are the Megebus Services sub-compornent of the
LACS Oriver, cnd +the Megcbus and MRC interface services in the
LACS. These support services isglete the remcining saftwere fraom
the specifics cf the hardware (megecbus or type of MACI.

The 0OS Kernel services in the LAC pravide a basic executive
enviragnment for the scftwar= an the motherboard. Kernel servicss
include process (task] management, inte2rpraocess ccmmunications

- WORKXING ORAFT -
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(mcil services], buffer mancgement, and cleck (timer] =secsvices.

LACS interface services gre described in mere detzsil in &l
Herdware EFS. 0SS Kernel Services are dascriped in Ref 11, Ih
functicns of che cther mcdules shown in fig 2.3 gre dascriked 1
detz2il in gther secticns in this sgecificotizrs. The remgining
sectiaons of this chepter define the structure cf the LACS [Criver
£2.2.11, System Mancgement compenents (2.2.3]1, end scme acsis
concepts and nemenrclcotures usad in this specificeticn.

.

Jaom

2.2.1 LACS QOriver Structurs

Figure 2.% shcws the voricus compconents of the LACS Driver.,
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The LACSE Oriver in the DOPS €& is primarily resparsibhle far
providing en interfoce &tz diffgsrsrmt types of users of LACE
sarvices and cantrol the goctivities of each ¢cf the contrclilers.
cttoched tz tha [OPS-8. Ther gra tuwg types cf users; LCatz
Trensfer Services users cnd System Menggement Ssrvice users.,
Becta Transfer Service users can ke further divicded into users aof
e.zher the tronsperts, sub-netucrk, cr LLC serviceEs cn the LACS.
The LACS driver provides o SsRGIC MCL incterfcce os well cs c
suprautine call (Lnj) interfcce to wccess LACS services, The Ln}
interface con cnly be used by other system Ci.e, SE Tesk Groupl
routinesCtsuch-as the ‘NTD Oriverl. The Oriver is respcnsible far
that required by the gppropriate lager instarce cn the LACS.
Infarmation bhetwes=n the OPS-8 and the LACS is pecssed in a LaN
cantrol Block (LLC3) the contenmts =2f which is lgyer.specific. The
Ocriver gclsg services interrupts for the completion of the LCB
requests. In cddition, the System Mencger server in the LACS is
respensible for leceding and initiglizaing the LACS cend cantrzlling
the cctivities aof gll the LACS contrallers attached tao the DOPS-6

LACS Driver services are thersfore divided intg the fallcwing
lagizal components:

1. LACS Oriver Interface Services (ldisl, This czomporernt
preovides commen interfeze services te bBath Ockz Service cnd
System Manaogement Service users., See the LACSE Criver
Interfoce Services Compenent specificcticn for details cf
the functicons performed hy this component.

2. Leyer Servers., The layer servers perfarm functicns thet
are specific ta the layer ta which the services cres mcpped
te. The Lcoyer Servers can be cansidered sxts=nsians cf the
leyer entities ogn the LACS. Three types cf leysr sesrvers
cre identified for this implementctian.

1. Tronspecrt and Subnetwork loyer servers. These
servers pravide suppart fcr the cznnectizn crisented
services thet are provided Ly +the Trerspert end CO
Sub-netwerk layer instznces cn the LACS.

2. LLC Type 1 sarver. This provides sugpers the

f=r
corrnect.cnless dcta transier sarvicss provided by the
LLC sublcoyer an the LACS.
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3. System Manager lagyer server. This performs loecding,
initiglizing cnd cther managsment af the LACS as well
age an interface to cdministrative appiiczticns in the
DOPS-8.

L)

. LeCS Oriver HMegobus Services (ldmsl. This component
pravides ccmmen sServices reqguiresd by all layer servers far
intarfacing with the megabus. The ldms is respcnsible far
issuing [/0 orders (I/0 and IOLO) across the megeobhbus and
receiving interrupts from the LACS and dispatching them to
the appropriaste Layer Server. The 'ldms glsc provides flzuw
caontrcl an the total crders cutstanding cn the LACS.

2.2.28 System Management Structure

Figure 2.5 shows the varicus components involved in providing
Moncgement services.
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System and Layer Management functions are distributed between
the DOPE-S and the LACS. The System Mancgement component in the
OPS-E€ is called the System Mcneagement Lzysr Server, ar S sarver.
The SM component in the LACSE is called the LACS SM layer
instancs.

The System Mancger layer server in the OPS-S is responsible for
lecading end initielizing each LACS contreoller cttzch=d tao the
OPS-S. In cdditign it provides an interfoce to an Adminristrotive
Applicetion cr Test Rautines. The anly Administrative
Application that is planned to use System Mancgement services is
the 0SA NAO. In the future, g nen-0SA Administrotive Applicctior
(AOAP] may be implemented., This gpplicotion would be more in
line with OSI and IEEE 2802 Mancgement carchitecture.

The System Maneger Server is rcegonsible for rcouting the
recuests to the cppropriacte layer mancgement routine. This may
be part of the laoyer =server. in the OPS-E cor the lcyer instzance in
the LACS. If the operation is to be performed in the LACS then
the request is rcuted vic the System Mancgement Layer Instonce in
the LACS. The System Manogement comporents in the LACS and OPS-5
are clsc capable of receiving event indicotions  frzom the leoyer

management components. If the Application has requestesd
notification of events then the event indicaticn is passed on to
the application. Certain event indications from a layer

management compenent cn the LACS may clsc ke routed to the layer
server on the OPS-6.

2.3_CONCERIS

This section descrikbes 0SI, IEEZE 802, cnd Haneywell Oistributed
Systems Architecture (0SA) ccnecepts and terminclegy that ares used
in this specification.

2.3.1 Leyer Entities cnd Lcyer Instances

A Loyer Entity is an active element in the leayer which
co-gperatses with peer entities by using orne or more protscols.,
There czn he several Instances of layer entities within a layer.
Ezch such instance is czlled g layer entity instance cr  layer
instearce fcor shert. For exomple, the IS0 class 4 trensport
services can be considersed an instance of a ransport  loyer
entity, while the Connectionless Netwgrk services amd the SNICP

. - WCORKING ORAFT -
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sub-netugrk services ars twa instences af network lcyer
entitias, ;

A layer instancs in ezcch LACS is identif:ed by o loyesr number
£0-7] and ¢ lgoyer instcence numbper (C-71. Layer number G is
reserved for System Mancgement. Loyer number L is resarved f£o
MeC C(cdepter] intscrface sof:iwar=. Layer numbers 2-7 hove the
scme cdefiniticn as the 0SI RM.

The LACS is czpoble of supparting multiple ‘instancas gof layer

erntities ct ecch layer. This maybe the scme type Ci.=,
syupperting the scme protocoll ar different  types. In the
structure defined in Fig. 2.3 there is gnes instance of the
trensport loyer, tua instoncas of the netucrk leyer

(Cannectionless and SNOCP] and gne instance ¢of LLC for ecch MAC
cdapter.

2.3.2 Service Access Points [(SAPs)

Accaording to the OSI RM g Servics Access Point (SAPY "is the
point ct which ¢ poir of entities in adjacesnt leoyers use cr
pravide services” i.e. a SAP is the interfece point through
which the service requester gccesses the servicss @of +he louwer
leyer service pravider.

The nome =of the SAP is cssccicted with the layger providing the
servica. Thus trensport layer services are cccessed thrzsugn a
TSAP, netwark layer services are accessed through cn NSAP, SNICP

services cr= cccessed through an SNSAPl and Link Layer servicss
through an LSAP.

- —— > > s -

1. SNSAP is ngt an ISTO defined term. A farmelly defined SaAP
between the netwecrk and &the SNOCP lcoyer is reguired in theis
implementztion beccuse “he sarvices cr=2 sglit between the PSS £
and the LACS.
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2.3.3 Addressing

Associated with ecch SAP is a SAP address. SAP cddresses are
used by the service requester as well as the service grgvidst tg
ldent'rg the ccr:espcnd ng service resgquester entitiss thot arse
engeged in a peer to peer dialdgue: =

A lcyer entity is typicolly caopchle of prdviding services tao
more than gone entity in the layer ahove: i.e. it must suppcrt
more than one SAP. A layer entity is aclsoc typically capatcble aof
using the services cf different entity instances in the LlLayer
belcw it cs lang they can provide the minimum services reguired
by the lecyer entity. Faor e.g., the IS0 Class 4 Transport Entity
in the LACS can provide services to CRMO and to the [SO Sessiagn

Coantral Entity in the OPS-E. in turn it could use the
Connectianless Network entity in the LACS arnd any cether type af
network entity in the future. Each layer entity instance is

thersefore respansible for mapping the SAP cddresses associated
with it toa the SAP address of the lcuwer layer entity instaonce
thot it uses to provide the service.

In the LACS envirgnment the follcwing definitions and
conventians apply to the cddresses cof SAPs ossocigted with
different layer entities and to their mappings to lower layer
entity SAP addresses:

- The LSAP cddress is defined in I[EEE 802.2 as consisting aof
an LLC cddress field (8bits] plus the MAC address (168 or 48
bitsl. MAC addresses (and therefore LSAP cddresses] must be
unique faor the LAN.

There is one instance of the LLC proteccal entity for each
MAC cdapter. Each LLC instance must ke capabhle of
supporting multiple LSAPs (maximum thegretical limit is 128
per adapter, of which B% are reserved for assignment by
IEEE]. By convention an LSAP must be defined for . each
network entity., If the full structurese shoun in Ffigurs 2.3
is supported by 2 system then we nesd tg define three LSAPs
per adapter, aone each fgr the Ccnnec.xonless'ﬁetwcrﬁ Brtity
in the LACS, the 0SA X.2S SVUCr “Sub-necwark entity in the
LACS and the OSA P-P entity “in the DOPS-S. The Ffaollowing
pre-defired values, from the locally defined range will be
used Far the LLC subfield faor each type of LLC user:

- WARKING ORAFT - )
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IP=X"10", OSA P-P=X"20", 0SA X.28 = X"20". If 6CE as=signs c
Universally defined vaglue for IP this will be ussed inst=cd
of the privctely dafined value. This conventicn eliminctes
the nmed tg ca-crdirctza the LLD subfield value.

Mapping of LSAP address to MACSAP adres=ss is implicit.

- ESNMSAP cddresses cres identiczl to the LSAP address used far
sancding cend receiving the sub-nezwcrk layer pracocel dota
urnits (POUs]. The SNOCP sub-netwark layer must be caopable
ef supporting multiple users (SAPs]. tSecch user has its cun
set of SNSAPs; one p=r adepter thet it wishes to communicetes
gn. In the structure shown in Fig. &.3 thers is aonly ore
user; the 0SA X.2S Network Entity. The LLC subfimld of the

LSAP will be used in SN_POUs (such gs Ccnnect Reguest POUI B
that reguire a SAP_I0.

= NSAP cddresses must be unique in the nretuwaork. The formet
defined in IS0 OIS 8348/0R0 2 must be Ffaollouwed. NEAP
gddresses following ISO B8348/0A0 &2 conventicons czn vary in
length upts a maeximum length of 20 gectets., [S0 8348/3aA0 2
br=aks up the NSAP address inta demains., The definitien cf
the sementics for the DOcocmain Specific Part is left tgo the
persen or entity having cuthority aver the [Demein., The
format de=scribed below will be used in the seczond relecse
when assigning NSAP addresses f{cr communicating between HIS
systems cend HIS and Bridge Servers. The netwcrk entity
snculd alsa be capable of suppcrting cther IS0 stendard cr
defccta standard (e.g. MAP] farmats.

According to 1S 8348/0A0 2 the NSAP Address syntax is cs
shown:

! AFI : 101l ! gse
1Cl cctet] | (VUariablel | (Cupta 1S cctetsl

- e -

where:

AF:= Autherity and Feormat Icentifiec. The AFI  is S
an integer in the range 0-S8 (cre ccka2tl.
The values assigned fcor "Lzecal” (485-S1] must
ke used Sfar srivatsly defined NEAP

L L . 2 G R aED b SN o D WD
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addresses. For theses values af AFI the 101
is defined to be NULL. (Other AFI and I0I
values are used for I[SC and CIITT cdefinred
NEAP qddressesl. e will use a Binary

IDIl:=

DSP:=

The farmat of

representaticn (hex digits] tc specify MSAP
addresses in ogur configuretion file =g thes
AFI must be X "48".

Initial Oomain Identifiec. This Ffisld 1is
NULL far local AFI values (48-511.

Domein Specific Part. This can be defined to
be specific ta HIS and Bridge Cammunicaticns
Inc. The structure used by MAP will ke
followed with some medificztiaons. This is
described belouw.

the OSP is cs faollcus.

{ Pvt. 101
i (1 octetl

SN Addr SNPA NSAF Sel

whers:

Pvt. IDOIl:=

SN Addr:=

SNFA:=

i\ (2 octets) | (11 octets) | (1 gcctet] |

Is a Privately defined IOl thet identifies
the semantics used for the rest of the OSP.
A value of X"B” will be used.

Sub-Netwark Address. This defines the
sub-netwark (LAN] through which the NSAP can
be cccessed. A volue aof FFFF implies that
the cddress is o grzoup NSAP address.

Sub-Netwark Pgint of Attochment. This is the
sub-netwerk specific cddress and must bBe

unique Ffor the sub-netwark. There 1s a
gne-to-cne mapping of the SNPA to the LSAP
(LLC + MARC] aqddress. The SNPA shauld not,

however, caontain the MAC address sincs2  this
would cause the NSAP address to change if the
haerducre address changas (e.g. replccing one
Bridge Server with anctherl.

- WORKING ORAFT -

e B e Hemauwall Pronrietrtary e Comfidamtricml



6 me To we o= wa o

EPS~-1: BO14ESB17 PaGE: 28
LAN SOFTWARE EPS-1
"UERSION: 1 REVISION: d DATE: 11/E21/8S
NEAP Sal:= NSAP Selactor. Identifims the user cof the

Network entity. A pre-defined value (0] must
be used by gll systems to identify the Clcss
% Transport entity as the Netwcrk Servics
user. A Selzctor value of 2zerz is the
default value that must be gssumed unern the
NULL Netwerk prcoctocsl is usad, The sealsctar
field can be considered a local lcogicel
cddre=ss of the SAP.

.

The total NSAP address length is 16 cctets.

The NSAP structure described abcve allcus for efficient
network routing. This scheme, houwever, requires g system
such as the OPS-6  that suppeorts multiple controllers, each
supparting multiple attachments to LANsS, to be cddressec by
different NSAP caddresses, c¢cne for each LAN attachment,
Contreller and System Group NSAP concepts crz2 defined sco
that the controller or system can be viewed gs a single
SAP. For example, the Graoup Cgntraller SAP concapt cllows
the Transport entity ta cccess netwgrk servicas through Q
gsingle SAP. The follcwing convention will be used by DOPE-8
systems tg define the SNPA:

Cctet 1-2: Is the centraller identifier t0-F1J.
FFFF=Grgup.

Octets 3-4 Is the cdapter identifier (C-F1.
FFFF=Group.

Octets S-11: Identifies the asysteam. This must b2 the scme

for all NSAPs suppcrted by c system.

An NSAP address with the sub-netwcrk field FFFF aond cctets
1-4 of the SNPA FFFFFFFF is to be considered as a System
Group NSAP address. An NSAP address with the sub-netwcrk
field FFFF cnd cctets 3~ of the SNPA FFFFr is ts ke
considered ¢s ¢ Cantroller Gooup NSAP cddress.

The Connectianless Netwcrk Entity 11s rcresponsible for
selecting the path to k= tzk=2n &2 send ¢ mockst ta g r=2mce=2
NEAP. The peth defines the local LSAP £tz use as well cs the
LSAP addresss of the statian cn tha LAaN which is the next hep
in the rocute. The NULL Netwerk Protocezl anly cllzus
pcint-ta-pggoint connecticons to systsms cn ANY of &the LANs

- WORXING ORAFT -
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attoched to this centreller.

For the structure defined in Fig. 2.3, ther=z is only cre
transport entity sSa one needs tg define anly ane NSERP per
- adapter and -cne Cantroller Group NSRP per cantrcllera.

The netwark layer needs the follcwing mcbpiﬂg infermeticn
in agrder to determine the leoczl and remote LSAP to use when

sending a .packset £o a remcte NEAP. The subnetwork # is
checked to see if the rematz NSAP is cttoched to any of the
subnetworks to which the caontreller is cttached tao. IfF it

is not C(tsue only when P protocols usedl] then the
subnetuwcrk # is used to determine the locel LLC instance anrd
the remote LSAP address to use tag sernd the N_POU. IF the
remaote NSAP is attached to cne cf the *local” subretuwcrks
then the SNPA is mapped to the lacal LLC instance and the
remcte LSAP address. The reverse mapping is dcre for
incaming N_POUs. If mapping information does not exist then
the remcte LSAP address passed by LLC crd the remats NSAP
cddress gre used ta dynamically create the mepping
information. In the case of the NULL NMNetuwsrk subset the
N_POU dces nat contain any NSAP adcdresses. In this case the
SNPA of the remocte NSAP is assumed to ce FFFFFFFF plus the
temcte LSAP passed by LLC. The subnetwaork # is set to be
the subnetwork # on which the N_POU was recesived. As
menticned abave, the NSAP selector is defaulted to 0.

- The TSAP agddress identifies the transport service user
entities (ORMA, IS0 session etcl. The transpart entity has
to map the local and remote TSAP addresses to the leoccal crd
remgte NSEAP addresses to be passed ta the netwerk layer
entity. The TSAP cddress is camposed of a Transpart Usar

selector field (2 octetsl plus the NSAP address. This
allcws an implicit TSAP address to NSAP address mapping.
There is cne TSAP per user per cdapter. In maost cases,

 houwever, the user deces nct want to cheoss the TSAP to use :co
provide the services for a connecticn. The LACS Driver can
provides this independence by suppcerting "Group” TSAPs. A
group TSAP is a set aof TSAPs cuned by the user. The usear

2. It is necsssary tg define NSAPs For the [SA X.2S and. P-P
Netwerk sntities. This is cutside the scope of this doccument.

- WORKING ORAFT -
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mgy rcequest services through a single Gezoup TSAP. A TSAP

cantaining the System Group NSAP cddre=ss is 'a Group TSAP.
The driver will use the r=mcte TSAP cddr=ss t3 mcp Tt-consgort
cennection reguests 3 the cpprepricts LACS. [f the remgta
ISAP can ke cccessed by mores thcn gne contrsller then the
cre supparting the fewest connezticns will e chasen.

.

The System Manogement function cdministers the LAN layers by

gperzting ©n the parcmeters which csntrgl and describe the
gperctian cf ecch of the loyers. These pcrcometa=rs are viawed
slightly differsntly in @ DSA environment than in ¢ pure IEEZ 802
envirgmment., In a CSA envircnment, infocrmaticn gbdut scme gspect
or entity of ¢ saystem are logically grouped . together ints
cbjects. Objects of the scme type cre= in turn groupef together
inte classes cf cohj=cts. [lanagement cperaticns cre perfarmed aon
gttributes aof cbjects or chject classes.

In en [EEE 802 enviranment contrgl is exsrcised gver perameczsrs

belonging to entities (campenents] within a layer or sub-layer
instance. The LACS system mencgement functizn pravides servicas
which span both perspectives and ar= from heresin referr=22 tz cs
agojects. 0Objects defined for o Honeywell [EZESCE LAM are

- Cantraoller(CT].

Descrikes the LACS tocrd; maintcined by the LE sysiem
mancgement functicn.,

~ System Management Administrotive Function(SHMaF].

Oescrikes the Sustem mcncgement cdministrztive FSuncticn;
mcintained in LE.

-~ Physiczl Line (PL1.

Describes the characteristics of the cdeptsr Etzards’
harducre and Ffirmwerse. . Uescribed By cttributes end
statisticel infarmecticn cvoilakle frem Bcth the MAC cernd
Physical lcyers. The Phys:ical Line 1s meintzined in  the
LACS.

N/
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- Physical Connection (PC1.

Describes the physical caonnectian anta the LAN. The
Physical Cecnnectian chiect i1is nat suppcrt=ad far the_LﬁN.

- Logical Lire CLL3.

Describes the charccter:stics of o LSAP. Described by the
set of attributes fer an LSAP. Maintained in the LACS
board. ’

- Link Connection (LX1.

Oescrikbes the charocteristics aof the link -cgnnecticgn
betweern twa LSAPs.. Described by a s2t of statistics
maintained by the LLC lecyer on the link czannectian,
Maintained in the LACS. The LXK abject is not initially
supparted by the LLC laoyer (type Il sarvices not suppcrteadl.

The attributes of each abject are listed in Appendix A.1.

CSA cbjects and [EEE 8C2 components have a sat of stotas which
describe their present gperatiorcl capabilities. The current
states identified for [EEES02 components still lack any detailed
definition, so the OSA state representation has been used to
describe sach of the objects. 0OSA defines seven possible states
which can describe acny ocbject. These states are used far
administration and should not be confused with the substates used
fFor operational control. The seven 0SA states defined fcor the
objects of o LAN are as Follows:

- IN-USE - The agbject is fully operaticonal end is currently
being used by a higher loyer aobject.

- EMABLED - The agbject is Ffully operaticnal but is nat
currently being used by a higher layer chject.The Enabled
state is nct currently supported.

- DISABLED - The chject is not available for us= by a higher
leyer cbject due to o lower layer supparting ahject being
unavailable. The Discbled state is nct currently
suppartad.

- LOCXED The abject is wungvailgble Ffor servics ta other
chjects. Entering the LOCKXED state is an abortive

- WORXING ORAFT =~
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cperaticn,

TEST - The cbiject is under exclusive cantrol af g test
functian.

SHUTOQWN - The cbject is undergzsirng g grzcefyl transiticn to
the LOCKED stace. The Shutdown state is net currently
supported.

NONEXISTENCE - This is not truly g representative stcts but
1s used tg describe cbjects with which there is nct an
as=ccigted daota structure, '

A summary of the 0OSA staotes to be implementsd is shown in
Appendix A.2.

-~ WORKTING [ORaAFT =
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Chapter 3

LACS SERVICES FUNCTIONAL OESCRIPTION

2.1_LaCS _ORIVER_SERUICES

This szsction preovides a bBasic descripticn of the services
available to LACS users. Since different users rsgquire different
types of services, the LACS 0Oriver has the responsipility of
expasing Transpert, sub-netwark, LLC and System Management
services. Following MOO 400 conventions, these services are

rravided via SRAIAQ interface. A LNJ interface will alsa be
pravided in the second release for users thoat are in the S group
such as the NIO Oriver. This interfcce maoy be desigred tag

resemble the Gate Mancger Interfacs used bhetween 0SA/1SO layers.
The lnj interface is FFS.

The LACS Oriver provides a muppihg from the legical view
praovided via the SRAQIO interface and the IS0 criented services

prcvided by the LACS. Familiarity with MO0 40Q SRAIC interface
is assumed. ’

The terms Local User arnd Remota User are used throughout this
specificatiaon,

A Local User is o generic tarm to define the user of LACS
servicas. Each lgcgl user is identified by an lrn. There is gne
Local User for ecch SAP exposed through the Oriver. Local users
can be Eroedly divided into twc catageries: usears cof mancgement
sarvices and users of deta transfer services. The type af data
transfer service in turn depends on the loyer entity providing

- WORKING ORAFT -
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the service. The Oriver maps the r=guests madse via +the SRQIC

interfece ta the= cpprepriates loyer instance an the LACS,

B |
Nct= thet en epplicaticen™ task cor tssk group cozn cocs=ss cre or
meny loyer instorces, It must, nowever, use different lrns &2
cccess ezch layer entity servics.

Users gf date trensfer sarvices communizcte with peer
entities., These peer entitise= agrz= r=fered to as Remcta Users.

LACS Uriver sarvices can bhe divided intc three parts:

- SAP Services.

- QCata Transfe=r Services.

- Marcgement Services.
SAP Services allaw the User tg create cn assgzigticn with the
system and to activate/deactivates use of servicss through the
SAP. They can be usead by cll types cof Users.

Cate Transfer Servicss can in turn be divided intg:

- Ccnnectignless (CL] Servicss

- Ccnnecticn QOriented (COJ] Servicss

Whether g user has cccess to CL or CO Services cor bBeth depends
cn the type of services provided by the lcyer instanca,
Currently the transpert and subnecwerk layer entities provide
connecticn griented services only wherecs the LLC loyer entity
provicdes cannectionless services only. The [EEE 802.2 standerd
cllows for providing connectionless and connectian ariented

services at an LSAP. Only Connectionless LLC services are
supperted By the LACS.

- - —— - — ——

3. The <term applicatian is wused in the cantext of a MOC4CC
epeliczticn 1.e. e requestsar of SREIO services and not in the
czontext af cn cpplicaticn leyer entity cs defined by [SC.

- WMDY TAIMR MPART -
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Thers are two major differences betueen Connectianless and the
Cannecticn Oriented services provided by the LACS.

Firstly, CO servicss gugarantees the delivery of datz.
Guecranteed delivery means that the entity is capable of detacting

and recovering frem errors in most coses. In ccse of
irrecgverable errors the user is natified via a resat ar
disconnection of the connection. Connectionless services do not

prcvide any error detection and recovery mechanisms.

Seccndly, in a CL environment, neither the Oriver ror the lgyer
entity keeps any context relaoted ta the rcemagte SAP, 1i.e. na
separate queues are maintained. Thus, for example, when issuing
a read request for conmnectionless data, the user ccnnot reguest
to receive only from g specific remote SAP but rather has to
request for data destined fcor its SAP resgardless aof the remcte
source SAP uddress. The user is . informed of the scurce SAP
address when the read is pasted back. In a CO case the user czan

make requests specific to a cormnecticn conce the connection is
established.

"“ﬁlote il

The remainder of the checpter only describes services cghtaired
through the SRUIO interface. The way services agre ra2guested cnd
provided via c LNJ interfaoce is TBD.

sensfnd Note:eess

The LACS Oriver provides an interface to the Ffallowing SAP
Service primitives:

- Assgcicts User

- Activate Local SAP

- Activcte Remects SAP

= Decctivets Local SAP

- Deactivates Rematz SAP (seccnd rsiecse anlyl

- SAP Event Indicatian (CL Datc crrival, Credit cvailakle, SAP
deactivated, Correct Indicationl

- WARKING DORAFT - t
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The LACS OTriver provices an interfece t3 the Ffgllcuing
Connecticnrless Oata Transfer Service primitives:

- Rezd Caonneczicnless Octe
- Write Ccnnecticnless Czta

The L&CS Oriver prevides gn  intecfac
Cerrection Oriented Qata Transfer Service zr

- Cgnnect Regquest

- - Connect Respaonse

- Recd CO Data

- Recd Expedited CO Ceta
- Write CO Oata

- lWrite Expedited CJ Ogta

= Czonnecticn Event Indication (C0 Octe Arrival, CO Credit
evailakle, Oiscaonrect Indicationl '

- Disconnect Regquest

The LACS Oriver supports the faollcwing Systam Mancgement
Service primitives:

- FHMencgement Request

- HMcenagement Event Indicaticn

3.1.1 Servic=z Oescripticn

All Users must issue an Assccicte Usar czll Zefzrz2 thay can
issue cny gther czll. The Assccoicte User c2ll is ¢ Mgnitzsr Cell
unlike cll cther calls which are SRQICQ cz2lls. The user scecifiss
g symbkclic rame cnd i1s gssigned an lon in raturnm, This lon must 5~
bBe used in cll subseguent SRAUIO czlls. The Driver clsc registers k\,
the user's Task Grouo [0 with the gx=z as ¢ user of the lrn. Iz -
the Task CGroup is ckrermelly aberted the exsc will decctiveta the

SAP ({and disassccicza the lrnl on hehalf of the usear.

- WORKXING ORAFT -
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Users must then issue Activate Leccal SAP cnd Activete Remote
SAP caolls. The Activate Lccal SAP call enckles the SAP ccmponent
wn  the carrespanding layer entity thus “"agcktivating” the
cvailability of servicss through the SAP.

The Act:.vcte Remgtza SAP call must be issued fcr ezch remecs
user with which the lccal user wishes to communicate., The user
specifies ¢ symbelic neme and is agssigned o logicel cddress 1w

returnq. This logiccl address must be cassed in cll subseguent
requests reguiring a Remcte SAP. address. This scheme 1is
consistent with the use of lrns to referance lccal SAPs.

Ncte 1: The initigl relecse prevides management services
for lzseccl entitiass only. A Menggesment Serwvics
user, therefcre, shculd nct issue an SQctivate
Remcte SAP cgll.

Note 2: In the first release, Octa Transfer ssrvice users -
are requirad to issue Activate Remote SAP calls
for all SAPs that they expect Lo communiccte with
befor= any services to or fraom that SAP zzn ke
provided. Alsa it is necesscry tg pravides
canfigurcotion infermation fcor cll Remota SAPs of
interest. In the second release, it 1s anly
necessary Ffor the user to issue Activete Remote
SAP calls Ffor thcse SAPs that it is initiating a

conversation to (i.e. fer which it issues a
cannect request aor the first conmnectionless dcta
transfer requestl]. If addressing informaticn for

the remote SAP is not caonfigured leocclly it
sheuld be possible ta obtecin them via System
Mancgement Directory services. It should clsoc be
possible, in the seccond release, for o Remote SAP
to initigte a conversaticn (i.2. issue a ccnnect
request or the first conmnectionless data transfer
request] even though it has not been "activated”
locally. Logical addresses are assigned
dyrnemically cend associctad with Remote SAPs which

Y. A 4 cctet lcgiczl cddress is returmed instead of the cctual
SAP address since SAP addresses are varichle in length cand can ke
quite laong; e.g. an NSAP czcn bhe as largs es 20 cctets.

- WORKXING ORAFT -
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gr= ngt loczlly cénfigured. " (Theres will be a
limit to the number that czsn cctive . gt e given

time]. This cssociaticon is broken when <Ths
Remagte SAP is Oe-cctiveted cr when the Lzcal SRP
fer which the gs=ocigticn is mace is
Ce-cczivatad. -

Cnce SAFs hove kbeen geoctivated the user con  issue managesment cr
dete transfer service calls depending cn the type cf user,

In the case of a Oate Tranfer Service User, 1if the SAP suppcorts
CL services then the CL Service calls cen e mede in ceny crder.
If the SAP supperts CO sarvicas then the user must first issue 2
Connect Request to estchlish a connecticon to ¢ remgte o a SAP
Event Indiczstian ccll to recsive g Connect Indicaticn call froo
any remcta SAP. The Connect Respanse call must be mads to
raspond ta o re=turned Ceonnect Indiczsticm Event. The Cznnect
Response call is made ta inform the.service provider whether to
cccept or reject the remate cannect request. ‘Cnce g connecticon
hcs been established, the user mcy issue any other CO call.

Both nermal and expeditsd dats transfer services cre supported
when CO services are used. The expedited dotz transfar sarvics
i= cpticrel requiring negctictian with the peer transper:
entity. It cllows for the transfer cf 2 limited number aof cctets

of cdotza to bypass, end given higher pricrity then, the normel
ate transfer flow.

Once a ODiscannect Request c2ll hes been issued cr cn  event
indicatign returned, indicating that the ccnnecticn heas been
disconnected beccuse of a remote discannect request or fer
internal reascns, nrg aother calls cen bBe gcccepted on - the
ccnnecticn. The user can initigts and accent multipla
cennections through ¢ SAP to the same cr different remcte SAFs.

Tha Qecctivate Laczl SAP ccll should be issued when cll user
cctivity is termincted., It allcws the executive cond Drivar/LaCcsS
to cleen up cll the rescurces cssccict=ad with the usar. This
czll is alsa made by the exscutive if it destects con zhrnarmel
gbgrt of the Task Group csscocictscd wiin the usar,

Thne Jdezctivate Remcte SAP czll should ke i1ssued when gll ussrc
getivity tc the Remcte SAP is termincted. I the logical cddress
for the remgte scp was dynamically cre2cted then iits csscocizticn
with the rzmcte SAP is kBrzken cerd the lecgiczl cddress czn k=
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re-used t2 referencs nqcther Remcte SAP.

The interfacas to the syst2m mcnagement services, in beth th=
L€ and the LACS, is [EEE £C2 crisnted. I[% i1s bkecsed cn the
structure cf system mcneagement POUs described in the standerd far
System Mcnagement, [EEESCZ2.1, Part BE. The LAaCS Criver Sustem
Maneger Server supports three typses of POUs, < raguest SM POU, <
respense S POU, and an event SM POU. A user issues © resguest
POL tg the Systam Mancger and the System Mancger reszands ta that
reguest with a response POU. The request and rasgorse FOU
centain routing and cperation infarmatign. The croutirg
infermation identifies wnot layer and object the goperction is
gn. The layer is identified by fields describing the lcuer, the
subleoyer and the layer instance. The cbject 1s :dentified by the
layer interncl selectaor. This field 1s defined tg contain g set
of [DOSA-like seiection parameters; name, class, type, venue, cord
state of cn cbject. The operatian infgarmatian specifies whet

gperctian to perform. The following cperstions cre supgcotsd Ty |

the system marggement layer server:

GET Read a specified attribute or group of cttrizutes
cssociated with this loyer.

SET Set cen gbjlect ctiribute or group of ctzcibutes to
the specified value(s].

ACTION Perform the ectian on the layer entity ar
object. Action provides the chility to contrcl
an cbject’'s stote ar perform  lecyer sgecific
operations., The following common acticns have
been defined Far LAN agperations:

- UPDATESTATE: Updots the stote of an cbject
aor component.

- CREATE: Crectz an chject or compcnent. This
is appliceble c¢cnly Ffrem a LRCS bozard
perspective, In initial r=legsss cll
objects and campenents are crected during
initialization ecnd canfigurctian cf £he
LACS.

- LIST: List the selectign pcreometsrs (naome,
class, type, venuel] for the specified class
cf chiects cor compcnents.

- WOREKXING DRAFT - .
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- OUMP: Dump memory of the LACS boerd.

- LOAD: Load LACS memory from the given LACS

Bound unit. EStzart exacuticn from the given
gddress.,

In cdditogn &z the SM Interfcces, the interface bestuween the LACS
systam mancgement functicn end the loyer menggement funciicns
will ke implamented to irsur= z2n [EEZ ECE2.1 compotabiliby.

The primitives gre described in deztgil in the next section,
The focllcwing subsections describe cspects that the user has &3

tcke into considerction wihich are not direcilg related to the
sarvice,

3.1.2 Buffer Menogement

The Loczl User can conly request trznefer of completza SDUs via
the UWrite cond Read Octa calls. The user mcy, however, supply
multiple buffers in o Recd or Write Regquest, If the Lbuffers
supplised in @ Reacd Request are not large encugh ta cantain the
complete sdu then no deota is transfered. A stotus is rsturned
with the cctual size of the sdu. ’

The user moy specify a meximum sdu size in the Activata Lozal
SAP czll (for CL dote sdusl] and in the Cannect Reguest ar Cannect
Respense call (for CO dota sdusl. If this si2z2 excesds g maximum
size set up administrctively far the SAP then the smcller size is
returned tz indicat=2 the cctucl meximum size tz us=2. &n "ideagl”
maximum sdu size is alsoc returned. In the CL cgse this
represents the gptimal size tao use feor meximum performances
through the LACS and cn the LAN. In the CJ deta case, this
represents the meximum size which will nat czusz the laoyer entity
to segment the sdu into multiple pdus. The maximum scu sizs
gpplies to both transmitted cnd received datac. Any "Write” call
with data exceseding the maximum sdu size will ke crajected. In
acdditiaon, the loyer entity instance on the LACS will discerd any
SOU thet it rec=ives which is larger than this size. It is
therefcre incumbent an the user &z negoticts the meximum  sdu

- e - A~ ott

(i.e. user's PCU size] thet both the lgzal cernd remeta us=r
send. ’

IF tha lcyer insteonc= on the LACS suppcorts ssgmenting, cnd the

SdU is lerg=ar then the POU then the layer instzance moy raguest
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partial transfers of SCUs betwueen the OPS 8 and the LACS. The
amount transfered for transmit depends cn the POU size and the
amaunt of credit available. Incoming POUs cre transferred
immediactely (if a read is pendingl] and acknowledged. The Recd
Request is not paosted back until the complets Sou is
transferred.

3.1.3 Flow Cantral

Oata Transfer Services are flow cont-olled in grder ta  prevent
gne user frem using mare than its allocated shere of LACS
rescgurces. Ihe LACS uses free memgry for the LACS control bleocks
(lcbs] cantaining infarmetion regarding each SREIJO call, feor
inter-process messages and for the dotao. Since. they are all
ralated to the number of cutstanding requests, flow centrol is
achieved by 1limiting this number. Sepcrate limits cre kespt
depending an the type af rsgquest, for eacch SAP and fcor esczch
connection. Flow control mechanisms cra described below faor =sach
type af request. '

3.1.3.1 Flow control of Indication Calls

Eoach User (SAP] can have anly zne SARP Event Indicaticn cxzll
pernding at any given time. There can only be ane cnnectian
Event Indiccoticn call panding per cannecticn at any given time,

3.1.3.2 Flow Cantrol of Write Octa Calls

Flow aof data fram the local user tc the remote user is
controlled by the wuse of Write CRedits (WCRsl. WCR counts cre
established for each SAP and far each connectiaon for CO data. A
WCR fFor the SAP (CL_WCR] represents the number of additicral
Write CL Oata calls that the user can issue cn the SAP. There
gre two WCR counts faor the connection: cne far naormal deta
(CO_WCR] and one Ffaor expedited data (ECO_WCR]. They represents
the number of additicnel Write CO Data cnd Write Expedited CO
Oata czlls that the user can issue.

The initicl value for CL_WCR is returned in the Rctivate Lzcol
SAP cecll. The initial values feor CO_WCR and ECO_WCR are returred
in the SAP Event (Canmnect Indicatian]l gor the Connect Reguest
(canfirm stotusl] call.
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gach time the user issues any Write QOcta ccll he shculd
decrement the corresponding xxx_WCR count by one. One of the
cutput parometers returned with the coll specifiss hcw much
additicnal credit is allococted ta the user. This velue should be

added to %the xxx_UCR. Only 2z=rz or a pcsitive number cf
cdditignzl credits czn ke clloczted i.e. credit ance aglloccted
cannat be revaokad. If o xxx_WCR czunrt is 2=rz then the

corresponding Writ2 reguest cannet be issued. [t is possikle Foo
the user’'s xxxX_WCR t3 run dcun t2 22rec and for the user &tz not
have ceny pending Write calls which czuld potantiaglly increcss che
czurnt., If this heppens and maore credit beccmes gvailable then ¢
caorreponding event indicotion call is returned indicoting the
availability cf credit.

Mechanisms must b= provided in the LACS Oriver and the lcyer
entity in the LACS to determine the initicl credit velue cnd to
determine the amgunt cf cdditicnal credit t3 allccete, These
mechanisms must be modularized os much cs pessikle so that they

2n ke re2placed by cther mechgnisms in the future. The fallowing
mechanism will ke used in the initial relecs=

icw Contogl Pringigles

The fzsllcwing princigples are= follcwed in determining the Flcow
caontral mechanism:

1. Principle of fcirness., A limit shculd ke put on the tz=cl
number cf write arders that are gutstarnding an the
controller in grder tc guarantee thet controller rescurces
are cvailable Ffar other gperations (particularly reecd
operations]l., Limits should be put an the numker of writs
arders thcect each user can heove gutstanding so thet cne user
dces not use up all the resources aof the controller for
write gpergticns.

2. Principle cf cver-subscribing. Sirmgce zll users uculd net
recch their meximum limit et the same time, the sum tztal
of the credits cllccocztaed to each user con exc=2ed  the
maximum allccatad For write cperaticns cn the cantrocllisc.
If the meximum allcocatzd for the cantrollesr is reseched chen
the driver should queue up write crders in the OPS-8.

~ WORKING DRAFT -
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3. Principle of simplicity. The gverhead invalved in

providing flow cantrol shcould be as locw as possible.

Mechenisms _for_mgneging YWrifte CL_ Dotz coll Coedits (CL_WCR1

A value far the maximum number aof pending write requests C(CL
cnd narmal COJ is set up cdministratively for each SAP (SAP_MPW]
and far the Cantraoller (CT_MPW]l. The layer entity is respensible
for allocating the initial credit availchble on the LACS, as well
as cllocaoting additiorel credit, for the SAP. The initial credit

is set to ke SAP_MPW. Additionel credit allocated is simply
SAP_MPW minus the sum cf credit clre=dy cllocatsed and the credit
usad i.e. the tatal number cof write requests (CL and CC) being

gperated gn, for the SAP, by the layer entity in the L&CS. IF
this amount is negative, a value aof zerag is returned.

The Oriver is responsible far passing the initial CL_WCR value
and the additicnal credits, ‘that is supplied by the layer entity,
ta the user. The initial value is passed to the user vic the
Activate Local SAP call. The Oriver must kazep treck of the tzotol
crecdit avecilable in the LACS far the SAP. I[If the user has z=rao
credit and issues o Write CL Data request, then the resguest is
rejected, If the user HAS credit and issues a Write CL Dcta

request but there is ne credit available far the SRPS cr fFor the
controller then the request is queued in the OPS-8. The cmount
aof additioneal credit allocated to the user is supplied by the
leyer entity and passed an to the user in the Write CL Ogta cr
the SAP Event Indication call.

€. This is only pessible when bBbgoth CL and CO servicss gre
pravided through the SAP. In the CL anly case, the user’s credit
value would alsc ke zera.
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Neghgnisms_Scr_mopngging Wrifse CO_Dgfo ogll Creciss LCC_wWCB1

The layer entity is rzsgensible for allceating the inmitiel
credit avcilable on the LACS, cs well as c¢cllcczting acdditicrel
credit, Ffor the conmeczicn. The initicl credit is possed tg the
LACS [Criver in the Caonnect Request cr the Sa&F Event (Cannect
Indicatiaonl LCB. The initicl credit is set tc be the smaller cf
the follcwing vealues: the cvailable credif fcor the SAP and the
credit cllocated by the remgte transport entity in the Connect
Request (CR] cr the Connect Cenfirm (CCJ POU. Additiangl credit
is glloccatad in the Write CO Octa or the CO Event Indicaticn
LC2. This is determined %2 be the diffesrencs hetusen the
gvailcble credit and the sum of the credit used and the credit
gllocatad for the connectian. The “"agvailable credit” is cgein
the smaller vclue betwe=n the credit avaiichle gn the ccnnecticn
and the credit available an the SAP. If the cdditignal credit is
ccmputed to Be g negative value it is set ts zera.

The Oriver is responsible for passing the initigl CO_WCR value
and the additional credits that cre supplied by &the lcyer entity
tc the user. The initicl value is possed to the user vie the
Connect Reguest or the Cocnnect Indicaticn call. Additicnal
crecdit is clloczted via the Write CO Data czll cr the CO Event
Indicatiaon IORB. The Oriver must keep trock of the totzal credit
available in the LACS for the connection and for the SAP., [f the
user has zera credit and issues a Write CO Deta request, then the
regquest is resjected. If the user has credit and issues a Write
CO Oota re=quest but there is neo credit available far the SAP cr
cantroller, then the request is gqueued in the OPS-S.

ngging_urite Expedited CO_Lgtg_call

The transport protzezl 2nly cllcwus cne expedot=d data sdu to ke
uncckrcuwledged at any given time, The initial ESC_WCER returned
via the Cgnnect Reguest cr the Cgrnect Indicaticn IORS  is
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therefcre set to ane. One additional credit is rceturned when
each Write Expeditad CO Oata call is re=turned to the user. The
corresponding Write Expedited CO LCB is issued to the LACS layer

entity even if there is ng credit available on the SAP ar
controller. .

2.1.3.32 Flow Cantrol of Read Date Calls

In the case of Reacd Oatz, one needs to limit the number of Read
Octa colls (CL and COJ] that the user has pending as well cs the
numpber of sdus that are buffered in the LACS for the user. Tuwo
sets af credit veolues are required: read corder credits(xxx_RCR]
end credits for buffering sdus (xxx_SDU_CRI].The maximum number af
Recd CL Octa calls that the user can hcve pending (CL_RCR] is
established when the lacal SAP is activated. The maximum number
of Kead CO Deta calls (CO_RCR] and Read Expedited CO Dato cclls
(ECO_RCR] are estaoblished when the connecticon is established,
The user shculd nct have more than the corresponding xxx_RCR
number aof Recd Jcta calls pending.

Flow of data from +the remote user tc the local user is
caontrelled by the use of sdu credits. An SOU Credit  value
(CL_SOU_CR) is established for ecch SAP for camnectionless datz
and fcr ecch cornecticn fgor nermal CO deta (CO_SOU_CR] and fer
expedited CO DOcta (ECO_SOU_CR1.

Mechanisms must bBbe provided in the LACS Oriver and the layer
entity in the LACS to determins the initial Read Jrder anrd SOU
credit values. These mechanisms must be modularized as much as
possible so thet they can be replaced by cther mechanisms in the
future. The following mechanisms will Ee used in the initial
release. These mechanisms follows +the same principles thet cre
used for the Write flow cantrol mechanisms.

Ueghgpisms_£for_mgneging CL_Recd QOcder_gnd SODU_Credits
SCL_BCR _gnd CL_SOU_CR1

The initiacl CL_RCR and CL_SDU_CR valu=es are estaoblished cs
fcllows. Each SAP has a maximum Read Credit (SAP_MRCR] value sat
up administratively. Therzs is alsc a meximum number of pending
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Read Octa calls (CL end nmormel CO daotzl velues for the cant-oller
(CT_MPR] set up administraotively. The usar may proposa ¢ CL_RCR
value in the Activatea Local SAP eall. If this value is non-zercs
and smaller than the SAP_MRCR then the user value is used, elssa
the SAP_MELCR veclue is used to determine the, imiticl CL Read
Credit. This velue i1s alsc used cs CL_SOU_CR. The negoticted
CL_RCR and CL_SJU_CR vclues gr= r=turned in the Activete L[Lzezl
SaP czll.

in the CL dcta casa, the layer entity discards inrcaming SOUe iF
the numper of SOUs that cre: alrecdy queved equels CL_SDU_CR. The
layer entity clsc sets o limit to the length cof time any STU is
alicwed ts bhe queued (maximum age cof SOUl. The sdu is discarced
gnce this limit is exceeded. The maximum cge of a CL SOU is zclso
negoticted in the same way as CL_RCR when an Activate Local SAP
call is made. The layer entity alsc rejects cny Read CL Octa ich
which causes the number of panding Read CL icbs aon the SAP tz
exceed CL_RCR or which causes the totol number o©f Kead lchs an
the SAP (CL cor COl tc exc=ed SAP_MPR.

The LACS Oriver rejects any Read CL Data czlls if the number cf
gending Read CL Data calls for the SAP (nct cgunting the new
calll equals CL_RCR. If the total number of Read Dctao ccolls (CL
and narmal CO) exceeds SAP_MPR then the ccll is queued cn the SAP

gueue in the OPS-S. If it excesds CT_MPR then 1t is gueus=sd an
the caontroller queue.

Neghanisns_foc_mangging CU_Regd _Qrder_cod _SQU_Ccedits
CCQ_BCR_ znd _CQ_Snu_CRBl

The initicl CO_RCR and CO_STU_CR vclues gcre estzhlished cs
fFollcws. The user mey praopase a CO_RCR value in the Cannect
Request ar Caonnact Respanse eczall. If this velue is nen-zera and
smaller than the SAP_MRCR then the user value is used, else the
SAP_MRCR volue is used to detsermine the maximum CO Reacd Credit
CCO_RCR1. This veolue is alsc used as CO_SOU_CR. The negctiatsd
CO_RCR cnd CO_SCU_CR vclues are resturned in the Cannect Reguest
gr Cannect Response call. The cctual credit allcczot=d £tz the
peer tr-anspart entity is either CO_SOU_CR cr the cgveilehle cr=dic
cn the SAP whichever i1s smeoller. The initial velue is specified
in the CR or CC POUs,. Additicnel credit is allgcatzd in the Ack
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POUs.

In the CO data case, the lcoyer entity does not cacknowledge
reczipt cf an POU to its peer entity until it hes :been transferad
to the user's buffer in the OPS & specified in the Read CO0 DOctc
lch. Subsequently it is not possible far the layer entity to
receive more POUs than the allccated credit (if it does it is g
protocal vialatienl. Cther than this fact, the behavigr of the
layer entity and the Oriver is the same as for the connectignless
ccse except that naw limits fFar the carnecticn or SAP cr the
Cantroller should not be exceeded.

.

As For the Write Expedited CO Octa case the initial values far

ECO_RCR and ECO_SDU_CR are set to one. These vclues are- also
returned in the Connect Request cr Connect Response ceolls.
3.1.% Error Handling
This subsecticn describes the different mechenisms that are
required inm the DPS-6 Oriver ard the LACS to hendle different
types of error situations.
Errors ccn be divided intao the foliocwing classes:
= Catestrophic Errors
* Unreportable Catastrophic Errors
* Reportoble Catastrophic Errars

- Fatal Operation Errors

* Fatal Operotion errors thet must bBe reperted ta  the
initigtor of the operatiagn.

® Fgtol gperation errors thet must be resparted tao the
initictor of the gperction and as an event to System
Management.
= Ncn=-Fatal Operation Errcrs.

- Recgverable Erraors.

.= WCRKING ORAFT -
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- Prateceel Errars.

- OPSE& System Errars.

3.1.4.1 Catastrophic Errars

Untepcrtchle catastrachic errors cre errcrs where the intsgrity
gf =the LACS controller is caorrupted sufficiertly o werrant
halting the LACS ccontreoller. Furthermcre the cantroller connet

pe trusted ta even report the error. Thesa gre tysnically
harcwcre errors such cs parity error while executing
instructicns, LACS internal bus errors, ets.. Tne gpproach tcken

in hendling such errors is to immedigtaly hel:t cll LACS
precessing in crder to pressrve the steote of the LACSE ct the time
aof the errars gcoccocurrencs. The DPS8 detscts a LACS faotzl
unrepertable cotastraphic ercar through the cksence aof eny L&CS
response or @S a result of exceeding the gllcuwed limits fFor o
nak’'d I0 instruction. There is o possibility that the LACS will
nat suppart a dump of its’' memcry due t2 the saverity of o
" nonrepcrtable cotzstraphic errars. :

Reportable catestrephic errcrs are errors whers the intagrity
aof the LACS system is corruptsd sufficiently to halt the LACS but
it is peossible &3 magke2 an effort to report the error. These ars
typically coused by saftware errors wher=e the LACS system is not
set up correctly. An example of such an errer is  the kernel
returning ¢ "mailbox id unknown” errcr when cttempting to sernd a
messcge t3 angther process., ANy procass detecting a raperickle
cctastrephic error must record the location and type cf the errar
in o ccmmon ar=2a assccicted with the process cnd report it £g the
"leyer” management (LM] process it is cssccicted with., An  ercor
event indicaticn is sent to LACS system mancgement. The LaCS
system mancgement procass will attempt £o repart to the SM lager
server in the 0OPSS. In the event that the system mcngement

process failed to repart it to the OPSE, it will rcequest the

Contraller "layer mcncogement” to helt the LACS. The contreller

LM process will glsc save an indicatiaon of the type of errar in a
krncwn System Arezc end st up the controllers tzo NAK cll /0 cerders
excent for cen Quitput LACS Control  cgrder. The LACS Criver
recognizes the Fuct thet the controllzr is  OCWN when repected
efforts tz issue [C grders Fail ar upon recsipt of a cocnplataed SH
event LC3 stating the LACS is DCWN. If the LACS Oriver datects c
LACS contraoller is OCWN, L% rcreperts this event to the OPS-5
cresident systesm mancgement sarver. The S server in turn sends ¢
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message to the coperctor console, sends event indications &3 any
administrative applications that cre interested, and decctivates
all the SAPs. The system or netuwork administratsr can ncw take
cction such as dumping, reloading and restorting the LACS.

2.1.4.2 Fetal cperation errcors

Fetal cperaticn erraors core errcrs which czuse the proecess &3
abaort the particular gperation that it :s performing and reguice
that the layer server deactivete ¢ SAP or disccnnect a
ccnnection. An example of such an ercgr is @ parity cr
non—-existent memory error when agtiempting to perform oHA
operctions between 0OPS-6 and LACS memery for a CO Urite
gperation. Oepending on the type of error, the error is repcrted
via the LCB aesscciated with the errsr and the lzyer mcnagement
process asscciated with the process, or to the LACS System
Menagement entity, cr tao cll. Errers rcepgried tao  System
Management only are errors which canngt be reported viec the LLCE,
(e.g. 0OMA errzrs an the LCE itselfl. Systam fManagesment in turn
reports the error to the SM server in the OPSBE. The SM server
then natifies the layer server in the OPS-S cf the error. If the
LCB is avaoilcbls to report the error, then the OPSS layer ss=rver
is notified ef the errar through the LIB. The LACS layer
mencgement may still report the error ta system manageEment  but
gnly for the purpgse of nctifying a system managemeant
agpplication. The ccticn taken by the leyer server gon receipt cf
the errocr depends o©on the type of service provided. In the ccse
of connect:ionless service, the asscciated [ORB is posted Ekack
with an apprepriste status and the SAP deactiveted. In the case
cf connection criented service, the errcr may cause the loyer
server to disconnect the affected cannection,and pcssibly
deactivate the SAP. This agaoin depends aon the type of cperctian
and is described in more detagil in the ccmponent specificction
for the loyer server.

3.1.4.3 Nen-Fctcl gperation errors

Nen-fatal cperaticn errors are errors which couse the process
to abort the particular gperation that it 1s perfarming. An
example aof such an error is @ write rsguest to a naon-existsent
cemcte SAP. The error is reparted vic the LC3 asscciated with
the erraor, to the loyer management process assccictad with  the
process, and pessibly tao the LACS System Management entity.
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Ercors reported to the SM server are in turn repcerted to a system
management application. The layer server layer menagement
process moy recard the error as part of statisticsgl csunt or
ignore it. It continues to serve all other regquests.

4 .% Recgverable er-ors

Recaoverckle errors cre srrers which cre femporary in neturs
typicclly czused by a temporcry lack of centroller cescurces
(e.qg. nak’'d IQLD, ng free memory etc.]. The process (in  the
OPS-5 or LACS] sxperiencing the errar shculd .retry the agperzticn
gfter o csrtain time period. In genercl, the loyer mancgment
function should record thm=se in g steotistical recsrd. If <the
error cccurs repegtedly then it can be trected as a fatal or
nan-fatal gcperatiaon error depending on the aperction Beirg
performed when the errgr is dstected.

.

3.1.4.5 Qther types gf errors

There cre twc gther types of errors which dg not fall in the
classes described above. These ares protocsl errcrs and  OPS-6
system errors. The effect of protocol errors such os  transpert
protocsl ertvors are described in the carrespanding pretoecl
specificatian. OPS-8 system errors such as "nmen-existant
resgurce” errgr on the megabus when gttepting to issue ar 1[/0
arder, causes treps. The effect of this is the scme as for cther
OPS-8 centrollers.

3.1.4.68 Requirements of =cgch Procsss

Ezch precess aon the LACS is required €3 have twa Blecks
pre—-cssigned: cne to use to send an errcr event messcge to systam
mcnoagement ar tg layer mancgement, and one for setting am Alarm
(timerl] to retry an opercticn which coused o recaverable ecror.,

Each layer instance in the LACS (including %he megcbus
interfoce scftware] must mointein o tzble of errvors that it could
passibly have tg dezal with arnd the errcr cless it belengs ta.
This nmgt cnly medularizses the erccr handling rccoutine Sut alsag
mokes it pessiBle te change the errar class cassccictad with an
erTor. frfcr example, errcrs treactsd normally es loyer gpeErzticn
ervars could kBe tregtsd as catestreophic errors in debug mode sag
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as to rap the erraor as scon as possible. Each layer server
layer management function must handle any reported errors . This
will be used to repart layer gpercticn errcrs which are to ke
reperted to the layer server via System Management. rrers that
need to be reported to the layer server in the OPSE must be
cocrdinated with the lgyer instonce in the LACS. System

mcnagement will repcrt the errar to the layer servers’ layer
menegmement function when it receives gn error event indicaticn
with the proper class (This is accemplished by a call to the
routine whose address is in the layer instance tchlael. It is the
respansibility of the OPSE layer server layer menagemnt function
tc take the gcppreopricte actian. The DOPSs .layer <server layer
management functicon may clsc report erccrs to system marnagement
by directly calling system mcnagement.

Appendix B8 gives a list of different error conditions detectad
and the class of error that they fall uncer.
3.1.S Quality aof Service

Several primitives defined in the IS0 cnd [EEE 802 Service
Jefinitign Standerds contzin a quality of service paramet=2rs. In
general queality cf service applies tc the fallowing
chearacteristics of data transfer:

- transit deley

- throughput of succesfully transfered sdus.

- error rate

- priocrity

- probaebility of failure (i.e. cf lasing the connection or
pathl

ISO and IEEE 802 allow for a quality of service pareometer to he
gssocicted with each connectian ar with each Conmnectiaonless Oata
transfer. How the quality cf service parcmeter is to be used is
nat clearly defined in ISQC cr [EEE 802.

Mechenisms for providing gquality of serwvice in the OPS-S/LACS
envircnment are FFS. A passible mechanism could Be to give ezch
user (SAP] a prigrity level fram 0-7 (O being the highest
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pricrityl. The tcsk lavels ct which the user’'s reaguests gre
processed by the 0Oriver can then be cssigned acccarding te this
priority level., Furthermgre, in cose of LC3s being queued up in
the OPS~-E beccuse of the maeximum limit bBeing: rcecched gn the
controller, could be queued gocording to the uyuser’s pricrity
lavel. The loyer instance cn the LeCS strictiy preocess grdéers cs
they ares received. Their cnly responsibility wculd Be tc mass cn
the prigrity level to the layer beicw cnd where ceppliczbls in the
FOU. .

2.3_Secvige Brimitive Uefiniticn

This section gives g detzailed cdescription cof the sarvices
primitives, Note thet the primitives are described in a
ccnceptual manner. The intent is to explein whet parametsrs cre

expected fram the user ta previde a servics and the effect of .

praoviding the servics. The actual fzrmat (syntaxl ef the czll
and its assccictad IQORB is described' in the component
specifications. Note alsc thet porocmeters cord stotus reguirsd
cnd returned by the exscutive are not described here. Whenaver 2z
stoctus velue other than "successful” is returned it should ke
assumed that the requested cperctian was not performed unless
where it is specificelly specified thet the status is a nan-faotzl
status.

3.2.1 SAP Service Primitives

3.2.1.1 Asscciate User
Oescriptian:

The user must issue an Asscciacte_User MCL before it can issce
geny other request. The moin purpcse cf the call 1s to assign an
lern ts the user aond to register cunership of the lrn with the
exscutive., This cllcws the executive tg Sree up rescurcss in the
svent cf an abnormal gbort aof the tosk group assccigted with the
user.,
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Input Parameters:

Symbgclic Name

Output Parameters:

irn
Status-

successful

Symbolic Name unknown

lrn gs=sociactad with gnother task group

- Comments:

The lrn represents the lcgical address of the Laocal SAP.

3.2.1.2 Activate Local SAP
Description:

This coll activates the cvailahility of
SAP.

Input Paorameters:

lrn

Proposed Maximum SOU size
Proposed CL Receive SOU Credit
Proposed Maximum Age of SDU

Cutput Paorameters:

Type of SAP

Meximum SOU size
[deal SOU size

CL Read Order Credit
CL Write Credit

- WORKING DORAFT -
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Maximum Age of SOU
Maximum number of connectians supported

Status:

successful

lack of rescurcss
unctle to logd lecs
sap qlrecdy activeted

Effect When Generated:

If this iz the first czll since the system is initiglized then
all LACS cantrollers in the system are locded cnd initiglized.

In all coses the cppropricts layer entity in the LACS is called
to activate the SAP.

The Activete Locgl SAP call maoy ccouse the loyer entity to
gctivate the SAP of the entity in the layer telcw it that is
required ta praovide servicas through the SAP. :

Camments:

Thne "Type of SAP” cutput parcmeter specifies the loyer end

types cf servicas (CL, CO or bothl avecilable tc the ussr thrcough
this SAP.

The "maximum SOU size=” cutput pcocraometer is the smaller value
Eetween the maximum size that 1is propesed by the user cnd the
maximum size that con be supported by the leyer providing the
service. If the user pcrameter is null then the value suppartad
by the leoyer is wused. The user dota buffers passed in cny
"Write” call canngt exceed this size. [t is clsa the maximum
size of SOU that the user can expect ta rec=ive. The layer

entity will discard any SOU that it receives which is larger than
this size,

Ses secticn 3.1.8 on flow centrel fFor an explanaticon of the CL
Beceive SOU Cr=dit cnd the Reecd aqrder credit parameters. [ the
propcsed Rescsive SIOU cradit is zero then the meximum Recd Cre=dic
vaelue set up faor the SAP is used. A 2erg read grder credit
cutput parcmeter indicotes thet CL servicss gre ngt provided.
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The “"ideacl SOU size” is the idegl SOU size for cptimum
performancs. :

The Maximum Age of the SOU is the time o CL SOU is buffered in
the LACS aweiting a recd crder fram the OPS-S5. [t is expressed

as the number of 10 msec intervels to hald the SOU. The velue
returned is the smaller of the number propesed arnd the number
setup fcor the SAP.

3.2.1.3 Activate Remote SAP
Descriptian:

This ccll returns the logiccl address of the Remate SAP t3 the
user. The address is represented By & naon-zers number. This
address must he used by the user in subsequent ra2quests thect
require the Remate SAP address.

Input Parcometers:

lrn :
Symbkaolic Ncme of Remotes SAP

Cutput Pcrometers:

Lcgical Remote SAP address

Status:

Successful
Symbalic Name Unknown
cannat access Remgte Sap through this local SAP

Effect When Generated:

The Criver cbtains the lcocgiczl address asscciated with the
symbclic name af the Remaote user from the layer managemsnt entity
(LME] of the carrespanding layer instance cand r=turns it ta the
user. The symbolic name ta address mapping has to ke set up
currently by configuraticn. In future it shcoculd k= passible fcor

icn

the LME to reguest System Mancgement to acccess this informatic
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vig o remcte directory servic s. This call mey couse the layer

instance to ccll the layer below it to activete the remcte SAP
address tg which this remaote SAP maps to.

Comments:

In arder &t standaordize the interfzce the returned cddress (s c
Fixed s=ize lcgiccl cddress (4 cctats, cight  Justified, 2z=ra
Filledl. The IS0 Netwgrk cnrnd Trenspsrt protcsols llew F=r
varichle size agddresses. The LACS layer instaonce will perform
the necesscry mapging.

3.2.1.4 Ceactivats Leocal SAP

Oescripticn:

This call con be issued by the user when it wishes tao t2rmincts
cll cctivities throcugh the specified SAP. It is alsc issued hy
the exscutive if the user tosk group cborted cnd the Lon

assgcicted with the SAP is still registered with the exazutive.

Input Pcrameters:

len

Cutput Parcmeters:

Nane

Status:

successful
SAP ngt active

-

€. This may Be a cesntral dirsctary sscvics cr g disti
where the symbalic name is breoadczst cver the LaN crd th
cuwning the SAP respcnding with the actucl cddress
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Effect When Generaoted:

This call couses agll cgctivity on the SAP to termingte. All
agctive caonnectians gre terminated cnd pending reguest blocks if
any are returned. The SAP geces into an "incctive” stzte. All

remcte SAPs cssaociated with this 1laoczl SAP are alsc
de-activatead. '

Comments:

Nenre

3.2.1.5 Decctivate Remote SAP
Oescriptian:

This coll must be issued by the user when it wishes &2
terminata all activities to the specified remgte SAaP.

Input Parameters:
lrn .
remote SAP logical address

Cutput Parameters:

None

Status:

successful
SAP not active

Effect When Generatesd:

This czll czcuses gll activity to the remcte SAP tz terminete.
All cctive connecticons are terminated cnd pending request bBlocks
if any are returned. The asscciction Eetween the local and
remate SAP 1s terminated. If the logical cddress for the remats
SAP wes assigned dynamically it can be re-used for assignment ta
cnather remcte SAP that attempts to initicts ¢ czanversatian and

- WORKING ORAFT -
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thet is not kncun to (configured byl the syscem.
Ccmments:

None

3.2.1.8 SAP Event Indicztian

Cescripticn:

The user must issue this primitive ta enchle the Oriver {(crd
the LACS] tao infarm the user of the esvents the user wishes to
receive notification of. Only cne Event Indiczticn raguest
shauld Be gutstanding at cany given time.

Input Poraometars:

lrn

Event Regquest Mask

Buffer (faor conneczt Indicatian user detal
-~ [Oota Arrivel
-~ Additignal Write credit available

- SAP Oeactivated

- Conrect Indication
Qutput Pcrameters:
Event Indication Mask
Event Infa

- Length of deta (If Oata Arrival Event]

- Ameount aof additicnal credit (If Additicncl Wr.
Credit Event]

- SAP Cegctivoted Reascn Cade CIf SAP
Oe=cectivated Eventl
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- C(If Event Indication is Connect Indication]
* connection identifier
= lggical reamaote SAP address
¢ remote SAP dyramiczlly Activatad
* expeditad data apticn
* Quality of service
* Write Credit

* Buffer (containing user dota (max 32
cctetsl]

Status:

SAP not active
Effect When Generated:

The user specifies the events it wishes to be notified cf vig
the Event Request Mask. I1f the requested event gccurs (gor had
occured and was unrepcrted], the request 1is returned with the
caorresponding flag set in the Indication Mask. Cnly one event is
reparted gt a time. If the User issues a request while one is
cutstzanding the old request is pasted hack with no indicaticn.,
The Event Mask in the new Request bhecomes effzctive.

If the Data Arrival flag is set then this primitive is returned
if deta arrives for this SAP and there is no pending Recd CL DOata

Request. The user is agnly notified once cabout the arrivel af an
Sou.

The Write Credit available Event 1s posted when the user’s
credit had gorne down ts z=rc (and hence could not issue any writs
requests] and ncw additionel credit is available but thers cre ng
cutstonding write calls thraugh which this fcct can bhe reportad.

The SAP Oe=activeted event is returned if the SAP is decctivatzad
fer internal reasaons.

‘ - WORXING CORAFT -
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The Connect Indicaticn Event is returned when a Cannect Request
POU is recsived from ¢ Remota SAP. Connecticn pcrometesrs are
pessed in the Event Info fields., The cannecticn identifier
passes by the lcysr instonce in the LACS is medified befgre keing
nassed to the user sc that the Uriver cen ‘determine when
subsaquent czlls ere made as ts which contreller supports thes
cgrnnection. The "Remote SAP dyncemicslly cctivated” percmetar
acts cs ¢ flag ta the usar thet the ¢ nrew lcgical cddrsss s
being pcssed. The cznnect re=quest was received from c Remcte= SAP
thet wes nct known tz the LACS and ¢ new entry for 1t wes
crected. The user must respend ta the connect indiczction with 2
Csnrect Respense or o Disconnect Request crdsr te indiczte iF 1t

wishes %c accept gr reject the remate Connec: regquest.

Comments:

. o

2.2.2 Conrectianless Octa Transfer Service Primitives

3.2.2.1 Read Canrecticnless DOata
Cescription:

The Read Ccnrectignless Oato primitive cllows the user to read
agny Caonnectigonless sdu destined for the specified SaAP.

Input Parcmeters:

lrn
buffer list (to recszive datal

Qutput Parametsrs:

buffer list (containing datal
residual range of ecch bBuffer
cctual tctcl size of dotz

remate SAP (scurcal] address
remote SAP dynamically Activated
Quality aof Service

Sktcotus:
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successful

insufficient buffer space

SAP deactivatad

Max # of pending Reads exceeded

Effect When Generated:

The request is passed on to the LACS (if not limited by flcuw
cantroll. IF there is any data available for the user and this
is the anly cutstanding request then the data is pecssed to the
user in the specified buffers. Ctherwise the reguest is gqueuesd.
When daota is availabhle the first rsquest cn the queue for the SAP
is used to process the data.

Ccmments:

The "Remots SA&P dynamiczlly activated” pagrzmeter acts cs 2 fleg
‘to the user that the a new lcgical cddress is being passed. The
SOU was recsived from a Remots SAP that was not known tc the LACS

and a new entry for it was created.

The LACS driver allows the user to specify a list of buffers
into which data is to be moved. The LACS fills the first buffer
an the list ccmpletely befcre using the second. 1t is possible
far mcre than cne buffer to not be filled complet=ly if the sdu
is smaller than the total space provided. A residucl range is
returned feor each buffer in the list.

If the sdu is larger than the availoble spece in the buffers
then no data is moved and the grder is returned with an
"insufficient buffer space” status. I[f another read order is
queued and this toc daoes nat have sufficient spece, then it is
clso returned with the same status. This is continued till a
recd arder with sufficient buffer space is issued. The cctual
size aof the sdu parameter allocws the user to issue anather
request with sufficient buffer space.

The SAP Event Indication primitive allows the user to ke
notified af arrival o©f data without having the resocurces
(buffers] of ¢ Reed CL Octa committzd. Having o Read CL Data
‘gutstanding, however, speeds up the reception aof date (avoids the
turn-arocund time af receiving the Event Indication cnd then
issuing the Read].
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The SOU age is reset if a SAP (datza arcrivall Event primitive is
returned or & Read Daotao primitive is returned with an
"insufficient dotao spoce” status. This gives the user more time
to issue the appruopriats regd crder to rec=2ive the data.

3.2.2.2 Write Connecticnless Dcta

Oescriptian:

This primitive is used tg transmit o connecticnless SCU to a
camcte SAP.

Input Parzmetars:

len

logical Remote SAP Address

Buffer List (of bBuffers containing SOUI
Service Class

Qutput Parometers:

Additional Write credits allccated

Status:

succassful

Lacal SAP nat cctive

insufficient LACS rescurces

Urite Credits excaeded

Remcte SAP unkncun ar nat activated

Effect When Generated:
The LACS Oriver paosses the request to the LACS (if not limited
By flcw cantral cgnsidercticnsl). The LACS posts back the rs=quest

gs completad as szan s the deots is ccocpied intz the LACS.

Comments:

- WCRXING ORAFT -
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3.2.3 Connectian Orientad Data Transfer Servics Primitives

3.2.3.1 Connect Regusst

Descripticn:

This primitive is used when the Local

ccnnectian to ¢ remgte SAP.

input Parometers:

lcrn

logical remote SAP cddress
expedited data optian

quality of sarvice

Proposed Meximum SOU size
Prepaosed CO Receive SOU Credit
buffer (containing user datal

Cutput Paorameters:

connectian identifier

respending address

expedited datc aptian

guality of service

Maximum SOU size

Ideal maximum SOU size

CO Read QOrder Credit

CO Write Credit

buffer (caontaining remocte ussr-datal

Status:

succesful

Local SAP not active

Remgte SAP unkncwn gor not activcted
BDisczcnnect Indicaticn

User wishes to inita
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EFfect When Generated:

The LACS driver passes the reguest ta the leoyer instence
sypepcrting the local SAP (specified by the lrnl. If the lrn is
cescciated with ¢ Srouz SAP (i.e., mcre then igne conitrcller
supparts this SAP] then the Driver gicks the ccontroller through
which the remate SAP can he cccassed. [f mere then zone, then the
czntraoller with the feuwest conrecticns is chesen. The layer
instence in the LACS doess not return the LC3 urtil a Connecs
Cermfirm cor Oiscornect Indicaticen POU s recerved Ffor this
connecticn, The connecticn identifier paossas by the layer
instarce in the LACS is medified befcrs bBeing passed tc the user
g that the [Driver con determine, when subsequent czlls cre mece,
as t£3 which cantroller suppaorts this connecticn.

Comments:
User Ccte is limited to 32 octets.

The Receive SOU Credit input parameter is used to determine the
cmeunt of initigl credit %o cssign the remcte transpert entity
far this czonnection. The amount of credit cssigned by the remcte
transport for its receive flcw is used to determine the cmcunt of
Write Credit returned to the usar as cn cutput percmeter.

The negcoctiated meximum POU size is used ts determine the ideczl
maximum SDOU size. StUs smcller than this size will not b=
segmented. The DOPS-E€ server and the layer instznce in tha LACS
are ccpeble of supperting SOUs upto the Maximum SCU size returned
cs a output parcmeter.

3.2.3.2 Connect Responsea

Descriptiaon:

This ccll is mace in respanse to a previcusly returned (Cornect
Indicction]l SAP Event call if the user wishes ta canfirm the

Ccocnnect Request from the remote SAP.

Input Porcmeters:
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len

connectign identifier
expedited data option

Prcpaosed Maximum SDU size
Prapecsed CO Recesive SOU Credit
bBuffer (corntaining user. datal

Jutput Parcmeters:

expedited dcta aption
quality of service
Maximum SOU size

Ideal maximum S0OU size
CO0 Read Crder Credit
CO Write Credit

Status:

succesful

invalid cannection identifier (comnection
terminated]l

Effect When Generated:

The Oriver posses the request to the lagyer instarce in  the
contraller that is suppeorting the camrmectian. The lcyer instonce
sends a Connect Confirm POU to the remcte SAP. Credit pcrometers
are used in the same way as fgor Caonnect Request call. Negotictesd
pcrameters are returned as output parameters.

Comments:

Comments mecde for the Connect Request order cpely for the
cannect respanse alsa.

It is possible for the remcte transpocrt entity to timegut cnd
issue g disconnrect request befcocre the user issues a ccnnact
respanse. The invalid connecticn identifier status is returned
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in this cnse7.

2.2.3.32 Read CQ Dctaz
Oescripticn:

This cgil is issued tg recsive rcrmel daote recsived by +Lhe
layer instance for this connect:icn.

Input Parometers:

len
cennection identifier
buffer list

Qutput Ferameters:

Buffer list (containing datal
residual range of ecch buffer
actual total size of data

Status:

successful

insufficient buffer spacs

invelid connecticn identifier (connecticn
disconnected]

SAP deactivated

Mex # of pending Reads exceeded

Effect When Cenerctead:

7. 0Oreca ¢ cgonnecticn identifigr is fr=2ed up (keczusa the
cgnnectian is tarminetad] it shculd ngt be re-assigned for ¢
recscnable length of time. This would r=cuce the chancss af nc:
detecting errars caused By ¢ user issuing crders en an closccy
disccnnected cannecticn.,
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Same as for Read CL Octa except that the arder is fcor the
connectiaon.

Comments:

Same @¢s for Read CL 0Octa except that they apely tz  the
connecticn rother then the SAP.

3.2.3.4 Recd Expedited CO Oata
Descriptian: .

This call is issued toc receive expeditsd doto recsived by the
layer entity for this connection. It is wvalid c¢nly if this
gpticn is supported by the cammecticon. If supported, th user
should. have cne Read Expedited CO Data gutstanding faor the length
af the caonnecticn. The deta arrivel event dces not cpply te
expedited data.

Input Parameters:

len
conrection identifier
buffer

Qutput Parameters:

buffer (containing data. Meximum 168 cctets)
residual range aof buffer

Status:

successful

insufficient buffer space

invalid connectian identifier (cannectian
disconnected]

expedit=ad gptian not supported

SAP deactivated

Max # of pending Expedited Reads sxceeded
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Effect When Generated:

Scme as fcr Read CO Oata.

Comments:

€t is nct necessary to resturn the cctual size cf the datz since
the maximum Expedited SOU size is 1B ogcteats, The user must
glloczste 2t least 1S cctets of buffer space. IFf net the crder :.s
cajected immedictely by the Oriver,
3.2.3.5 Write CO Bcta

Ueéc:ipticn:

This coll is issued tz transmit nmermal SOU on  the 'speczfied

‘cennectisn.,

Input Parameters:

irn
connecticn identifisrc
Buffer List (of buffers caontcocining SDU]

Qutput Parameters:

Additicnal Writes Credit
Status:

suczessful

invalid cecnnectian identifier (cannecticn
discannectad]

SAP deactiveted

Write Credit exceseded

Effect When Generated:

The Oriver ceosses the request tg the lcyer instarce in  zZhe
ccntraller supperting the cznnectizn (Lif net limited by Fflow
contrgl restricticns]. IF the SOU hos tz ke segment=d then the
leyer instznce transfers only that much of the STU gs car £if in
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the number of POUs that it has credit to send. The aorder is
posted back as soagn as the caomplete SOU is transferred to the
LACS. )

Comments:

The amcunt of additionel credit ta give the user is dstermired
by the amcunt of credit availckle on the cznnectiaon.
3.2.3.€ Write Expedited CO Data

Descripticn:

This call is issued to transmit expedited SOU on the specified
connectian. It is valid onrnly if this optign is supported by the
cannectian, . ‘

Input Parameters:

Irn
connectiagn identifer

expedited data buffer (maximum 16 bytesl]

Qutput Pzorometers:

Additicral Expedited Write Credit
Status:

successful

invalid connection identifier (ccnnectiaon
disconnected]

expedited optiaon nct supported

SAP deactivated

Expedited Write Credit exceeded

Effect When Genercted:

The driver passes the request to the layer instamc2 1n the
LACS. Normally the layer insteonce returns the grder with an
additicnel credit of cne cs scon as the data is transfersd te the
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LACS. Hcouever, if @ subsequent. crder is issued befagre the
pravicus expedited POU is acknawledged then it is held 3in the
LACS until the previcus aorder is acknowledged (i.e. the LACS
will cnly hold two expedited PlUs per cennection gt eny given
timel. This scheme ensurss thct the user's sxpeditsd data credis
dges nct. gg down to 2ereo.

cmments:

None

2.2.3.7 Connecticn Event Indizatien

Cescription:

The user must issue this primitive to enchle the Oriver (and
the LACS] o inform the user aof thes events an the cannsciion thet
the user wishes tc receive natificaticn. Cnly cne Event
Indicaticn regquest should be cutstanding ct any givenr time,

Input Pzrameters:

lrn
connecticn identifier
Event Request Mask

= Narmal DOgta Arrival

- RAdditignael Nermel Data Writs credit availakle

- Discaonnect Indicatian
Cutput Paorcometers:
Event Indization Mesk
Event [nfao

- Length of Cctz crriveg

- Amgunt of acdditicnel credit

- WARKING OR&FT -
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- Regson code for discannect
Status:

Ncne
Effect When CGaneratsd:

The user specifies the events it wishes to be nctified of via
the Event Regquest fMask. If the requested ,event cccurs (cor hed
gccured ond wes unreported], the request is returned with the
carrespanding flag set in the Indicatian Mask. If the User
issues a request while one is outstanding the gld request is
pasted bhack with na indicatian. The Event Mask in the rew
Request becomes effective.

If the Data Arrivel Flocg is set then this primitive is returned
if data arrives faor this connectian 2nd there is ng pending Read
CO Dota Reguest. The wuser is only notified cnce cbout the
arrival of an SDU. '

The Write Credit cvailable Event is pasted when the user's

crecdit Far normal CO date write has gore down to zerc (and hence

could not issue any write raquests] and now cdditianal credit is
availcble but there are no cutstanding write calls throcugh which
this foct can be reparted.

Comments:

3.2.3.8 Disconnect Request

Bescripticn:

This call is issued when the user wishes to terminate the
cannection. This ccll causes any data normal ‘or expedited that

is queued by either tranmsport entity to be discarded.

Input Pcercmeters:

- WORKING ORAFT -
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lrn
cennection identier

Cutput Pzrameters:

Nenrne
Status:

succesful .

invalid connection identifier (alrezdy disconnectedl
discaonrnected loctlly but not acknowledged by remaote

Effect When Generated:

The Oriver passes the request to the lcocyer instance in  the L
LaCs. A DJisconnect Reguest POU is issued to the remgte
transpart. The grder is nat returned until the re=quest is
cenfirmed or a timesut cccurs.,

Comments:

Nere
3.2.4 Mcnagement Service Primitives

3.2.4.1 Mancgement Request

Descripticn:

This call is issued when the SM servics us=r wishes tz pecfarm
an gperaticon an an ckject ar class of cojects under the System
Manager's domain,

Input Parcmeters:

irn

Buffer list
AN
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Cutput Parameters:

bBuffer list

Stctus:

TBW

Effect When Genercted:

The buffers pointed to by the buffer list contain reguest
infcrmeticn. The request infarmation includes the loyer,
sublayer and lcyer internal selector con which the operaticn is to

e be performed and the operation code. Operatians suppcrted are

L Cet, Set cand Action. The informaticn is encoded in [EEEZ 802.1
POU syntax nataotian. See the System Management component
specificatian for a descripticn 2f the POU Format. ’

Tne buffers are alsoc used to return the response ta  the
raquest. )

Camments:

3.2.4.2 Monagament Event Indicaticn
Oescription:

This call is issued by the SM user to provide @ mechanism for
SM to return Event Indicaticn infarmeticn ta the user.

Input Parameters:
lrn

buffer list
Qutput Parcmeters:

buffer list

- WORKING DORAFT -
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Status:

TBW

Effect When CGsneratsd:
TSW

Commercs:
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Heneywell Preoprietary and Ceonfidential

NS

@ me =® mw == .-



EPS~-1: 8014SEB17 PAGE: 7%
LAN SOFTWARRE EPS-1
UERSICON: 1 REVISION: d DATE: 11/21/8S

.2_SEBUICLS PBSQVUIDED BY_LeYEB_INSIaNCES

This secticn descrihes the mechanisms through wnich services
are pravided By ecch leyer instance.

Each lcyer instcnce must provide SAP cnd data transfer sercvices
to the layer above it and cbtcin these services fram the lceyer
below it. In cdditicn, the Layer Mencgement Entity within scch
layer instancs must provide layer mencgement services to the
System Management layer instance in the LACS. Egach layer
instance must, therefore, be capchle af providirng services ta the
LACS Oriver in the OPS-6 gs well as other lecyer instances in the
LACS. While the informaticn exchanged is the same, the meanner in
which infarmaticon is exchanged depends on whether the servicse
requestcr is in the LACS or 0OPS-S8.

InEormgticn _Exchgongs Mechonisms_when_Beguestss_is_in_ihe
Lacs

When the services requestcr is another lcaeyer instance in  the
LACS, infaormation regcrding the service is passed as messages.

Parameters for Request primitives cre passed cs o message from
the service requestor to the service provider. If the reguest
requires g confirmation (confirm primitivel, as is the case for a
cannect.request, then the bleck used for the reguest messcge
Block is used ta return the confirmaticn. If the request dces
nct require a confirmagtion, @s is the ccse Far a data.request,
then the service provider is responsible for relecsing the
resources (data buffers etc.] assaciated with the request oaor
passing them on to the layer below.

Parameters for Indication type primitives such as inceoming
data.indication cre passed cs a message frcom the sarvice provider
tg the requestzr. The service requestcr is respaonsible far
releasing the resources (dcte buffers etc.] asscciated with the

- WCRKING DORAFT -
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indicaticn or possing them on to the leyer above.

Infermgtion_Excheonge_Mechgnisms_wher_Besguesssr_is_io_she
QBS=5

When <cthe services reguestgr is in the [PS-€,  infcrmaticn
regarding the service is passesd :n g LAN Contrsl Bicck CLCSI.
The LACS Criver creates the LLCE in OPS-8 RAM grec amd zpcssss g

pointar t2 it by issuing an "Queput LCE Pginters” ICLI commend (FC
= QS€/00] ccross the megabus.

Parameters for Regquest primitives issyed by the service
requestar are mapped by the Oriver into LCB porameters and passad

vig an ICLD cocmmond to the service provider., The lgyer instcnce
providing the service must transfer the LCE inta LACS RaAM  in
grder tg read all the apcramecsrs. I[f the request invelves decta

trensfer then the dgto also must be traonsfered ta LACS RAaM., IF
the regquest requires a confirmetion (confirm primitivel], es is
the czse faor o cannect.request, then the LCB is used to return
the confirmation. Confirmaticn pecrametsrs are OMRed from the
LACS ta the OPS-6 LCE are=a crd an interrupt is issued tg irndicate
completion of the request. [f the request doss nct regquire a
confirmgtian, as is the cgse fcocr @ data.regquest, then the LCE is
released (i.e. a completien interrupt issued] as sgen as gll the
pertinent informetion is trensferred to the LACS.

Becguse aof the nature of the megabus interfccs, the Driver must
alsc i1ssue LCBs cn behalf of the service requestcr in oarder to
prcovide a mechanism for the layer instance to pess parameters fer
Indicaticon type primitives. IF the Indicgticen requires a
response, s is the cgse fcr a connect.indicatisn, then the
service reguestar must issue a response czll which gets
transfaormed into ancther LCE ccll. If the Indicatiagn dces naot
require ¢ response, as is the case for a data.indicatian, then
the service praovidar relegses the rescurces (dete buffers etc.]
essccilated with the indiccetigr (and updates ccknowledgement
ccunters if necessaryl] cs scon as the necessary infarmeaticn is
. kransfered Tg the LC3 arnd ¢ completicn inteccupt is i1ssued.
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3.3.0.1 IOLD Cammund Format

The IGLD commend caontains a 32 bit "Address” werd, a 18 hit
"Range” word, and a 10 bit "Channel Number”.
ZAddress”_word_facmat

The "Address” uword contains the byte cddress of the start of
the LCB area in the OPS-8.

"Baonge!” _werd_faormgt

The faormet of the "ronge” ward is as shown helcué

Bits _0_ 3_4 7_8 --18
Fun Code RFU LCB length in bytes

where:

Fun Ccde = The type of function requested through this
LCB.

The formet cof the ”"Channel Number” is as shown bslow:

Bits 0 3_4 8.7
¢\ CTL ADOR | LAYER # I{LYR INS

S.
&

1
i
1
'

The ICLLC Dispatcher [nterface Scftware routine that receives the
intercupt for the [0OLO, uses the Layer cnd Laoyer Instance numbers
in the Channel Number tc find the mailbax tchle associatsd with
the layer instance. [t then uses the Ffunctign Code in the range

- WORKING ORAFT - .
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word ta dispatch the I0LD infermeticn tz the cpprcprxﬁte mailbcx
in the laoyer instanca.

3.3.0.2 LCB Fecrmat

The general faormet of the LC3 is shcwun Et2low in
for mcre det2ils sses the dats structurs= campenent sgec

[N e ?
reg. = - R
¢ =
- =

ircgcTian.,

Interrupt Control Werd

Functian Cade

Indicatars

BufFfer Descripter
' Areag

Functicn Spacific
Input/Qutput
Parcmeters

Cantroller Status

Function Specific Staotus

Caompleticn Werd

4
]
1
t
1
]
[]
0
1
]
[]
'
(]
‘
[}
)
]
1
1
L]
1]
1
[}
)
*
)
]
]
[
[}
]
'
]
'
‘
¥
]
L}
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Fig. 3.3.1 LAN Contral Elcck

Bgrgmeter _lDescriztico

Intercupt Contral Werd:

This werd cantzins the CPU number and interrupt lsvel cf the
CFU £33 be intsrrupted cn campletian of this reguest.
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Bites 0-7 : RSU and MBZ2 (The LCB image in LAC RAM will
contain the 8 LSBs of the chanmnel number in bBits
2-7 of this waordl.

Bits E-S : . CPU numpker.

1

1=s 10-1S : Intercupt Level

Functicn Code Word:

This word specifies the functign tgo he perfaormed.

[ndicators: ‘

The following indicators are defined.

- Buffer descriptor area cantains the description cf DRE-6
datz buffers (address, rarge etz.]. This is used when one
to fcour buffers are used tc pass data.

- Buffer descriptor grec contgins ¢ peinter to a buffer

descriptaor. This is used when mcre than four buffers cre
used.

- Buffer descriptcr area centains datc. This may he usad when
the scdu size is small (upta 24 cctets?]. This avaoids the
gverhecd of deing twa OMA transfers: of the LCB end Data.

Buffer Desériptcr Area:

The caontents of this area depends on the indicctors field as
described abgove.

Functign Specific Input/Qutput Parameters:

The Functicn specific parameters vary for =ach functien within
the major function code types specified in the Range word. The
function specific input and ogutput paraometers core described in
the corresponding component specifications.

Cgontreller Staotus:
This word specifies status related to the controller. This

status may be returned for any Ffuncticn. The fermat <=f this
staotus werd is as follcus:

- WORKING ORAFT -
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INV FC = Invelid Functicn Code

MEM EXH = RaM Memcory Exhaust

RAMNE = RAM locction nan—-existsnt .

RAMP = RAafl Parity error

MY. = L8 Memcry Yellow

NEM = Non-existent LE memary

LEE = L5 Bus parity errar

MR = L8 Memcry Red

Except for the MY status which is a warning gll other errars
ere fatal for the cp=rcatian, i.e.  the ccticn requested wes nct
completed.,

MEM EXH error cccurs when the 1/0 Dispetcher dcas not have any
message blcoccks available far this channel tg dispatcsh ths LCB
pointer from the IOLD arder to the cppropriates process,

INU FC stotus is returned if the [/0 QOispatcher rcutine ccnnot
find o mailbox tz send the crder tc ar if the functicn specific
code in the LCB is invalid.

All other erraors mey cczur while doing OMA transfers from cr to
LE memary of the LCB or data buffers.

Function Specific Status: .

The interpretation cf these stotus codes is giver in  the
descriptiaon of each primitive. The general format of this word
is: the left byte specifies the stotus code and the right byte
the recscn for this status if cne exists.

Caompletion Werd:

This is the last werd writzten by OMA Controoller ot completicn
cf the LCBH.
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Bits 1-1S : RFU
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Appendix A/

CBJECT ATTRIBUTES ANOD STATZS

8.1 0BJECT_SIIBIBUILS

LAN ATTRIBUTES R

Attributes cre thase poreometers and verigbles which cre used

ta contral and describe the varicus Ffuncticns cof esach lcoyer.,
There ar= twc types of gttributes which czn ba defined, those
thet are stetic and those which can ke changed dynamizally.
Static porumeters are re=cd crly perametsrs, They con S set cnly
thraough cLn directives which are executed et system
initiglization. Oynamic attributes con ke cheanged due to  internal
canditicns in eacch leoyer or through System Mancgement s=t
requests ta c layer manrnaogement entity. At the initgclizzstian cof
the system dynamic parameters will be set to defeult values cor to
a set of values defined by the gpplication cdministrzctar in  the
LAN management configuration file. Pcrameters are described using
X408 syntax. Ecch paraometer is classed cczsording to whether it is
recdable or writgbhle, Defcult values are cssigned tg parametrers
which are required for crecte reguests.

SYSTEM MAMAGEMENT ATTRIBUTIES
Stotic Parzmeters defined in.CLn dirsﬁtives
SM MER NAME (SS1 Implicit IARE string
Negme of the LAM Mcneger. flust ke 8 AS
charact=ars. Under rdincry cendicd

should only ke ogne system manzgs
Buring tasting cperstians, the I
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will require a dedicated interfoce with a
unique name, T&UMGR.

Stztic Parcmeters defined by LACS Harduwecre or locded Beound Units

Menufacturerld [0] Implicit [AS string
Manufacturer ncme zrd cauntry. The
manufeocturer name cgnsists cf the character
string ’'Heoneywell Infarmaticns Systems,USA’ .

StaticnTypeld (1] Implicit Cctet string
Manufacturer specific staticn type. TBS

CPT SUPP [(388] Impicit Integer

2 cctets.Opticns supperted. Mull fer initial
implementation. Oefault value aof 2zera.

Oynamic Paorameters defined in LAN Manager Configuration file oo
events gccurring during LACS operatien.

LMGR STATE C(SSI Implicit Sequence Cc

0] State Implicit Octet string
1 ogctet. State of System Marcger. DOefault
value set tc indicate lccked - 03. At CLM
set toc LOCXED.

1] Substate Implicit Octet string
1 octet. Mull for initicl implementation.
Default value of zera. At CLM set to
RESET

11
MAX LCB (881 Implicit Integer

15 bit integer.Meximum rnumber of LCBs allcuwed
for LAN manager. DOefault value af E£S.

CONTROLLER ATTRIBUTES

The LACS board is described by ¢ set of perameters located in

- WORKING ORAFT -
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the LAN Control Taeble. The compl=te set of thess peorometers
in the LAN Cantral Table camprise the Cgontrcller cbleczst. In
cddition ta parametars describing the caontroller, the
caontraller chjljezt will cantain parcmeters describing the
stotion mencgement as defined in IEZE B02. 1. The folicuwing
grzributes will te defined for each contraoller

cntreller ctecributas
Stotic Parametaers daefined in CLM directives
CT NAME (S28] Implicit 1AS string

8 gctets. Name of this controller. The ncme.
af the controller is basad on the megabus
slagt it locgtsd in, LANCTO - LANCTF. Recd
only.

CT ADDOR CS8] Implicit Integer

32 Bit integer. HMegzobus cddress of this
centraoller. Reed only. ‘ '

Static Parcmeters defined by LACS Hordware cr lcaded Bourd Units

Ky REUV (SSJ] Implicit Cctet string

e cctets. Hntdmcre revisizn far this
cantroller.ldentifies the LACS board. Reed
anly.

FW BEV CSS] Implicit cctet string

2 cctets. Firmuare revisicn fer this
contraller., Net initigclly suppertad. Read
only :

SW REU (S8] Implicit octet string

e octets. Scftwars revisian far this
cantraller . Nt initiclly suppcrted. Recd cnly

FRAM S2 (281 Implicit Intacger

18 bBit integer. Size af agveilchle precscturs
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RAM in controller. Read only
OBUF S2 (S8} Implicit integer

16 bit integer. Size of availahle decta buffer
RAM in contrgller. Read anly

Oyramic Parameters defined in LAN Manager Caonfigurction file
events cccurring during LACS cperation.

CT STATE [8SS] Implicit sequence <
- Present state of centreller.
COJ State Implicit Octet string

1 gctet. State of Controller. DLCefault
value set tz indicate lccked - Q3.

1] Substate Implicit Octet string
1 oactet. Default set tec the resast stcocte -
00..

MeX LCB (28] Implicit integer

168 bit integer. Maximum number aof LCEs
allowed for cantraller. Default values set
to 28.

MAXMIO (S8] Implicit integer
168 bit integer. Maximum number cfretriss
ta do ioc or icld instructicns an the
megabus. Default vaolue set to 4.

STATISTICS
CT TBI (298] Implicit integer

18 bit integer. Totzl number of LCEs that
heve been issued tga the cantroller.

CT TBN CS81 Implicit integer

186 bit integer. Totzal number of LCEs that
have been MAK'0D by the contraller.

- WCORKING ORAFT - ‘
Hecneywell Preprietary arnd Canfidential

ar



. // \\\\

\‘e//‘

EPS-1: 80148817 PAGE: EB
LAN STFTWARE EPFS-1
VERSION: 1 REVISION: d DATE: 11/21/88

o e ®e ww = we s
- e - —= o=

CT TBF (881 Implicit integer

1€ bit integer. Totzl number cef LCZE2s theot
have been queued by the controller because cf
flecw control rscscns.

PHYSICAL LINE ATTRIBUTES

The adepter bocrd ©on each contraller is ‘described by g set of
peremeters located in the LAN Adeptesr Table., The complete set ef
these pcrameters is the LAN Adapter Tcblea comprise the Physical
.ine cbject. The Physical Line cbject 1s a 0OSA cconcept which

encompesses cspects of both the MAC end Physicol loyers in the P
[EEZ 802 standard. In arder ta remain as foithful cs possibkbiz t27? “
Both [0SA cend 802, the gttributes of the Physical Line have besen =

sartiticned ints MAC cttributes and Physiczl laysr agtiributss,
The gttributes of the Physical Line describe gttributes which cre
unigque ta a perticular protocsl as well es gtiributes commen to
mere than cne” protocal. The following perameters descrihe the
gttributes of the MAC and Physical layers

LE Dependent Attributes

Static Parameters dafined dues tc LACS herducre cr in
Cenfiguraticn File dirsctives

AOAPT NAME (328] Implicit cctetstring

8 cctets. Ncme of the cdzptsr., Ncme is
assigned during CLM besed eon the contraoller,
the oadapter is locgted and its pesiticn
cssigned gn the centroller. The neme is cf
the form, AOPICO - AOPTC2 through AOPIFQ -
AOPTF3. Recd only.

2 ccitets, Laoyer instznce identifier. It is
valuye related t3 the index @of the layer
instance teble peinter in the loyer ctcols
The vclue is tetween O andéd 7. Reccd cnly

Hw 10 CS€] Implicit Oct=tstring hw/
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2 occtets. Hardware identifier af cdapter.
Read only. TBS
csha (831

ACAPT FWREV [C238] Implicit occtetstring

Oynamic

ADAPTER

o1l

€11

2 actets. Adapter FfFirmwere revisicn' number.
Net initiglly supported. Reacd aonly.

Parameters defined in LAN Manager Configurcticn file
events cczurring during LACS cperation. :

STATE (821 Implicit seguence C
State of adapter, summcry of MAC cnd Physical.
Initialized at CLM to LOCKXED and RESET.
State Implicit Octet string
1 octet. State of the fdopter. Initial
value set t3 indicate leccked - 03.
Substate Implicit Qctet string :

1 octet. Initiclly set toc thes reset state
- 01..

MAC Layer Attributes

Static Pcraometsrs defined in Caonfiguration File directives

MAC ADOR (2881 Implicit integer

48 bit integer. MAC address. MAC addresses
only 16 bits long will be right Justified cnd
a 32 MSB zerced. Defcult velue will be zero
Cif that mgkes gany senrse fer MRC leyer
management). Recd only. '

MARC AODOLN CSS] Implicit integer

18 bit integer. Length af MAC cddress (lE cr

- WAORKING ORAFT -
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%$8)., Default will be a wvalue
only.

Phys:czl Layer Attributes
Static Peorcometesrs defired in CLM directives

MQCEM TYPE (881 Implicit cctetstring

of 48. Resad

2 actets. Type cf medem fcr ‘this cdapter. Noz

initiclly supperted.

Oyrncmic Porameters defined by events occurring during LAaCSs

cperaticn. They ara gll initiglized tg zero,

pceen
TX FRM CS281 Implicit Integer

16 Bit integer. Number c¢f fremes sent
correctly (not chorted due tao errcrsl. Read
cnly.

PCEDA [3281 Implicit Integer
18 Bit integer. Number of cctets sent.. Reed
anly.

PCRPD
RCU FRM CSS]1 Implicit Integer

168 bit integer. Numkber aof Fframes received

correctly.. Read anly.

PCRZA [S8] Implicit Integer

16 kit integer. Number of cctets recsived..

Read anly.

BCRQOR

CUR ERRE (SS3 Implicit Integer
18 kit intzger. Number of cverTtuns.. Reed
cnly

sCarC

ave

FCS ERR CS

n

3 Implicit Integer
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PCRAB (882

PCXHW 381

PCRER (821

PCEER (881

PCRAL

18 bit integer. Number af FCS, checksum cr
parity errcors.?. Recd only. )

Implicit Integer
1€ bit 4integer. Number c¢f agkort seguences
received.. Rezad cnly.

Implicit Integer
18 bit integer. Number =f hardwcre errcrs
signalled by the cgntreller.!. Read only.

Iimplizit Integer
18 bit integer. Number aof fromes recaived
incorrectly (total of belzcw errorsl.. Recd

anly.

Implicit Integer :
18 Bit integer. Number of fcames sent
incarrectly (aborted due tao errcrl. - Recd
only.

ALN ERR (881 Implicit Integef

PCRSC
F ERR (331

PCRLN (823

PCEBY (2821

16 bit integer. Number of misaligned packats
discarded due to CRC errors.. Read anly.

Implicit Integer

16 bit integer. Number af cocrrect packests
discaorded due to leck of rescurces. Read
only.

Implicit Integer
16 bit integer. Number of received POUs
discarded due ta length errer.. Recd aonly.

[mplicit Integer
1686 bit integesr. Number of transmit deffercls
due to medium busy.. Read anly.

Implicit Integer
18 bit integer. Accumulcted number af

-~ WORKING ORAFT -
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transmit defferals dus to medium busy. Read
anly.
PCECO (S82] Implicit Integer :
1€ bit intsger. Number of send gbcriesd due <t
ccllisicn detectian on the cztle.. Rezd cnly.
FCRCL CS€] implicit Intzger
16 hit int=ger. Number cf csllisiaons spciling
recapticn. . .
LSCAL LOGICAL LINE ATTRIBUTES
The Logiczl Line represents an interface ta the physicsl line, A
Lagicg!l Line in g DOPS8 is rcepresentsd loceclly by o legical
rescurce number (LEN]. A remcte Logical Line is rapresented by o .
sub=-L2N. The 802 concept of ¢ Logical Line is represented by a
Link Serwvice Access Pocint (LSAP], which czn Be remgte ar lccool.
The Ffollicwing set of parcmeters dascribe the gttributes
gssccicted with a local LSAP or Laogical Line chject :7
Static Parcmeters defined in CLM directives
LE6/LACS Dependent Attributes
LSAPF NMAME (381 Implicit IAS string
8 cctets. Name of LSaP. A LSAP name is
assigned through o create LSAP cperatiaon.
Reed only.
LSAP LRN (SS] Implicit integer
8 bit integer. LRN asscciatesd wicth LSAP.
Reecd aonly.
SAPLAY (SS] Implicit integer
B bit integer. Lzoyer the SAP is defined
in. Vclue cf C-7. E=cd cnly.
LAYINS CSE8] Implicit integer
8 Bit integer. Layer instcnces the SAP is N
defined in. Values aof Q-7. Recd anly. i

N J/"
[EZZ202S Oefined At-ribut=as

- WAORXING ORAFT -
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LSAP AOOR (S38] Implicit integer

8 bit integer. LSAP Address. Recd anly.

m

tatic Parcmeters definred by LACS Hardwcre gr lscded Bound Units

-

LT SW REU (251 Implicit cctetstring

€ cctets., LLC softwer= revision number.
Read anly. Not initially ‘'supparted.

Dynamic Parameters defined in LAN Mancger Configuration file ar
events gccurring during LACS cperation.

L&/LACS [Oependent Attributes

LSAP STATE (SS81 Implicit sequence C

- Present state af the LSAP.

C0J State Implicit Qztet string .
. 1 cctet. Staote of the LSAP. Defaoult value
set ta indicate leocked - Q3.

C1l] Substate Implicit Octet string
1 octet. Default set tao the reset state -
Q0..

2
LOGAOD (SS81 Implicit integer
16 bit integer. Initigl value is zero until
activate 1lacal SAP request, LACS LLC LME
fFunction determines logical address while
activating SAP.

MAaX TX BUF BYTES [(S838] Implicit integer

16 bit integer. Maximum number af
bytes of data buffer cllcwed for this
LSAP an transmit cperations. Oefault
value set tg 39S.

MAX RCU BUF BYTES (S8] Implicit integer

18 bit integer. Maximum number of

- WORKING ORAFT -
Honeywell Praprietary end Cenfidential




! EPS-1: BO14SBl7 FaGzZ: S22
! : LAN SOFTWARE EFS-1 ’
i VERSICM: 1 REVISICON: 4 DATE: 1i/2l/BS
bytas of datz buffer allcwed for this
LSEAP o©on recs=ive cgpergtians. Defgult
volue set &tz SE. .
[EEZ 8C2 Defined Attributes
LSAP TYPE VEZTCR (SS] Implicit bBitstrirng
8 bits. Suppcrted sesrvice tyge.
Initiaglly conly type gne-service is to
ke supparted. )
Bit
- 01 Typ=1I
- 02 Type II
- Q3 Type= III
- Q% Type IV
MAaX LPOU SZ2 (S81 Implicit integer
18 bit integer. Maximum L_POU sizes in
bytes. Defcult value sat to S8.
B MXKC €981 implicit integer.
Maximum number aof conneztions cllcued fFzr
this SAP. QCefcult vclilue of 2e=rc fFar
connectianless SAPs and default value cf
1S fgo cznnecticn crisnted SAPs.
LSAP Statistic
The follcwing counters are mgintained per LSAP feor turpe i
cperagticns: .
R CUKC (881 Implicit integer
8 bit integer, Current number of
cannectians for this SAP. Read anly.
R TCBI CS8] Implicit integer
18 bit integer. Totzl numbker of LC2s thet
heve heen issued tz the S&P. Recd cnly.
C TC3NM (S8l Implicit integer
18 Bhit 1integer. Tctzl number cof LC3s thcoo
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have been MNAK'O by the SAP. Recd only.
C TCBF (S8] Implicit integer

18 bit integer. Igtal numbsr cf LCEs that

have been queued by the SAP because c¢f Fflcuw
contral reascns.

LKEPO CSS81 Implicit Inmteger

18 bit integer. Number °© gaf unnumbered
infermaticon praotocel data units (POUY sent.
Reacd only.

LXEDAR CS81 Implicit Integer
168 bit intzger. Number aof infarmation occtets
sent. Read anly.

LXRPO C3S2] Implicit Integer : oo
18 Bit integer. Number of unnumberad

infarmatiaon POU’s received cocrrectly. Read
cnly.

LKROA [S21 Implicit Integer

16 bit integer. Number of infarmetion cctets
received. Recd cnly.

LXEPX Total number of frames sent ( data, cantrsl, XID, and
TEST]. Read anly.

LKRPK Total number of frames received ( data, ceontrel, XIDO,
and TEST]. Recd anly.

LXICE CSS]1 Implicit Integer
18 bit integer. Number =} frames with
incarrect field cantents Cbed addr.,
cmd-codel. Read only.

LXRTS CS3] Implicit Integer

168 bit integer. Number of TEST respcnsa POU’s
received. Rezd crl

LXATS CSS8]1 Implicit Integer .
18 bit integer. Number aof TEST reguest POU’s

¢
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recaived., Read only.

LXRID CS2] Implicit Integer
18 bit intager. Mumker of XID respans= PIU's
received. Recd cniy.

LKQIQ CS81 Implicit Intager
1€ Bit integer. Mumber cf XID resgconse POU's
received.

REMOQTE LOGICAL LINE ATTRIEBUTES ’

Static Farameters defined in CLM dirsctives

LE/LACS Oependent Attributes
SAP NAME [S2] Implicit lAS string
8 characters. Name of LSAP. Recd only

LOGAOC CS2] Implicit integer -
18 bit integer. Initicl value is zers until
activate lccal SAP request, LACS LLC LWME
function determines leogiccl cddress while
ectivating SaP.

[ZEZ 8C2 Oefined Attributas

ELSAP ADOR (SS] Implicit integer

St or 24 bit integer. LSAP Address.
Caonsists @of 8 bit remote LSAP address cnd
a remote MACSAP gddress of either 168 cr
%8 bits. Read cnly.

RLSAP &QOORLN (S2] Implicit integer
18 bit int=ger. Length cf remote LSAP

gddress. Must Be 2 value cf 15 gor 4S
Eits. Recd cnly.

: - WORKING ORAFT -
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A.S_QEJEQI_STIeIfs

This appendix lists the 0OSA

LAN type

SUPPORTE

IN-USE

ENRBLED

statss

that are suggerzed for the

Study H

ckbjects. The conditians under which these stztes are
reached ares glsa described.
D DSA STATE
CONTRAOLLER SYSTEM MGT. PHYSICAL LOGICAL LINK

ADMIN.FCT. LINE LINE CONNECTION

i\ Ta Be ! Tec Be i To Be i\ To Be i\ To Be. H

{ Supported! Supported! Supparted! Supported! Supported |

H : ! ! ! in Future!

\ For Future! For Future! Faor Future! For Future! Fer Future |

] Study Study Study ! Study :

OISABLED

LAOCXED

DQWN

TEST

SHUTDOWN

i Not ! For Future! For Future! For Future! For Future !
! Applicable! Study i  Study {  Study {  Study !
i To Be { To Be ¢! To Be i For Future! Nat !
i Supparted! Supported! Supported! Study | Applicchle !
! To Be ! Nat t To Be ! Nat ! Not !
! Supported! Applicable! Supported! Applicable! Applicable |
{ Ta Be i Far Futura! Ta Be ! For Future! Not :
!  Supportad! Study | Supported! Study | Applicckle |
! Far Future! Not { Far Future! Feor Future! For Future |
' Study | Applicable! Study | Stucdy ! Study !
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DSA STATES SUPPORTED ON Q2 LAN

* Tyre I link cznnecsicrs

ex.st for stctistizal
purpcees zanly .7

IN-USE STATE

DESCRIPTICN
The controller is fully copercticnal cnd chle &3 semrvice user
regquest for controllar precesses., This regquires thet the
LACS board hes been Fully initiglized (LACS scftuwcrz hos
bzen lceded and LARCS kernel phd proceassas cre runningl.

CAausSz OF TRANSITION
The czntroller chject mey transitian ints the IN-USE state
fFrem the LOCKED state. It will transitian from the LOCKED
stgt2 due to an gperater  commend ar during system
canfiguratian,

MEXT ETATES

LOCKED Result cf c reguest by aperztor.
O0WN Result ©f ¢ harcduwere fault detscted on the LACS
bocrd.

AFFECTS CON STATES OF OTHER OBJECTS
MONE

ENABLED STATE

For future study.

DISABLED STATE
Mot cpplicehle ts the cantraller cbhject.

LOCKED STATE

DESCRIPTICN
A controller in the LOCKED stzt2 i1is net availekle fer
service by any nmern-cdminstracive users., While residing in
the LOCKXED stotz |, the coantrellsre czrm Be in cne of fours
sukbstates which czrresgend ta the cperaticnel cepekbilitiss

- WCRXING DORAFT -
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of the LACS bmard.

CAUSE QOF TRANSITION
The cantroller can bBe transitigned inta the LICKED stzte
froam the IN-USE or DQOWM states as ¢ result of en cperatcr
cammand. [t zan also enter the LOCXED state frzm TEST stcote
under control of the test pregram.

SUBSTATES

KESET LACS board harcdwcre and firmware has keen ceset.
LACS firmware functions are cpercticnal.

HALT LACS processes have been Halted. LACS hardware
and firmware functicns have ngt been reset and
LACS firmwcre: Functions are agperational.

LOeDED LACS board memary has heen lcoaded. .

STARTED The Kernrel software and LACS scftware 1s

Py

executing.

QOPERATICNAL LACS initialization aof the kernal and softwars
procaesses has been ccmpleted. In additian all
SAPS and LAN data structures have beesn

initiglized.
MEXT STATES :
IN-USE Due to operatar command or system canfiguraticn.
OCWN Oue ta detected hardwares fdilure.
TEST Oue to test program.

AFFECTS ON STATES OF OTHER OBJECTS
A cantroller object transiticning to ¢ LOCKED stste will
cause all physical lires anrnd lagicel lirnes which ars mepped
to it to alsc enter the LOCKED staotse. A contrgller in a
substate ather than OPERATIONAL implies that all gother
cbjects ( upward mapping ] ars LOCKED cr non-existent.

ODowN STATE

DESCRIPTION
A hardware fault has besen detectad in the czntraller.

CAUSE OF TRANSITION

LACS board Firmwcrz has detected a fault asscciagtsd with the
centrgller.

’(“~ MEXT STATES
LOCKED Oue to cperatzr czmmard.
NON-EXISTENCE

- WORXING DORAFT -
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AFFECTS CN STATES OF OTHER QBJECTS
A controller chject transitigning ta o OCWM stete will ccuse
all physical lines and lagiczl lines which cre mepped to it
to alsc enter the LOCXED state,

' TEZST STATE

DESCRIPTICN
A contraller chject in the TEST stct2 is under contrel of o
test program.

CAUSE OF TRANSITION
A test pregram trensitigns g centroller to the TEST stcote
from the LOCKXED staote due to a test program request.,

NEXT STATES

' LOCXED Oue to t=st pregroam. "
CCWN Oue ta test prog-am.

AFFECTS ON STATEZS OF OTHER OBJECTS
Specific to nature af test pregrom.

SHUTDCWN STATE
for future study.

NCM-EXISTENCE
The cantrgller object is initially crectsd in the locksd state
at system initiclizatien.

PHYSICAL LINE OBJECT
IN-USE STATE
CESCRIFTION
A physical line is in the IN-USE state when ¢ LAN eade

has been Fully initialized.
CAUSE CF TRANSITICN

Tre physical line con Sransitisn ints che IN-USE stats Sc=m
the LOCXED state. The transiticn fram the LOCKED state will
cczur ct the successful completion of LACS initializzticn cr

due T3 2n gpercater command.

MEXT STATES
LOCKED Oue tg an cperztar commenrnd.,

- WCEXING ORAFT -
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DOWN Oue to o detected hardware failure in the LACS
adaptear.

AFFECTS ON STATES OF OTHER OBJECTIS -
The physical line can trensiticn inta the IN-USE anly frem
the LOCKXED state. This dces not affect the stcocte of any
cther chject.

EMABLED STATE
Far fFuture study.

DISABLED STATE
For future study.

LOCKED STATE

ODESCRIFPTION
A physical line in the LOCKXED stetz is unaveilable for
service tec higher lauer users.

CAUSE OF TRANSITICN
The physical line will transition to the LOCKXED state from
the IN-USE , DCWN , and TEST state due to a commerd from the

aperator.
SUBSTATES
RESET LACS adaptar hardware has hkeen reset.
OPERATICNAL LACS adgpter is fully operaticnal.
NEXT STATES
IN-USE Oue to gperator ccmmand or during system
configuration.
n{uilT )] Oue to cperctor command.
TEST Oue to command from test program.

AFFECTS COMN STATES OF OTHER QBJECTS
Nerme. While the physiccl lire is locked all requests frem
higher layers will be r=jected. Only aedministrative reguests
will be cccepted.

DOWN STATE

OESCRIPTION
The OCWM stat= of a physical line describes an cdapter with
which a fault hes bkeen Zdetscted by LACS firmware.

- WORKING ORAFT -
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CAUSE OF TRAMSITICN
Detect:an of e fault in the adcpter.

STATE
LOCXED Due =g gperatzr commend.

AFFZCZT CM STATES QF QTHER CBJELCTS
See LOCXKED sta.-.

CESCRIPTION
The physical line in the TEST stgte indicatzs thet it is
unavailacble for service and dedicoted ta o testing
cperztion,

CAUSE COF TRAMSITICN
The physical line will trensition from the LOCKED states tao
the TEST state under ccntrcol of t=st program.

SUBSTATES »
Substates ta ke defined by specific test regquirements.

MEXT STATES
LOCKED Oue to cperstcer or test pregram cammerd.,
COWN Cue ta a csmmend from ¢ test pregram.

AFFECT COM STATES OF QTHER QOBJELCTS
Specific ta test program.

SHUTDOWN
Far future study.

MCN-EXISIENCE
The physiczal line object will be creatsd in LOCKXED stzte ct
system initiclizetion or due tao a Creagte Fhysiczl Lins reguest.

SYSTEM MANAGEMENT AODMINISTRATIUE FUNCTICM (SMAF]

IN=-USZE STATE

QESCRIPTICN

syst=am moncgement cdministrotive functign is 1n ths [N-USE

stete when g LAN cdanter has bBeen fully 1nitiglized and cn
gctivate SAP ra=quest has bhesn recsived from o user of systam

D
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mancgement services,

CAUSE QF TRANSITICN
The system management administrotive funmction can  transiticn
intg the IN-USE stote fram the LOCKED state. The trarsitign
frem the LOCKED stazte will occur at the successsful
cempleticn of LACS initializaotion cr due ta an aperator
command.

NEXT STATES
LOCKED Oue to an operatzsr commend.

AFTFECTS ON STATES QF OTHER OBJECTS
The system marncgement cdministrotive functicn con  trznsition
intg the IN-USE anly Ffrom the LOCKED stcte. This dagss nat
affect the state of any other achjecx.

ENABLED STATE

For future study.

DISABLED STATE
For fFuture study.
LAOCXED STAT:Z

CESCRIPTION
A system management administrative functicon in the LCOCKED
state is unavailable for service tz higher layer users.

CAUSE OF TRANSITION
The system manrcgement administrative function will
transition tag the LOCKED state from the IN-USE , DOWN , cnd
TEST state due to a command from the operater.

MEXT STATES

IN-USE Oue to operatar cgmmand gr during system
canfiguratian.
TEST Oue to ccmmand fram test program.

AFFECTS ON STATES OF OTHER QBJECTS
Nore. While the system mancgement administrative functian is
loccked all raguests from users cther thaen T&U routines will
be rejscted.

OCwWN STATE

Nat Applicchble
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TEST STATE
Fer futur= szudy.

CAUSE OF TRANSITICN
The phys:i:czl cennection will trensiticn from the LCCKED
statae to the TEST state under cantrol of T=2st program.

SUESTATES . . )
Substctes to he defined hy specific test regu.raments.

MEXT STATES
LOCXED Oue to gperater or test program cammand.
DCWN Oue to o ccmmand from o test progrem,

AFFECT ON STATES COF OTHER CBJECTS
Specific ta test program

SHEUTDOWN
For future study.

NOMN-EXISIENCE

The physiczl camnection abject will be created in LOCKED stct
az sustem initiglization or dus to @ Crezate Fhysical Lin
request.

LOGICAL LINE OBJECT

a
s
=

IN=USE STATE -

DESCRIPTION

A logicgl line is IN-USE when an LSAP has been initiclizesd
due to an assacicte monitaor call.

CAUSE OF TRANSITICN
The lagizal line will ¢transition to the IN-USE state fram
the LOCKED =state due t3 cn assccicte manitzar call.

MEXT STATES
LCCXED Jue tz an cger=ztar -aguest.,

AFFECTS CN STATES OF COTHER QBJECTS
NAONE? :

ENARELED STATE
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For future study.

DISABLED STATE
For future study.
LCCKED STATE

JESCRIPTION .
A lagical line in the OISABLED state is unava:ilckle ar
service tc the higher layer mepped to the logical line,

CAUSE OF TRANSITION

A logical line will transiticon to the LOCKXED staote due to an
cperator command.

SUBSTATES . A
RESET LEAP ccounters and values cre resset.
HALTED LSAP is 'INACTIVE' Bbut defined.
OPERATIONAL LSA8P is operationel.

NEXT STATES :
IN-USE Due tz an assccicte monitor call.

AFFECTS ON STATES OF OTHER QABJECTS
The transitioning of the logical linme to the OISRBLED stota
will cause any link conrecticns to become OISABLED.

OCuN STATE
Mot applicakle to the logical line chject.

TEST STATE
Far future study.

SHUTCOWN STATE
Far future study.

NON-EXISTENCE

The lcgical line is crected in the LOCKED stgts gt systsm
initiaglization or due ta a Create Lagical Line request.

LOGICAL LINK OBJECT
Fer future study.
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