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PREFACE

This manual describes houw the effects of imposing loads on
the c¢hannels of the IBM 4331 processor can be checked. The
book is intended for physical planning engineers and systems
analysts who wish to check that a proposed configuration of
input/output (I/0) devices will woxrKkK satisfactorily in the
IBM 4331 processor.

The first section of +the book describes the types of
channels to which I/0 devices can be connected, the
theoretical data rates of the channels, and the possible
effects of imposing heavy I/O loads on those channels. The

effects considered are: data overrun, loss of device
performance, channel interference with the IBM 4331
processor, program overrun, and excessive channel
utilization.

The second section gives the procedures for testing data
overrun on individual channels, on the integrated channel
bus, and on the 1IBM 4331 processor. The section also
includes a description of how +to assign priorities +to
devices on the byte multiplexexr channel.

The third section deals with interference with the IBM 4331
processor that is caused by activities on the channels, and
describes how the interference <c¢an be assessed. Estimates
for the effects of this interference on system throughput
are given and it is shown how to check for the possibility
of program overrun.

The fourth section describes channel interference betueen
I/0 devices and how it can be calculated. The concept of
channel utilization is given. Examples in this section show
how the block multiplexing concept and the rotational
position sensing feature reduce <channel wutilization. In
addition, the impact of channel wutilization on I/0 device
access time is described together with its estimated effect
on system throughput.

The fifth section gives <recommended channel programming
conventions. Test procedures in this manual assume that
channel programs have been prepared in accordance with these
conventions.

Before using this manual, the reader should have a thorough
understanding of inputs/output operations for the IBM 4331
rrocessor as described in:

IBM 4331 processor Functional Characteristics
GAR33-1526

and

IBM 4300 Processor Principlés of Operation, for ECPS:
VSE Mode, GA22-7070.

When testing for data overrun on the byte multiplexer
channel, a special worksheet is required:

IBM 14331 Processor Channel Load Sum Worksheet; GAR33-1532
(available in pads of 50).
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GENERAL DESCRIPTYION OF THE IBM 4331 PROCESSOR CHANNELS

ATTACHMENT CAPABILITIES

Inputs/Output (I/0) devices can be <c¢onnected to the IBM 4331
processoxr on the following standard channels:

- BYTE MULTIPLEXER CHANNEL (27 UNSHARED SUBCHANNELS +4 SHARED)
- BLOCK MULTIPLEXER CHANNEL (32 UNSHARED SUBCHANNELS +8 SHARED)

The block multiplexer channel appears as selector channel to
those devices that do not block multiplex.

In addition, cexrtain I/0 devices c¢an be connected directly,
by using the following adapters instead of the usual channel
and control unit combination:

1.) DASD Adapter - for connecting the following series of
disk devices:

- 3310 (up to 4 strings, max. 4 devicess/string)
- 3370 (up to 4 strings, max. 8 devicess/string)
- 3340 (up to 2 strings, max. 8 devicess/string)

2.) MAGNETIC-TAPE Adapter - for connecting wup to 6 IBM 8809
tape drives.

3.) Communications Adapter (CA) - for connecting up to eight
Communication lines with the following rates:
BSC/SDLC: 60 - 64000 BITS/SEC
sS/8 : 75 - 1200 BITS/SEC
One 64000 BIT/SEC line is exclusive to all other lines

4.) Bus-to-Bus Adapter 1 (BBA-1) - for connecting one 5424
Multifunction card Unit

5.) Bus-to-Bus Rdapter 2 (BBA-2) - for connecting local
terminals and printers.

- IBM 3278-2R operator console
- IBM 3278-2 Keyboard/display

- IBM 3287 terminal printexr 807120 c¢ps
- IBM 3289-4 line printex 155,400 LPM
- IBM 3262-1 line printer 600 LPM

- user diskette

A maximum of 15 devices plus operator console c¢can be
attached, two of which can be line printers.

General Description 1



Although these devices are attached directly to adapters and
not to the standard I/0 channel interface, the devices
appear to- the programmer as if they were <connected to
channels as shown in Figure 1.1

| INTEGRATED ADAPTER | CHANNEL

, | I/0 ADDRESSS [
| = e | == | == |
| Bus-to-Bus | 0 | 09...1F Op Console, |
| ARdapter 1, 2 | | displays, terminal |
| ' | | printers |
[ el DL D D DD DL jmmm—————— =]
| Communication | 0 | 30...37 telecommu— |
| Adapter | | nication lines |
|=wmmr e = ——— | e e |
| Standard Channel | 0 | 24...3D,3F unshared|
| Adaptexr | | 80...BF shared bytel
| (Byte MPX) | | multiplexexr subcha. |
| e - | | e e e ||
| Standard Channel | 1 | 20...27 unshared |
| Adapter | | 80...FF shared |
| (Block MPX) | | |
== | == —— e e |
| DASD Adapter | 2 | 40...73 IBM 3310 I
| | ] Disks |
| | | 00...07 3340 Disks |
= jmmm—————— | mm e e |
IMagnetic Tape Rdapterl| 3 | 00...07 IBM 8809 |

| |

Tapes |

. - - — - - o St — " - o - e Yol - — v . — - —

Fig. 1.1 Use of channel by integrated adapters

Theoretical Data Rates of Channels

The theoretical maximum data xateé, "which can be measured
under ideal conditions, of the IBM 4331 processor channels
are: '

Byte multiplexexr channel:? 500 kildhytes/second (burst mode)
18 kilobytess/second (byte mode)

Block multiplexer ¢hannel: 500 kilobytes/second
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EFFECT OF CHANNE]L LOADING

If the channels of the IBM 4331 processor are too heavily
loaded, that is, if the processor attempts to communicate
simultaneously with too many deviqes that have high data
rates, the following effects can occur:

- Unbuffered I/O0 devices may lose data; this is called data
overrun. Data overrun occurs when a channel does not
accept or transfer data within the required time limits.
This data loss may occur if the total <channel activity
that is started by +the program exceeds the channel
capabilities. The possibility of data overxrun can be
checked as described in the section 'Tests for Channel
Data Ovexrruns'.

- Processor performance may be reduced. This occurs if
channel activities interfere with processor operations and
effectively cause the processing of processor instructions

to be slowed dowuwn. The duration of interference caused by
channel activities is given in section 'I/0 Interference
with processor'. The effect of +this I/0 interference on

system throughput is outlined in 'section 'effect of I/0
interference on system throughput'.

- Certain real-time devices may not receive service from the
program fast enough to prevent incorrect device operation;
this effect is called program overrun and is described in
section 'effect of I/0 interference program overrun'.

- Queues may devélop for tasks that require channel sexrvice,
thus leading to loss of throughput; see the section
'Channel Interference betueen I/0 Devices'.

Because of these effects, it is desirable that the loading
of a particular configuration of I/0 devices be checked,
using the procedures in this manual, during the physical
planning phase of a system installation. These procedures
will determine, in most cases, whether system operation will
be satisfactory.: Mozxe detailed = investigation may be
necessary for configurations that appear to exceed the IBM
4331 processor input/output capabilities.

The tests assume the worst-case situation that is likely to
occur in practice; that is, one in which the most demanding
devices in the configuration all make their heaviest demands
on the channels simultaneously. Such a situation may not
occur frequently, but it is the situation  that the
procedures in this manual place under test.

The tests also assume that the channel programs are written

in accordance with the rules given latexr in the section,
'"Channel Programming Conventions'. ‘

pata Overruns 3



e e, e M e =

GENFRAL

This section deéscribes how the c¢hannels can be tested for
data overrun. The test procedure involves three basic steps.

The first step 1is a check on the data rates of the
individual I/70 devices to find out whether any exceeds the
maximum allowable data rate of the channel to which it is
connected.

The second. step consists in finding the worst <case
read-to-write ratios which in turn leads  to the maximum
allowable data rate on the integrated channel bus which
multiplexes the data traffic from all channels.

The final and most critical test for data overrun uses the
channel loading factors from the Appendix. The addition of
the applicable loading factors in priority sequence can be
_done on a "channel load sum worKk sheet"™ and the result will
show overrun hazard if the sum amounts to 100 or above.

The wvalidity of the final step depends on a numbexr of
assumptions which are explainded in the Appendix. These
assumptions inc¢lude the expectation that certain loops (e.g.
search-TIC-search, sense-TIC-sense, etc) are avoided as well
as other hazardous techniques (e.g. long chains of immediate
or no-op commands). It is especially assumed that the
channel programming conventions listed in section 'implicit
assumptions' are adhered to.

If actual system behavior is worse than implied by the
assumptions, freedom Zfrom overrun cannot be predicted with
certainty. If, on the other hand, actual system behavior is
better than implied by the assumptions, the system may still
be overrun-free even when c¢alculations indicate othexwise.
In this case, special investigation may be necessaxy.
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TEST OF INDIVIDUAL CHANNELS

Figure 2.1 shows the maximum possible data rates forxr each
individual channel attached to the processor. The individual
data rates are limited by the design of each channel, that
18, by its .internal micro c¢ode and hardware structure.
Obviously none of the maximum data zrates must ever Dbe
exceeded otherwise immediate data overrun is incurred.

The channels composed of Communications Adapter, Bus-to-Bus
Adaptexr, DASD Adapter and Magnetic Tape Adaptexr are
customized to accomodate all TI/0 device combinations within
the constraints of the IBM 4331 processor configurator
without causing data overrun. The byte multiplexer channel

and the block multiplexer channel are capable of
transferring data at a maximum rate of 500 kilobytes per sec
in burst mode. Inputs/output devices which transfer data at

a highexr rate cannot be connected to these channels.

The byte multiplexer channel, when operating in single byte
mode is capable of transferrxing data at a rate of 18
Kilobytes per second. The maximum data rates for channels
and direct attachments are shown belou:

- - ————— o ———

|Block | DASD [Byte MPX |ICA {Magnet |BBA 1,2 |

| MPX |AdaptlBursts/Bytelup to |Tape: iMFCU, ]

| | i Mode |8 linesiAdapter|Displ,..|
------------ Rl R el Bt Bl il
CS Priorxity | 1 } 2 | 3 - | 4 5 |

|

|

KB/sec 500 | 1859| 500/18

Note: The CA does not use the cycle steal facility. Only a
single line c¢an operate at 64 LKilo bits per sec = 8
Kilobytes per sec.

Figure 2.1: Channel Data Rates
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TEST OF THE INTEGRATED CHANNEL BUS

When the individual channels have been verified to cause no
data overrun among their own devices, the common interface
between these channels and the storage must be tested for
overrun. This interface is referred to in the follouwing
sections as "IC-bhus'.

The data transfer priorities on the IC-bus are as follous:
1. Bloék Multiplexer Channel (BMPX)
2. DASD Adapter
3. Byte Multiplexer Channel (MPX)
4. Magnetic Tape RAdapter |

5. Bus-To-Bus Adapter 12 (BBA 1,2) {Local Displays,
Printers, Diskettes)

If the processor is in trap level 2 4, +the BBA 1, 2 data
transfer on +the IC bus is stopped. Processor internal
priorities are referred +to in the following sections as
'"trap level'. For details of these trap level priorities see
section 'internal priorities'.

‘The maximum unidirectional data .transfer rates are 3.67
Megabytes/sec for sequential I/0 write operations, and 3.33
MBs/sec for sequential I/0 read operations. The\"¥T§ﬁiesw
include a degradation which is caused by the storage refresh
interference.

However, such maximum data rates <c¢can rarely be achieved
because the more realistic case is one where read and uwrite
operations alternate frequently. The IC timings for various
read/write sequences are shown in figure 2.2. Based on these
times, the maximum aggregate IC-data rates are computed as a
function of the worst case read-to-write ratio that can bhe
expected. The c¢uxrves shown in figure 2.3 apply to the
critical case where the processor operates in a trap level
higher than 1level 4, in which <c¢ase the processor .gets
contrxol for an average of 0.9 usec each +time the IC-bus
traffic changes from read to write.
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_ NEW START AFTER

*:‘ .9 psec MIN
WR RD
.9 .9
WR — WRITE I/0

RD — READ I/O

RD WR WR RD
1.6 1.0 1.8 1.3
| —
\ ) Y \
WR WR [—*] RD .| RD RD
1.4 1.6 j= 1.8 1.4 1.2
L AL} |
1
RD
»1 1.1
TIMES IN pSEC | ]

Figure 2.2:: IC Bus Timings, PU Trap levels 4

For Traplevel >4 the sequence starts new after every change
in diretion of data transifer.
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3.4

3.3 -

3.2 4
RD/wRr + 2.24

3.1 4 Rm % 3.67 o 1} 1 SRD S 7
RD/wRr + 5.52

3.0 —
2.9 -
2.8
2.7
~ MAX IC RATE | TRAPLEVEL > 4 //
2.6 MB / SEC —] /
2.5 IR 7
2.4
2.3 //
2.2 ,/
2.1 ,/
2.0 /
//
1.9
1.92- /
1
1 2 3 4 5 6 7
RD
/WR
RATIO

Figure 2.3: Maximum IC Bus Rates
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The general method for assessing IC-bus overrun is to use
figure 2.3 in the following way:

1. List the maximum data rates Ri, i=1...4 that can occur on
BMPX, DASD Adapter, Magnetic Tape Adapter, and on MPX due
to burst que devices.

2. Divide the rates Ri into two c¢lasses and form the sum of
the rates within each class with the intent to make the
ratio between the sums in both classes as c¢close to 1 as
possible, but without becoming smaller than 1.

3. The ratio obtained in the preceding step represents the
worst case read-to-write ratio that can be expected with
the given configuration: Use this ratio to enter figure
2.3 on the abscissa (X-axis), then get the maximum
allowable IC-bus data rate from the ordinate (y-axis).

4. If the IC-bus data rate found is smaller than the sum of
all »rates Ri, then the planned configuration has a
potential overrun hazard due to IC-bus interference.

‘A simpler, more straight-forward method can he used when one
adaptexr has a data rate which is larger than the data rates
summed up from all remaining adapters. This situation is
quite often encountered, especially with high speed disk
storage devices such as IBM 3310 and IBM 3370. Figure 2.4
shows the maximum allowable data rates that remain available

on each adapter when high speed disk storage devices are

connected.

Type of Disk | If: data rate on | Then: Max allowablel
on DASD adapt! DASD adapter | data rates on all |
| other adapters is: |

————————————— R P

3370 | 1859 (KBssec) | 500 (KBs/sec) |
3310 ] 1031 " | 850 " |
3340 | 885 " | 960 " |

Figure 2.4: Maximum allowable data zrates for unbuffered
' burst mode devices on all channels, and buffered
devices on block multiplexer channel and byte
multiplexexr channel, if the Magnetic Tape
Adapter has tapes attached.

Data Overruns 9
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For other 'pxedetermined‘ rates Rp the maximum
allowable'remaining' xate Rxr can be found by solving the
following non- llnear equatlon-

Rp+Rx=Rm(Rx)

where Rm is the maximum allowable data rate given in figurxe
2.3 as a function of the read-to-write ratio (RD/WR).

The solution to the equation Can be found by varying Rr
until Rm (RD/WR)=Rm (Rp/Rr) is equal to Rp+Rr. :

By approximating 3m with a simple first order fractional
polynomial it .was p0551b1e to solve above equation in closed
form. The result is- shoun in Figure 2. 5, giving Rr as a
function of Rp. s :

The_maximum allouable data rates in Figure 2.4 apply to the
case where the procesor operates at a trap- level higher than
4, which means heavy cycle steal data transfer and™chaining
activity. The. rates clearly show that an 3370 DASD operating
together with a 3420-4 magnetic tape unit (data rate 470
KB/sec) will not allow any additional burst mode data
transfer from eithéx'a direct attached IBM 8809 tape or tape
units attached to the byte multiplexer channel.
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Figure 2.5:

PREDETERMINED
CHANNEL RATE —&
" MB/SEC

Predetermined Rates

Remaining Possible Channel Rates

2.5 REMAINING POSSIBLE
CHANNEL RATE MB/ SEC
2 4
1.5 +
1 -
.504
R R e e
EXAMPLE : |
IBM 3370 DASD |
1.86
0 : : : - —
.5 1 1.5 2 2.5

Versus Given,
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TEST FOR PROCESSOR OVERRU

When the individual channels and the integrated channel have
been checked, the processor must be tested for overrxun
because it 1is the central zresouxce for all channel
processing activities.

In the processor service is required for address and count
updating after every fullword (4-byte) burst transfer. The
processor is also needed for byte mode data transfer (hyte
multiplexexr and communication adapterx). Besides these
sexrvice functions in the actual data transfer, the processor
is employed in the initiation (Starxrt Is/0), termination
{interrupt handling) and continuation (command orxr data
chaining) processes on all channels.

To find the most critical device, that is, the device that
will experience overrun if not serviced within a given time,
it is necessary to look at the internal priority structure
of the processor first, and to assign the correct
selection priorities to the MPX-attached devices next. In
addition, the general methods to calculate overrun based on
previous load, priority load, and device load must bhe
understood. The overrun calculation may then be carried out
on a load sum worKsheet.

INTERNAL PRIORITIES

The following internal priorities are implemented in the
processor, as listed in descending oxrder:

Trap Level

0. Cycle steal burst mode data transfer none

1. Control store load, Microinstruction buffer none
load

2. DASDs/Tape Adapter fast response operations 8

(data chaining)

3. Communications adapter transfer 7(%)

4. Block multiplexer (not 231x operations) 6

5. Byte multiplexer 5

6. Diskstape adapters (normal response) 4

7. Bus—-to-bus adapters (local displays., etc) 3 ,

8. Page boundary crossing 2

9, PU trap handling 1

10. Instruction processing 0

*) Note: During the time thée 231X channel program is in
operation, the priority levels of the communication
adapter and the block multiplexer channel are
intexrchanged.

Cycle steal operations are hardware controlled, hence, do
not employ the PU trapping mechanism but they intexcept the
micro code (with highest priority).

The cycle steal priorities between the individual channels
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are given in figure 2.1. Cycle steal operations are here
assumed to cause no overruns but they do present a priority
load to all channel operations which have a lower priority.

Control stoxe buffer loads or micro code buffer loads which
are microcode controlled always take less than 5 usec, and
therefore do represent previous loads. (Appendix B)

DASD/Tape Adapter fast response operations have the highest
‘trap-priority but require only 8 micro seconds processor
time, hence are not likely +to cause overrun. The operations
associated with 231x disk devices are normally conducted on
trap level 6 except for command chaining or data chaining.
For 231x chaining activities the trap 1levels are swapped
between communication adapter and 231x so that the 231x
temporarily gets level 7 and the communication adapter gets
level 6 assigned. In addition, all burst mode data transfex
from other channels is stopped in favor of 231x chaining on
the block multiplexer. Obviously, this preference treatment
avoids overruns on the 231x but may cause them on devices
attached to the Magnetic Tape Adapter oz the bhyte
multiplexer channel. The effects of this procedure ' are
separately explained in section '231X on MPX overrun
considerations'.

Channel sexvices which run on trap levels lower than 5 do
not cause overrxun and are, therefore, excluded from furtherxr
discussion. However, delays in DisKks/Tape Adapter-services on
trap level U4 can cause additional disk retries aftexr the
channel reconnection point if the "disk zready" signal is
missed. This non-linear effect on device performance will be
discussed in chapter 'channel interference between I/O0
devices'.

Delays in channel services rendered at trap 1level 3 (local
displays, terminal printers, MFCU) will cause a linear
performance degradation, that is, only a gradual slow-doun
during heavy channel activity is experienced.

Each trap level is allowed to disable higher trap priorities
for a duration up to 5 wusec. This time represents a cerxrtain
previous load which is included in the previous loads of the
Appendixes.

PRIORITIES ON BYTE MULTIPLEXER CHANNEL

The priority of devices on a byte-multiplexer channel is
determined at +the time of installation by the sequence in
which they are connected %o the channel. The c¢abling
facilities provide considerable flexibility in the physical
location and logical position of I/0 devices.

Devices may have the priority sequence in which they are
physically attached to the cable (select-out line priority),
or the device most remote from the channel may be connected
to have highest priority and the device nearest the channel
connected to have louwest priority (select—-in priority).

Data Overruns 13



Each device on the byte-multiplexer channel <c¢able may be
connected (for selection) either to the select-out line, or
to the select-in 1line. Thus, one or the other of the lines
is specified in establishing priority for a desired physical
layout of devices.

Priority assignments and machine-room layout should be
established duxring the physical planning phase of an
installation so that c¢ables for the I/70 devices may bhe
properly specified.

A major consideration in assigning priority to multiplex
mode devices is their susceptibility to overrun. Devices are
identified in this manual as being in one of three classes:

Class 1: Devices subject to overxrrun, such as the IBM 2501
Card Reader.

Class 2: Devices that zrequire channel service to bhe in
synchronization with their mechanical operations. For
example, the IBM 2540 Card Read Punch has a fixed mechanical
cycle. Delay in channel serxrvice for such devices usually
occasions additional delay due to synchronization lag.

Class 3: Devices that do not require synchronized channel
service, such as an  IBM 2260 Display Station with a 2248
Display Control. An IBM 1443 Printexr is anothexr device that
does not require synchronized channel service: it can begin
printing as soon as its buffer is full and line spacing is
completed. Any loss of performance by devices in this class
is limited to that caused by channel delay in providing
service.

Devices in - the first class need the highest prioxity. The
devices in the last two classes may operate with reduced
rerformance on an overloaded channel but are not subject to
overxrun: their control units have data buffers oxr an ability
to wait for channel service. Devices in the second class,
however, should have highexr priority than those in the thixd
class.

Within each class, devices are assigned decreasing priority
in the orxder of their increasing wait-time factors: smaller
wait—-time factors should have higher priority. Wait time
factors are listed in the Appendix and explained in section
'method of ovexrrun calculations'.

The control unit determines whether a device operates on the

byte-multiplexer channel in burst mode ox in byte mode. If
unbuffered byte mode devices are connected to the
byte-multiplexer channel, all burst mode devices should be
connected to the block-multiplexer channel. If no

overxrunable, unbuffered byte-mode devices are c¢onnected to
the byte-multiplexer channel, burst mode devices may also be
connected to the byte-multiplexer channel.

When burst mode devices are attached to the byte-multiplexer

channel, they should have louwexr priority +than buffered
byte-mode devices. Low—-priority devices take longexr to
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respond to selection than do higher-priority devices: a
burst-mode device need be selected only once for an
operation, but a 'byte-mode device must be selected for the
transfer of each byte, oxr a short burst, of data.

Some devices, such as the IBM 2821 Control Unit, may operxrate
on a byte-multiplexer channel in either burst mode ox in
byte mode, as determined by the setting of a manual switch
on the control unit's customer engineer panel. Because of
the high interference such devices cause in bhyte mode on
lower priority channels, these devices should always be
operated in burst mode instead of byte mode.

A byte-multiplexer channel can transfer data most rapidly in
burst mode. Where an application uses only c¢lass 2 or 3
devices, that have the mode choice, improved
byte-multiplexer—-channel efficiency may be obtained by
operating the devices in burst mode. Similarly, if a device
can operate in single byte mode ox in multibyte mode, the
multibyte mode should be used for increased data transfer
efficieny. Since the IBM 4331 processor can transfexr 4 bytes
with one memory access, the four byte mode should be choosen
whenever available with the device.

Appendix B specifies whether a device operates in burst mode
or in byte mode.

The Appendix B gives the wait times for devices that can be
connected to the byte multiplexer channel and are liable to
data overrun. The following device examples are class-2 or
class—-3 devices and no information is given in the Appendix
because these devices do not overrun:

IBM 1017 Paper Tape Reader
IBM 1018 Paper Tape Punch
IBM 1403 Printex

IBM 1443 Printer

IBM 2150 Console

IBM 2250 Display Unit

IBM 2260 Display Station
IBM 2265 Display Station
IBM 2495 Tape Cartridge Reader
IBM 2540 Card Read Punch
IBM 2671 Paper Tape Readex
IBM 2715 Transmission Control Unit
IBM 3203 Printer

IBM 3211 Printer

IBM 3277 Display Station
IBM 3278-2 Keyboard Displays
IBM 3284 Printexr

IBM 3286 Printex

IBM 3287 Terxrminal Printex
IBM 3288 Printerx

IBM 3289 Line Printer

IBM 3505 Card Reader

IBM 3525 Caxd Punch

IBM 3800 Printer

IBM 3881 MarK Reader

IBM 3886 Char. Reader

IBM 3890 Doc¢. Processor

Data Overruns 15



Special Cases

Integrated 5424 MFCU attachment and diskette I/0 drive are
both considered c¢lass 3 devices which have the lowest
priority on the byte multiplexexr channel.

Devices Having Class—1 and Class—-2 Components:

Class—-1 devices that have an inseparable c¢lass-2 component
should be assigned a priority according to the class-1 wait
time. For example, the IBM 1442 Card Read Punch Model 1
incorporates a class-1 reading component and a class-2
punching component. The priority that is assigned to the
1442 Card Read Punch should be in the sequence of the wait
time for the reading (class—-1) component.

Burst Mode Devices:

The maximum data rate of -the byte multiplexer channel for
burst mode operations is reduced to 67 Kilobytes/second if
data chaining between every 4 bytes is wused. Indirect data
addressing (370 mode) will further <reduce this rate to 52
KB.

Burst mode operation on the byte multiplexer channel is not
recommended for concurrent operation with unbuffered byte
mode devices, because a burst mode device monopolizes the
channel for the duration of an entire operation, a period of
time which is long zrelative to the wait times of typical
byte mode devices. Therefore, any c¢lass-1 device that has
not finished transferxing all the bytes of a byte mode
operation when the burst mode operation begins, is very
likely to overrun. Similarly, <c¢lass-2 or c¢lass—-3 devices:
are likely to lose performance.

Example Priority Sequence:

Figure 2.6 shows an example pridrity sequence of devices and
the arrxangement of 'select out' and 'select in' lines to
achieve these priorities.
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Device Classes and Priority Positions

Device Class Wait time P"?’fty
(ms) position
1419 Magnetic Character Reader,
with expanded capability feature
High-priority interface position 1 0.65 1
Low-priority interface position - = 2
2520 Card Read Punch Model B1, ] 102 3
reading EBCDIC ’
2701 Data Adapter Unit 1 7.70* 4
1442 Qard Read Punch Model N1, ) 11.00 5
punching EBCDIC v
1443 Printer 3 - 6

* Effective wait time for a 2701 serving three lines with wait
times of (for example) 63.20 ms, 14.20 ms, and 7.70 ms;

‘Select Out’ and ‘Select In’ Lines Connected for Correct Priority Sequence

1443 1442 Model N1 2701 2520 Model B1 1419 (with expanded
(Class 3) WT =11.00 ms WT =770 ms* WT =1.02ms capability feature)
WT = 0.65 ms
| igh-priorit
‘Select out’ o A | Hig Pr|0r| y
- ) - ” > - - selection
loqi
Byte- ogic
multiplexer
channel
inter face
. . . ‘
Selectin’ | | Selection - Selection - Selection || setection ‘ Low Pnon y
- loaic logic *1 logic - logic - selection
’ 9 logic

Figure 2.6: Example Priority Sequence of Devices on the Byte
Multiplexexr Channel, and 'Select In' and 'Select Out' Line
Connections
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METHOD OF OVERRUN CALCULATION

Wait Time and Interference

Each I/0 device has a wait time (WT). The wait +time is the
maximum period that the device <c¢an wait for completion of
channel service before data overrun occurs (that is, the
device loses data) oxr before its performance is impaired. In
this manual, a device that-is waiting for the completion of
channel service is called a waiting device and any activity
that causes a device to wait for channel sexvice is called
interference.

The following three types of interference can cause a device
to wait for completion of channel service=

Previous load
Priority load
Device load

If the combined effect of these three types of intexference
causes the completion of c¢hannel service for a waiting
device to be delayed beyond its wait time, the device may
lose data (data ovexrun) or may suffer loss of performance
as shown in Figure 2.7. The procedure for testing data
overrun (given later in this section) assumes the worst
case, namely that all these factors cause interference with

the waiting device.
-

Previous-Load

Priority-Load Interferences Device-Load Interference
Interference

[ -

N SN
v Vv

Device requests
channel service

Channel completes
channel service

Channel service — if not completed untit after

the waiting device's wait time has elapsed (as
shown) — causes:

1. Class 1 waiting device to lose data.

2. Class 2 or 3 waiting device to lose performance

Figure 2.7 Three Kinds of Interference Can Cause Channel
Service to be Delayed Beyond a Waiting Device's Wait Time
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Previous Load

A device on a channel may be forced +to wait for channel

sexrvice 1if another device with lower priority is in
operation at the moment when the waiting device requests
channel service. The lower-priority device must be allowed

to finish its operation before. channel service can be given
to the waiting device. Interference of this type is c¢alled a
previous load and is assumed to last foxr at most 0.10
millisecond (ms) (command chaining). The Appendixes to this
manual contain tables of channel evaluation factors in which
the previous load factor for each waiting device 1is
expressed as a percentage of the wait time for that device.

Prioxrity Load

The IBM 4331 processor services all attached devices in
order of their priority. A waiting device on the byte
multiplexer channel may for instance bhe forced to wait for
channel service while channel service is being given to
devices on the block multiplexer channel, and
higher-priority devices on the byte multiplexer channel. In
this manual, a higher-priority device that can cause a
waiting device to wait for channel service is called
prioxity device. The interference from a priority device is
called a prioxrity load.

Because of the way in which data overrun is tested, the
prioxrity load of each priority device is expressed as a

rexcentage of the waiting device's wait time. Therefore, a
prigxity device does not necessarily have the same
pridrity-load factor for all waiting devices. In . the

¢alculation of priority load, the interference is considered
;o have two distinct components: the A factor and the B
factor. :

A-FACTOR INTERFERENCE:

A-factor interference is caused by channel microcode
activity, such as command chaining, for the priority device.
The duration of this type of interference is significant
compared with typical wait times. .Therefore the priority
load, being expressed as a percentage of wait time, depends
on the wait time of the waiting device. For example, if a
waiting device's wait time is 0.20 millisecond and the
microcode activity associated with the priority, device lasts
for 0.10 millisecond, then the priority load is 50 perxcent,.
(In the channel evaluation factor tables, the A factors are

expressed in milliseconds multiplied by 100. In the
foregoing example, the A factor associated with a
microprogram activitiy lasting 0.10 milliseconds is
thexrefore 0.10 x 100 = 10.00.) Figure 2.8 shows how

A-factor interference varies with the wait time of the
waiting device.
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Duration* of a block of
| channel microprogram activity

100% {such as command chaining)
80% —
60% - Privrity load curve of a priority
device whose A factor is 10.00*
Interference {with B factor - 0.00)
40%
20% - w—
| [ | L }
0 0.10 0.20 0.30 0.40 0.50

Wait Time (Milliseconds)

* The A factor given in the channel evaluation factor tables (in the appendixes)
is the duration of interference in milliseconds multiplied by 100. If the
duration of interference is 0.10 millisecond (as shown in the illustration), the
A factor is 0.10 X 100 = 10.00. Thus, for a waiting device having a wait time
of 0.2 millisecond, the interference is obtained directly as a percentage thus:

A factor ~10.00
Wait time 02

50%

Figure 2.8: Example of Priority Device Causing Interference
by Command Chaining (A-factor Interference)
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The duration of each data transfer to or from the
priority device is small compared with typical wait times.
The averaqe percentage interference is the B factor.

100% F r 2 = F -
80%f

60%
Interference

40%

Priority toad curve of a
priority device whose
20% B factor is 10.00 (with
. A factor = 0.00)
10% J

1 i 1 J

0 0.01 0.02 0.03 0.04
Wait Time (Milliseconds)

Figure 2.9: Example of Priority Load Curve of a Priority
Device Causing Interference by Transferring Data (B-factor
Interference)

B-FACTOR INTERFERENCE:

B-factoxr interference is typically caused by data transfers
to and from the priority device. As shown by the example in
Figure 2.9, the duration of each data transfer is short
compared with typical wait times; the data transfers occur
frequently enough, houwever, to have a total effect that can
be expressed as a percentage interference, namely, the B
factor, that is congtant for all wait times.

A AND B FACTORS COMBINED:

In actual I/0 opexations, the pattern of interference tends
to be more complex than has been suggested by the example
prioxity load curves in Figures 2.7 and 2.8. Usually, the A
and B factoxrs are both nonzero and the total priority load
of a priority device is given by:

Priority load = (A/WAIT TIME)+B %
where the wait time is that of the waiting device.
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MULTIPLE A AND B FACTORS:

Some devices have only one set of A and B factoxs bhut others
have more than one set; see the tables in the Appendixes. In
these tables (as shouwn in Figure 2.10) the A and B factors
have priority time factors associated with them that show
the ranges of wait times (of waiting devices) for which the
A and B factors are wvalid. Figure 2.10 also shows how to
choose the appropriate A and B factors according to the wait
time of a waiting device. The selection principle is the
following: pick the time (in the Time-column) closest to but
smallexr than the wait time of the waiting device, then use
the associated A and B factors. In other words, the wait
time of the waiting device must fit between the time factors

of the priority device.

0.325] 5.65

15.001 0.325 ms to 25.00 ms

Priority device These priority
time factors......... indicate that the
corresponding A
and B factors are
---------------------------------------------- valid for these
| | Priority load | wait-time ranges
I Input/output device | e ]
| | Time | A | B |
| = [m=— e |
2501 Card Read Model B2 | | |
Read EBCDIC ] 0.325 ms
|
|

I

0.100/10.53 | 0.00] 0.100 ms to
I
I

25.00 | 140

—— - " rn T Y - - - o o T — - - - S = T —— v —

Example 1

When considexring the priority load which a 2501

9.571 25.0 ms and longer

Card

Readexr Model B2, (that is reading EBCDIC) imposes upon a
waiting device that has a wait time of 10 ms, use the

following priority load factors:

A=5.65 and B=15.0 (because 10 ms is in the range
ms to 25 nms)

Example 2

.325

Similarly, for a waiting device that has a wait time of

.3 ms, use the following priority load factors:

A=10.53 and B=0.00 (hecause .3 ms is in the range .100
ms to .325 nms
Figure 2.10: Examples Showing How to Choose Priority Load

Factors

22 IBM 4331 Processor Channel Characteristics



Device Load

When channel service to priority devices has finished (see
Figure 2.6), channel service to the waiting device then
starts and continues until the data byte has Dbeen
transferred to or from the waiting device. The delay caused
by providing this channel service to the waiting device is
called the device load and is expressed in the c¢hannel
evaluation factox tables as a percentage of the device's ouwn
wait time.

DATA OVERRUN TEST PROCEDURE

The test for data overrun involves the calculation of a load
sum for each waiting device. These calculations are given as
a step-by-step procedure in Figure 2.11.

Before starting the step-by-step procedure:

1. Obtain IBM 4331 processor Channel Load Sum WKorksheet
GA33-1532.

2. Check that the configuration of burst mode devices has
been decided and tested for data overrun; see '"Test of
Integrated Channel Bus' in this section.

3. Check that the devices to be <connected to the byte
multiplexer channel have been assigned their priorities
as described under 'Priorities on Byte Multiplexer
Channel' in this section.

Calculate the load sums as shoun in Figure 2.11. Steps (1)
thrxrough(5) of +the procedure consist of copying on to the
load sum worksheet all data that are required foxr the data
overrun calculations. Steps (6) through (9) yield +the load
sum for each <c¢lass-1 device. From the load sunm, the
possibility of data overrun can he assessed.

Figures 2.12 and 2.13 give examples of obtaining load sums.

For each uwaiting device to operate satisfactorily (that is,
without data ovexrxrun), its load sum must bhe less than 100.
If, however, any of the load sums is greater than 100, the
reader is advised either to try an alternative configuration
or to «consult his local IBM representative for a more
detailed analysis.
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CAUTION

It is particularly important that the 1load sum for the
communications adapter does not exceed 100 because, if data
overrun occurs on output from CA, special programming
support is needed for recovery.

The foregoing procedure for testing data overrun assumes
that:

1. Each waiting device makes its request for channel service
at the worst possible +time, that is, when all the
priority devices combine to cause maximum interference
during the waiting device's wait time. However, the
greater the number of priority devices that contribute to
the load sum for a particular waiting device, +the less
likelihood thexe is of all worst-case conditions
occurring simultaneously.

2. Devices all work at their maximum possible data zafes, or
at their tolerance limits, whichever is the worst case.

3. Data field lengths and command sequences cause the worst
interference that can be reasonably expected in practice.

4. Channel programming conventions have been followed; see
the section 'Channel Programming Conventions'.
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System tdentification

Date . . . . . 1 P 3
Device No. . .. ... Device NO. g . - - -« Device No. . Devi
Name . @ Name....@ ..... Name . . .. P Nam
Wait Wait Wait Wai
Priority Load Time . . . L Time Time . . . . Timi
Priority Devices Time A A 8 A A
Biock MPX Channel
—— — —

8
— —

Device No . . ........ 0 @—w

Name ... ..o 0dd d
DASD Adapter m——
Device NO ... .. ..... @,__.

Name ..............% .
Byte MPX Channel — — m

DeviceNo . ......... 0 \ 5 ]

Magnetic Tape Adapter
DeviceNo ......... o . —
—

ﬁ (A Sum) { @
1
N/ A Sum ~ —

Wait Time = . . . . ..

<

Device
T‘ Load = )
2 3) oa
=

Previous A Sum +
Load* = - .| Wait Time =

| |
88 0 |©ee e
I

SICNKS
BB o 0 0eee ©°

LOAD Device .
5 Sumt = Load = =, R }
Previous A Sum ~+
Load* =<3> . Wai:‘Tm\e =
LOAD . Device
Devices at Prority 4 sumt = . .| Load = (A
Positions - Previous A Sui
Load* = Wait
LOAD Devi
sumMt = Load]
5
Pre
Loavtj
104
SUI
| P — "
N ——
Figure 2.11: Procedure for Calculating Load Sums
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Procedu:e for Calculatihg Load Sunms, Using the Load Sum
Worksheet of Figure 2.11:

(1) At the top of the 'Waiting Devices' columns numbered 1,
2, 3, and so on, enter the device model numbers of the
I70 devices in- the priority sequence previously
established (according to traplevel priorxities and
priorities on byte multiplexex bus.)

Notes:

a.) Treat each communication line that is éonneéted to a
2701 Data Adapter Unit &as an individual waiting
device; see Appendix D.

b.) Class-2 or class—-3 devices can be delayed in certain
worst-case conditions, but ¢an never overrun, and
therefore need not be entered on the worksheet.

¢.) Each burst mode device that is attached +to a block
multiplexer channel should also be entered as a
waiting -device, to assure  proper consideration of
its priority load on othexr devices.

(2) For the waiting device enterxed in column 1, obtain the
following values from the appendixes (rear of this

manual):

a. Wait time 1 Copy these values into the
Device load |-> appropriate boxes of the vertical
Previous load | c¢olumn for the waiting device being

4 considered, as shown by 2a in Fig. 2.11.
For burst mode devices attached to a block-MPX channel
this step can be omitted since data overrxrun due to
traplevel interference cannot occur.
b. Priority-load values:

Time Copy these values into the boxes

A of the device position 1 (row
B number 1) on the byte multiplexer

I
v

chanhel, as shown by (2b) in

"Fig. 2.11. Where two or three lines
of priority-load figures are given
for a device, copy all of them on the
worksheet.

e |

(3) Repeat step (2) forieach of the <remaining waiting
devices entered at step (1).

(4) Into the first four positions of the leftmost 'Priority
Device' Column enter the model number of each burst mode
device having the highest nominal data rate (see
Appendix A and B) on

the Block Multiplex Channel
the DASD Adapter

Byte Multiplex Channel

the Magnetic Tape Adapterx

QU
~ e
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If no device 1is connected to one of the channels a...d
draw a line across the entire row on the worksheet.

(5) Into the third "prioxrity load' column, the 'B' column,
enter the B-factoxr associated with the data transfer of
the device entered in step (4). The B-factor for the
data transfer is obtained by multiplying the nominal
data rate of the priorxrity device in Kbhs/sec (See Appendix
A and B) by .023.

All the information needed is now on the worksheet, and
steps (6) through (9) <can be performed without further
referxrence to the tables of channel evaluation factors.

(6) Into the B columns, numbered (6), of the first four rous
copy the appropriate B-factors from left to 1right, up
to, but not including the burst mode device (see (1.),
note C) causing this data transfer interference. Through
the B-column of the waiting device and all columns to
the right of the waiting burxrst mode device, draw a line
accross the remaining part of the rowu.

(7) Into the 'A' and 'B' columns, numbered (7), <copy the
appropriate priority-load A and B <factors <from the
column numbered (2b). Where more than one set of A and B
factors are given for one priority device, copy only the
set that is appropriate for the wait time of the waiting
device being considered. The way to choose the
'appropriate' set of A and B factors for any priority
device is shown in Figurxe 2.10,

(8) For the next waiting device (in column 3) copy the
appropriate priority-load A and B factors from the
c¢olumn, numbered (3), similarly as described in (7).
Note that these factors can be different from column to

- column because the wait time of a waiting device may
fall into a different time range.

Repeat step (8) for each waiting device up to, but not
including the last one having +the lowest priority. Forx
example, when <copying A and B factors for the device at
position 5, include the appropriate A and B factors for the
highex priority devices in rows 1, 2, 3 and 4,

(9) Calculate load sums., In the vertical c¢olumn for each
waiting device being considered, proceed thus:

a. Add the values in the 'A' column and enter the result
as the R Sum.

b. Add the values in the 'B' column and enter the result
as the B Sum.

¢. Divide the A Sum by the wait time for the waiting
device Dbeing evaluated. Enter the gquotient in the
space provided.

d. Find the LOAD SUM by adding together the following
four values: +the B Sum, the quotient found in step
9¢; the device load and the previous load.
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231X ON BMPX OVERRUN CONSIDERATIONS

The block multiplexer channel has been designed to give
reasonable performance for a relatively 1low price. To
achieve this, compromises had to be made with respect to
channel rates and channel c¢haining capabilities. To achieve
the required fast channel turn around times for 231x command
chaining and data c¢haining the following strategy uwas
applied: :

As long as 231x chaining is active:

1. The BMPX +trap level processing oc¢curs at a priority
level one above the communications adapter (instead of
one below) and

2. All burst mode data transfers on MPX, DASD Adapter or
Magnetic Tape Adapter are stopped.

Note: Data chaining in between the individual bytes of a
contiguous 231x field is nevertheless not possible. Data
chaining can however be conducted successfully in the field
separator gaps, such as the gap between count field and Key
field or betuween key field and data field. Attempts to chain
data within a field cause overrun.

Strategy (1) will somewhat favour 231x chaining operations
with respect to CA data transfer, without necessarily
causing CA data overruns. Houwever, Strategy (2), will have
an ever present impact on all burst mode transfers with
unbuffered devices. For this reason it is not recommended to
use unbuffered burst mode devices on the MPX, or opexate IBM
8809 tapes or 33xx disks together with 231x disk devices.

The impact of strategy (2) on the new disk devices 3310 and
3370 is not as «c¢ritical because bhoth have hardware retry
facilities built in. Instead of having to go through lengthy
software recovery procedures, the disk goes only through one
additional 1rotation before +the total data transfer is
repeated.

The frequency with which these retries occur depends upon
how often 231x chaining coincides with data transfers on the
DASD adapter. This frequency will increase with:

- increasing 231x access rate

- decreasing 231x data field length

- increasing disK access rate

- increasing number of bytes transferred pex disk access
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I/0 INTERFERENCE WITH PROCESSOR

Interference of I/0 traffic with instruction processing is
caused by the fact that the processor is employed for most

channel operations, such as initiation and termination of
burst mode data transfers, handling of MPX and CA byte mode
data trasfers, and for the address and count update of every
4 bytes of data transferred via the integrated channel. 1In
addition, I/70 traffic is causing CPU interference due to
contention at the main storage.

The I/0:- Interference with the processor is very much
application and configuration dependent and has to be
calculated on a per workload basis.

This section describes how to calculate the amount of this
interference. The procedure involves:

1. Selection of the individual processor times pertaining to
the operation of the channel.

2. Finding the frequencies with which the different channel
opexrations occur during a specified interval of time.

3. Multiplying timings with frequencies and summarizing
overall time-frequency products.

The next step shows what effects the I/0 interference can
have on the systems behavior. In particular it will be shoun
how to assess the possible occurence of program overuns, and
how to estimate the effect of decreased CPU power on system
throughput.

CHANNEY, INTERFERENCE TIMINGS

The figures given in figure 3.1 are average figures for
commonly attached devices.
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| Average CPU Interferxrence time in Miaxo Sec caused |
| by channel service to: |

Channel activity | BBA -1,2 | CA | MPX | BMPX |
| t | | |

Rttt e ittty | e e e i R it b L |=—mm |
|Data transfers in byte mode | - | 27.5 | 60 x | -
I | | | | !
|Data transfers in multibyte mode 1225 for each! - 160*for 1.BYTEI -
| |burst of | 1+10 for each |
| [1...256 Bytel ladd. Byte | |
| | 1 | [ |
|Data transfers in burst mode /4BYTE | .92 | - | .92 | 92
i | | | | |
j=m e e e e | = | === | =—m e e |
|Execution of one command-chained CCW| 235 | 86 | 92 xx | 92 xx |
| ! | ] | |
|Additional load for: | | | | |
l1.PCI ] 85 | 10 | 30 | 30
1 | | | | |
|2.Command chained after separate 1 110 | - | 33 | 33
| channel-end and device-end signals]| | | I |
I | | | | |
|Execution of one data-chained CCW | 125 | 22 | 58 | 58
I | | | [ |
|Execution of 'transfer in channel' | 25 | 10 | 10 [ 10
| command | | | | |
R i ittt e el |~ === | === —————— Bl i bl l
|Cxeation of an interruption-pending | | | | |
lcondition: | | | | |
| 1 | | | |
7. Channel end (yith oxr without | 235 | 40 | 79 | 79
| device end) | | | | 1
| I ! I | |
12. Device end alone I 140 | - [ 45 | 45
| e e e | =-mmmmm e e | == | mmm e | =~ |
IClearing interxuption-pending con- | 210 | 210 I 210 | 210
ldition (by exchanging PSWs and | | | | i
|storing CSW) XXk I | | | |
| | | 1 | |
| Start I/0 handling ! | 200 | 150 | 150 | 150
R e it tll et | = m e | e e o o | = e |
|Fetching new IDA for page-cross | 4o | 12 | 17 | 17

¥ The MPX byte transfer time can vary from 55 usec, for fast control units, to 81 usec,
for slow control units.

*¥* This command chaining time can vary from 90 usec, for fast control units, to 103 usec,
for slow control units.

¥%X*This time should be included in CPU interference calculations but excluded from
calculations of percentage channel utilization.

' 70 usec of this time should be included in CPU interference calculation but excluded
from perentage channel utilization.

Figure 3.1 Processor Interference Times Caused by Channel
Activities foxr Devices on BBA's, CA, MPX, BMPX
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Comments to Fig. 3.1, 3.2, 3.3

The BBA data transfer occurs via a buffer of 256 Bytes (Fig.
3.1). Whenever during an I/0 read/uwrite operation the
buffer is full oxr the byte count limit is <reached,
(whichevexr c¢omes first), +the contents of the buffer are
emptied at a rate of 414 KB/SEC. Each such burst transfer
requires 90 usec of processor time. In addition, every
four-byte transfer regquires .92 usec processor time. If MPX
devices operate in byte mode, each byte requires about 60
usec¢ of processor time. Depending upon the type of device
attached to the MPX this time may vary by about * 15%4.

If a device can operate in multibyte mode, 60 usec are
required for the first byte and about 10 wusec for each
additional byte. If a device operates in burst mode on the
byte MPX, only .92 usec are required for every 4 bhytes of
data transferred.

The .92 wusec per 4 bytes of data is considered an average
value occuring for typical load situations on the Integrated
Channel Bus. Rctual times can vary from .9 usec for louw
loads to 1.9 wusec for high IC-bus wutilization, and read
operations alterxrnating with write operations (compare Fig.

2.2). Houever, typical IC bus utilization is found to be
well below 5%. The +time for SIO handling includes the
execution of a single CCW. Since instruction rate
calculations do not include the 'start I/0' instruction,
this SIO handling time should be included in CPU
interference calculation. Fox calculation of channel

utilization, however, only the time for the execution of a
single CCW should be included for each SIO. For this
purpose, use the time needed for the execution of one
command-chained CCW.

The processor time needed for disk devices attached to the
DASD Adapter was given for a full chain of commands as
required for a normal disk access (Fig. 3.2). Since the 3340

uses the 'full track read' and 'search by microcode’
strategy, the appropriate +timings £rom Fig. 3.3 have to be

added for random accesses. Similarly, the processor time
for emulated disk devices consist of two parts: .

1. The timings associated with the accesses +to the disk
attached to the DASD Adapter, giveen in Fig. 3.2, and

2. The timings associated with the fully electronic search
and data move done per microcode, given in Fig. 3.3

In addition, all random write accesses to emulated disks
require a full track read followed by a full track write.
For sequential accesses to emulated disks the data is
already contained in buffer. Therefore the SEEK, SEARCH, and
READ/UWRITE interference times , of the normal disk acess are
eliminated (Fig. 3.2), in addition to the full +track read
interference of the emulator (Fig. 3.3).
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|Average Processor Interference time in usec |
| by channel service to:

Channel activity | 3310 | 3370 | 3340 | 8809 |
| | | | |
|=——mmmmm e R ittt bt bbb b | = |- |=——————=- |-smmmm e |
| pata transfers in burst modes/uB | 92 | 92 | .92 | 92 |
| it | === === f==——————- = |
| Execution of Typical Command | | | I |
| Chain: SEEK, (SEARCH), READ/WRITE | 1519 | 1400 | 4590 | - |
I | | | | |
| o o o e e e e e e e e | = m e mmm e | === | = |
| Creation of an interxruption-pending I | | | |
| condition: | | | | |
| 1. CH END (With or without device end) | 196 | 196 | - | 610
| e e [ il bt R | === | |
| Clearing interruption-pending condition ] 210 f 210 | 210 | 210
| (hy erchanging PSWs and storing CSW) XX | | | | |
| e e | ——m e | o |-~ |——————————- |
| Start I/0 Handling * | 80 | 80 | 150 | 796
| | | | l (12191 |
| mm e e e | == m o R il J=———————- f=mmmmm e |
| Time for total access *Xx | 2005 | 1886 | 4950 2 | 1616
| I | | i (2039)1 |
=============================================l============'=========I=========I===========I
| Fetching new IDA | 20 | 20 | 20 | 20
R Sttt bt bt | === | === |=—==--=-- | = |
| Execution of one command~chained CCW | - | - | - | 550
i | | | | |
| Additional load for PCI l 30 | 30 | 30 | 30
| | | | I |
| Execution of one data-chained CCW | 85 | 85 | 85 | -
| I | ! | |
| Execution of 'transfer-in-channel' command | 10 I 10 | 10 | 10
See also additional timings due to 3340 Direct Disk Attachment Fig. 3.3)
* 80 usec of this time should be included in interference calculations but excluded

from calculations of percentage channel utilization.

*% This time should be included in interference calculations but excluded from
percentage channel utilization.

*%x* Time for one complete access to read or write one record.
1 With initial SPEED SET command

For random write access add 1620 usec to this figure

Figure 3.2 Interference times caused by channel activities
for devices on DASD Adapter and Magnetic Tape ARdapter.
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———————— — ———— - ———— = — > " s ey St S e e ey B e e - - ——— —

| 3340 | 231X |

| Direct Disk | Emul. on |

| Attachment 1 3310 |
| = e el tudated | === |
ICycle steal interf. | 836874 | T/4 |
|for full track read | x .92 | ®.92 |
|from emulated disk(3) | =1925 I |
| | | |
| | ] |
] I | |
|Initiation of disk | 2400 | 2600 I
jemulation (4) | ] I
| , | | |
| | | |
I | | |
|Electronic search I 4184/R (2) | T/2R |
lover record size R (4)| x 540 I % 450 |
| ] =1103 | |
| | | |
i | ] |
I ] | |
{pata move of 1 recoxd | 925%R | 925x%R |
lwith 2048 B (4) | =1895 ] =1895 |
(1 Foxr 2314 T = 7294, for 2311 T = 3625
(2) R = Logical record size in Byte

Timings given are for R = 2048 B
(3) For a disk write operation, consisting of 1 £full track
read followed by a full track write, multiply by 2.

4) processor operating on traplevel 0

Fig. 3.3 Additional CPU interference times caused by random
access to emulated disks on DASD Adapter (For
basic Disk Adapter times see Fig. 3.2)
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CALCULATION OF I/O0 INTERFERENCE WITH THE PROCESSOR

Sources of I/0 interference are the use of processing time
by the channels and the use of main storage time by the I/O0
data transfer. : '

INTERFERENCE DUE TO CHANNEL ACTIVITIES IN THE PROCESSOR

The channel activities that can cause interference, and the
durations of those activities in microseconds, are listed in
Figures 3.1, 3.2 and 3.3. To calculate the total duration of
interference with the processor for a paxrticular time span,
proceed as follows:

1. From Figures 3.1, 3.2, and 3.3 1list those c¢hannel
activities (and their associated interference times) that
can occur in the time span being considered.

2. Recoxd also the number of times +that each c¢hannel
activity occurs in the time span.

3. For each channel activity, multiply the interference time
by the numbexr of times that the activity occurs; the
product is the duration of intexference with the
processor caused by that activity.

4. Add together the individual interference times to obtain
the total duration of I/0 interference with the
processor. '

Example: Figure 3.4 gives an example calculation of total
intexrference time +that is <caused by a tape-to-printer
operation in which:

1. A 1000-byte block is read <£from tape (burst mode, block
multiplexex channel) via ten command-chained CCWs.

2. The 1000 bytes are sent to the printer (byte mode, byte
multiplexer channel) via ten command—-chained CCW's.

3. The pertinent time span is assumed to be the duration of
the entire I/0 operxration.

Note that the duration of +this intexrference with the
processor is not dependent on the data rate of the devices
but rather on the characteristics of the channels as shown
in Figures 3.1 and 3.2 and 3.3 and on the amount of data
being handled.
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| Channel activities Intexface factors 1 Duration of inter- |

! |

| | (fxom Fig. 3.1 and 3.3) { Numbexr of occurrences | ference
o e e e e e e e o | = m e e |ommm e e e !
|Reading tape on block multiplexer channel | I |
| Data transfers in burst mode / 4BYTE i 92 us | 250 i 230 us
| e e e e e R i e it |mmm e e |
| Execution of a CCW with data chaining | 58 us | 9 | 522 us
| mmmemm e e e e e e el b il R D il |~ mme e e |
| Creation of interruption: [ i |
| Channel end with device end | 79 us i 1 | 79 us
| Clearing interruption I 210 us | 1 | 210 us
fom e e e e e e L e L DL e IR L L b L S Lt | e |
IWriting to printer on byte-multiplexer. | 1 | 1
Jehannel I | | |
| Data transfers (in byte mode) /BYTE ! 60 us | 1000 | 60000 us
| e | e —— e R ittt bbb Dol |=——mmemm e |
) Execution of a CCW with command ! 98 us [ 9 | 882 us
I chaining and without PCI t | |
L e itttk b Jom e e e oo e e e | |
| Creation of interruptions: { | | |
{ Channel end alone | 79 us ! 1 | 79 us
| Device end alone | 45 us | 1 | 45 us
| Clearing interruption | 210 us | 2 | 420 us
| i ataiate |
I Total = 62467 us
| = 62.47 ms

Figure 3.4 Duration of Channel Interference, Example

Calculation for a Tape-To-Printer Operation

Fig. 3.4 shows houw to obtain +the actual duration of
interference in mircroseconds over a 'specific time span.
This duration of interference figure, when divided by the
time span that is pertinent to +the application, yields a
rercentage interference figure.

The significance of the derived percentage interference
depends entirely on the reader's choice of the pertinent
time span. For example, the percentage interference due to
the tape-to-printer operation in Figure 3.4 over the period
of time taken to perform the I/O0 operation is given in Fig.
3.5, once for the case when tape reading and printing occurs
sequentially (Example 1), and once for the case where tape
reading and printing completely overlap (Example 2).
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Example 1

Suppose, in the application being c¢onsidered, that tape
reading and printing occur consecutively (that is, printing
does not start until tape reading has finished).

Step 1: Take the pertinent time span to be the duration of
the I/0 operation:

Time to read 1000 bytes from tape = 24.7 ms
Time to print 10 lines = 545 ms
Time span of I/0 operxation = 569.7 ns

Step 2: Calculate the percentage interference duxing this
time span thus:

62.47 ms (from Figure 3.4)

—————————————————————————— = .109 = 10.9 %
569.7 ms

Example 2

Suppose, in the application being considered, that the tape
reading and printing operxrations ovexrlap.

Step 1: Detexmine the duxation of the I/0 operation:
Time to print 10 lines (as in example 1) = 545 ms

Step 2: Calculate the percentage interference during this
time span thus:

62.47
-=== = 115 = 11.5 %
545

I/70 operxration times are obtained from the reference
literature for the device.

Figure 3.5 Percentage Interference, Example Calculation for
a Tape-To-Printexr Operation
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The percentage interference numbers calculated in Fig. 3.5
~indicate how much longer a processing function would take
for execution (assuming that during the I/0 operation the
processing would continuously need pProcessor services
without ever going into the wait state). For a first pass
estimate of actual percentage increase in processor Dbusy
time due to I7/70 interference, one can multiply the
interferxrence figures calculated in Fig. 3.5 with the figure
for the processor utilization (due to instruction
processing). This estimate assumes that channel operations
are uniformly distributed over processoxr busy and wait
state.

INTERFERENCE DUE TO I/O0 UTILIZATION OF MAIN MEMORY

The I/70 Operations causing memory interference are:

~ FETCH, which requires .9 usec¢ per 4 Bytes, .5 usec of
which are overlappred with processor busy time for the same
fetch access; during these .5 usec the processor can nevex

ask for memory access. Thus only the remaining .4 usec
should be used for calculating effective memory
utilization.

~ STORE, which requires 1.3 usec per 4 Bytes, none of which
is overlapped with processor busy time for the same store
access.

The effective time Ti needed per average memory access is
calculated as:

Ti = (.9 usec ¥ (number of fetch accesses)+1.3 usec
¥ (numbexr of store accesses)) 7/ (number of

fetches plus number of stores)

Legend: ¥ is the multiplication sign
7/ is the division sign

The noticeable percentage intexrference then is the product
of the following factors: :

1. The effective memory utilization Ui due to I/0O accesses

2. The Time Tp for which an unsuccessful memory access has
to wait before memory access is granted, and

3. The number of memory accesses Np the CPU attempts to make
within a specific time interxval

or Ip = Ui * Tp ¥ Np
The memory utilization due to I/O, Ui, is obtained by

multiplying +the number of I/70 memory accesses per time
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interval Ni with the average memory access time Ti,

or Ui =‘Ni X Ti,
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The average waiting time Tp of a processor access 1is,
assuming low memory utilizations, Tis72. For highexr memory
utilizations (Ui > 0.05) a better estimate forxr Tp is

Tp = (Tisz2)s7(1 - Ui)

This equation is based on Poisson arrxrival of I/0 memory
requests.

The number of memory accesses Np can be obtained by
multiplying the instruction rate Re with the average number
of memoxry accesses needed per instruction Ne. Both of these
values are application dependent. But +typical values axre Re
= 200 K instx./SEC and Ne = 1.5 accessess/instr. Then Np = Re
X Ne,

An example of interference due to memory contention 1is
calculated in Fig. 3.6,

Ni = 50000 I/0 mem. acc.s/sec., (E/B = Instr. Execution/BYTE = 1)

Ti = 1.0 usec Time per I/0 Memoxry access:

Ui = Ni ¥ Ti .05 memory utilization due to I/O

.5 usec aver. waiting time of CPU mem. access

Tp = Tirs2 =

Re = 200 K Instr./sec. instr. execution rate
Ne = 1.5 mem. acc./instr.

Np = Re X Ne = 300 000 memory acc./sec

Ip = Ui ¥ Tp « Np = .0075 = .75 %

Legend: ¥ is the multiplication sign.

Fig. 3.6 Calculation of interference due to I/0 utilization
of memory. »
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EFFECTS OF I/0 INTERFERING WITH THE PROCESSOR

Two effects of I/0 interference are of prime importance. The

first is the effect of I/0 interference on System
throughput. The second 1is the fact that increasing I/O
interference may lead to program overxruns. R thizxd, less

important effect is the slow-down which high priority Is/O
devices can impose on lowexr priority buffered I/0 devices.

EFFECT OF I/O0 INTERFERENCE ON SYSTEM THROUGHPUT

The effect of I/0 interference on system throughput is very
much application dependent and therxrefore difficult +to
predict. Comparing an ideal system (without I/0
intexference) with a real system (having I/0 intexference),
it is easy to see that the I/0 interference will have little
effect on real system throughput if the processor
utilization is low; while the highest effect of interference
will occur for high processor utilization. With the
reasonable assumption, that all processor times of an ideal
system are equally affected by I/0 interference, a
conservative estimate for the real system throughput is
obtained by dividing the system throughput of the ideal
system by »

1 + (I/0 interference) * ((processor time overlapped with
I/0) 7 (total processor time))

where the I/0 interference is here obtained by dividing the
I70 interference time by the elapsed time of the ideal
system.

THE EFFECT OF I/0 INTERFERENCE ON PROGRAM OVERRUN

A particular effect of channel interference with processing
(see section 3.2) is program overrun. Program overrun
results from a program being slowed down to such an extent
that the program is late in providing realtime serxrvice to a
device and, hence, causes incorrect operation of that
device.

Program overrun must always be c¢onsidered for those I/O
operations that involve high-speed document-handling devices
such as the 1419 Magnetic Character Reader. In program-sort
mode, the 1419 zreads data into the processor while the
document is passing the read station; then, before the
document reaches the stacker-select station, the processor
must calculate the stacker required and issue  the correct
stacker—-select command. If  the stacker-select command
arrives too late (because of program overrun), the document

is routed to the reject pocket and the channel progranm
stops.
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How to Assess Program Querrun

To investigate the possibility of program overrun, proceed
as follous:

1. Establish the available program time, that is, the time
during which the program must pexrform its calculations
and issue the command. Call this time 'A' (available
time).

2. Establish the time that the program takes betuween reading
data and issuing the c¢ommand. (This time can be
established by totaling the execution times of the
component instructions, see 'Instruction Timings' in IBM
4331 processoxr Functional Characteristics, GA33-1526).
When establishing +this time, take all program activity
into account including, foxr example, the handling of the
I/0 intexrrxuption after the data is read, and any possible
supervisor program activity. Call this time 'p!’
(processing time).

3. Establish the maximum possible intérference time that can

be <¢aused by simultaneous activities on all channels
during the time "A'. (The calculation of total
interference time is describhed previously in this
section). Call this time 'I' (interferxrence time).
Note: The maximum possible intexrference time is caused by
the combination of channel activities that, during the
available time '"A', have the highest interference time
e L

4. Calculate P + I and compare the result with A. If P + I
is greatexr than A, program overrun may occur.

Example: Considexr the possibility of program overrun with a
single-address 1419 and assume that othexr c¢hannel activity
consists of (1) a 3310 Disk Storage transferring data on the
DASD Adapter in burst mode at the rate of 1031 kKilobytes per
second, and (2) a 1442 Card Read Punch using 1-byte
transfers and punching EBCDIC characters.

For the purpose of this example, it is assumed that <the
interference with the processor which is caused by these tuwo
operations during the available time 'A' is the worst that
can occur in the given application; that is, it has the
highest interferxence time 'I'.

Check for program overrun as follouws:

1. Establish the available program time 'A'. From IBM 1219
Readexr Sortexr, IBM 1419 Magnetic Character Reader,
GA24-1499, +the minimum time available <foxr giving the
stacker-select command is 9.50 milliseconds.

2. Establish the processing time 'P' of the program
instruction sequence that calculates the stacker required
an@ issues the stacker-select command. For the purpose of
this example, assume that +the processing time 'p',
including possible supervisor activity, is 8.00
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3.

4.

'p'

milliseconds.

Establish the total interference time 'I°'.

a.

Calculate +the duration of the interference that is
caused by the 3310 data transfer within the time span
'A'. At 1031 Kilobytes pexr second, the number of bytes
transferred in time 'A' (9.50 milliseconds) is given
by:

Numbexr of bytes 1031000 x 9.50
transferred T mmmmm—m— - = 9795 Bytes

Taking +the duration of intexrference on the block
multiplexer channel in burst mode to be 0.92
microseconds per 4 bytes (from Figure 3.2) the total
interference in time 'A' caused by transferring 9795
bytes is given by:

Interference time
caused by 3310 (9795 x®x .92 : 4) microsec.

2.25 milliseconds

" n

Calculate the duration of the interference that is
caused by the 1442 operation. During the time 'AR', the
channel activity is assumed to be the execution of one
command—-chained CCW, and two 1-byte data transfers
(see Figuxe 3.1)

Interference times
Data transfexs in

byte mode 60 X 2 = 120 us

Execution of a CCW

with command chaining 98 X 1 = 98 us

Therefore, interference

time caused by the 1442 = 218 us
= 0.22 nms

Establish the total interference time 'I' from steps a
and b.

2.25 ms + .22 ms = 2.47 ms

Calculate 'P' + 'I' and compare the results with 'A':

+

8 ms + 2.47 ms = 10.47 ms

+ I =
= 9.50 ms

P
A

'I' is morxe than 'A' and, therefore program overrun

will occur.

4y
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CHANNEL INTERFERENCE BETWEEN I/0 DEVICES

The mutual interference betueen I/70 devices due to
contention at the processor was evaluated by checking for
data overxrrun.

Anothexr kind of interference can potentially occur at the
individual hardware channels or adapter units such as BBA-1,
BBA-2, MPX, BMPX, DASD Adapter and Magnetic Tape Adapter.
The effect of this mutual interference of devices attached
to a single hardware adapter unit is a gradual slow down of
I/70 device operation, and thus a certain loss in systen
throughput.

This slowdown of I/0 devices depends on the fraction of time
for which a c¢hannel (ox adapter) is busy and therefore not
available for use by othexr devices. This fraction is called
the channel wutilization. Excessive channel wutilization can
cause queues to form for tasks or devices that have to use
the channel. In the following it will be shown how to
calculate channel utilization, and how to obtain first pass
estimates on I/70 device response time degradation as well as
degradation of system throughput.

CALCULATION OF CHANNEL UTTILIZATION

Hardware channel wutilization of BBA-1, BBA-2, and MPX is
generally very low and unlikely to cause significant I/0
device pexrformance degradation. The following discussions
are therefore limited to the hight speed channels such as
the block MPX, the adapters, and tapes and disks attachable
to these channels. The general way to obhtain the pexrcentage
channel utilization is to <calculate the fraction of time
within a given period for which the channel ox the adaptex
is busy.

PROCEDURE FOR TAPE DEVICES

1. Estimate the following values:
a. The number of data bytes in an average-length record.

b. The average number of records to be transferred perxr
second.

These two values are required in subsequent steps of this
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procedure.
2. Obtain the channel-busy time per record as follous:

a. From +the table of processor interference times (see
Figure 3.1 or 3.2), obtain the time taken +to issue a
read or write command. Assume this time to be the time
needed for.the execution of one command-chained CCW on
the block multiplexer channel.

b. From Figure A-2 in Appendix A, obtain the gap time for
the particulaxr tape device.

¢. Calculate the time that is needed to transfer all the
data bytes in one average—-length record at the nominal
data rate of the device.

d. From the table of processor interference figures (see
Figure 3.1 or 3.2), obtain the +time taken to create a
channel-end interruption.

e. Add up the four times obtained in a, b, ¢, and d to
obtain the channel-busy time per recoxd.

3. Obtain the channel-busy time per second or the channel
utilization by multiplying the channel-busy time pex
record (obtained in step 2e) with the average number of
records to be transferred per second.

Figure 4.1 gives example calculations of channel utilization
for IBM 3410 Magnetic Tape Units Model 1 and 3 woxrking at
nominal data rates of 20 and 80 kilobytes pexr second,
respectively.
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| Assumptions: |
| 1000 bytes per record; four records to be transferred per second; no command chaining |

Example 1
3410-1 working at a nominal data rate of 20 kilobytess/second

I/0 activities:

a. Issue read/write command .098 ms
b. Gap time 48.00 ms
c¢. Transfexr 1000 bytes at nominal data rate 50.00 ms
d

Channel-busy time for one record = 98.176 ms

Thexefore, at four records per second.,
the channel-busy time per second = 4 X 99.176 ms
= 392.704 ms

|

!

I

1

|

|

|

Create channel-end intexruption pending condition .078 ms |
|

|

|

|

|

|

.39 = 39% (approximately) |

From which, channel utilization

Example 2
3410-3 working at a nominal data rate of 80 kilobytes/second

I/0 activities:

a. Issue read/write command .098 ms
b. Gap time 12.000 ms
¢. Transfer 1000 bytes at nominal data rate 12.500 ms
d

Channel-busy time for one record = 24.676 ms

Therefore, at four records per second,

the channel-busy time pexr second 4 X 24.676 ms

= 98.704 ms

|

|

[

1

|

|

|

Create channel-end interruption pending condition .078 ms |
|

l

|

|

|

|

.099 = 9.9% (approximately) |

From which, channel utilization

Fig. 4.1 Example Calculations of Pexrcentage Channel
Utilization for a 3410 Magnetic Tape Unit Model 1
and a 3410 Model 3 having Nominal Data Rates of 20
and 80 Kilobytes per Second.

Notes on the examples in Figure 4.1

1. Channel time spent on handling commands and interruptions
(which are microprogram activities) is insignificant. In
calculations of this type, these times can normally be
ignored.

2. The increased data rate (in Example 2) causes the channel
utilization to be reduced. The interference with the
processor remains unchanged, houwever, and, as shown in
Figure R-1, the priority loading is greater, a factor
which may affect devices on the byte multiplexer channel.
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PROCEDURE FOR DIRECT ACCESS STORAGE DEVICES

For the purpose of calculating disk channel utilizations it
is necessary to distinguish four basically different modes
of disk and channel operation, namely

1. Selector <channel mode without seek separation, (and
without block multiplexing and rotational  position
sensing), where the channel is busy from the transfer of
the seek command until completion of the c¢ommand chain
with 'channel end' and 'device end' (compare Fig. 4.2).

2. Selector channel mode with seek separation (without block
multiplexing and rxrotational position sensing), where in
comparisons to (1) the channel 1is not busy during
execution of the seek command. (Requires additional SIO
instruction plus transfer of seek command.)

3. Block multiplex mode (or selector channel mode with seek
separation) but without rotational position sensing where
in c¢omparison to (1) the channel is not busy during
execution of the seek command (similar to (2), but
without additional SIO instruction and seek command).

4. Block multiplex mode with rotational position sensing,
where in comparison to (1) the channel is not busy during
execution of the seek command and not busy during
execution of most of the seaxch period.

Illustrations of the various channel busy times for modes
(1)...(4) are given in Fig. 4.2 for a typical chain of SEEK,
SEARCH, TIC, READ commands.

Selector channel mode (1) is the classical way of operating
old disks. It 1requires the least amount of processor
overhead, but gives the highest channel utilization. The
cases (2) and (3) selector channel with seek separation and
multiplexing mode, gives equivalent channel utilization, but
(2) requires 1less supervisoxr time. Block multiplexing with
RPS (4), gives finally the smallest amount of channel
utilization but requires additional supervisor time. This
is the reason why, for low channel usage, it may be better
for total system performance to use mode (3) without
rotational position sensing.

Typical values for the timings of Fig. 4.2. are given in
Fig. 4.3 and 4.4 for the disks attachable to the IBM 4331
PXrocessor. Tuwo examples of channel utilization were
calculated in Fig. 4.5.
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1. SELECTOR CHANNEL MODE (least processor overhead)

SEEK TIME SEARCH TIME READ TIME

—— b S o - o - - e - e Woe W W W W S S e S S W W e wm T e e T W W e P Wt e e W W — e -

—————— —— — A i ——  San i e o e e o (o 0 B> e v o G — S —— —— - t— —

SEEK SEARCH READ
COMMAND TIC coMM.

2. SELECTOR CHANNEL WITH SEEK SEPARATION (more supervisor time
needed for additional SIO/construction)

SEARCH TIME READ TIME
77771 V27V 77 2777777727777 77 777777771
SEEK SEARCH READ
COMMAND TIC COMM.

3. BLOCK MULTIPLEXING MODE (less supervisor time than (2))

SEARCH TIME READ TIME
lz7771 V77 V7777777777777 777 V77 777777771
SEEK SEARCH READ
COMMAND TIC COMM.

4. BLOCK MULTIPLEXING WITH RPS (additional processor time needed to
create CCUW's)

READ TIME
lzz7) lz771 V27 V27V 27777777
SEEK SET SEARCH READ
COMMAND SECTOR TIC COMM.

Fig. 4.2. MODES OF DISK/CHANNEL OPERATION.
(channel busy times marked ///)
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FUNCTIONS
OF DEVICE

AVERAGE
TIME

—— v — — - - o W W S —

AVERAGE SEARCH
TIME
WITHOUT RPS

RPS

- —— - — g o -

READ TIME FOR

2048 BYTE
WITHOUT RPS
WITH RPS

- - e - e v o
TZZS TS mEEREEeE

ADDITIONAL TIME

FOR WRITE:
WITHOUT RPS
WITH RPS

e v By m B wr me Ve mm e MmN
STESREERNERESsS=EDERS

1 Av.
2 Av.
3 DDA =

12311-1 12314,19(3310

SE======

75

———— o -

—— o e e
=EZ=Es=E=E=

ALL TIMES IN MILLISECONDS

13370 13340

-11123117121 ! . IDDA3
- zzzz==x|zzss=zss|s=ssess|zsssnss
| ! . |
60 I 23.5 1 22 | 25
| | !
------- =] | -
| | |
I | !
12.5 | - ! - | 10.1
- | 1.8 | 1.6 | .89
------- Sy [ P
| ] I
' | | i
6.56 | - - | 10.12
- | 2400 | 1580 | 5.05%
=s=s===|sss=sss|sssss=s|s======
| | !
| | |
0 | 0 | 0 | 20.2
- | 0 ] 0 | 20.2
| ! |

- e e ww ow w
=EsEEEz

Read 174 track
Read 172 track-
Direct Disk Attachment

e e e o
=Zz==sE

[231%X on
13310

- o we = w ww w
E

e ———

Fig. 4.3 CHANNEL BUSY TIMES DUE TO DEVICE-SPECIFIC FUNCTIONS
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ALL TIMES IN MSEC

g Uy - S g g S

|
| |
I 231%x | 33101 | 3370 | 3340
| | ’ | k | DDA3
——————————————————————————— e e e e L L L |
SEEK command | | | | |
| | | | |
SEEK command | .098 | (SEEK) | | (DEV |
transfer SEEK address I .010 | i | SEL. + |
command chaining at CE? I 177 | .764 | | SEEK) |
———m e - o e e | === ] | | l
total I .285 | | | 2.970 |
o e o o e o e e = | e R | === |
SET SECTOR command: | | | | |
' | ] | | |
SET FILE MASK command | .098 |(SEARCH)I | (NOT |
TIC command I .010 | - |APPLIC.) |
SET SECTOR command | .098 | .u470 | | l
comm. chaining at CE? | 177 | | i |
-------------------- | = | | |
total | .383 | | i |
| i | | | 1
READ COMMAND | .098 | .360 | I 1.620 |
WRITE COMMAND | .098 | .360 | | 2.240 |
- | o | " [
CH. END/DEV. END | .079 | .196 | J(N. AR.) |
. |

Fig. 4.4 CHANNEL BUSY TIMES DUE TO COMMAND HANDLING IN CHANNEL

1 includes hardware busy times overlapped with Traplevel 4

2 CE = channel end.
3 DDA

Direct Disk Attachment

Channel Interference
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Example:

SEEK command
SEARCH

READ command
2048 B read time

n o onou

2314 with Block Multiplexing

.285
.500
177

" — -~ ——— — T at S o W Sme men e

Channel busy time foxr 25 rec.s/sec

EXAMPLE: 3310 (effectively block

SEEK command

SET SECTOR
SEARCH time

READ command
2048 B read time

— - . o " —_— " - — " -~ S -

t n uw nu

Channel busy time for 25 recs/sec

Assumptions: 2048 bytes per rec

Fig.

52

msecsrecord

25 x 19.53 msec/sec
488 msecs/sec
q8.8 %

multiplexing with RPS)

.680
.490

.800

.595

msec
msec
msec
msec
msec

orxd,

25 x
149
14.9

25

msec/record
5.965 msec/sec

msec/sec
%

records per sec

4.5 EXAMPLE CALCULATIONS OF CHANNEL UTILIZATION FOR

2314 AND 3310
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IMPACT OF CHANNEL UTILIZATION ON I/0 ACCESS TIME

I/0 access time in an unloaded system consists of the
following parts

- time to transfer commands over the channel
- time for the device to access the data
- time to transfer the data over the channel

If several devices contend for the usage of the channel, the
channel service times for command handling and data transfer
have to be incremented by wating times for channel service.
For most channel services this waiting will be directly
proportional to the channel utilization, or

(effective channel utilization)
X .5 x (average channel service time.)

Channel utilization and average channel service times can be
computed with the data given in section 'calculation of
channel utilisation'. Houwever, the channel utilization and
sexvice times for the device under investigation should be
excluded from the computation.

A special kind of I/0 response time delay occurs for disks
employing the rotational position sensing feature or its
equivalent on disks implementing the fixed block
architecture. Here the waiting time for the channel's data
transfexr service is increased by a full rotation provided
the disk is ready for data transmission but +the channel is
still busy with another device. In this case a good estimate
for the additional waiting delay is given bhy

(DPisk rotation time)
X (effect. channel util.)s (1 - effect channel util.)
In Fig. 4.6 an example calculation is given for additional

waiting times occuring with a 3310 on a channel with 504
effective utilization by other disks.
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EXAMPLE: 3310, effective channel utilization 50%
blocklength 2048 bytes

~channel useage time = 5.965 msec
(from Fig. 4.5, Example 2)
av. seek time : = 23.5 msec

(from Fig. 4.3)

—————— s — — ——- —— ———— - —— - — - — - — - -

total access time ‘= 29,465 msec

Av. channel sexv. time total channel usage time /3

5.965 /3 = 1.99 msec

v. waiting delays for command transfers
2 ¥ (effective ch. util.) x .5 x(aver. ch. sexvice time)
2 X .5 X .5 % 1.99 msec = .995 msec

i n =

AV wating delays for data transfer
(Disk rotation time)x (effect. chann. util.)s(1- eff. ch. util.)
(19.2 x .5 ) 701 = 0.5)) msec = 19.2 msec

- - e —e e o - S = e o Ve . T b Gmn Wn et N et e St W . e M Y S WAt (e G e e S W e G e S e i e Mae o e o e v -

Total average waiting delays = 20.195 msec
Due to channel contention the av. disk access time

is increased by
20.2729.5 = 687

Fig. 4.6 Calculation of disk access time, including waiting
times due to channel contention.
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EFFECT OF CHANNEL CONTENTION ON SYSTEM THROUGHPUT

The main effect of channel contention is to increase I/0

access times. The effect of increased I/0 access times on
system throughput is discussed hexe. This effect is of
course very much application dependent and therefoxre in
general difficult to predict. Comparing an ideal system

(without channel contention) with a real system (having
channel contention) it is easy to see that the enlarged I/O
access times will have little effect on system throughput of
the real system provided the processor utilization is high.
While the largest effect of channel contention will occur
for louw processor utilization.

With the reasonable assumption that all I/0 time of the
ideal system is equally affected by channel contention, a
conservative estimate for the throughput of the real systenm
is obtained by dividing the system throughput of the ideal
system by

1 + (relative I/0 time increase) x (1 - proc. util. of orig.
system) :

where the relative I/70 time increase of the real system is

obtained by dividing the additional I/0 time due to channel
contention by the original I/70 time.
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IMPLICIT ASSUMPTIONS

CHANNE], PROGRAMMING CONVENTIONS

The procedures given in this manual for checking data
overrun assume that channel programs have command sequences
that provide efficient operation of I/0 devices, and avoid
placing unnecessarily large loads on the channels. This
section of the manual gives the permissible ways in which
commands may be command chained so that the programmex can
prevent or, at least, reduce the possibiliphy of overrun
during concurrent I/0 operations.

Because overrun is caused by excessive load on the
processor, these conventions apply to channel programs for
all devices, including those that are not subject to
overrun.

The command sequence conventions are recommended for use in
the writing of channel programs for the IBM 4331 processor,
especially for a system that uses multiprogramming in which
the programmer is not aware of the overall 1load on channel
facilities. If a programmer controls oxr has Knowledge of all
I/0 activity, however, he may establish somewhat less
restrictive channel programming conventions that may bhe
particularly suited to his application and configuration.

IMMEDIATE OPERATIONS

When c¢ommands that cause immediate (or near-immediate)
operations arxe <chained +together ('no-op' commands, for
example) many commands are executed in a short time, thus
imposing a heavy continuous load on the channel and causing
interference with other lower-priority devices. Therefore,
non-data transferring commands that are completed <rapidly
should not be chained.

DATA CHAINING

The programmexr is free to specify data chaining in channel
programs, although a c¢hannel is able to transfer data at a
fasterxr rate, without overrun, when data c¢haining is not
specified.
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The procedures and tables in this manual provide guidance in
assessing the effects of data chaining.

CHAINABLE COMMANDS

The channel programming conventions permit only certain
commands to be command-chained, as shown in Figures 5.1
through 5.6. Commands that do not appear in these figures
should not be command-chained; that is, they c¢an appear only
in single-command channel programs.

Note: Foxr diagnostic or device feature-dependent commands,
reference should be made to the device-associated manuals.

Figures 5.1 through 5.6 1list the chainable c¢ommands in
classes that define the permitted positions of each command
in a channel program. These classes are as follous:

Class—-A Commands: Class—-A commands are permitted +to occur
anywhere in a channel program and may be chained in any
sequence without restriction.

Class—-B Commands: A class-B command is permitted to occur
anywhere in a channel program but must not be chained to
anothexr class-B command.

Class—-C Commands: A c¢lass-C command is permitted +to appear
as the first channel command word (CCW) of a channel
program. In general, they provide a function zrequired only
once at the beginning of +the channel program, and are
executed at speeds that impose a somewhat larger load than
those of class-B.

Class-D Commands: AR c¢lass—-D command is pexrmitted to appearx
only as the last CCW of a channel program.
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Class A commands Class B commands Class C commands Class D commands
(Any position in a channel {Any position in a channe! (First CCW in a channel (Last CCW in a channel
program, and in any program, but not chained to program.) program.)
sequence.) to each other.)
Command [ Command byte Command { Command byte Command I Command byte | Command ‘ Command byte
Erase XXXX  XX01 Seek {oooo 0111 No-op (3 0000 0011
No-op (3) 0000 0011 0o0x 1ot The following command chain | Restore(@ 0001 0111
Set sector 0010 0011 may be treated as a single
Read XXXX XX10 e @ XXX 1000 class-C command:
Recatibrate @ 0001 0011 —_ 0000 0111
Search XXXX XX01 Seek 000X 1011
Write XXXX XXO1 Each of the following command .
chains may also be treated as a Set fite mask 0001 1111
single class-B command: TIC XXXX 1000
'TIC XXXX 1000 ]
ly {o 000 0111
Lf“k 000X 1011 ]
i {?ooo 0111)
it 0000 1011
LTHC XXXX 1000 |
[Tic XXXX 1000 ]
1 {oooo 0111
sTk 000X 1011
| Set sector 001 0 0011 |
[~ 0000 0111
STR 000X 1011
Se't sector 0010 0011
er XXXX 1000
Notes (circled letters):
The ‘no-op’ command is treated as a class A command when preceded by
the ‘formatting write’ command (0001 XXO01 or 0000 0001); otherwise
it is treated as a class D command.
() The ‘recalibrate’ command is not defined for all DASD devices.
(c) The following chain of commands is not permitted: Search —#»TIC —&= write.
(d) The ‘restore’ command is defined for the IBM 2321 Data Cell Drive only.
X =0 or 1, depending on command code for particular device
Figure 5.1. Chainable c¢ommands on direct access storage
devices, permitted positions in channel program
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Class A commands
(Any position in a channel

Class B commands
{Any position in a channel

Class C commands
(First CCW in a channel

Class D commands
(Last CCW in a channel

program, and in any program, but not chained program.) program.)

sequence.) to each other.)

Command Command byte Command l Command byte Command ] Command byte | Command Command byte
Backspace 0010 X111 TIC XXXX 1000 Set mode XXXX X011 No-op 0000 0011
Erase gap 0001 0111 {excepting Rewind 0000 0111

no-op’:
Forward space 0011 X111 ind 2
s 0000 0011) s:lv;:;dand 0000 1111
Read XXXX XX10 The following command chain
Read backward XXXX 1100 may be treated as a single class-
- - C command:
Write XXXX XX01
Set mcde XXXX X011
Write tapemark 0001 1111 v
TIC XXXX 1000
X = 0or 1, depending on command code for particular device
Figure 5.2. Chainable commands on tape devices =~ permitted

positions in channel program

Class A commands
(Any position in a channel!
program, and in any sequence.)

Class B commands

(Any position in a channel
program but not chained
to each other.)

Class C commands
(First CCW in a channel
program.} ‘

Class D commands
(Last CCW in a channel
program.)

Command I Command byte Command lCommand byte Command- I Command byte Command lcommand byte
Read XXXX XX10 TIC XXXX 1000 Control XXXX XX11 Control XXXX  XX11
Write XXXX XX01

X = 0or 1, depending on command code for particular device

Figure 5.3.

Chainable commands

on card devices

positions in channel progranm

- permitted

Class A commands
{Any position in a channel
program, and in any sequence.)

Class B commands

{Any position in a channel
program, but not chained
to each other.)

Class C commands
(First CCW in a channel
program.)

Class D commands
(Last CCW in a channel
program.)

.

Command Command byte Command l Command byte Command l Command byte Command l Command byts
Write XXXX XX01 TIC XXXX 1000 Control XXXX XX11 { Control XXXX  XX11
X =0or 1, depending on command code for particular device

Figure 5.4%, Chainable commands on printer ' devices -
permitted positions in channel program
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Class A commands
(Any position in a channel

Class B commands
(Any position in a channel

Class C commands
(First CCW in a channel

Class D commands
{Last CCW in a channel

program, and in any program, but not chained program.) program.)

sequence.) to each other.)

Command Command byte Command Command byte Command [Command byte Command Command byte
Read inquiry 0000 1010 TIC XXXX 1000 - - Control XXXX XX11
Write 0000 X001

X = 0 or 1, depending on command code for particular device

Figure 5.5.

Chainable commands on

Console Display-Keyboard,'

rermitted positions in channel program

Class A commands

{Any position in a chanral
program, and in any
sequence.)

Class B commands

(Any position in a channel
program, but not chained
to each other.)

Class C commands
(First CCW in a channel
program.)

Class D commands
(Last CCW in a channel
program.)

Command Command byte

Command l Command byte

Command [ Command byte

Command ] Command byte

Break XXXX XXO01

Diagnostic read a XXXX XX10

Diagnostic write a XXXX XX01

XXXX XXO01

Dial @

Disable 0010 1111

Enable 0010 0111

XXXX XX10

Inhibit (3)

XXXX XXO01

%n()

Prepare XXXX XX10

Read @

XXXX XX10

XXXX XX10

Search (a)

0000 0100

Sense @

XX01

write (@

XXXX

The following command chain
may be treated as a single class-A
command:

No;op @
c ©

0000 oO0M
XXXX 1000

TIC XXXX 1000

Set mode 0010 0011

No-op 0000 0011

Notes (circled letters):

Channel programming conventions permit data chaining with or without TIC.

®

The ‘sense’ command is class A only when it is used instead of a program-

controlled interruption to signal that a program has reached a particular point.

©

is used 25 @ modifiable switch.

X = 0 or 1, depending on command code for particular device

Figure 5.6.

in

60

Chainable
(2701,

commands
2702, 2703,
Channel Program

The n0-op - TIC chain is treated as a single class-A command only when it

on

and CRAk),
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APPENDIX A. CHANNEL EVALUATION FACTORS FOR DEVICES ATTACHED
TO BMPX AND DASD/MAGNETIC TAPE ADAPTERS.

The following tables contain the A and B load factors for
devices attachable to the block multiplexer channel and to
the DASD/Magnetic Tape adapters for worst case load
conditions including command chaining operations.

Priority load factors for the data transfer only (first 4
rowus of Load SUM WorKksheet) can be computed from:

B = .023 x Data Rate in KB/sec

The B-factors of Fig. A-1 are not wvalid if there is data
chaining, unless the data c¢haining is used on DASD devices
and the data chaining takes place in the gap time only.

To account for the additional 1load when data chaining is
used (other than in DASD Gap Time), add

5.8 % (Data Rate in KB/sec)/(smallest byte count
being data chained)

to the B factor obtained from Figure AR-1.

Appendix A A1



|Nominal data |Rotation time |[------r—ccee—cee———— |

Name lrate (kilobytes/i(milliseconds)| Time | A B |

|second) | t | | |
---------------------------- Rl il e et Kl I D Ll R il |
2250 Display Unit | 526.0 | - P11 | 9.97 1 12.3 |
---------------------------- Rt il Rl bt raintatid Eb S L L LD LY Bl
2311 Disk Storage Drive | 156.0 | 25.0 | 114 | 2.05 | . 82.0 |
Models 1, 11, and 12 | | | .400 }30.00 | 12.5 |
———————————————————————————— |mme e | e | m e | e | e e ]
2314 Direct Acess Storage | 312.0 | 25.0 I 11 | 2.96 | 74.0 |
Facility - Series A and B | | | .400 |128.40 | 16.5 |
2319 Disk Storage Model A1 | | i | | |
----------- R ekl et e e b b L el bl B LDt bl EL L L Ll Rl
3270 Information Display | 500.0 | - | 114 $11.4 | 0,001
System | | | ! | |
———————————————————————————— R it R L il Lt el Bl Db DLl L DL Ll |
3340 Disk Storage | 885.3 | 20.2 I .10 I 0.00 | 20.361
---------------------------- e tniatdaeldl Kbl L b Dl ettt bbbl Rt bl
3310 Disk Storage | 1031.90 | 19.2 i .10 | 0.00 | 23.701
l | 1 | | |
---------------------------- Rttt Kl Ll ot et Dbl bbbl bl
3370 Disk Storage | 1859.0 | 20.2 | .10 | 0.00 | 42.7 |
| | | .275 | 3.52 | 29.7 |

Figure A-1: Block Multiplexer and DASD Adapter Devices Channel
Evaluation Factors
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- — T - - L - —— - - ————— T S — - > T W — . > " W W W - — —— o — ——————

Name IDensitylData |Data |Gap

| |

IB/Inch |Conv.|Rate |Time | Time | A | B |

| | IKB/Sec|MsSec | | | |
------- el el el e e e e el e e e |
2401 | 200 | No | 7.5 | 20.0 | 10 1 11.40 | 0.00 |
Model 11 ] | | | 19.47 | .04 | 17
i | Yes | 5.6 | 20.0 | .10 | 11.40 | 0.00 |

| | | | | 19.29 | 8.92 | .13

| 556 | No | 20.8 | 20.0 | .10 1 11,40 | 0.00 |

| | | | I 19.81 | 1.92 | .48 |

| | Yes | 15.6 | 20.0 | 10 | 11.40 | 0.00 |

| | | | | 19.74 | 4.32 1| .36 1

| 800 | No I 30.0 | 26.0%]| 10 1 11.40 | 0.00 |

| | | | | 15.87 | .u5 | .69 |

| | Yes | 22.5 | 20.0 | 10 1 11,40 | 0.00 |

{ | | | I 19.82 | 14 | .52 |
------- el Il Il Rl e D L e e e e Tl |
2401 | 200 | No |l 15.06 | 10.0 | 10 | 11.40 | 0.00 |
Model 2| | | | | 9.73 | 8.04 | .34 |
| | Yes | 11.3 | 10.0 | .10 1 11,40 | 0.00 |

| | | | | 9.65 | 8.89 | .26 |

| 556 I No | 41.7 | 10.0 | 10 | 11.40 | 0.00 |

| | | [ | 9.90 | 2.04 | 95 |

| | Yes | 31.1 1 10.0 | 10 | 11.40 | 0.00 |

| [ | | i 9.87 | 4.34 | .72 |

| 800 | No | 60.0 | 8.0%| 10 1 11.40 | 0.00 |

| | i ] | 7.93 | .45 | 1.38 |

| | Yes | 45.0 | 10.0 | .10 | 11.40 | 0.00 |

| | | | | .91 | 1.14 | 1.03 |
------- el el el e R e e e
2401 I 200 | No I 22.5 | 6.7 | 10 | 11.480 | 0.00 |
Model 3| | | | | 6.52 | 8.02 | .52 |
| | Yes | 16.9 | 6.7 | .10 1 11.40 | 0.00 |

| | | | | 6.46 | .89 | .39 |

| 556 | No | 62.5 | 6.7 | 10 | 11.40 | 0.00 |

| | | | | 64 | .86 | 1.u44 |

| | Yes | 46.9 | 6.7 | .10 | .40 | 0.00 |

| | I | | 6.62 | u4.26 | 1.08 |

| 800 | No | 90.0 | 5.3x%]| .10 1 11.40 | 0.00 |

| | | | | 5.26 | .52 | 2.02 1|

| | Yes | 67.5 | 6.7 | <10 1 11.40 | 0.00 |

| | | i | 6.64 | 09 | 1.55 |
------- Rl Rl i ettt R B L L e e R D LTS |
2401 | 800 |+ | 30.0 | 16.0 | 10 1 11,40 | 0.00 |
Model 4| | | | | 15.87 | .45 | 69 |
| 1600 | + | 60.0 | 16.0 | 10 1 11.40 | 0.00 |

| I | | ] 8.26 | 0.00 | 1.38 |

- ————— — -y Tt v ——— > " S —o-  — V" v W - W —— o W ———— —— — - S —— " — ——

¥ Nine Track Gap Time
+ Data Conversion not used in this model

Figure A-2: (Part 1 of 3) Channel Evaluation Factors
for Magnetic Tape Drives
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APPENDIX B. BYTE f‘lULTIPLEXER DEVICES CHANNFIL EVALUATION FACTORS

The following tables c¢ontain the wait times, device loads,
previous loads, and priority load factors A and B for class
1 devices attachable to the Byte Multiplexer Channel. This

data 1is needed to perform the calculation with the 1load
worKsheet.
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INPUT/OUTPUT DEVICE |CLASSI|

1255 Magnetic Charactex|

Reader !

Model 1, 21 |

1255 Magnetic Character

Reader,

Model 2, 3, 22, 23

1287 Optical Readex
1428 & ASCS OCR font

1428 & ASCS OCR font
with blank detection

1428 & ASCS OCR font
with imprinting

Numeric handwritten
characters

Handwritten with
blank detection

Mark read
10 positions

Marxk read
12 positions

DATA
RATE
KB/S

CYCLE
TIME

WAIT

[
|

DEVICE|
LOAD |

PREV.
LOAD

PRIORITY LOAD

Figure B-1: (Part 1 of 5) Byte Multiplexer Devices
Evaluation Factors
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A | B
==s===s=|==s====s|

20.4 1 o
0 I 22.5 1
24.5 | 2.4 |
------ |======1
20.4 | 0 l
0 I 22.5 1
22.9 1 3.7 |

1

|
28.361 4.15]
| |
------ | ===
| |
28.701 3.00]
20.201 3.34]
------ | ===
| |
28.941 0.00]
23.101 8.4z}

|

I

!
28.70) 3.00]
26.50] 3.70]
Channel
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S7/360 Adapterx

-Single Address
Card Read Punch

INPUT/OUTEUT DEVICE
Mark read 6 positions
Maxrk read 7 positions
Mark read 8 positions
Mark read 9 positions
S7360 Adapter- Single

Address,and Batch

Numbezxing
Rddress,as supported

S/360 Adapter- Dual
by DOS

Punch only EBCDIC
Punch only column

10 positions
binary

11 positions
12 positions

Mark read
Mark read
Mark read
Model N1

1419 Magnetic Charactex
Readex

1442

(Paxrt 3 of 5) Byte Multiplexer Devices Channel

B-1:

Figure

Evaluation Factors
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INPUT/OUTPUT DEVICE

1442 card Read Punch
Read/punch

EBCDIC

Read/punch

column binary

2501 Card Reader
Model B1
EBCDIC

2501 Card Reader
Model B2
EBCDIC

2520 card Read Punch
Model B1
Read/punch EBCDIC
Read/punch
column binary

2520 Card Read Punch
Model B1 and 2520
Card Punch Model B2
Punch-only EBCDIC
Punch-only
column binary

2520 Card Punch
Model B3
Punch—-only EBCDIC

Punch-only
column binary

Figure B-1:

DATR

|
| | RATE
ICLASS| KB/S
=|zss===|======
| |
lts2M | 0.35
| I
- | ———— |—=—===-
| |
l172mM | 1.07
| |
—‘ ————— | ______
1 I
I 1M | 0.80
| I
_| _____ |-
| |
I 1M | 1.60
| |
- ———— |=—————
1 |
I M 1 1.33
| |
_l ————— l ______
1 !
I 1M | 2.67
i |
—_————— jm—————
| |
lis2zm | 1.33
| |
_l _____ I ______
| !
lf72M | 2.67
| |
- ————— fommm———
| |
| !
I 2M | 0.67
1 |
..l ————— ' ——————
| |
I 2 | 1.33
| |
—l ————— | ______
| ]
I 2m | 0.40
| |
- ———— | m=m————
| |
I 2Mm | 0.80
| i
| l

(Part 4 of 5) Byte Multiplexerx

CYCLE|l WAIT
TIME | TIME
MSEC.| MSEC.

|
806.0 | 0.80
|
______ [
|
806.0 | 0.80
!
______ [ S—
|
100.0 | 0.91
|
______ [
|
100.0 | 0.91
!
______ [ E——
|
60.0 | 0.91
|
______ [ pp—
|
60.0 | 0.91
I
______ [mwmm——
I
120.0 | 1.02
1
______ ——
|
120.0 | 1.02
|
______ [
I
|
120.0 | 9.00
|
______  ——
|
120.001 9.00
|
|

Evaluation Factors

IDEVICEI

LOAD

|
PREV. |
i

|
|
LOAD TIME. | A | B |
=zz===|==s==s==s|======|======|
| 1001 8.93] 15.00]
12.501 3.3901 30.50( 8.00]|
168.4001 32.901 3.60]
———————————— l-mmmmmfmm e o |
| .1001 8.211 22.00]|
12.501 2.3801 34.501 10.501
168.5001411.00f 4.501
""""" e bl el bt |
1 .1001 10.501 0.001
10.90! .3221 5.831 14.60]|
130.4201264.301 5.741
—————— R R bbb el
! .1001 10.50f 0.001
10.901 .2681 6.351 15.701
125.0001300.00f 6.14]
------ [ g Batbabaie il |
| .100) 10.531 0.00}
10.901 .3251 5.651 15.00]
125.0001140.00) 9.571
------ QU Py YUY
| .1001 10.35]1 0.001
10.901 L2721 6.13] 16.201
125.0001151.001 10.201
------ R el bt Rt tetl |
| 1001 9.201 0.001
9.801 2601 5.401 13.201
143.5001365.001 4.80]|
—————— Rl e Rt bl
| 1001 9.201 . 0.921
9.801 1581 6.561 14.80]1
143.5001409.001 5.401
------ Ry PRy Py
| | | |
| 1001 0.001100.001
1.111 3.u4501 3.451 2.871
| | 1 |
------ Rl el Bt bbbl |
| .1001 0.001100.001
1.11]1 6.7701639.001 5.6u41
| I | |
------ Rl R Bl |
| 1601 0.001100.001
0.671 3.4501338.001 1.701
! ! |

------ [ttt Bt e it |
| .1001 0.001100.00]1
0.671 6.7701654.001 3.34]

|

!
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AUDIO RESP.

Figure B-1:

B6

| |- DATA
| | RATE

INPUT/0OUTPUT DEVICE |CLASS| KB/S

2y

32

40

48

lines
lines
lines
lines
lines

lines

[N D B

|~ |-

(IR Y

| = | =—mm—

| m |

=== |=====-
UNIT | 1M |

| |

| ] .096

1 I

| I .192

| |

| | .288

| |

| | .384

| |

| | .u80

| |

| | .576

l |

| |

CYCLE! WAIT |

TIME
MSEC.

| TIME IDEVICEI
| MSEC.| LOAD |

SEE APPENDIX D

—————- R R I--

SEE APPENDIX E

———m—- R R -

SEE APPENDIX F

Var.

Var.

Var.

var.

Var.

Var.

(Paxrt 5 of 5) Byte
Evaluation Factors

| |
| | I
| i I
| 9.02 | 761
| | ]
I 4.49 1 1.54}
I I I
I 2.99 1 2.314
I ] I
| 1.48 | 4.661
I | I
I 1.48 | 4.661
I I I
| 1.48 | 4.66)
| | ]
| m————— [ — I
Multiplexer

PRIORITY LOAD

IBM 4331 Processor Channel Characteristics

|
PREV. |
LOAD | TIME | A | B
=====|=s==z==|======|======|
e | mmmmem R— |
RS P F— e— |
----- R bbb bt |
| | |
| | |
1.111 10 | 8.221 5.53}
111.10 | 62.50]1 64}
2.231 .10 | 8.221 5.531
123.70 1108.701 1.281
3.34) 10 | 8.22]1 5.53]
136.20 [138.901 1.921
6.761 10 | 8.22] 5.53]
148.80 1153.10f 2.56]1
6.761 10 | 8.221 5.53)
161.40 [151.301 3.201
6.761 10 | 8.221 5.531
[74.00 1133.30] 3.84]
----- PN Piwinftuiey PR
Devices Channel



APPENDIX C. COMMUNTICATIONS ADAPTER CHANNETL EVALUATION FACTORS

This appendix describes how to obtain the following factors
for the CA and how +to enter them on the byte multiplexerx
channel load sum worKsheet:

Wait time

Device load

Previous load

Priority-load time, A, and B factors.

These factors are needed at step 2 of the step-by-step
procedure for testing channel data (see Figure 2.11).

In Figure C-1, find those entries that relate to the line
types and data rates of +the proposed CA configuration. From
these entries, identify those that contain the shortest wait
time. Entexr this wait time at the top of the CA column, on
the worksheet as shown in the examples in Figure C-2, column
.

DEVICE LOAD:

From the entries in Figure C-1 +that contain the shortest
wait time, select one that has the highest device load.
Multiply this device-load figure by the numbex of
communication lines to be used minus one (regardless of type
and speed of line) and entexr the result in the 'Device Load'’
box in column 1 of the worksheet. (See Example C-2).

PREVIOUS LOAD: ’

From the applicable entries in Figure C-1 select the one
having the largest previous load. Entexr this <figure in the
'previous load' box in column 1 of the worksheet.

PRIORITY~-LOAD A AND B FACTORS:

In Figure C-1, f£ind the prioxity-load A and B factors that
relate to the 1line types and data rates of the proposed CA
configuration. From these entries:

1. Add up all the A factoxrs for every communication line
that is to be used in the configuration. Enter the sum in
the 'Priority Load' A column in the box corresponding to
device position 1 (row number 1) of the worksheet, as
shown in Figure C-3.

2. Add up all the B factoxs for every communication line
that is to be used in the configuration. Enter the sum in
the 'Priority Load' B column in the box corresponding to
device position 1 (row number 1) of the worKksheet.

These B and B factors are valid for all waiting devices.
Therefore, entexr the figure 0.10 in the 'Priority Load' time
subcolumn of the CA row (xow 1).

Appendix C c1



Line IMode of Operation IBit |Data |Wait ICA ICA **] Priority load

1

controll JRate |Rate |Time |[Dev. |Prev.| - | ! |
| |b/sec|B/sec |ms |Load |Load ITime | A | B |
------- R ittt Kl e R I el It el Tl D e el
BSC/s | with autopolling | 6001 75 113.301 0.551 0.751 0.19111.61]1 0.251|
SDLC * | with autopolling | 1200 150 | 6.601 1.121 1.52} 0.19]111.571 0.50]
| with autopolling | 24001 300 | 3.251 2.261 3.08) 0.19111.4871 1.00}

| with autopolling | 3600]| 450 | 2.151 3.42f1 u.65| 0.19111.37] 1.50}

| with autopolling | 48001 600 | 1.601 4.601 6.251 0.19111 27! 2.00%

| without autopolling! 4800]| 600 | 1.621 1.701 6.171 0.19111.3u4] 1.651

| with autopolling | 72001 960 | 1.031 7.151 9.711 0.19111.10! 3.00]

| without autopollingl| 7200]| 900 | 1.061 2.601 9.43) 0.19111.75} 2.u48]|

| with autopolling | 96001 1200 | 0.75! 9.81113.331 0.19110.00| 8.25]|

| ‘ | | | ] I b 1.11115.501 3.31]

| without autopolling| 9600| 1200 | 0.78! 3.54112.821 0.19111.001 3.31|

| without autopollingi19200| 2400 | 0.78] 3.54112.821 0.19110.35] 6.621

| without autopolling|56000] 7000 | 0.23]12.00143.50] 0.19] 7.82119 321

| without autopolling|64000| 8000 | 0.20113.801 2.50! 0.19] 7.26122.101
~~~~~~~ R i L L e R L B D e R R L L LT B L L |
SSs | - 1134.5] 14.8 167.701 0.11} 0.15) 0.19111.661 0.05])
| - | 300} 33.4 130.001 0.251 0.33| 0.19111.651 0.101

] - | 600! 66.7 115.00] 0.49) 0.67] 0.19111.63| 0.20]

| - 11200 ]133.3 | 7.40} 0.99i 1.35) 0.19/111.59| 0.401

¥ No polling with SDLC lines

*¥ These values are valid if more than one line is used. For
a single communication line wuse Prev.Load= .5/(Wait Time
in msec)

Figure C-1: Communication Adapter Channel Evaluation Factors
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B IBM 4331

System Identification

Date . . . . . L 1
Device No. CA N De
Name 6 z",cs Na
Wait Wa
Priority Load Time .3- 25- . Ting
Priority Devices Time A 8 /iﬂ | ®
Block MPX Channel / '
Device NO . ..ov'vivenn... Wait time for 2400 BD BSC line
Name ... oivieiivnene,
v 3
DASD Adapter
Device NO . ..............
Name ., ........¢00oueeunn
Byte MP X Channel
DeviceNo ...............
Name .. ...... . ..........
Magnetic Tape Adapter
DeviceNo.,.............
Name...................
./10 16%9.68 /.70
0 8 / 7 (A Sum) (B Sum}
1
A Sum ~+
Wait Time = . . . . ..
Device
2 Load = /£3a ‘(A‘
Previous A
Load* = \-?‘ og Wai
LOAD De
SUMt =L Loz
3
Pre
o S Lo
W —~——

(6 —1) x2.26=Device Load for'

2400 BD line

Above entries relate to the following configuration:

4 Start Stop lines with 134.5 bps each
1 Binary Synchronous Comun. line with 1200 bhps
1 Binary Synchronous Comun. line with 2400 bps

Figure C-2: Example Entries in Load Sum Woxrksheet
For a Typical CA Configuration.
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Associated |

| |
No. | Type of Line | A-Factor | B-Factoxr |
el Rl et e ———— = —————— i
1 | 134.5 bps, SS | 11.66 i 05 |
2 | 134.5 bps, SS | 11.66 | 05 |
3 | 134.5 bps, SS | 11.66 | 05 |
4 | 134.5 bps, SS | 11.66 | .05 |
5 | 1200 bps, BSC | 11.57 | .50 I
6 | 2400 bps, BSC | 11.47 | 1.00 ]
e ————————————— | ~———————— | v ——— I
Totals 69.68 1.70

Figure €C~3: Genexration of A and B Factors For A
‘ Typical CA Configuration
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APPENDIX D. IBM 2701 DATA ADAPTER UNIT: PRIORTITY ASSIGNMENT

AND CHANNFEYL EVALUATION FACTORS

This appendix describes:

1. How to assign the prioxity of a 2701 Data Adaptexr Unit in
relation to other devices (including other 2701s) on the
byte multiplexex channel.

2. How to entexr 2701 priorxrity information on the byte
multiplexer channel load sum worksheet. This information
is needed at step 1 of Figure 2.11 when testing bhyte
multiplexer channel data overrun.

3. How to obtain the following channel evaluation factors
for each line connected to a 2701:

Wait time

Device load

Previous load

Prioxrity-load time, A, and B factors

This information is needed at steps 2 and/oxr 3 of Figure
2.11. '

HOW TO ASSIGN PRIORITY POSITION OF A 2701

A 2701 may serve several communication lines, each with a
different wait time. The effective wait time to be used in
assigning the prioxity position of the 2701 relative to
other devices on the byte multiplexer channel is determined
by:

1. Refer to Figure D—-1 and f£ind those entries that relate to
the types and speeds of communication lines proposed for
the 2701.

2. Choose the ‘entry that has the shortest wait +time. For
example, considexr a 2701 that will sexrve the following
communication lines:

IBM Texrminal Adapter Type I Model II at 134.5 bps.
(Wait time = 63.20 ms.)

IBM Terminal Adapter Type Model II, at 600 bps.
(Wait time = 14.20 ms.) :

Synchronous Data Adapter Type II, operxrating with

eight-bit code, without autopolling, at 200 bps.
(Wait time = 7.70 ms.)

Appendix D D1



On this 2701, the shortest wait time is 7.70 ms; this
figure is used in assigning’' the priority position of the
2701 as a whole.

HOW TO ENTER 2701 PRIORITY INFORMATION ON LOAD SUM WORKSHEET

In step 1 of Figure 2.11 when testing for byte multiplexer
channel data overrun, entexr 2701 communication lines on the
load sum worksheet as if they were individual waiting
devices. Make the entries in a continuous block and, within
the block, assign decreasing priorities to the communication
lines in the order of their increasing wait times; the
communication lines with the shorter wait times must get the
highexr priorities. Figuxe D-1 gives wait times for all types
and speeds of 2701 communication lines.

Figure D-2 shows how a typical 2701 and its attached
communication lines should appear in the 'Waiting Devices'
columns of the load sum worksheet in relation to other
devices. '

HOW TO OBTAIN CHANNEL EVALUATION FACTORES FOR EACH 2701
COMMUNICATION LINE

In steps 2 andsor 3 of Figure 2.11, when testing byte
multiplerexr channel data overxrun, treat each communication
line as a separate waiting device; obtain the wait time,
device load, previous load, and priority-load time, and A
and B factors for each of +the 2701 communication lines
dirxrect from Figure D-1.
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I|Bit ratelData ratelWait time|DevicelPrevious]|

(bps)

load

IBM Terminal Adapter
Type I Model IIX

IBM Terminal RAdapter
Type II
IBM Texrminal Adapterx
Type III

Synchronous Data Adapter
Type I

Synchronous Data Adaptex
Type II

Operating with eight-bit
code, without autopolling

Figure D-1 (Part 1 of 2).

1200

2000

2400

3600

4goo

7200

19200

40800

50000

(cps) I (ms) lload
14.801 63.20) 0.087
| |
66.70]1 14.201 0.39
| |
_________ [P D
60.001 14.201 0.39
| |
_________ [ U
120.001 8.301 0.66
| |
240.001 4.201 .13
| 1
_________ | e e | m e
150.001 5.80} 0.95
| |
250.001 3.501 1.57
| |
300.001 2.901 1.90
|
2400.00]1 0.36112.40
| i
5100.001 0.17132.35
|
_________ JE S
75.001 25.801 0.21
| |
150.001 12.901 0.u3
| |
250.00/1 7.701 0.71
| |
300.001 6.u40| 0.86
| |
450.001 4.271 1.29
1 |
600.001 3.201 1.72
| !
900.001| 2.131 2.58
| |
2400.00| 0.811 6.79
I |
5100.001 0.38114.47
| |
6250.00] 0.31117.74
| I
i

4.69

12.35

26.32

32.26

Time | A |
0.11 | 0.111
17.06 | 7.611
0.11 |} 9.0 |
3.89 | 7.571
------ jmem——
0.11 | 9.0 |
4.31 | 7.581
------ | =
0.11 | 9.0 |
2.59 | 7.291
0.11 | 9.0 |
1.19 | 7.431
------ | ===
0.11 | 9.0 |
1.81 | 7.511
0.11 | 9.0 |
1.15 | 7.431
0.11 | 9.0 |
0.98 | 7.38]1
0.11 | 9.0 |
0.25 | 5.711
0.11 | 9.0 |
0.14 | 4.93]
------ |-=====]
0.1051 9.5 1
3.47 1 8.071
0.105) 9.5 |
1.70 | 8.101
0.1051 9.5 |
1.15 7.921
0.105} 9.5 |
0.89 | 7.881
0.1051 9.5 |
0.71 | 7.751
0.105] 9.5 |
0.57 | 7.631
0.105] 9.5 |
o.u43 | 7.38l
0.1051 9.5 |
0.25 | 6.141
0.1051 9.5 |
0.20 | 3.921
0.105] 9.5 |
0.19 | 4,34

2701 Evaluation Factors
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Features of 2701 IBit ratelData ratelWait timelDevicelPrevious|-—--==-mcrocmemecuo—o
I (hps) I (cps) I (ms) lload |load I Time | A B |
Synchronous Data Adapter ! 600 | 100.00} 19.201 0.29 | 0.52 | 0.11 | 9.5 | 0.00]
Type II, operating with | | | } ! | 2.14 | 8.32|] 0.551
six-bit code, without | 1200 | 200.001 9.601 0.57 | 1.04 | 0.11 | 9.5 | 0.0014
autopolling I | | | | [ 1.40 | 7.961 1.101
) 2000 | 333.001 5.70] 0.96 | 1.75 + 0.11 | 9.5 | 0.00]
1 | | | | I 0.9061 7.84| 1.83]
| 2400 | 400.001 4.801 1.14 | 2.08 | 0.11 | 9.5 | 0.00]
l l 1 | | | 0.78 | 7.791 2.20/|
| 19200 | 3200.001 0.601 9.17 | 16.67 | 0.11 1| 9.5 | 0.00]|
| | | | | 1 0.23 | 5.471 17.60]|
I 40800 | 6800.00] 0.28119.64 | 35.71 1 0.11 | 9.5 1 0.001
| | I | | | 0.15 | 3.89| 37.40]
| 50000 | 8333.001 0.23123.91 | y43.48 | 0.11 | 9.5 | 0.00]
| | | | ] l 0.15 | 2.63] u45.83]|
------------------------- R D e Bl el Bl B el R b D RS L eS|
Synchronous Data Adapterx | 600 | 60.00} 14.20] 0.39 | 0.70 1 0.11 | 9.5 1 0.00]
Type II, operating with | | | | | 1 3.49 | 8.061 0.41}
eight-bit code, { 1200 | 150.00| 7.101 0.77 | 1.4t 1 o.11 | 9.5 | 0.001
with autopolling | | | | | | 1.82 | 8.001 0.821
| 2000 | 250.001 4,201 1.19 1 2.38 1 0.11 | 9.5 | 0.001
| | | | | I 1.15 | 7.921 1.371
1 2400 | 300.001 3.501 1.57 | 2.86 1 0.1 | 9.5 | 0.001
| | | | | | 0.89 | 7.88] 1.651
i 4800 | 600.00] 1.801 3.05 | 5.56 | 0.11 | 9.5 | 0.00]
| | | | | I 0.57 | 7.621 3.301
------------------------- el Rl el Rl Rl el el et |
Synchronous Data Adaptex | 600 | 100.001 10.801 0.51 | 0.93 | 6.11 1 9.5 § o0.00]
Type II, operating with | [ | | | | 2.65 | 8.041 0.55]
six-bit code, | 1200 | 200.001 5.401 1.01 | 1.85 | 0.11 | 9.5 | 0.001
with autopolling | | | | | I 1.40 | 7.961 1.101
| 2000 | 333.001 3.201 1.72 | 3.13 1 0.1 | 9.5 | 0.00!
| | | | | | 0.9061 7.841 1.831
| 2400 | 400.00] 2.701 2.04 | 3.70 | 0.11 | 9.5 | 0.001
| | | | | | 0.78 | 7.79%1 2.20]1
-------------------------- Rt D D el R e e R L L Ll |
Telegraph Adaptexr Type I | 45.5] 6.001] 141.301 0.0y | 0.07 | 0.1051 9.0 | 0.001|
i | | | | | | | I
| 56.91 7.501 113.20] 0.05 | 0.09 | 0.105] 9.0 | 0.001
| t ! | | | | | |
| 74,21 10.001 86.90] 0.06 | 0.12 | 0.105] 9.0 | 0.001
------------------------- et Bt I el e B R Rt bl |
Telegraph Adaptexr Type II| 110 | 10.001 85.80] 0.06 | 0.172 | 0.105) 9.0t 0.001
------------------------- R e Rt R R R e et b L S R T LTy |
Woxrld Trade Telegraph | 50 | 6.601 128.704 0.04 | 0.08 | 0.1051 9.0 | 0.001
| | | | | | t | |
| 75 | 10.001 85.801 0.06 | 0.12 1 0.1051 9.0 | 0.001
------- e el R el B i el K il Bl bl Kt el ettt
World Trade Telegraph I 50 | 6.601 128.701 0.04 | 0.08 | 0,105} 9.0 | 0.00]
Single-Current Adaptex | | | | | | | | |
| 75 | 10.001 85.801 0.06 | 0.12 | 0.105] 9.0 | 0.001

1 | | | | 1 |

Figure D-1 (Part 2 of 2). 2701 Channel Evaluation Factors

DYy~ IBM 4331 Processor Channel Characteristics



The entries below (foxr step 1

in Figure 2.11) relate to the

following byte-multiplexer channel devices:

1. IBM 2520 Card Read Punch Model B1, reading/punching

EBCDIC. (Wait time = 1.02 ms.)

2. IBM 2701 Data Adapter Unit sexrving communication lines
which use the following ty pes of line control:

Line 1. IBM Terminal Adapter Type I Model II, at 134.5
bits/second. (Wait time = 63.20 ms.)

Line 2. Synchronous Data Adaptexr Type 1II, Operating with
eight-bit c¢ode, without autopolling, at 200
bits/second. (Wait time = 7.70 ms.)

Line 3. IBM Terminal Adapter Type I Model II at 600
bits/second. (Wait time = 14,20 ms.)

3. IBM 1442 Ccard Read Punch Model N1, punching EBCDIC.

(Wait time = 11.00 ms.)

Waiting Devices (Priority positions on byte-multiplexer channel)
1 2 3 4 5
Device No. 2520‘81 Device No. 2701 . .|Device No. 2701 Device No. 2701 . |Device No. quz—”“‘
RO/ PCH LINE 2 LINE 3 LINE 1 PUNCH
Name IV\¥/ 07 &01 ame . &I/V& . . . .[Name . . &JIV®, ame. . =V & m !
caevie | ) i Neme EBEDI
Time 1.0Z2 v 270 v L4.20 [ae . 63.20 e 14.00
/] 8 A 8 A B8 Iy B A B8 A 8
V_——r\\——_// — —k
N\ )

Figure D-2.

Y
Communication lines with shorter wait
times are given higher priorities

Example Showing How the 2701 and its Attached
Communication Lines Should Appear in the
'Waiting Devices' Columns of the Load Sum
Woxrksheet
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APPENDIX E. IBM 2702 TRANSMISSTION CONTROL: PRIORTITY
ASSIGNMENT AND CHANNFEL EVALUATION FACTORS

This appendix describes:

1. How to assign the priority of a 2702 Transmission Control
in relation to other devices (including other 2702s) on
the byte-multiplexexr channel, for use in step 1 of Figure
2.11 when testing byte-multiplexer channel data overrun.

2. How to obtain the following channel evaluation factors of
a 2702 for use in steps 2 and/or 3 of Figure 2.11.

Wait time

Device load

Previous load

Priotiry-load time, A, and B factors.

In this appendix, reference is made to the tables of channel
evaluation factors given in Figures E-1 through E-26. The
following guide is included to help the reader find the
correct table(s): . ‘ -

Type of Terminal Control

Figure
IBM Terminal Control Type I
75 bps, with autopolling E-1 & E~2X%
75 bps, without autopolling E-3 & E-yx
134.5 bps, with autopolling E-5 & E-6%
134.5 bps, without autopolling E~-7 & E-8%
600 bps, with autopolling E-9
600 bps, without autqpolling E-10
IBM Terminal Control Type II
600 bps, with autopolling E-11
600 bps, without autopolling E-12
Telegraph Terminal Control I /
45.5 bps E-13 & E-14x
56.9 bps E-15 & E~16%
74.2 bps E-17 & E-18%
Telegraph Terminal Control Type IIX
110 bps E-19 & E-20%
Woxrld Trade Telegraph Texrminal Control ‘ ~ ’
50 bps ‘ E-21 & E-22%
75 bps E-23 & E-24x
& E-26%

100 bps : E-25

——— ——— i ——— ——
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* When the 31-Line Expansion feature is installed, wuse the
second of the two numbers listed.

When all the communication lines connected to +the 2702 are
to be served by identical terminal control features at the
same speed, see the foregoing 1list. Then find the entry
relating to the numbexr of - communication lines to bhe served.
Use the wait time in that entry when assigning the priority
position of the 2702 on the byte-multiplexexr channel, as
described under "Houw to Assign Priorities of
Byte—-Multiplexer Channel Devices"™ in the section "Data
Overrun".

Also from the same entry, recoxrd the wait time, device load,
previous load, and all the priority-load time, A, and B
factors on the byte—-multiplexer channel load sum worKksheet
as shouwn in the exaple in Figure E-27.

PROCEDURE WHEN TERMINAL CONTROLS AND SPEFDS ARE DIFFERENT

When the communication lines connected to the 2702 are to be
served by different terminal control features at different
speeds, assign the 2702 priocrity and obtain the priority and
channel evaluation factors by the follouwing procedures.

HOW TO ASSIGN PRIORITY POSITION OF R 2702

The different +types of communication line conneted to the
2702 may well have different wait times. Therefore,
calculate the effective wait time for determining the
prioxity position of +the 2702 relative to other devices on
the byte-multiplexer channel as follows:

1. Refer to those channel evaluation factor tables that
relate to the types and speeds of lines to bhe served; see
the foregoing list. In each relevant +table, note the
wait time in the first entxry, that is, in the entry
corresponding to one available line.

2. Select the shortest wait time found in step 1 and divide
it by the total number of communication lines to be
served by the 2702, regardless of their types and speeds.

The resultant figure is the effective wait time wused for

assigning the priority position of the 2702 in relation to
other devices.

E2 IBM 4331 Processor Channel Characteristics



For example, considexr a 2702 that will serve the follouing
communication lines:

Lines 1 through 10, IBM Terminal Control Type II, at 75 bps,
with autopolling, without the 31-line expansion feature.

Lines 11 through 15, IBM Terminal Control Type II, at 600
bps, with autopolling.

From Figures E1 and E11, the "one available line" wait times

are 115.66ms and 14.38 ms respectively. The total number of
cummunication lines is 15. The effective wait time - used
only for assigning a priority position to the 2702 - is,
therefore, 14.38 divided by 15 = .958ms.

HOW TO OBTAIN CHANNEL EVALUATION FACTORS OF A 2702

1. Refer to the channel evaluation factor table that yielded
the shortest "one available line" wait time, as described
in "How to Assign Priority Position of 2702". 1In this
table, find the entxry that corresponds to the total
number of lines being sexrved by +the 2702 - regardless of
their type and speed.

2. From this entry, take +the wait time, device 1load,
previous load, and priority-load time, A and B factors
for use in steps 2 and/or of Figure 2.11 when testing for
byte-multiplexer channel data overxrun.

For instance, to obtain the channel evaluation factors
for the 2702 desribed in the previous example, referxr to
Figure E-11 because this table yielded the shortest "one
available line™"™ wait time. From this table, take the
factors belonging to the 15-line entry.
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LINE WAIT DEVICE PREV . PRIORITY - LOAD
NO. TIME LOAD LOAD TIME A
1 115.664 .078 .086 .100 9.000
.535 14.747
2 57.584 .156 174 .100 7.418
.758 12.597
1.527 28.860
3 38.384 .234 .261 .100 7.418
1.320 16.440
2.519 43.154
4 28.784 .313 .347 .100 7.418
1.882 20.284
5 - 23.024 .391 .434 .100 7.418
2.444 24.128
4.503 71.468
6 19.184 .469 .521 .100 7.418
3.007 27.972
5.495 85.489
7 16.304 .552 .613 .100 7.418
3.569 31.815
6.487 99.419
8 14.384 .626 .695 .100 7.418
4,131 35.659
7.479 113.258
9 12.464 .722 .802 .100 7.418
4.694 39.503
8.471 127.006
10 11.504 .782 .869 .100 7.418
5.256 43,347
9.463 140.663
11 10.064 .894 .994 .100 7.418
5.818 47.190
10.455 154.229
12 9.584 .939 1.043 .100 7.418
6.380 51.034
11.447 167.704
13 8.624 1.044 1.160 .100 7.418
6.943 54.878
12.439 181.088
14 8.144 1.105 1.228 .100 7.418
7.505 58.722
13.431 194,382
15 7.664 1.174 1.305 .100 7.418
8.067 62.565
14.423 207.584
Figure E-1: 2702 Channel Evaluation Factors,
Control Type I (75 bps), with

without 31-Line Expansion
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IBM
Autopolling,

B

10.742

.046

17.578
10.742

.092

17.578
10.742

137

17.578
10.742
17.578
10.742

.229

17.578
10.742

.275

17.578
10.742

.321

17.578
10.742

.367

17.578
10.742

.412

17.578
10.742

.458

17.578
10.742

.504

17.578
10.742

.550

17.578
10.742

.596

17.578
10.742

.642

17.578
10.742

.687
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LINE WAIT DEVICE PREV . PRIORITY - LOAD

NO. TIME LOAD LOAD TIME A B
1 115.056 .078 .087 .100 9.000 5.371
1.047 14.624 .046
2 57.520 .156 174 .100 8.209 8.789
1.270 12.548 5.371
3.063 28.719 .092
3 37.680 .239 .265 .100 8.209 8.789
2.344 16.220 5.371
5.079 42,802 137
4 28.752 .313 .348 .100 8.209 8.789
3.418 19.892 5.371
7.095 56.699 .183
5 22.800 .395 .439 .100 8.209 8.789
4.492  23.564 5.371
9.111 70.412 .229
6 18.832 |, .478 .531 .100 8.209 8.789
5.567 27.236 5.371
11.127 83.940 .275
7 15.856 568 .631 .100 8.209 8.789
6.641 30.908 5.371
13.143 97.283 .321
8 13.872 .649 .721 .100 8.209 8.789
7.715 34.580 5.371
15.159 110.442 .367
9 11.888 . 757 . 841 .100 8.209 8.789
8.790 38.251 5.371
17.175 123.415 412
10 10.896 .826 .918 .100 8.209 8.789
9.864 41.923 5.371
19.191 136.204 .458
11 9.904 .909 1.010 .100 8.209 8.789
10.938 45.595 5.371
21.207 148.808 .504
12 8.912 1.010 1.122 .100 8.209 8.789
12.012 49.267 5.371
23.223 161.227 .550
13 7.920 1.136 1.263 .100 8.209 8.789
13.087 52.939 5.371
25.239 173.462 .596
14 7.920 1.136 1.263 .100 8.209 8.789
14.161 56.611 5.371
: 27.255 185.511 .642
15 6.928 1.299 1.443 .100 8.209 8.789
15.235 60.283 5.371
29.271 197.376 .687
16 6.928 1.299 1.443 .100 8.209 8.789
16.310 63.955 5.371
31.287 209.056 .733

Figure E-2: 2702 Channel Evaluation Factors, IBM Terminal
Control Type I (75 bps), with Autopolling, with
31-Line Expansion (part 1 of 2)
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LINE

NO.

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

Figure E-2:

E6

WAIT

TIME

5.936

5.936

5.936

4.944

4.944

4.944

4.944

3.952

3.952

3.952

3.952

3.952

3.952

2.960

2.960

2702

DEVICE

LOAD

1.516

1.516

1.516

1.820

1.820

1.820

1.820

2.277

2.277

2.277

2.277

2.277

2.277

3.041

3.041

) Channel Evaluation
Control Type I (75
31-Line Expansion (paxt 2 of 2)

PREV .

LOAD

1.685

1.685

1.685

2.023

2.023

2.023

2.023

2.530

2.530

2.530

2.530

2.530

2.530

3.378

3.378

bps),

PRIORITY - LOAD

TIME A
.100 8.209
17.384 67.626
33.303 220.551
.100 8.209
18,458 71.298
35.319 231.862
.100 8.209
19.532 74.970
37.335 242,987
.100 8.209
20.607 78.642
39.351 253.928
.100 8.209
21.681 82.314
41.367 264.684
.100 8.209
22.755 85.986
43.383 275.255
.100 8.209
23.830 89.658
45,399 285.642
.100 8.209
24.904 93.330
47.415 295.843
.100 8.209
25.978 97.001
49.431 305.860
.100 8.209
27.052 100.673
51.447 315.692
.100 8.209
28.127 104.345
53.463 325.340
.100 8.209
29.201 108.017
55.479 334.802
.100 8.209
30.275 111.689
57.495 344.080
.100 8.209
31.350 115.361
59.511 353.172
.100 8.209
32.424 119.033
61.527 362.080
Factors, IBM

with Autopolling,
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B

8.789
5.371

.779
8.789
5.371

.825
8.789
5.371

.871
8.789
5.371

.917
8.789
5.371

.962
8.789
5.371
1.008
8.789
5.371
1.054
8.789
5.371
1.100
8.789
5.371
1.146
8.789
5.371
1.192
8.789
5.371
1.237
8.789
5.371
1.283
8.789
5.371
1.329
8.789
5.371
1.375
8.789
5.371
1.421
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LINE WAIT DEVICE PREV ., PRIORITY - LOAD

NO. TIME LOAD LOAD TIME A B
1 115.664 .048 .086 .100 9.000 .046
2 57.584 .096 .174 .100 7.418 17.578
.602 17.945 .092
3 38.384 .143 .261 .100 7.418 17.578
1.114 26.847 . 137
4 28.784 . 191 . 347 .100 7.418 17.578
_ 1.626 35.702 .183
5 23.024 .239 .434 .100 7.418 17.578
‘ 2.138 44,510 .229
6 19.184 .287 .521 .100 7.418 17.578
2.650 53.271 . 275
7 16.304 .337 .613 .100 7.418 17.578
3.162 61.986 .321
8 14.384 .382 .695 .100 7.418 17.578
3.674 70.653 .367
9 12.464 .441 .802 .100 7.418 17.578
4.186 79.273 412
10 11.504 .478 .869 .100 7.418 17.578
4.698 87.847 .458
11 10.064 . 547 .994 .100 7.418 17.578
5.210 96.373 .504
12 9.584 .574 1.043 .100 7.418 17.578
5.722 104.853 .550
13 8.624 .638 1.160 .100 7.418 17.578
6.234 113.286 .596
14 8.144 .675 1.228 .100 7.418 17.578
6.746 121.671 .642
15 7.664 .718 1.305 .100 7.418 17.578
7.258 130.010 .687

Figure E-3: 2702 Channel Evaluation Factors, IBM Terminal

Control Type I (75 bps), without Autopolling,
without 31-Line Expansion
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LINE WAIT DEVICE PREV . PRIORITY - LOAD

NO. TIME LOAD LOAD TIME A B
1 115.056 .048 .087 .100 9.000 .046
2 57.520 .096 .174 .100 8.209 8.789
1.114 17.898 .092
3 37.680 . 146 .265 .100 8.209 8.789
‘ 2.138 26.706 <137
4 28.752 <191 .348 .100 8.209 8.789
' 3.162 35.420 .183
5 22.800 .241 .439 .100 8.209 8.789
4,186 44,041 .229
6 18.832 .292 .531 .100 8.209 8.789
5.210 52.567 .275
7 15.856 .347 .631 .100 8.209 8.789
6.234 61.000 .321
8 13.872 .396 .721 .100 8.209 8.789
7.258 69.339 .367
9 11.888 .463 . 841 .100 8.209 8.789
8.282 77.584 .412
10 10.896 .505 .918 .100 8.209 8.789
: 9.306 85.735 .458
11 9.904 .555 1.010 .100 8.209 8.789
10.330 93.792 .504
12 8.912 .617 1.122 .100 8.209 8.789
11.354 101.755 .550
13 7.920 .694 1.263 .100 8.209 8.789
12.378 109.625 .596
14 7.920 .694 1.263 .100 8.209 8.789
13.402 117.400 .642
15 6.928 .794 1.443 .100 8.209 8.789
14.426 125.082 .687
16 6.928 .794 1.443 .100 8.209 8.789
15.450 132.670 .738

Figure E-4: 2702 Channel Evaluation Factors, IBM ' Terminal
Control Type I (75 bps), with Autopolling,
without 31-Line Expansion (part 1 of 2)
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LINE
NO.

17
18
19
20
21
22
23
24
25
26
27
28
29
30

31

WAIT
TIME

5.936
5.936
5.936
4.944
4.944
4.944
4.944
3.952
3.952
3.952
3.952
3.952
3.952
2.960

2.960

Figuxe E-Y4:

DEVICE PREV . PRIORITY - LOAD
LOAD LOAD TIME A
.927 1.685 .100 8.209
16.474 140.164
.927 1.685 .100 8.209
17.498 147.564
.927 1.685 .100 8.209
18.522 154.870
1.112 2.023 - .100 8.209
19.546 162.083
1.112 2.023 .100 8.209
10.570 169.201
1.112 2.023 .100 8.209
21.594 176.226
1.112 2.023 .100 8.209
22.618 183.157
1.392 2.530 .100 8.209
' 23.642 189.994
1.392 2.530 .100 8.209
24.666 196.737
1.392 2.530 .100 8.209
25,690 203.386
1.392 2.530 .100 8.209
26.714 209.941
1.392 2.530 .100 8.209
27.738 216.403
1.392 2.530 .100 8.209
28.762 222.771
1.858 3.378 .100 8.209
29.786 229.044
1.858 3.378 .100 8.209
30.810 235.224
2702 Channel Evaluation Factors,
Control Type I (75 bps), with

APPENDIX E

IBM
Autopolling,
without 31-Line Expansion (part 2 of 2)

B

8.789

.779
8.789

.825
8.789

.871
8.789

.917
8.789

.962
8.789
1.008
8.789
1.054
8.789
1.100
8.789
1.146
8.789
1.192
8.789
1.237
8.789
1.283
8.789
1.329
8.789
1.375
8.789
1.421

Terminal
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LINE
NO.

10

11

12

13

14

15

Figure E-5: 2702

E10

WAIT
TIME

64.304

32.144

21.104

15.824

12.464

10.544

9.104

7.664

6.704

6.224

5.744

5.264

4.784

4.304

3.824

DEVICE
LOAD

. 140

.280

.426

.569

.722

.854

.989

1.174

1.342

1.446

1.567

1.710

1.881

2.091

2.354

Channel Evaluation
Control Type

PREV .
LOAD

.156

<311

.474

.632

.802

.948

1.098

1.305

1.492

1.607

1.741

1.900

2.090

2.323

2.615

I (134.5

PRIORITY - LOAD

TIME A B
.100 9.000 10.742
.535 14.747 .082
.100 7.418 17.578
.758 12.597 10.742
1.527 28.749 .164
.100 7.418 . 17.578
1.320 16.440 10.742
2.519 42.879 .247
.100 7.418 17.578
1.882 20.284 10.742
3.511 56.846 .329
.100 7.418 17.578
2.444 24.128 10.742
4.503 70.649 411
.100 7.418 17.578
3.007 27.972 10.742
5.495 84.290 .493
.100 7.418 17.578
3.569 31.815 10.742
6.487 97.768 575
.100 7.418 17.578
4,131 35.659 10.742
7.479 111.082 .658
.100 7.418 17.578
4.694 39.503 10.742
8.471 124.234 .740
.100 7.418 17.578
5.256 43.347 10.742
9.463 137.222 .822
.100 7.418 17.578
5.818 47.190 10.742
10.455 150.047 .904
.100 7.418 17.578
6.380 51.034 10.742
11.447 162.709 .986
.100 7.418 17.578
6.943 54,878 10.742
12.439 175.209 1.069
.100 7.418 17.578
7.505 58.722 10.742
13.431 187.545 1.151
.100 7.418 17.578
8.067 62.565 10.742
14.423 199.718 1.233
Factors, IBM Terminal
bps), with Autopolling,

without 31-Line Expansion

IBM 4331 Processor Channel Characteristics



LINE
NOC

10

11

12

13

14

15

16

Figure E-6:

WAIT DEVICE PREV . PRIORITY - LOAD
TIME LOAD LOAD TIME A
64.464 .140 .155 .100 9.000
1.047 14.624
31.728 .284 .315 .100 8.209
1.270 12.548
3.063 28.496
20.816 .432 .480 .100 8.209
2.344 16.220
5.079 42,248
15.856 .568 .631 .100 8.209
3.418 19.892
7.095 55.667
12.880 .699 .776 .100 8.209
4,492 23.564
9.111 68.756
9.904 .909 1.010 .100 8.209
5.567 27.236
11.127 81.513
8.912 1.010 1.122 .100 8.209
6.641 30.908
13.143 93.938
7.920 1.136 1.263 .100 8.209
7.715 34.580
15.159 106.032
6.928 1.299 1.443 .100 8.209
8.790 38.251
17.175 117.795
5.936 1.516 1.685 .100 8.209
9.864 41,923
19.191 129.226
4.944 1.820 2.023 .100 8.209
10.938 45,595
21.207 140.326
4.944 1.820 2.023 .100 8.209
12,012 49,267
23.223 151.094
4.944 1.820 2.023 .100 8.209
13.087 52.939
25.239 161.531
3.952 2.277 2.530 .100 8.209
. 14.161 56.611
27.255  171.637
3.952 2.277 2.530 .100 8.209
15.235 60.283
29.271 181.411
3.952 2.277 2.530 .100 8.209
16.310 63.955
31.287 190.854
2702 Channel Evaluation Factors,
Control Type I (134.5 bps), with

with 31-Line Expansion (part 1 of 2)

APPENDIX E

IBM
Autopolling,

B

5.371

.082

8.789
5.371

.164

8.789
5.371

.247

8.789
5.371

.329

8.789
5.371

<411

8.789
5.371

.493

8.789
5.371

.575

8.789
5.371

.658

8.789
5.371

.740

8.789
5.371

.822

8.789
5.371

.904

8.789
5.371

.986

8.789
5.371
1.069
8.789
5.371
1.151
8.789
5.371
1.233
8.789
5.371
1.315

Texrminal

E11



LINE

NO.

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

Figure E~6:

E12

WAIT

TIME

2.960

2.960

2.960

2.960

2.960

1.968

1.968

1.968

1.968

1.968

1.968

1.968

1.968

1.968

1.968

2702

DEVICE

LOAD

3.041

3.041

3.041

3.041

3.041

4.573

4.573

4.573

4.573

4.573

4.573

4.573

4.573

4.573

4.573

Channel Evaluation
Contrxol Type

PREV .
LOAD
3.378
3.378
3.378
3.378
’3.378
5.081
5.081
5.081
5.081
5.081
5.081
5.081
5.081

5.081

5.081

I (134.5

PRIORITY - LOAD.

TIME A
.100 8.209
17.384 67.626
33.303 199.966
.100 8.209
18.458 71.298
35.319 208.746
.100 8.209
19.532 74.970
37.335 217.194
.100 8.209
20.607 78.642
39.351 225.311
.100 8.209
21.681 82.314
41.367 233.097
.100 8.209
22.755 85.986
43,383 240.551
.100 8.209
23.830 89.658
45,399 247.674
.100 8.209
24.904 93.330
47.415 254,466
.100 8.209
25.978 97.001
49.431 260.926
.100 8.209
27.052 100.673
51.447 267.055
.100 8.209
28.127 104.345
53.463 272.852
.100 8.209
29,201 108.017
55.479 278.318
.100 8.209
30.275 111.689
57.495 283.453
.100 8.209
31.350 115.361
59.511 288.256
.100 8.209
32.424 119.033
61.527 292.727
Factors,
bps), with

with 31-Line Expansion (part 2 of 2)

IBM 4331 Processor Channel Characteristics

B

8.789
5.371
1.397
8.789
5.371
1.479
8.789
5.371
1.562
8.789
5.371
1.644
8.789
5.371
1.726
8.789
5.371
1.808
8.789
5.371
1.890
8.789
5.371
1.973
8.789
5.371
2.055
8.789
5.371
2,137
8.789
5.371
2.219
8.789
5.371
2.301
8.789
5.371
2.384
8.789
5.371
2.466
8.789
5.371
2.548

IBM Terminal
Autopolling,



LINE WAIT DEVICE PREV , PRIORITY - LOAD

NO. TIME LOAD LOAD TIME A B
1 64.304 .086 .156 .100 9.000 .082
2 32.144 171 311 .100 7.418 17.578
.602 17.901 .164
3 21.104 .261 .474 .100 7.418 17.578
1.114 26.725 .247
4 15.824 .348 .632 .100 7.418 17.578
1.626 35.465 .329
5 12.464 .441 .802 .100 7.418 17.578
2.138 44,121 411
6 10.544 .522 .948 .100 7.418 17.578
2.650 52.693 .493
7 9.104 .604 1.098 .100 7.418 17.578
3.162 61.181 .575
8 7.664 .718 1.305 .100 7.418 17.578
3.674 69.584 .658
9 6.704 .820 1.492 .100 7.418 17.578
4.186 77.903 .740
10 6.224 .884 1.607 .100 7.418 17.578
4,698 86.139 .822
11 5.744 .958 1.741 .100 7.418 17.578
5.210 94,289 .904
12 5.264 1.045 1.900 .100 7.418 17.578
5.722 102,356 .986
13 4,784 1.150 2.090 .100 7.418 17.578
6.234 110,339 1.069
14 4.304 1.278 2.323 .100 7.418 17.578
: 6.746 118,237 1.151
15 3.824 1.438 2.615 .100 7.418 17.578
7.258 126.051 1.233

Figure E-7: 2702 Channel Evaluation Factors, IBM Terminal
Control Type I (134.5 bps), without Autopolling,
without 31-Line Expansion
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LINE WAIT DEVICE PREV . PRIORITY - LOAD

NO. TIME LOAD LOAD TIME A B
1 64.464 .085 .155 .100 9.000 .082
2 31.728 .173 .315 .100 8.209 8.789
1.114 17.817 .164
3 20.816 .264 .480 .100 8.209 8.789
2.138 26.473 .247
4 15.856 .347 .631 .100 8.209 8.789
3.162 34.960 .329
5 12.880 .427 .776 .100 8.209 8.789
' 4.186 43.280 411
6 9.904 .555 1.010 .100 8.209 8.789
5.210 51.431 .493
7 8.912 617 1.122 .100 8.209 8.789
: 6.234 59.413 .575
8 7.920 .694 1.263 .100 8.209 8.789
7.258 67.227 .658
9 6.928 .794 1.443 .100 8.209 8.789
8.282 74.873 .740
10 5.936 .927 1.685 .100 8.209 8.789
9.306 82.351 .822
11 4.944 1.112 2.023 .100 8.209 8.789
10.330 89.660 .904
12 4.944 1.112 2,032 .100 8.209 8.789
11.354 96.801 .986
13 4.944 1.112 2.023 .100 8.209 8.789
12.378 103.774 1.069
14 3.952 1.392 2.530 .100 8.209 8.789
13.402 110.578 1.151
15 3.952 1.392 2.530 .100 8.209 8.789
14.426 117.214 1.233
16 3.952 1.392 2.530 .100 8.209 8.789

15.450 123.682 1.315

Figure E-8: 2702 Channel Evaluation Factors, IBM Texrminal
control Type I (134.5 bps), without Autopolling,
with 31-Line Expansion (part 1 of 2)
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LINE
NO.

17
18
19
20
21
22
23
24
25
26
27
28
29
30
31

WAIT
TIME

2.960
2.960
2.960
2.960
2.960
1.968
1.968
1.968
1.968
1.968
1.968
1.968
1.968
1.968

1.968

Figure E—8=

DEVICE PREV . PRIORITY - LOAD
LOAD LOAD TIME A
1.858 3.378 .100 8.209
16.474 129,981
1.858 3.378 .100 8.209
17.498 136,112
1.858 3.378 .100 8.209
18.522 142.074
1.858 3.378 .100 8.209
19.546 147.869
1.858 3.378 .100 8.209
10.570 153.494
2.795 5.081 .100 8.209
v 21.594 158.952
2.795 5.081 .100 8.209
22.618 164,241
2.795 5.081 .100 8.209
23.642 169.362
2.795 5.081 .100 8.209
24.666 174.315
2.795 5.081 .100 8.209
25.690 179,099
2.795 5.081 .100 8.209
26.714 183,715
2.795 5.081 .100 8.209
27.738 188.163
2.795 5.081 .100 8.209
28.762 192.442
2.795 5.081 .100 8.209
29.786 196.553
2.795 5.081 .100 8.209
30.810 200.495
2702 Channel Evaluation Factors,

Control Type I (134.5 bps),
with 31-Line Expansion (part 2 of 2)

IBM

B

8
1
8
1
8
1
8
1
8
1
8
1
8
1
8
1
8
2
8
2
8
2
8
2
8
2
8
2
8
2

. 789
. 397
.789
.479
.789
.562
. 789
.644
.789
.726
.789
.808
.789
. 890
. 789
.973
.789
.055
.789
. 137
. 789
.219
.789
.301
.789
.384
.789
.466
.789
.548

Terminal

without Autopolling,
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LINE
NO.

1
2

10

11

12
13
14

15

Figure E-9:

E16

WAIT
TIME

14.384

7.184
4.784
3.344
2.864
2.384
1.904
1.424
1.424
1.424

.944

.944
.944
.944

. 944

2702

DEVICE
LOAD

.626

1.253

1.881

2.691

3.142

3.775

4.727

6.320

6.320

6.320

9.534

9.534

9.534

9.534

9.534

Channel Evaluation

PREV .
LOAD

.695

1.392

2.090

2.990

3.492

4.195

5.252

7.022

7.022

7.022

10.593

10.593

10.593

10.593

10.593

PRIORITY - LOAD

TIME

.100
.535
.100
.758
1.527
.100
1.320
2.519
.100
1.882
3.511
.100
2.444
4.503
.100
3.007
5.495
.100
3.569
6.487
.100
4.131
7.479
.100
4.694
8.471
.100
5.256
9.463
.100
10.455
.100
6.380
11.447
.100
6.943
12.439
.100
7.505
13.431
.100
8.067
14.423

A

9.000
14.747
7.418
12.597
27.880
7.418
16.440
40.729
7.418
20.284
52.851
7.418
24.128
64.244
7.418
27.972
74.911
7.418
31.815
84.850
7.418
35.659
94.062
7.418
39.503
102.546
7.418
43.347
110.302
7.418
117.331
7.418
51.034
123.633
7.418
54.878
129.207
7.418
58.722
134.054
7.418
62.565
138.174

Factors, IBM

B

10.742
.367
17.578
10.742
.733
17.578
-10.742
1.100
17.578
10.742
1:.467
17.578
10.742
1.833
17.578
10.742
2.200
17.578
10.742
2.567
17.578
10.742
2.933
17.578
10.742
3.300
17.578
10.742
'3.667
17.578
4.033
17.578
10.742
4.400
17.578
10.742
4.767
17.578
10.742
5.133
17.578
10.742
5.500

Terminal

Control Type I (600 bps), with Autopolling
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LINE
NO.

1
2

10
11
12
13
14

15

WAIT
TIME

14.384
7.184

4.784
3.344
2.864
2.384
1.904
1.424
1.424
1.424
.944
.944
.944
.944

.944

Figure E-10:

DEVICE
LOAD

.382
.766

1.150
1.645
1.920
2.307
2.889
3.862
3.862
3.862
5.826
5.826
5.826
5.826

5.826

2702 Channel

PREV .

LOAD

.695
1.392

2.090
2.990
3.492
4.195
5.252
7.022
7.022
7.022
10.593
10.593
10.593
10.593

10.593

PRIORITY - LOAD

TIME

.100
.100
.602
.100
1.114
.100
1.626
.100
2.138
.100
2.650
.100
3.162
.100
3.674
.100
4.186
.100
4.698
.100
5.210
.100
5.722
.100
6.234
.100
6.746
.100
7.258

A

9.000
7.418
17.559
7.418
25.775
7.418
33.615
7.418
41.080
7.418
48.170
7.418
54.884
7.418
61.223
7.418
67.186
7.418
72.774
7.418
77.986
7.418
82.823
7.418
87.285
7.418
91.371
7.418
95.081

Evaluation Factors,
Control Type I (600 bps),

B

.367
17.578
.733
17.578
1.100
17.578
1.467
17.578
1.833
17.578
2.200
17.578
2.567
17.578
2.933
17.578
3.300
17.578
3.667
17.578
4.033
17.578
4.400
17.578
4,767
17.578
5.133
17.578
5.500

IBM Terminal

without Autopolling
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LINE
NO.

1
2

10

11

12

13

14

15

Figure E-11:

E18

WAIT
TIME

14.384

7.184

4.784

3.344

2.864

2.384

1.904

1.424

1.424

1.424

.944

.944

.944

.944

.944

DEVICE
LOAD

.626

1.253

1.881

2.691

3.142

3.775

4,727

6.320

6.320

6.320

9.534

9.534

9.534

9.534

9.534

2702 Channel
Control Type II (600 bps),

PREV .

LOAD

.695
1.392

2.090

2.990

3.492

4,195

5.252

7.022

7.022

7.022

10.593

10.593

10.593

10.593

10.593

Evaluation Factors,

PRIORITY - LOAD

TIME A

.100

.535
.100
.758
1.527
.100
1.320
2.519
.100
1.882
3.511
.100
2.444
4.503
.100
3.007
5.495
.100
3.569
6.487
.100
4,131
7.479
.100
4.694
8.471
.100
5.256
9.463
.100
5.818
10.455
.100
6.380
11.447
.100
6.943
12.439
.100
7.505
13.431
.100
8.067
14,423

9.000
14.747
7.418
12.597
27.992
7.418
16.440
41.006
7.418
20.284
53.365
7.418
24,128
65.070
7.418
27.972
76.120
7.418
31.815
86.515
7.418
35.659
96.255
7.418
39.503
105.341
7.418
43.347
113.772
7.418
47.190
121.548
7.418
51.034
128.670
7.418
54.878
135.137
7.418
58,722
140.949
7.418
62.565
146.106

IBM 4331 Processor Channel Characteristics

B

10.742
.330
17.578

- 10.742

.660
17.578
10.742

.990
17.578
10.742

1.320
17.578
10.742

1.650
17.578
10.742

1.980
17.578
10.742

2,310
17.578
10.742

2.640
17.578
10.742

2.970
17.578
10.742

3.300
17.578
10.742

3.630
17.578
10.742

3.960
17.578
10,742

4.290
17.578
10.742

4.620
17.578
10.742

4,950

IBM Terminal
with Autopolling



LINE WAIT DEVICE PREV . PRIORITY - LOAD

NO. TIME LOAD LOAD TIME A B
1 14.384 .382 .695 .100 9.000 .330
2 7.184 .766 1.392 .100 7.418 17.578
.602 17.603 .660
3 4.784 1.150 2.090 .100 7.418 17.578
1.114 25,897 .990
4 3.344 1.645 2.990 .100 7.418 17.578
1.626 33.854 1.320
5 2.864 1.920 3.492 .100 7.418 17.578
2.138 41.472 1.650
6 2.384 2.307 4.195 .100 7.418 17.578
2.650 48.753 1.980
7 1.904 2.889 5.252 .100 7.418 17.578
3.162 55.696 2.310
8 1.424 3.862 7.022 .100 7.418 17.578
3.674 62.301 2.640
9 1.424 3.862 7.022 .100 7.418 17.578
4.186 68.568 2.970
10 1.424 3.862 7.022 .100 7.418 17.578
4,698 74.497 3.300
11 .944 5.826 10.593 .100 7.418 17.578
5.210 80.088 3.630
12 .944 5.826 10.593 .100 7.418 17.578
5.722 85.341 3.960
13 .944 5.826 10.593 .100 7.418 17.578
6.234 90.256 4.290
14 .944 5.826 10.593 .100 7.418 17.578
6.746 94,833 4.620
15 .944 5.826 10.593 .100 7.418 17.578
7.258 99.073 4.950

Figure E—-12: 2702 Channel Evaluation Factors, IBM Terminal
Control Type II (600 bps), without Rutopolling
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LINE WAIT DEVICE PREV . PRIORITY - LOAD

NO. TIME LOAD LOAD TIME A B
1 159.824 .034 .063 .100 9.000 .031
2 79.664 .069 .126 .100 7.418 17.578
.602 17.963 .062
3 53.264 .103 .188 .100 7.418 17.578
1.114 26.897 .093
4 39.824 - .138 .251 .100 7.418 17.578
' 1.626 35.799 124
5 31.664 174 .316 .100 7.418 17.578
2.138 - 44.669 .155
6 26.384 .208 .379 .100 7.418 17.578
2.650 53.508 .186
7 22.544 .244 .444 .100 7.418 17.578
3.162 62.315 .217
8 19.664 .280 .509 .100 7.418 17.578
, 3.674 71.091 .247
9 17.744 .310 .564 .100 7.418 17.578
4.186 79.834 .278
10 15.824 .348 .632 .100 7.418 17.578
4.698 88.547 .309
11 14.384 .382 .695 .100 7.418 17.578
5.210 97.227 .340
12 12.944 .425 773 .100 7.418 17.578
5.722 105.876 .371
13 11.984 .459 .834 .100 7.418 17.578
6.234 114.493 .402
14 11.024 .499 .907 .100 7.418 17.578
6.746 123.078 .433
15 10.544 .522 .948 .100 7.418 17.578
7.258 131.632 .464

Figure E-13: 2702 Channel Evaluation Factoxs.( Telegraph
Terminal Control Type I (45.5 bps), without
31-Line Expansion
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LINE
NO.

1
2

10
11
12
13
14
15
16

WAIT
TIME

159.
79.

52.
39.
31.
25,
22.
19.
16.
15.
13.
12.
11
10.

9.

9.

696
344

560
664
728
776
800
824
848
856
872

880

.888

896
904
904

Figure E-14:

DEVICE
LOAD

.034
.069

.105
.139
.173
.213
.241
277
.326
.347
.396
427
.463
.505
.555

.555

2702 Channel

Terminal

PREV .

LOAD TIME
.063 .100
.126 .100

1.114

.190 .100
2.138

.252 .100
3.162

.315 .100
4,186

.388 .100
5.210

.439 .100
6.234

.504 .100
7.258

.594 .100
8.282

.631 .100
9.306

. 721 .100
10.330

.776 .100
11.354

.841 .100
12.378

.918 .100
13.402

1.010 .100
14.426

1.010 .100
15.450
Evaluation

Control Type I

PRIORITY - LOAD

A

9.000
8.209
17.931
8.209
26,802
8.209
35.609
8.209
44,352
8.209
53.033
8.209
61.650
8.209
70.204
8.209
78.694
8.209
87.121
8.209
95.485
8.209
103.785
8.209
112.022
8.209
120.195
8.209
128.305
8.209
136.352

Factors,
(45.5.

31-Line Expansion (paxrt 1 of 2)

B

.031
8.789
.062
8.789
.093
8.789
124
8.789
.155
8.789
.186
8.789
.217
8.789
. 247
8.789
.278
8.789
.309
8.789
.340
8.789
.371
8.789
.402
8.789
.433
8.789
.464
8.789
.495

Teleg
bps),
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raph
with
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LINE
NO.

17
18
19
20
21
22
23
24
25
26
27
28
29
30

31

WAIT
TIME

8.912
7.920
7.920
7.920
6.928
6.928
6.928
5.936
5.936
5.936
4.944
4.944
4.944
4.944

4.944

Figure E-14:

E22

IBM 4331 Processor Channel Characteristics

PRIORITY - LOAD

DEVICE PREV .
LOAD LOAD TIME
.617 1.122 .100
16.474
.694 1.263 - .100
17.498
.694 1.263 .100
18.522
.694 1.263 .100
19.546
.794 1.443 .100
20.570
.794 1.443 .100
21.594
.794 1.443 .100
22.618
.927 1.685 .100
23.642
.927 1.685 .100
24.666
.927 1.685 .100
25.690
1.112 2.023 .100
26.714
1.112 2.023 .100
27.738
1.112 2.023 .100
28.762
1.112 2.023 .100
29,786
1.112 2.023 .100
30.810
2702 Channel Evaluation
Terminal Control Type I

A B
8.209 8.789
144.336 .526
8.209 8.789
152.256 .557
8.209 8.789
160.113 .588
8.209 8.789
167.906 .619
8.209 8.789
175.636 .650
8.209 8.789
183.303 .681
8.209 8.789
190.906 .712
8.209 8.789
198.446 - .742
8.209 8.789
205.922 .773
8.209 8.789
213.336 .804
8.209 8.789
220.685 .835
8.209 8.789
227.972 .866
8.209 8.789
235.195 .897
8.209 8.789
242.355 .928
8.209 8.789
249.451 .959
Factors, Telegraph
(45.5 bps), with

31-Line Expansion (part 2 of 2)



LINE WAIT DEVICE PREV . PRIORITY - LOAD

NO. TIME LOAD LOAD TIME A B
1 126.224  .044 .079 .100 9.000 .039
2 62.864  .087 .159 .100 7.418  17.578
. .602 17.953 .078
3 41.744  .137 .240 .100 7.418  17.578
1.114 26.869 .118
4 31.184  .176 .321 100 7.418  17.578
1.626 35.745 157
5 24.944  .220 .401 .100 7.418  17.578
2.138 44,581 .196
6 20.624  .267 .485 .100 7.418  17.578
2.650 53.377 .235
7 17.744  .310 .564 .100 7.418  17.578
3.162 62.133 .274
8 15.344  .358 .652 .100 7.418  17.578
3.674 70.848 .313
9 13.904  .396 .719 .100 7.418  17.578
4.186 79.524 .353
10 12.464  .441 .802 .100 7.418  17.578
4.698 88.159 .392
11 11.024  .499 .907 .100 7.418  17.578
5.210 96.754 .431
12 10.064  .547 .994 .100 7.418  17.578
5.722  105.309 .470
13 9.584  .574 1.043 .100 7.418  17.578
6.234 113.824 .509
14 8.624  .638 1.160 100 7.418  17.578
6.746 122,299 .549
15 8.144  .675 1.228 .100 7.418  17.578
7.258  130.734 .588

Figure E-15: 2702 Channel Evaluation Factors, Telegrah
Terminal Control Type I (56.9 bps), without
31-Line Expansion
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LINE
NO.

1
2

10
11
12
13
14
15

16

WAIT
TIME

125.968
62.480

41.648
30.736
24.784
20.816
17.840
14.864
13.872
11.888
10.896
9.904
8.912
8.912
7.920

6.928

Figure E-16: 2702
Texrminal
31-Line Expansion (part 1 of 2)

E24

DEVICE  PREV .

PRIORITY - LOAD

LOAD LOAD TIME
.044 .079 .100
.088 .160 .100
1.114
.132 .240 .100
2.138
.179 .325 .100
" 3.162
.222 .403 .100
4.186
.264 .480 .100
5.210
.308 .561 .100
6.234
.370 .673 .100
' 7.258
.396 .721 .100
8.282
.463 .841 .100
: 9.306
.505 .918 .100
10.330
.555 1.010 .100
11.354
.617 1.122 .100
12.378
.617 1.122 .100
13.402
.694 1.263 .100
14.426
.794 1.443 .100
15.450
Channel Evaluation
Control Type I

A

9.000
8.209
17.913
8.209
26.749
8.209
35.504
8.209
44.180
8.209
52.775
8.209
61.290
8.209
69.725
8.209
78.079
8.209
86.353
8.209
94.547
8.209
102.661
8.209
110.694
8.209
118.647
8.209
126.520
8.209
134.313

Factors,

B

.039
8.789
.078
8.789
.118
8.789
.157
8.789
.196
8.789
.235
8.789
.274
8.789
.313
8.789
.353
8.789
.392
8.789
.431
8.789
.470
8.789
.509
8.789
.549
8.789
.588
8.789
.627

Telegraph

(56.9 bhps), with

IBM 4331 Processor Channel Characteristics



LINE
NO.

17
18
19
20
21
22
23
24
25
26
27
28
29
30
31

Figure E-16:

WAIT
TIME

6.928
6.928
5.936
5.936
5.936
4.944
4.944
4.944
4.944
3.952
3.952
3.952
3.952
3.952

3.952

PRIORITY - LOAD

DEVICE PREV ,

LOAD LOAD TIME
.794 1.443 .100
16.474
.794 1.443 .10Q
17.498
.927 1.685 .100
18.522
.927 1.685 .100
‘ 19.546
.927 1.685 .100
20.570
1.112 2.023 .100
21.594
1.112 2.023 .100
22.618
1.112 2.023 .100
23.642
1.112 2.023 .100
24.666
1.392 2.530 .100
25.690
1.392 2.530 .100
26.714
1.392 2.530 .100
: 27.738
1.392 2.530 .100
28.762
1.392 2.530 .100
29.786
1.392 2.530 .100
30.810
2702 Channel Evaluation
Terminal Control Type I

A

8.209
142,025
. 8.209
149.657
. 8.209
157.209
. 8.209
164.681

8.209
172.072
© 8.209
179.383

.8.209
186.614

8.209
193.765

8.209
200.835

8.209
207.825

8.209
214,735

8.209
221.564

8.209
228.314

8.209
234.983

8.209
241.572

Faétors,
(56.9

31-Line Expansion (part 2 of 2)

B

8.789

.866
8.789

.705
8.789

.745
8.789

.784
8.789

.823
8.789

.862
8.789

.901
8.789

.940
8.789

.980
8.789
1.019
8.789
1.058
8.789
1.097
8.789
1.136
8.789
1.176
8.789
1.215

Teleg
bps),

APPENDIX E
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LINE
NO.

-

10
11
12
13
14

15

WAIT
TIME

95.984
47.984

31.664
23.984
19.184
15.824
13.424
11.984
10.544
9.584
8.624
7.664
7.184
6.704

6.224

Figure E-17:

E26

DEVICE
LOAD

.057
.115

174
.229
.287
.348
.410
.459
.522
.574
.638
.718
.766
.820

.884

2702 Channel

Texrminal

PREV .

LOAD TIME
.104 .100
.208 .100

.602

.316 .100
1.114

417 .100
1.626

.521 .100
2.138

.632 .100
2.650

.745 .100
3.162

.834 .100
3.674

.948 .100
4.186

1.043 .100
4,698

1.160 .100
5.210

1.305 .100
5.722

1.392 .100
6.234

1.492 .100
6.746

1.607 .100
7.258
Evaluation

PRIORITY - LOAD

Control Type I
31-Line Expansion

A

9.000
7.418
17.938
7.418
26.828
7.418
35.665
7.418
44.449
7.418
53.180
7.418
61.859
7.418
70.484
7.418
79.057
7.418
87.578
7.418
96.045
7.418
104.460
7.418
112.821
7.418
121.130
7.418
129.386

Factors,
(74.2 bps),

IBM 4331 Processor Channel Characteristics

B

.052
17.578
.103
17.578
.155
17.578
.206
17.578
.258
17.578
.309
17.578
.361
. 17.578
.412
17.578
.464
17.578
.516
17.578
.567
17.578
.619
17.578
.670
17.578
.722
17.578
773

Telegraph
without



LINE WAIT DEVICE PREV , PRIORITY - LOAD

NO. TIME LOAD LOAD TIME A B
1 95.216 .058 .105 .100 9.000 .052
2 47.600 116 .210 .100 8.209 8.789
1.114 17.885 .103
3 31.728 .173 .315 .100 8.209 8.789
2.138 26,669 .155
4 23.792 .231 .420 .100 8.209 8.789
3.162 35.348 .206
5 18.832 .292 .531 .100 8.209 8.789
4.186 43.921 .258
6 15.856 . 347 .631 .100 8.209 8.789
5.210 52.388 .309
7 12.880 .427 .776 .10 8.209 8.789
6.234 60.750 .361
8 11.888 .463 .841 .100 8.209 8.789
7.258 69.006 .412
9 9.904 .555 1.010 .100 8.209 8.789
8.282 77.157 .464
10 8.912 .617 1.122 .100 8.209 8.789
9.306 85.202 .516
11 7.920 .694 1.263 .100 8.209 8.789
10.330 93.141 .567
12 7.920 .694 1.263 .100 8.209 8.789
: 11.354 100.975 .619
13 6.928 .794 1.443 .100 8.209 8.789
12.378 108.703 .670
14 5.936 .927 1.685 .100 8.209 8.789
13.402 116.325 722
15 5.936 .927 1.685 .100 8.209 8.789
14,426 123.842 773
16 5.936 . 927 1.685 .100 8.209 8.789
15.450 131.254 .825

Figure E-18: 2702 Channel Evaluation Factors, Telegraph
Texrminal Control Type I (74.2 bps), with
31-Line Expansion (paxrt 1 of 2)
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LINE WAIT DEVICE PREV . PRIORITY - LOAD

NO. TIME LOAD LOAD TIME A B
17 4.944 1.112 2.023 .100 8.209 8.789
16.474 138.560 .877
18 4.944 1.112 2.023 .100 8.209 8.789
17.498 145.760 .928
19 4.944 1.112 2.023 .100 8.209 8.789
18.522 152.854 .980
20 3.952 1.392 2.530 .100 8.209 8.789
19.546 159.843 1.031
21 3.952 1.392 2.530 .100 8.209 8.789
20.570 166.727 1.083
22 3.952 1.392 2.530 .100 8.209 8.789
21,594 173.504 1.134
23 3.952 1.392 2.530 .100 8.209 8.789
22.618 180.176 1.186
24 3.952 1.392 2.530 .100 8.209 8.789
23.642 186.743 1.237
25 2.960 1.858 3.378 .100 8.209 8.789
24.666 193.204 1.289
26 2.960 1.858 3.378 .100 8.209 8.789
' 25.690 199.559 1.341
27 2.960 1.858 3.378 .100 8.209 8.789
26.714 205.809 1.392
28 2.960 1.858 3.378 .100 8.209 8.789
27.738 211.953 1.444
29 2.960 1.858 3.378 .100 8.209 8.789
28.762 217.992 1.495
30 2.960 1.858 3.378 .100 8.209 8.789
29.786 223.925 1.547
31 2.960 1.858 3.378 .100 8.209 8.789

30.810 229.752 1.598

Figure E-18: 2702 Channel Evaluation Factors, Telegraph
Texrminal Control Type I (74.2 bps), with
31-Line Expansion (part 2 of 2)
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LINE WAIT DEVICE PREV . PRIORITY - LOAD

NO. TIME LOAD LOAD TIME A B
1 96.944 .057 .103 .100 9.000 .053
2 48.464 113 .206 .100 7.418 17.578
.602 17.937 .105
3 32.144 <171 311 .100 7.418 17.578
1.114 26.824 .158
4 23.984 .229 .417 .100 7.418 17.578
1.626 35.658 .210
5 19.184 .287 .521 .100 7.418 17.578
2.138 44,438 .263
6 15.824 .348 .632 .100 7.418 17.578
2.650 53.164 .316
7 13.424 .410 .745 .100 7.418 17.578
3.162 61.836 .368
8 11.984 .459 .834 .100 7.418 17.578
3.674 70.454 .421
9 10.544 .522 .948 .100 7.418 17.578
4.186 79.018 .473
10 9.584 .574 1.043 .100 7.418 17.578
4.698 87.528 .526
11 8.624 .638 1.160 .100 7.418 17.578
5.210 95.985 .579
12 7.664 .718 1.305 .100 7.418 17.578
5.722 104.388 .631
13 7.184 .766 1.392 .100 7.418 17.578
: 6.234 112.736 .684
14 6.704 .820 1.492 .100 7.418 17.578
6.746 121.031 .737
15 6.224 .884 1.607 .100 7.418 17.578
7.258 129.272 .789

Figure E-19: 2702 Channel Evaluation Factors, Telegraph
Terminal Control Type II (110 bps), without
31-Line Expansion
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LINE
NO.

—

10
11
12
13
14
15

16

WALIT
TIME

97.200
48.592

31.728
23.792
18.832
15.856
13.872
11.888
9.904
8.912
7.920
7.920
6.928
6.928
5.936

5.936

Figure E-20:

E30

DEVICE
LOAD

.057
113

173
.231
.292
. 347
.396
.463
.555
.617
.694
.694
.794
.794
.927

- 927

2702 Channel

Terminal

PREV .

PRIORITY - LOAD

LOAD TIME
.103 .100
.206 .100

1.114

.315 .100

2.138

.420 .100

3.162

.531 .100

4.186

.631 .100

5.210

.721 . 100

6.234

.841 .100

7.258

1.010 .100

8.282

1.122 .100

9.306

1.263 .100

10.330

1.263 .100

11.354

1.443 .100

12.378

1.443 .100

13.402

1.685 .100

14.426

1.685 .100

15.450
Evaluation

Control Type II

A

9.000
8.209
17.883
8.209
26.663
8.209
35.335
8.209
43.899
8.209
52.355
8.209
60.704
8.209
68.945
8.209
77.079
8.209
85.104
8.209
93.022
8.209
100.832
8.209
108.535
8.209
116.129
8.209
123.616
8.209
130.995

Factors,
(110

31-Line Expansion (part 1 of 2)

IBM 4331 Processor Channel Characteristics

B

.053
8.789
.105
8.789
.158
8.789
.210
8.789
.263
8.789
.316
8.789
.368
8.789
.421
8.789
.473
8.789
.526
8.789
.579
8.789
.631
8.789
.684
8.789
.737
8.789
.789
8.789
.842

Telegraph
bps), with



LINE WAIT DEVICE PREV . PRIORITY - LOAD

NO. TIME LOAD LOAD TIME A B
17 4.944 1.112 2.023 .100 8.209  8.789
16.474 138.267 .894
18 4.944 1.112 2.023 .100 8.209 8.789
17.498 145,430 .947
19 4.944 1.112 2.023 .100 8.209 8.789
18.522 152.486  1.000
20 3.952 1.392 2.530 .100 8.209  8.789
19.546 159.434  1.052
21 3.952 1.392 2.530 .100 8.209 8.789
20.570 166.275 1.105
22 3.952 1.392 2.530 .100 8.209 8.789
21.594 173.007 1.157
23 3.952 1.392 2.530 .100 8.209 8.789
22.618 179.632 1.210
24 3.952 1.392 2.530 .100 8.209 8.789
23.642 186.149  1.263
25 2.960 1.858 3.378 .100 8.209 8.789
; 24.666 192.559  1.315
26 2.960 1.858 3.378 .100 8.209 8.789
25.690 198.861  1.368
27 2.960 1.858 3.378 .100 8.209 8.789
26.714 205.055  1.420
28 2.960 1.858 3.378 .100 8.209 8.789
27.738 211.141  1.473
29 2.960 1.858 3.378 .100 8.209 8.789
28.762 217.119  1.526
30 2.960 1.858 3.378 .100 8.209  8.789
29.786 222.990 1.578
31 2.960 1.858 3.378 .100 8.209 8.789

30.810 228.753 1.631

Figure E-20: 2702 Channel Evaluation Factors, Telegraph
Terminal Control Type II (110 bps), with
31-Line Expansion (part 2 of 2)
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LINE

NO.

1
2

3

10
11
12
13
14
15

WAIT
TIME

143.984
71.984

47.984
35.984
28.784
23.984
20.144
17.744
15.824
14.384
12.944
11.984
11.024
10.064

9.584

DEVICE

LOAD

.038
.076

.115
.153
.191
.229
273
.310
.348
.382
.425
.459
<499
.547

.574

PREV .

PRIORITY - LOAD

LOAD TIME

1.

.069

.139

.208
1

.278

.347
2

.417
2

.496
3

.564
, 3

.632
4

.695
4

.773
, 5

.834
5

.907
6

.994
6

1.043

7

.100
.100
.602
.100
.114
.100
626
.100
.138
.100
.650
.100
.162
.100
.674
.100
.186
.100
.698
.100
.210
.100
.722
0100
.234
.100
.746
.100
.258

A

9.
7.
17.
7.
26.
7.
35.
7.
44,
7.
53.
7.
62.
7.
70.
7.
79.
7.
88.
7.
96.
7.
105.

7.
114,
. 7 .
122,

7.
131.

000
418
956
418
877
418
762
418
608
418
417
418
188
418
922
418
619
418
277
418
899
418
482
418
028
418
537
418
008

B

.037
17.578
.073
17.578
.110
17.578
.147
17.578
.183
17.578
.220
17.578
.257
17.578
.293
17.578
.330
17.578
.367
17.578
.403
17.578
.440
17.578
.477
17.578
.513
17.578
.550

Figure E-21: 2702 Channel Evaluation Factors, World Trade
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LINE WAIT DEVICE  PREV. PRIORITY - LOAD

NO. TIME LOAD LOAD TIME A B
1 143.824  .038 .070 .100 9.00 .037
2 71.408  .077 .140 .100 8.209  8.789
, , 1.114  17.918 .073
3 47.600  .116 .210 .100 8.209  8.789
2.138  26.765 .110
4 35.696  .154 .280 .100 8.209  8.789
| 3.162  35.536 . 147
5 28.752  .191 .348 .100 §.209  8.789
4.186 44,233 .183
6 23.792  .231 .420 .100 8.209  8.789
5.210 52.854 .220
7 19.824  .277 .504 .100 8.209  8.789
| 6.234  61.400 .257
8 17.840  .308 .561 .100 8.209  8.789
‘ 7.258  69.871 .293
9 15.856  .347 .631 .100 8.209  8.789
8.282  78.267 .330
10 13.872  .396 721 .100  '8.209  8.789
- 9.306 86.588 .367
11 12.880  .427 .776 .100  8.209 8.789
- | 10.330  94.834 .403
12 11.888  .463 .841 .100 8.209 8.789
, 11.354 103.004 .440
13 10.896  .505 .918 .100 . 8.209 8.789
o 12.378 111.100  .477
14 9.904  .555 1.010 .100 8,209 8.789
13.402 119.120 .513
15 8.912  .617 1.122 .100 8.209  8.789
| 14.426 127.066 .550
16 8.912  .617 1.122 .100 8.209  8.789
| '15.450 134.936 .587

Figure E-22: 2702 Channel Evaluation Factors, World Trade
- Telegraph Terminal Control (50 bps), with
31-Line Expansion (part 1 of 2) '
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LINE
NO.

17
18
19
20
21
22
23
24
25
26
27
28
29
30

31

WAIT
TIME

7.920
7.920
6.928
6.928

5.936

- 5.936

5.936

5.936

4.944
4.944
4.944
4.944
4.944
3.952

3.952

Figure E-22:

E3Y4

DEVICE PREV . PRIORITY - LOAD

LOAD LOAD TIME A B
.694 1.263 .100 8.209 8.789
' 16.474 142.731 .623
.694 1.263 <100  8.209 8.789
17.498 150.451 .660
.794 1.443 : .100 8.209 8.789
, 18.522 158.096 .697
.794 1.443 .100 8.209 8.789
19.546 165.666 .733
.927 1.685 .100 8.209 8.789
20.570 173.161 .770
.927 1.685 .100 8.209 8.789
21.594 180,581 .807
.927 1.685 .100 8.209 8.789
22.618 187.925 .843
.027 1.685 .100 8.209 8.789
23.642 195,195 .880
1.112 2.023 .100 8.209 8.789
24.666 202.389 .917
1.112 2.023 .100 8.209 8.789
25.690 209.509 .953
1.112 2.023 .100 8.209 8.789
26.714 216.553 .990
1.112 2.023 .100 8.209 8.789
: 27.738 223.522 1.027
1.112 2.023 .100 8.209 8.789
28.762 230.416 1.063
1.392 2.530 .100 8.209 8.789
29.786 237.235 1.100
©1.392 2.530 .100 8.209 8.789
30.810 243.979 1.137

2702 Channel Evaluation Factors, World Trade
Telegraph Texminal Control (50 bps), with

31-Line Expansion (paxt 2 of 2)
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LINE
NO.

10
11
12
13
14

15

WAIT
TIME

95.984
47.984

31.664
23.984
19.184
15.824
13.424
11.984
10.544
9.584
8.624
7.664
7.184
6.704

6.224

Figure E-23:

DEVICE
LOAD

.057
. 115

174
.229
.287
.348
.410
.459
.522
.574
.638
.718
.766
.820

.884

PREV ,
LOAD

.104
.208

.316
.417
.521
.632
.745
.834
.948
1.043
1.160
1.305
1.392
1.492

1.607

PRIORITY - LOAD

TIME

.100
.100
.602
.100
1.114
.100
1.626
.100
2.138
.100
2.650
.100
3.162
.100
3.674
.100
4.186
.100
4.698
.100
5.210
.100
5.722
.100
6.234
.100
6.746
.100
7.258

2702 Channel Evaluation

Telegraph

A

9.000
7.418
17.934
7.418
26.816
7.418
35.642
7.418
44,412
7.418
53.125
7.418
61.783
7.418
70.383
7.418
78.928
7.418
87.416
7.418
95.848
7.418
104.223
7.418
112.543
7.418
120.806
7.418
129.012

B

.055
17.578
110
17.578
.165
17.578
.220
17.578
.275
17.578
.330
17.578
.385
17.578
.440
17.578
.495
17.578
.550
17.578
.605
17.578
.660
17.578
.715
17.578
.770
17.578
.825

Factors, World Trade
Terminal Control (75 bps),
31-Line Expansion

without
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LINE
NO.

10
11

12

14
15

16

WAIT
TIME

95.216
47.600

31.728
23.792
18.832
15.856
12.880
11.888
9.904
8.912
7.920
7.920
6.928
5.936
5.936
5.936

Figure E-24:

E36

IBM 4331 Processor Channel Characteristics

DEVICE
LOAD

.058
.116

173
. 231
.292
. 347
. 427
.463
.555
.617
. 694
.694
. 794
.927
.927

.927

2702 Channel Evaluation

Telegraph

PREV .,
LOAD

.105
.210

.315
.420
.531
. 631
.776
.841
1.010
1.122
1.263
1.263
1.443
1.685
1.685

1.685

Texrminal

PRIORITY - LOAD

TIME

.100
.100
1.114
. 100
2.138
.100
3.162
.100
4,186
.100
5.210
.100
6.234
.100
7.258
.100
8.282
.100
9.306
.100
10.330
.100
11.354
.100
12.378
.100
13.402
.100
14.426
.100
15.450

Control

A

9.000
8.209
17.877
8.209
26.647
8.209
35.304
8.209
43.849
8.209
52.281
8.209
60.600
8.209
68.806
8.209
76.900
8.209
84,882
8.209
92.750
8.209
100.506
8.209
108.150
8.209
115.680
8.209
123.099
8.209
130.404

(75

31-Line Expansion (part 1 of 2)

B

.055
8.789
110
8.789
.165
8.789
.220
8.789
.275
8.789
.330
8.789
.385
8.789
.440
8.789
.495
8.789
.550
8.789
.605
8.789
.660
8.789
.715
8.789
.770
8.789
.825
8.789
.880

Factors, -World Trade

bps), with



LINE
NO.

17
18
19
20
21
22
23
24
25
26
27
28
29
30
31

Figure E-24:

WAIT
TIME

4.944
4.944
4.944
3.952
3.952
3.952
3.952
3.952
2.960
2.960
2.960
2.960
2.960
2.960
2.960

B

8.789

.935
8.789

.990
8.789
1.045
8.789
1.100
8.789
1.155
8.789
1.210
8.789
1.265
8.789
1.320
8.789
1.375
8.789
1.430
8.789
1.485
8.789
1.540
8.789
1.595
8.789
1.650
8.789
1.705

Woxrld

DEVICE PREV . PRIORITY - LOAD
LOAD LOAD TIME A
1.112 2.023 .100 8.209
16.474 137.597
1.112 2.023 .100 8.209
17.498 144.677
1.112 2.023 .100 8.209
18.522 151.645
1.392 2.530 .100 8.209
19.546 158.499
1.392 2.530 .100 8.209
20.570 165,242
1.392 2.530 .100 8.209
21.594 171.871
1.392 2.530 .100 8.209
22.618 178.388
1.392 2.530 .100 8.209
, 23.642 184.793
1.858 3.378 .100 8.209
24.666 191.084
1.858 3.378 + .100 8.209
25.690 197.263
1.858 3.378 .100 8.209
26.714 203.330
1.858 3.378 .100 8.209
27.738 209.283
1.858 3.378 .100 8.209
28.762 215.125
1.858 3.378 .100 8.209
29.786 220.853
1.858 3.378 .100 8.209
30.810 226.469
2702 Channel Evaluation Factors,
Telegraph Terminal Control (75

31-Line Expansion (part 2 of 2)

bps),

APPENDIX E

Trade

with
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LINE
NO.

—

10
11
12
13
14

15

WAIT
TIME

71.984
35.984

23.984
17.744
14.384
11.984
10.064
8.624
7.664
7.184
6.224
5.744
5.264
4.784

4.784

Figure E-25:

E38

IBM 4331 Processor Channel Characteristics

DEVICE PREV .

LOAD LOAD
.076 <139
.153 .278
.229 .417
.310 .564
.382 .695
.459 .834
.547 .994
.638 1.160
.718 1.305
.766 1.392
.884 1.607
.958 1.741

1.045 1.900
1.150 2.090

1.150 2.090

PRIORITY - LOAD

TIME

.139
.100
.602
.100
1.114
.100
1.626
.100
2.138
.100
2.650
.100
3.162
.100
3.674
.100
4.186
.100
4.698
.100
5.210
.100
5.722
.100
6.234
.100
6.746
.100
7.258

2702 Channel Evaluation

Telegraph Terminal
31-Line Expansion

Control (100

A

9.000
7.418
17.912
7.418
26.755
7.418
35.523
7.418
44.216
7.418
52.834
7.418
61.377
7.418
69.845
7.418
78.237
7.418
86.555
7.418
94.797
7.418
102.965
7.418
111.057
7.418
119.074
7.418
127.016

B

.073
17.578
. 147
17.578
.220
17.578
.293
17.578
.367
17.578
.440
17.578
.513
17.578
.587
17.578
.660
17.578
.733
17.578
.807
17.578
.880
17.578
. 953
17.578
1.027
17.578
1.100

Factors, Woxrld Trade

bps), without



LINE
NO.

10
11
12
13
14
15

16

Figure E-26:

WAIT
TIME

71.408
35.696

23.792
17.840
13.872
11.888
9.904
8.912
7.920
6.928
5.936
5.936
4.944
4.944
3.952

3.952

DEVICE
LOAD

.077
.154

. 231
.308
.396
.463
.555
.617
.694
.794
.927
.927
1.112
1.112
1.392

1.392

PREV .
LOAD

.140
.280

.420
.561
.721
. 841
1.010
1.122
1.263
1.443
1.685
1.685
2,023
2.023
2.530

2.530

PRIORITY - LOAD

TIME

.100
.100
1.114
.100
2.138
.100
3.162
.100

4.186

.100
5.210

.100‘

6.234
.100
7.258
.100
8.282
.100
9.306
.100
10.330
.100
11.354
.100
12.378
.100
13.402
.100
14.426
.100
15.450

2702 Channel Evaluation
Contrxol (100
31-Line Expansion (part 1 of 2}

Telegraph

Terminal

A

9.000
8.209
17.837
8.209
26.530
8.209
35.072
8.209
43.465
8.209
51.708
8.209
59.800
8.209
67.742
8.209
75.534
8.209
83.176
8.209
90.667
8.209
98.008
8.209
105.200
8.209
112,241
8.209
119.131
8.209
125.872

Factors,

B

.073
8.789
. 147
8.789
.220
8.789
.293
8.789
.367
8.789
.440
8.789
.513
8.789
.587
8.789
.660
8.789
.733
8.789
.807
8.789
.880
8.789
<.953
8.789
1.027
8.789
1.100
8.789
1.173

World Trade

bps),
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LINE
NO.

17
18
19
20
21
22
23
24
25
26
27
28
29
30

31

WAIT
TIME

3.952
3.952
2.960
2.960
2.960
2.960
2.960
2.960
1.968
1.968
1.968
1.968
1.968
1.968

1.968

Figure E-26:

E40

2702
Tele

DEVICE
LOAD

1.392
1.392
1.858
1.858
1.858
1.858
1.858
1.858
2.795

2.795

2.795

2.795
2.795
2.795

2.795

Channel Evaluation

graph

PREV .
LOAD

2.530
2.530
3.378
3.378
3.378
3.378
3.378
3.378
5.081
5.081
5.081
5.081
5.081
5.081

5.081

Terminal

PRIORITY - LOAD

TIME

.100
16.474
.100
17.498
.100
18.522
.100
19.546
.100
20.570
.100
21.594
.100
22.618
.100
23.642
.100
24.666
.100
25.690
.100
26.714
.100
27.738
.100
28.762
. .100
29.786
.100
30.810

Control

A

8.209
132.462
8.209
138.903
8.209
145,193
8.209
151,333
8.209
157.322
8.209
163.162
8.209
168,851
8.209
174.390
8.209
179.779
8.209
185.018
8.209
190.106
8.209
195.045
8.209
199,833
8.209
204.471
8.209
208,959

Factors, World

(100

31-Line Expansion (part 2 of 2)

IBM 4331 Processoxr Channel Characteristics

B

8.789
1.247
8.789
1.320
8.789
1.393
8.789
1.467
8.789
1.540
8.789
1.613
8.789
1.687
8.789
1.760
8.789
1.833
8.789
1.907
8.789
1.980
8.789
2.053
8.789
2.127
8.789
2.200
8.789
2.273

Trade

bps), with



B

System identification

IBM 4331

Waiting Devices (Priority po

Device No. 2702 Devi

Name .. ......... Nam

Wait Wait
Priority Load Time 3' 952 Tirm)

Priority Devices Time A B A I R {

Block MPX Channel ~ . X
DEvice NO .. . vv oo - — These entries relate to a 2702 having
NaME . et vre e the following characteristics:

DI:SP A:ap‘e' — -— IBM Terminal Control Type I

eviceNo,............ . ; .
Name . ... “= Line Speed=134.5bits/second

Byte MPX Channel -— -— Autopolling
Sevice NO . ..vvvnnnnn. o~ Thirty-one line maximum capacity

I R R 1
Magnetic Tape Adapter - -— ‘ 14 lines attached
DeviceNo . ............
NAMe . .y wen .. | —
0./00 |8.20% |8.789 o |

Devices at Prority
Positions on

Byte Multiplexer
Channel

Figure E-27:

\V%.06/ 56 €y

$.37/ ez

(A Sum)

27.258)%.637

ALY

Wait Time = . . . . ..

ts” 2227

Previous . A St
Load* =2-53’ Wait

LOAD Devi: ’

Sumt =L Loac

Prev|
Loag

LOA

SUN

type)

Example of load sum worksheet entries for a
2702 (with all communication lines of the same
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APPENDIX F. IBM 2703 TRANSMISSION CONTROL: PRIORITY
ASSIGNMENT AND CHANNEL EVALUATION FACTORS

This appendix describes:

1. How to assign the priority of a 2703 Transmission Contxrol
in xelation to other devices on the byte-multiplexerx
channel, for wuse in step 1 of Figure 2.11 when testing
byte-multiplexexr channel data overrun.

2. Hou to obtain the following channel evaluation factors of
a 2703 for use in steps 2 ands/or 3 of Figure 2.11.

Wait time
Device load
Previous load

For configurations having more than one 2703 on the
byte-multiplexex channel, consult your local IBM
representative.

How to Assign Priority Position of a 2703

Assign to the 2703 +the lowest priority of the c¢lass-1
devices, regardless of relative wait times.

How to Calculate Channel Evaluation Factors for a 2703

The procedure for calculating the channel evaluation factors
has two stages:

1. To detexrmine the "critical" base.

2. To obtain the required c¢hannel evaluation factors from
simple formulas by using factors that are associated with
the critical base.

How to Determine the "Critical" Base

For the purpose of this procedure, call the installed bases
A, B, and C. Using the calculation format shown in Figure
F-1, proceed by:

1. Entexr +the number of lines N(A), N(B), N(C) to Dbe
installed on each base. If 1less than three bases are
used, entex the number of lines for the unused base as 0
(zero).

2. From Figure F-2, enter the internal priorxrity number P(RA),
P(B), P(C) for each base according to the base type and
the number of 1lines installed. For any base that is not
used, enter the priority number as 0 (zerxol.

APPENDIX F F1



3. For base A, find the time WT(RA).
a. From Figure F~-3, find those entries that relate to the
typres and speeds of lines to be installed on that
base.

b. Choose the entry that has the shortest wait time and
entexr that time in the calculation format as WT(A).

4. Repeat step 3 for the remaining bhases.

5. For each base, complete the calculation format as shoun
in the example (Figure F-4) in ordexr to detexrmine the
"effective™ number of lines Ne for each base and the
"effective”™ wait time WTe.

6. The base having the smallest effective wait +time WTe is
the critical base.

How to Determine Wait Time, Device Load, and Previous Load

Wait Time: Use the WT ( )*¥ of the critical base.

Device Load: This is given by the following formula:

8.75 XNe( )
Device load = =====w—=——-
where Ne( ) and WT( )X are, respectively, the effective

number of lines and the wait time of the cxitical base.

Previous Load: This 1is the lesser of the following items 1
and 2:

1. The device load just calculated.

2. The result of the following calculation:

(Sum of X values )
(mmm—m e ———— +Sum of Y values) X 100

« WTC )% )

where X and Y are factors relating to each lower—-priority
device on the byte-multiplexer channel (Figuxe F-5).

Priority Load: A priority-load factor is not needed because

the 2703 is the lowest priority class-~1 device to appear on
the byte-multiplexer channel load sum worKksheet.

- " Sy ks oy s o ooy

¥ Use the time WT( ), not the effective time WTe( ), of the
critical base.

F2 IBM 4331 Processor Channel Characteristics



Action Base A Base B Base C
Number of lines on hase A = Number of lines on base B = Number of lines on base C =
NIA) N(B) N(C)
Internal priority number Internal priority number Internal priority number
for base A for base B for base C
ENTER DATA | (see Figure E-2) = | (see Figure E-2) = . .. ... (see Figure E-2) = . .....
P(A) P(B} P(C}
Wait time for Wait time for Wait time for
base A base B base C
(see Figure E-3) =~ . .. (see Figure E-3) = ........ (see Figure E-3) = ... .....
WT(A) wr(s) wr(c)
P P
N(A,B) = —(P—) x N{A) ) N(B,C) = —— x N(B) N(C,A) = — x N(C)
P{(A) P
or >3 I o e oo Sleeeeeen
N(A,B) N(8,C) > N(C,A)
N(A,B) = 2 x N(B) N(B,C) = 2 x N(C) N(C,A) = 2 x N(A)
{whichever is smaller) / {whichever is smaller) / (whichever is smaller) p
P(C) 3 P(A)} N P(B)
N{(A,C) = — x N(A) N(B,A) = x N(B) N(C.B) = x N(C)
P(A) P(8) P(C)
CALCULATE | or L ........ or 5l or Seeeens
N(A,C) N(BA) N(C.B)
N(A,C) = 2 x N(C) N(8,A) =2 x N(A) N(C,B) = 2 x N(B)
(whichever is smaller) 7 (whichever is smaller) p (whichever is smaller) /
Ne(A) = N(A) + N(A,B) Ne(B) = N(B) + N(B,C) Ne(C) = N{(C) + N(C,A)
+N(AC) = +N(BA) = +N(C,B) =
Ne(A) Ne(B) Ne(C)
WTel(A) wTA WTe(B) ‘8) WTe(C) wriel
= = e e T e— TSP e S —— = biie e
T NeA) WTelA) e(B) WTe(8) ) WTe(C)
Figure F-1: 2703 calculation format
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internal priority

Type of base Number of lln,s number

Start-Stop Base Type | 16
.32

48

64

80

88

Start-Stop Base Type || 8
16
24

DW= SdWN =

Synchronous Base 4
Type 1A 8

Synchronous Base 4
Type 1B 8

Synchronous Base 4
Type 2A ’ 8

WO ABN]|ONDE W=

Figure F-2: Internal priority numbers as functions of
2703 base types and number of lines installed per base
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Figure F-3:

: Bit rate | Data rate | Wait time
Type of line control (bps) (cps) (ms)
IBM Terminal Control Type | 75 8.3 108.50
1345 148 59.50
600 66.7 13.30
IBM Terminal Control Type |l 600 60 13.30
Synchronous Terminal Control, Synchronous Base Type
1A, 24 lines, eight-bit code '
Without autopoliing 600 75 51.00
1200 150 24.00
2000 250 15.00
2400 300 12,00
With autopoliing 600 75 24.00
1200 150 12.00
2000 250 6.00
2400 300 6.00
Synchronous Terminal Control, Synchronous Base Type
1B, 16 lines, eight-bit code
Without autopolling 600 75 53.00
1200 150 2450
2000 250 14.30
2400 300 12.20
With autopolling 600 75 26.50
1200 150 12.20
2000 250 6.10
2400 300 6.10
Synchronous Terminat Control, Synchronous Base Type
1B, 16 lines, six-bit code
Without autopoliing 600 100 38.70
1200 200 16.40
2000 333 10.20
2400 400 8.20
With autopolling 600 100 18.30
1200 200 8.20
2000 333 4.10
2400 400 4.10
Synchronous Terminal Control, Synchronous Base Type
2A, 12 lines, eight-bit code
Without autopolling 4800 600 6.20
With autopolling 4800 600 3.10
Telegraph Terminal Control 455 60  131.00
Type |
56.9 75 105.00
742 10 80.90
Telegraph Terminal Control
Type II 110 100 81.80

APPENDIX F

Wait times of 2703 base types according to type
and speed of lines installed
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These entries relate to a 2703 having the following bases and lines:
Base A: Start-Stop Base Type |, with 88 lines, having IBM Terminal Control Type |

and working at 134.5 bits per second.

Base B: Start-Stop Base Type |, with 24 lines, having IBM Terminal Control Type 1|
and working at 600 bits per second.

Base C: Synchronous Base Type |A, with 24 lines, having synchronous terminal
control, autopolling, and working at 2400 bits per second.

The example shows WTe(C) to be the smallest effective wait time (0.111) and, hence,
base C to be the critical base.

Figure F-U4:

Fé

Example calculations to determine critical

Action Base A Base B Base C
Number of lines on base A = as Number of lines on base 8 = 24 Number of lines on base C = 24
N(A) Nis) NIC)
Internal priority number Internal priority number Internal priority number
for base A for base B for base C
ENTER DATA | (see Figure E-2) = . 6 . (see Figure E-2) = . 4’ . (see Figure E-2) = | 8 .
P(A) P(B) P(C)
Wait time for Wait time for Wait time for
base A base B base C
(see Figure E-3) = 5950 (see Figure E-3) = 13 '30 {see Figure E-3) = 6°00
WTI(A) wr(s) . wri(c)
P(B) N P(C) N P(A)
N(A,B) = -P(—A-) x N(A) N(8.C) = ;FT)X N(B) N(C,A) = —P(C) x N(C) 7
or > ..4.-.3. or. ‘ .4.-8... or ..!.8....
N(A,8) N(8,C) N(C.A)
N(A,B) = 2 x N(B) N(8,C) = 2 x N(C) N(C,A) = 2 x N(A}
{whichever is smaller) J (whichever is smaller) 7 {whichever is smaller) P
- P(C) N P(A) h P(8) N
N(A,C) = e x N(A) N(B,A) =-P—(E-,-x N{B) N(C,B) = -P—(C—,x N(C)
CALCULATE |or L. 48 |, L| .36 |, 2
N(A,C) N(BA) - N(C.B)
N(A,C) = 2 x N(C) N(B,A) = 2'x N(A)} N(C,B) = 2 x N{(B)
(whichever is smaller) / (whichever is smailer) / {whichever is smaller) /
Ne(A) = N(A) + N(A,B) Ne(B) = N(B) + N(B,C) Ne(C) = N(C) + N(C,A)
+N(AC) = 184 : +N(BA)= {08 ~ +N(CB)= sS4
NelA) Ne(8) Ne(C)
) . . ’ WT(C) .
WTe(a) = VLA 0-323 wres) - M8, 0123 | wreic) - VT, o1,
Ne(A} WTelA) | Ne(B) WTe(8B) Ne(C) WrTel(C)

base, effective numbexr of lines, and 2703 wait time‘
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I ________________________________________
12520 Card Punch

|Model B2 or B3

12540 Card Read
|Punch punching

]2540 Card Read
|Punch reading

13277-1
13277-2
13284-1
13286-1
13288-1
13284-2
13286-2
13288-2

13505 Card Reader

Display
Display
Printex
Printer
Printer
Printer
Printer
Printer

|Model B1 or B2

| mm e
13525 Card Punch

|Model P1 or P2

.
l_____‘__________________________________

Paper Tape Reader or
Paper Tape Punch

Display Station

EBCDIC

EBCDIC

EBCDIC

13886 Optical Character
|Readexr Model 1 ox 2

| -

13890 Document Processor

——— Y —— T S - — - o Y o o — . —— o —

Figure F-5:

for 2703

1-byte

1 byte
Write 1 byte

1-byte

— . ————— —

——— -

X and Y values used to calculate previous load
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