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Preface

With the aid of international standardization and open interfaces, Token Ring
networks, once a relatively IBM-specific solution, have developed into universally
usable, flexible and powerful local area network (LAN) systems. Thus, Token
Ring is now, together with Ethernet, the dominant LAN system.

The IEEE 802 standard and the ISO 8802 standard for LANs have led
to hybrid implementations of Token Ring, Ethernet, Token Bus and FDDI LANs
under a common logical link control. Thus, in principle all LAN operating systems
and protocol stacks are equally usable on all systems.

The ever increasing degree of PC networking and the basic concept
of workgroup computing within modern commercial networks provide a new
qualitative and quantitative impetus to the use of Token Ring. Diskless
workstations with built-in LAN connections in practice represent the status quo
of professional workstation hardware.

The use of Token Ring networks requires thorough strategic and technical
consideration. This book is intended to assist those interested in networks of this
type.

The collaboration of two very different authors provides for ample
coverage of both the technical and the strategic aspects. One author is a Business
Consultant, with many years experience, from the initial development of LANs;
the other author was one of the first pilot users of Token Ring in a mainframe
computer centre and is now responsible for the overall data processing within a
major authority.

We could have written a book on Token Rings before now. It would have
been easy to summarize the comprehensive IBM manuals. However, we decided
to wait until major extensions of the basic IBM scheme and the participation
of other firms in the Token Ring market were well established. In the book,
these extensions and alternative schemes are compared with IBM products and
critically analyzed and their practical importance is assessed.

A year after the publication of the first edition of the book, we may be
proud of the fact that our ideas have caught on. The book has become a leading
text on Token Ring in the German-speaking market, of which DATACOM Verlag
has a large share. Thus, it seemed natural to prepare an international edition
in English. We believe that we have found the right partner in Addison-Wesley
Publishers Limited, and would like to thank them for their faithful cooperation.

Euskirchen and Troisdorf-Bergheim bei Bonn Winter 1991 The Authors
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2 Introduction

This book is devoted to Token Ring networks, which together with local
area networks (LANs) of the established Ethernet type largely determine
the networking of terminals in the local area. While today only 10-15% of
installed LANs are Token Ring networks, it is estimated that within the next
five years Token Ring and Ethernet will each account for half the systems.

This is simply because the introduction to the market of Token Ring
networks, with IBM as forerunner, was delayed for too long and now the
need for the (by no means few) IBM users to catch up must be met.

In the meantime, considerable competition to the IBM solutions has
developed; around 45% of LAN products adhere to the Ethernet concept
and more than 35% to Token Ring. This is encouraged by international
standardization (which includes Token Ring as a LAN subsystem) and by
the lack of prospects for Ethernet-type networks.

In Ethernet-type networks, the CSMA /CD access algorithm restricts
further development, as far as higher transmission speeds are concerned.
This fact has been known in research for ten years. When one wants to go
above the standard data rate of 10 Mbps, in order to maintain the same level
of efficiency as at the standard data rate, one has to increase the average
packet length to an uninteresting figure (almost 100 kbytes).

Token passing, based on the popular procedure of control of mutually
exclusive access to a shared transmission medium, is the prime candidate for
the control of networks with data rates greater than or equal to 100 Mbps.

Today, the fields of application of Token Ring networks are different
from those of Ethernet systems. Token Ring networks, in their slow form,
form SNA subsystems in the IBM world, for PC networking, which,
in IBM’s strategic view will slowly but surely supersede terminals and
cluster controllers. Fast Token Rings link medium systems, controllers and
communications front ends and also, in the future, mainframe channels.
Ethernet systems are designed for use in a heterogeneous environment
of PCs, workstations, minicomputers and larger systems from various
manufacturers.

It is possible to hold highly polarized discussions as to which LAN
type is the better. These usually come to nothing, since what one should
install depends on the application and the objective. Fortunately, the
manufacturers and international standardization allow us tackle these points
more calmly through corresponding system gateways.

Beyond the IBM propaganda, this book is intended to help readers
to get to know Token Ring as an open system and as a flexible basis for the
distributed data processing of the next decade. It is not meant for insiders
only, but also for anyone with a certain basic knowledge who wishes to get
to grips with the Token Ring network.

In addition to an overview, which is mainly contained in this chapter,
the reader will learn much about Token Rings in the IBM world and also
about compatible alternatives.

Whether for cabling, adaptor cards or the operation of the necessary
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network software, there are alternatives to IBM, which may even be cheaper,
more effective or more flexible.

The reader will also learn a lot about practical aspects, which may
be useful in planning, constructing and handling the system.

Of course, a book cannot be as topical as a periodical. Thus,
more emphasis is placed on important infrastructural information than on
transient details which the user can find out for himself if he really needs
them.

One of the authors sees Token Ring and other networks primarily
from a strategic perspective and each year coorganizes (with the DATACOM
Congress and Seminar Department) a congress on Token Rings at which
the latest facts are presented. The other author is more technically and
information technology oriented and was one of the very first major users
of Token Ring. He has over five years experience with this system, which
experience he also brings to bear in many public seminars.

With these different perspectives, some sections of the book
inevitably come down more clearly on one side than on the other. The
alert reader will sometimes be able to identify a particular author. This
provides for variety, which distinguishes this book from other publications
and was a reason for the joint authorship.

In this chapter we first introduce the main protagonist, the Token
Ring of yesterday, today and tomorrow. We then turn primarily to the
infrastructural, logical and strategic problems of the further development
of computer network-based information processing. Then we outline the
development of the network system architectures. The chapter ends with a
summary of LANs for readers with less experience of this area.

This book does not lay down the bases of data communication or
LANs. For this, we recommend the books listed in the bibliography.

The subsequent chapters give a detailed description of hardware
and software for Token Ring networks. The book ends with considerations
of network management, planning and operation together with aspects of
future development.

1.1 Token Ring: history and perspectives

The Token Ring control principle for LANs was developed as early as 1972
by von Willemjin. It has taken more than a decade for IBM to have this
network ready for production. A large part of this delay can be put down to
the fact that IBM did not see any urgency in forcing such a system. Indeed,
for several years, Mr Willemjin was very successful in conducting patent
and licence claims against IBM, which made him a rich man. He is now
working with raw materials, so we cannot expect him to come up with any
more radical LAN concepts.

1974 was the time when SNA began. The sole objective of SNA,
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the hierarchically oriented control concept for terminal subnetworks, was to
systematize the interworking between terminals and transaction-oriented
applications. There was no place for a LAN between hosts, communications
front ends, trunk lines, cluster controllers and dumb terminals, particularly
in the case of IBM’s traditional clients.

At that time, IBM had previously done everything in its power to
disrupt or hinder distributed data processing based on small networked
_ computers, which was then coming to the fore, at least in research. In
particular, this type of data processing was not officially supported.

Others such as DEC and Xerox had done this earlier. They developed
smaller machines with the basic idea of adapting the solution to the
problem rather than the problem to the host. They were soon successful,
but in different areas such as scientific and technical computing and
manufacturing.

The basic idea for LANs was then primarily to create a common
peripheral environment for smaller computers (not PCs, which only came
later!). Examples of such, then very futuristic, computers include the Altos
and Dorados from Xerox. These were standalone multitasking systems with
an impressive performance. The concept of the PILOT operating system,
developed at that time, survives in OS/2 today. Another new development
in the operating system area at that time was UNIX, which is less bound to
particular computers and thus correspondingly widespread today. As part
of this trend, the Ethernet LAN concept was developed at the beginning
of the seventies by DEC, Intel and Xerox (the ‘DIX group’) and brought
relatively rapidly to the stage of pilots and production readiness in the mid
seventies. The original message transfer speed of around 3 Mbps of the
series zero was soon raised to 10 Mbps. Today, it is said that the Ethernet
concept has reached its limits. This is not because the original concept of
this type of network was flawed, but rather because, with the LAN boom,
the network must now satisfy requirements, in terms of numbers of stations,
traffic types and overall performance, which could not have been predicted
by its forebears.

When considering LAN performance, it should not be forgotten that
the LAN is only a type of transport subsystem which, in the context of a
network system architecture, has relatively subordinate tasks to perform.
The conceptual basis of a network system architecture is fundamentally
much more crucial to the final assessment of a communication-based
application system solution than the LAN access algorithm.

Here too it was DEC which set completely new standards two
years after IBM’s announcement of SNA. The Digital Network Architecture
(DNA) and the DECnet product line have brought communication
between two peer entities (operating systems on small computers) into the
foreground. Unlike control in the transaction-oriented SNA, the control of
the system network is not located at a central point but is distributed across
the subscribers. File transfer and program-to-program communication were
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quickly supplemented by network management, remote file access, network
terminals and downline loading. In 1982, Phase IV of DECnet (which is still
ongoing) extended the communication capabilities by including Ethernet.
Thus, for the first time, a LAN was an integral component of an important
network system architecture. What about OSI? This was certainly a topic
at that time, although it was then much further from implementation than
today and totally uninteresting commercially (except for developments of
the lower layers such as X.25).

At the end of the seventies quite hardened fronts existed between
purely centrally oriented data processing with SNA and relatively
decentralized data processing, for example, with DECnet. There was also
much support for the so-called office computers with small (usually low
performance) networked systems. In the meantime, at the beginning of
the eighties a device which was to revolutionize completely the whole of
data processing became increasingly popular, namely the personal computer
(PC). Although one might never think it, the PC was not developed by
IBM either. In fact, a large number of small and medium-sized companies
developed an immense variety of peculiar devices based first on 4-bit then
on 8-bit microprocessors. These devices were scarcely ever compatible and
contributed to the lack of uniformity amongst operating systems.

In the same way that the Beatles became socially acceptable because
the Queen listened to them, the breakthrough for the PC came with its
introduction by IBM. The open architecture made it possible to bring
clones to the market quickly at bargain prices and the victory parade of
these continuously improving devices is unstoppable, despite the many data-
protection problems associated with them. Once again, a non-IBM man Bill
Gates, who put together DOS (the giant among operating systems) and is
now one of the richest men in the world and head of Microsoft, could rub his
hands together with glee. Even though DOS certainly has major failings,
this ‘operating system’ (actually, it is only an improved keyboard driver
which has the nice ability to fetch and store data on floppy and hard disks)
must certainly be credited with the fact that it was well suited to PCs for
a long period. Alternatives to DOS are only now being sought, with the
greatly increased performance of PCs. The outcome, if the development
were to be left to IBM alone, can be seen in OS/2 Extended Edition (EE)
— a tiny mainframe!

However, as far as the development and introduction of PCs is
concerned, IBM still clearly sees no urgent need for action in the LAN
direction. The PC is a standalone device; if it is connected to something,
that something must be an SDLC line to a cluster controller. The PC may
then behave like an SNA terminal.

Others have a totally different view of things. Small PC LAN schemes
such as Omninet and PLAN 2000 are growing like mushrooms. The resource
sharing of the DEC and Xerox experiments is realized with PCs and XTs,
not with Altos and Dorados. Hard disks and laser printers are so valuable
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that connection to a ‘real’ LAN, such as Ethernet, is a worthwhile expense.
The first PC LANs had message transmission rates of 1-2 Mbps on simple
hardware. Network software is needed on PC networks since DOS 2.x knows
nothing of networks. This gave manufacturers such as Novell (which first
implemented the idea) the chance to banish the crippled DOS from server
machines and replace it with a multitasking operating system optimized for
access to hard disks (NetWare).

Between 1980 and 1984, the spread of LANs outside the PC area
was slowed down by fears of choosing a LAN system which might not be
supported later by IBM. These fears of the users were also shared by, for
example, the standardization bodies, which, on the one hand, could not
ignore a concept such as Ethernet which had in the meantime become an
industry standard and, on the other hand, were awed by the power of IBM
which could make whole international standards unusable. At the same
time, IBM had not made many friends, since even its traditional clients,
including banks and insurance companies, saw a requirement for action
in the PC direction. In addition, increasingly elegant solutions were being
released on a mixture of small multiuser systems and PCs. There were also
heated debates (now totally irrelevant) about topics such as ‘LANs or PBXs:
which will survive?’ or ‘PC LANSs or multiuser systems?’. History has shown
what happens to companies that maintain that PCs are a ‘bicycle with a
motor’ (‘we don’t build mopeds’).

In 1984, together with its announcement of the PC-AT and DOS
3.x, IBM produced its first LAN. This was the (broadband) PC Network,
a conglomerate of components bought from Sytek, which could be used to
network together approximately 70 PCs. This is what happens when IBM -
makes a push forward. 2 Mbps was available for the price of an ordinary
LAN. This also came with the PC Network Program (PCNP). Instead of
removing DOS from the server, the whole file/print service was made into
an application under DOS. This was disappointing as far as performance
was concerned, but very pleasing to Novell. Sadly, unlike the PC LAN itself,
the PCNP has survived in the form of the PC LAN Program (PCLANP).
Multitasking on file/print server machines was only introduced with the
LAN server under OS/2 EE in 1988-89. PC Cluster was another IBM system
with a 300-kbps CSMA /CA algorithm, which is almost completely unknown
in this country (Germany).

Finally, in 1985 (much too late for the waiting market) came the
Token Ring network. Using the APPC concept (which had been developed
since 1982 and was more widely publicized around 1985-86), the PC was
conceptually accepted as a peer partner in an SNA network. Strategically,
this is ultimately more important for the development of the LAN in the
commercial application environment than Token Ring itself.

We interrupt this historical review to introduce the 1985 Token
Ring. Readers to whom certain terms are unclear are referred to the LAN
summary in Section 1.4.



1.1 Token Ring: history and perspectives 7

1.1.1 The IBM Token Ring, 1985
IBM introduced the IBM Token Ring network at the end of 1985. IBM’s

development objective was to produce the cheapest, extensible, high-speed
network with a baseband transmission technology. IBM envisaged (then as
now) that this would mainly be used in the area of office communications.

The IBM Token Ring network corresponds to the ECMA and IEEE
international standards for Token Ring LANs (IEEE 802.2 and 802.5). It is
an open network which permits access from IBM and non-IBM devices.

Even in 1985, IBM offered hardware and software products which
enabled all PCs of the IBM family (PC, PC-XT, PC-AT, 6150) to connect to
Token Ring. The network software for PCs was based on the DOS operating
system from version 3.2. Front-end processors of the IBM 3720/25 family,
IBM 3174 cluster controllers (remote and local) and 9370 departmental
computers could also be connected directly to the ring.

Here, the front-end processors (or preprocessors) and the cluster
controllers or terminal controllers may take on the role of a high-
speed gateway for PCs to the mainframe. A prerequisite for this is the
implementation of the IBM PC 3270 emulation software on the PCs (this
was only officially available in Germany from the beginning of 1987).

The IBM Token Ring network is a star-shaped ring; in other words,
for reasons of security, fault tolerance and redundancy, it is formed from a
number of ring-coupled stars, but logically, it behaves like a ring.

Access to the shared ring is controlled by the standardized token
access procedure. Data is transmitted in a single direction within the ring.
There is only one token (single-token procedure) in the ring at any given
time. Each of the terminals attached to the ring regenerates the incoming
signal (with interim storage of a data stream bit in each attached terminal)
and forwards the data to the next station. IBM offers passive repeaters for
its cable system if large distances must be traversed.

When fibre-optic cables are used, with the appropriate converters,
there are practically no restrictions on distance, since the corresponding
optical converters can be cascaded as necessary.

Up to 260 terminals (processors, controllers, peripheral devices) may
be attached per ring. The ring transmission speed of just 4 Mbps is sufficient
for office communications and similar applications.

Terminals are connected to Token Ring by Multistation Access Units
(MSAUs). Each contains connection points for up to eight connectable
terminals and forms an internal ring for these eight devices. The cables
connecting the terminals to the MSAUs are generally called lobes.

The MSAU does not need its own power supply. Its functions, which
amongst other things, ensure that terminals are automatically introduced
into or removed from the ring, are activated by the attached terminals. It
is either built into a 19-inch rack cabinet with other components of the
IBM cable system or may be installed in a table- or wall-mounted housing
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Automatic short circuit

Access unit

Figure 1.1 Token Ring 1985.

delivered separately by IBM.

To enlarge the network, up to 33 MSAUs may be interconnected in a
ring. In this case, the output socket of one MSAU is connected to the input
socket of the next MSAU. The functional description of these sockets differs
from that of the terminal connection points.

When all the MSAUs are interconnected in a ring, there is an extra
connection which is not necessary for operation, but which serves as a back-
up line in the case of line outage. '

IBM type 1 cables are used for the lobes and to connect the MSAUs.
Alternatively, data cables of type 3 or 5 may be used. The maximum
coverage of a ring using standard cables (type 1) is limited. In Chapter 2,
we discuss cable types in more detail.

The maximum distance (around 300 m) between two MSAUs using
IBM type 1 cables (screened 4-wire cables) may be increased in two
ways: using fibre-optic cables with appropriate converters or using passive
repeaters for the IBM type 1 cables. Both solutions are offered by IBM.

With the use of line repeaters, the maximum distance between two
MSAUs increases to around 750 m. Since both the main bus and the
secondary bus must be boosted and the ring line repeater only operates
in one direction, four line repeaters per section are needed. If fibre-optic
cables and the necessary converters are used, this distance increases to 2 km
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Figure 1.2 Token Ring 1985: configuration.

for IBM type 5 cables (multimode 100/140-micron fibre-optic cables). Other
cables types such as the 50/125-micron cables primarily used in Europe
may also be used. The fibre-optic cables are cascadable. Thus, there are
no longer any theoretical restrictions on the distance between two MSAUs.
Since a fibre-optic cable can cater for both the main and the secondary bus,
only two fibre-optic cables are needed per section.

Since 1975, IBM has provided Token Ring network adaptor cards
for access of the IBM PC family to Token Ring. The PC adaptors execute
logical control according to IEEE 802.2 and support the IEEE 802.5 physical
interface with a speed of 4 Mbps.

The address under which the adaptor identifies itself in the LAN is
preset by the manufacturer and is unique worldwide. It may be altered by
the user. On switch-on, the adaptor executes a series of test and diagnostic
functions. These check the adaptor functions and the cabling to the MSAU
(the lobe). The adaptor is only switched automatically into the ring once the
tests have been executed. IBM provides a corresponding diagnosis program
with the adaptor.

Since 1986, four user interfaces have been available for the
development of application programs:

(1) Direct access

(2) Data Link Control - IEEE 802.2 (DLC)

(3) Network Basic Input/Output System (NetBios)
(4)

4) Advanced Program-to-Program Communications Interface (APPC)
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Figure 1.3 Token Ring 1985: interfaces and standards.

Interfaces 2 and 3 are mainly used by software houses as interfaces for their
software products. The above interfaces may be accessed using assembler
macros. These may be used or included in higher-level languages.

Since 1986, APPC and NetBios have remained standalone software
products which must be separately bought and implemented. They permit
the generation of device-independent programs. Figure 1.3 shows the
embedding of software associated with the IBM Token Ring in the SNA
architecture and the ISO reference model.

Since we shall discuss these interfaces in detail in later chapters, we
bring this discussion of the 1985 Token Ring to an end.




1.1 Token Ring: history and perspectives

IBM 9370

[J IBM 8218 IBM 8219 [
Copper Tibre optics
IBM Series /1
‘"] Gateway [] IBM 8218 IBM 8219
[ ) @
[ - —r]

Printer server

IBM 7513

IBM 372X

' —y
. SDLC
Mutistation Access Unit

IBM 8228

— ==
IBM 7532 Bridge
IBM 6150

IBM PC —

IBM PC-XT
IBM PC-AT @
IBM portable PC

IBM 3270 PC @
M 3270 PC-AT
Non-IBM _—

IBM /370

:l BMPX

IBM 3174
] Gateway D\J

h»ﬂl

IBM 3174

o @@@

Gateway

a,

PC network

Figure 1.4 Token Ring 1985: overview.

11

1.1.2 The world of the IBM Token Ring today: compatibility

and communication

Together with Ethernet, Token Ring is one of the most important
standardized LAN schemes. When Token Ring networks were announced
by IBM in 1985 and Texas Instruments (TI) introduced the first Token
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Ring chip set, both companies promised programmes and efforts to secure
the compatibility of future product series. In the meantime, IBM has
considerably developed Token Ring and a number of other manufacturers
are producing TR cards based on the TI chips. Thus, currently, there are
many hardware and software differences which do not contribute directly to
easing the problems of compatibility and interoperability.

Every month new connection facilities are introduced. These involve
new controllers, communications front ends, host connections and bridges to
Token Rings just as much as new cabling variants or network management
improvements. We consider all these things in Chapter 2. Here, we wish
to turn our attention to the process of token perestroika including IBM
glasnost.

In 1989 there were a number of innovations for Token Ring networks.
Firstly (already at the end of 1988) there was IBM’s announcement of the
4/16-Mbps Token Ring. Then, the competition introduced a number of new
cards which now effected the interworking between adaptor cards and PCs,
not through a shared storage area or DMA, but using the bus master ring,
which is particularly well suited to the MCA architecture. A number of
manufacturers of compatible adaptor cards, such as Ungermann Bass and
Schneider and Koch, also announced their intention to support the 16-Mbps
version of Token Ring during 1990-91. This was much needed, in view of
IBM’s delivery problems with the new card.

Later in the year, Apple brought out the new series of TokenTalk
products, so that the numerous Macs could also find their LAN home in
Token Ring. Lastly, TI announced a new 16-Mbps chip which should soon
be deliverable in quantity.

In the past, it was almost dangerous to consider Token Ring hardware
and software alternatives to IBM. In the future, it may even be dangerous
to neglect such alternatives.

Early problems with signal voltages, timing and the access algorithm
can now be confidently laid to rest. The main problem area today
concerns the interworking of different cards and protocol stacks in large
networks and different bridging, routing and network management schemes
in interconnected networks.

It is calculated that in 1992 there will be more Token Ring
installations than Ethernet installations. When the new TI chip with
variable data rates of 4 and 16 Mbps is available in quantity, Token Ring will
be able to penetrate the world of high-performance PCs and workstations
(a domain of Ethernet) at widely acceptable prices. Companies such as
Sun Microsystems are today reviewing whether Ethernet is still useful and
whether clients may already reasonably expect FDDI. 16-Mbps rates on
shielded or unshielded twisted pairs from independent manufacturers such
as Ungermann Bass or Proteon are certainly an interesting alternative. In
addition to the pure IBM clients who buy Token Ring precisely because
nothing else is suitable, there will soon be a new host of purchasers who



1.1 Token Ring: history and perspectives 13

have waited a long time to be able to install this robust LAN without an
IBM label. Token Ring is and will remain the only simple LAN which is
based on a redundant topology with a low susceptibility to interference.

However, over the last five years, it is not only the physical and logical
Token Ring device environment which has changed markedly but also the
background conditions (for example, through standardization under IEEE
802). IEEE 802.5 has progressed and will progress further. Internetworking,
higher data rates and other transmission media (such as unshielded twisted
pairs (UTPs)) serve to renew the discussion about waveforms, timing, frame
structure and algorithms.

In the same way, the openness of the concept and its standardization
are increasingly turning Token Ring into an intercompany campaign.

However, it should be said that nowadays the use of non-IBM
equipment in Token Rings is not an adventure with an imponderable
outcome. Product interworking is largely achievable. IBM’s current market
share of 80% of Token Ring cards will certainly not last long. Other
alternatives are now available, particularly for cabling.

1.1.2.1 The IEEE 802.5 standard

The development of Token Ring networks by IBM and TI dates back to
the early eighties. IEEE 802 work on this topic began around 1982. In
1985, the main elements of the 802.5 access procedure were laid down in a
Blue Book. This document contains a description of the MAC frames for
connection establishment and connection execution but not necessarily for
control and management of the ring. Since 1985, IEEE has released a series
of amendments and extensions of the standard.

As always, 802.5 leaves great freedom of interpretation as far as
implementation of the functions is concerned. However, there have been
few problems with this in the past, since two other documents were used for
consultation prior to standardization, namely the IBM Token Ring Network
Architecture Reference and the user’s guide for the TI Token Ring chip set.

Currently, the standard refers to transmission speeds of 4 and
16 Mbps although there were other speeds in the past. The standard is an
abstraction which leaves much freedom for the design itself (for example,
the bit order of Token Ring addresses at different interfaces). Such problems
are well known from the Ethernet area, where they have been satisfactorily
solved, despite a large number of manufacturers.

The call for a manufacture-independent forum to secure the
compatibility of Token Ring products and for controlled and deliberate
distribution of technical information to guarantee the openness of the Token
Ring concept was only heard in 1988, when it led to the foundation of
the Open Token Foundation (OTF). The goal of the OTF is not to define
standards but to act as a common mouthpiece for the manufacturers in
dialogue with the standardization bodies.
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ANSI/IEEE Standard 802.5 (1985) was extended by a Common Reference Document
(1988) with:
A. Station management. Defines 16 management MAC frames.
Management entity specification. Defines link to 802.1 management.
4/16 Mbps operation. Defines physical layer for 16 Mbps.
LLC III support. Defines LLC III.

Early token release. Defines early token release.

=

Other IEEE drafts concern:

B.  Voice-grade media attributes. Defines use of telephone cables.
Reconfiguration. Defines two rings with opposite directions.
Multiple ring networks. Defines source routing.

Conformance testing. Defines appropriate tests.

Fibre optics. Defines fibre-optic cables.

AREQDQ0

Token Ring media. Defines unshielded/shielded twisted pair media.

Figure 1.5 IEEE 802.5.

The combination of a stronger organization of the manufacturers in the
OTF and the ongoing work of the IEEE bodies should guarantee that open
Token Ring technology meets the highest expectations of the users.

1.1.2.2 Communication and coexistence

For a better understanding of the characteristics of Token Ring networks
based on technologies from different manufacturers, one should be aware
that there are at least two types of interworking between components
(mainly adaptor cards and devices) of Token Ring networks: coexistence
and communication.

Communication between two devices in Token Ring means the
meaningful exchange of data between applications. For this, both nodes
must involve similar implementations of all the layers of the ISO/OSI
reference model and, in particular, must use the same protocol software
(NetBios, TCP/IP, XNS, NetWare, etc.). However, the nodes may have
different hardware and software implementations.

Coexistence on the other hand means only that the nodes can
exchange control information without interfering with each other. For
coexistence, they require (for example) the same MAC layer, but certainly
not the same higher protocol layers. For coexistence, a node must be capable
of deciding which packets it must simply let pass and which it should
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Table 1.1 Token Ring elements affecting coexistence and communication.

Token Ring element Must be the same for:
Coezistence | Communication
Physical layer signals yes yes
MAC functions and frame formats yes yes
Address and network management yes yes
Source routing header filter yes yes
LLC SAP addre;s filter yes yes
LLC type (1, 2 or 3) no yes
Protocols, layers 3-7 no yes
Interface between adaptors and PC no no
PC processors (80XXX, 68XXX, ...) no no
Computer type no no
Manufacturer of computer and adaptor cards no no
Adaptor card chip sets no no

process. At this level it is most important to have standards for device
addressing.

When a node without proper coexistence capabilities is attached to
the ring, it may interfere with the operation of the ring or even hinder
initialization of the ring.

The extensively documented TI chips should ensure that all Token
Ring products are able to coexist, provided that there are no absolute
barriers to this (for example, very different transmission speeds). It is up
to the manufacturer of the communications software for the higher layers
to provide for communications based on coexistence. TI’s experience over
the last five years has shown that the main problems are associated with
protocols and applications and with simpler components such as plugs and
cables.

As far as the authorities are concerned, IEEE is responsible for
coexistence questions and OTF for coexistence and communication. In
the past, much work has gone into ensuring robust communication based
on Token Ring. The main starting points for this are flexible protocol
stacks with independent device (adaptor) drivers, such as those produced
by Microsoft, 3Com and Novell. A universal protocol stack, such as that
produced by Schneider and Koch for Ethernet, would not go amiss.

At the moment, the emphasis is on the bridging problem, which
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has not really been satisfactorily solved. Since IBM stubbornly persists
with source routing, there is no alternative other than to look for the
coexistence of spanning trees and source routing on Token Rings. Since
the standardization authorities are still looking for this (and may only
use what they find with reservations, which does not please IBM) all the
manufacturers are attempting to come up with their own solutions which
they are presenting to the authorities.

Source routing involves routing decisions in the nodes, not in
the bridges. Thus, cases in which there is some doubt may require the
transmission of a number of search packets which locate the desired node
and return to the sender via the intermediate bridges and subnetworks.
These packets record where they have been and this information provides
the route. Major problems with this include the flooding of the subnetworks
with redundant search packets and the inability of the process to cope with
changes which occur between the receipt of the relevant routing packet and
the transmission of the message itself.

The spanning tree refers to the organization of the network into a tree
of subnetworks which are again trees. Each device (terminal) corresponds
to a leaf. The bridges adapt to this organization which may be dynamically
extended at any time. Here, routing decisions are made in the bridges. The
terminals have nothing to do with routing; the bridges are transparent to
them and every station in a remote subnetwork appears as if it were in the
local segment or subnetwork.

The source routing algorithm is essentially simple and very stable.
If we assume the statistical fact that most of the traffic remains in the
local subnetwork anyway, we can live with this algorithm. However, IBM,
in particular, in the framework of, for example, SAA, envisages a very
close cooperation between devices in different networks, namely PSs as
workstations and, for example, /370s as hosts, and is essentially basing the
SNA hierarchy on a hierarchy of rings. A tree-oriented algorithm could be
useful here. The argument for simply retaining the bridges no longer holds
water, since even IBM’s bridges are at least PS systems. The discussion
on routing procedures also involves another dimension, namely the topic of
smart and relatively unintelligent adaptor cards.

1.1.2.3 Interoperability problems

In general, interoperability problems may be divided into four classes:
problems associated with frame formats; problems associated with protocol
stacks and interfaces; problems associated with physical links; and
bridging/routing problems.

The Token Ring frame format begins with the MAC header which
contains the source and destination addresses. Unlike Ethernet, the 802.5
Token Ring defines a routing information field to support target-directed
transmission of data frames over source routing bridges. This is followed by
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AC
CRC
DSAP
SSAP

MAC header

MAC trailer

Access Control ARI/FCI = Address Recognized Indicator/Frame Copied Indicator
Cyclic Redundancy Check FC = Frame Control

Destin. Service Access Point SD = Start Delimiter

Source Service Access Point MAC = Media Access Control

Figure 1.6 Token Ring frame format. IEEE 802.5.
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Figure 1.7 LLC service access points. Coexistence of different protocols.

LLC 1

the LLC header for logical link control, as described in the 802.2 standard.
Other protocols such as TCP/IP or NetBios may insert their headers after
the LLC header. The user data itself (sometimes packed with higher-layer
headers and trailers) follows next, while the whole ends with the MAC
trailer. For effective coexistence, MAC, routing and LLC fields must be
correctly interpreted and processed by all nodes on the ring. In addition,
communication requires similar protocol stacks.

Interworking questions arise not only within Token Rings, but also
between Token Rings and Ethernet. Since, historically, Ethernet first came
into use as a LAN solution, many protocols are oriented to its conventions.
Unfortunately, for example, the ordering of address bits in Token Rings
differs from that in Ethernet. This leads to a number of problems.

In order to further guarantee the already very stable way in which
the Token Ring protocol works, IBM decided to use an LL.C based on IEEE
802.2. In so doing, they did not choose one of the simpler alternatives, but
went directly for the user-friendly type 2 LLC, with protected logical links,
sliding window mechanisms and reception-confirmation signals. The quality
of the protected logical links and the algorithm execution is comparable
with HDLC or SDLC. Every data frame is given a sequence number, which
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guarantees the correct sequencing of packets on the logical link and permits
a corresponding acknowledgement mechanism. Moreover, should packets be
destroyed, new ones are automatically requested without involving higher
layers.

When the original Token Ring components came on to the market
in 1985, LLC was not very commonly used, in particular, because the old
versions of Ethernet (V1 and V2) did not provide for it. Today, with 802.3
networks, things are very different.

According to the guidelines of the ISO/OSI reference model, the LLC
is a proper sublayer of layer 2.

Thus, access is provided by a number of Service Access Points
(SAPs). The existence of SAPs is actually a big advantage. They may be
used to provide different protocol stacks with quasi-simultaneous access
to an LLC implementation. Thus, completely different message flows may
coexist on a single physical medium. A prerequisite for this is the entry
of the correct SAP address in the corresponding field of the LLC header.
When Token Ring nodes are able to use different protocol software, every
node inspects the LLC Destination SAP field (DSAP) to decide whether
the packet on hand can be processed by the current protocol stack. If this
is not the case, the packet is ignored.

The development of Token Ring shows that the latter is becoming
an open, manufacture-independent concept and is on the threshold of
a breakthrough. In Chapter 3, we shall discuss hardware and software
viewpoints together with criteria for evaluating alternative adaptor cards.

1.1.3 The future of Token Ring: high-speed LANs

At this point, we move away from the further development of the network
system architecture (we pick this up again in Section 1.3) and concern
ourselves primarily with future technological developments. It has long been
clear that the network of the future will be a network of networks. It is also
clear that we are not talking about a single network type with a fixed
speed, but that there will be relatively low-speed, low-cost networks in the
terminal area and that these networks will be connected (if necessary via
an intermediate step) to a so-called backbone network.

This backbone network will then implement the links between the
distribution points formed by the subLANs. In addition, it will serve
very powerful devices such as hosts or special peripheral devices directly.
Within the next ten years, comparatively low-cost networks with a rate of
1 Gbps or over will be developed and installed. The technology for this
will be fully based on fibre optics. We can expect that, with the latest
successes in information processing using purely optical signals, many of
the intermediate steps now required for conversion between electrical and
optical signals in the context of the forwarding of message streams will
become obsolete.
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Figure 1.8 FDDI as backbone.

However, we do not need to advertise future developments, since
there already exists one concept which clearly characterizes the further
development of Token Ring, namely FDDI.

The Fibre-Distributed Data Interface (FDDI) is an ANSI standard
proposal for a 100-Mbps Token Ring. The FDDI protocol is one of the few
access methods which is specially designed for a high bandwidth and the
use of a fibre-optic system. At the same time, FDDI is currently the only
standard proposal for a fast LAN; thus, it is very interesting.

With a maximum length of 100-200 km, the FDDI ring is designed
to serve up to 500-1000 stations at distances up to 2 km apart. Thus, it is
offered as a backbone network.

For reliability, twin fibre-optic cables are used; 100/400-, 62.5/125-
and 85/125-micron fibres are proposed. The wavelength is specified as
around 1300 nm. There are ongoing discussions as to whether it would be
expedient to use monomode fibres. When ANSI standardization began, this
technology was almost prohibitively expensive; however, nowadays, after
considerable improvements and simplifications and since it is preferred by
postal administrations worldwide, it has become relatively reasonable.
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Figure 1.9 FDDI protocol structure.

To overcome line errors, FDDI provides for a network consisting
of two rings, a primary ring and a secondary ring, running in opposite
directions. The secondary ring will usually be operated purely as a back-up
ring. However, ANSI does not rule out using it to increase capacity.

The topology is largely similar to that of Token Ring. There are
stations with two or four connections for fibre-optic cables. Stations with
four connections are attached directly to the twin fibre-optic ring (class A).
For stations with two connections (class B), there is a concentrator (class
C) which is attached to the main ring and can undertake back-up functions
as a type of multistation access unit.

The A stations and the C concentrators have an intelligent
component, the station manager (STM). This is able to detect line errors
between A and C stations and on the lines to B stations. Errors of the first
type are removed using the secondary ring in a self-healing mode. Errors of
the second type lead to an outage of the B station and are overcome within
the C concentrator.

The FDDI access protocol corresponds largely to the IEEE 802.5
Token Ring protocol. However, there is a basic difference in the way free
tokens are generated by the sending station at the end of an emission. In
FDDI, a station issues a free token directly to the ring after sending the last
data packet within a maximum send duration, while in IEEE 802.5, the free
token is only allowed on to the ring once the (single) data packet returns
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Figure 1.10 Stations of classes A, B and C.

to the sending station. FDDI allows several Token Ring packets to be sent
within a single-token possession. IEEE 802.5 only allows a single packet to
be sent.

FDDI permits synchronous traffic with higher priorities and
asynchronous traffic with lower priorities. Nothing prevents a station from
increasing the priority of synchronous traffic. This type of token protocol
improves the loading of the medium and to some extent simplifies the
electronic control of the interfaces.

The FDDI protocol contains various mechanisms to increase
reliability. Unlike other Token Rings, controls and reconfiguration
mechanisms are implemented in distributed form. Thus, a monitor becomes
superfluous.

Although the standardization is not yet complete, a number
of manufacturers already provide FDDI, including Network Systems,
Fibronics, Ascom, BICC and Schneider and Koch. Almost all provide
connector boxes which permit the connection of Token Ring LANs (for
example, Ascom, Fibronics) and Ethernet LANs (for example, Ascom,
Fibronics, BICC, etc.) to FDDI.

Thus, FDDI becomes the backbone ring for the attached subLANs.
Direct access is primarily reserved for mainframes (IBM /370, CDC, etc.),
since class A interfaces are still relatively expensive. Direct FDDI interfaces
are also provided for PCs on an individual basis; however, while the price
is substantially more than 5000 DM there will not be a great market take-
up. Because the standardization is incomplete, the connector boxes for the
FDDI ring are not mutually compatible. Moreover, with FDDI, Token Rings
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can in general only be coupled with other Token Ring networks, since it is
not yet possible to access other terminals on others LANs via FDDI (for
example, Ethernet).

Thus, FDDI networks will never be a threat to the IBM Token Ring;
instead, they provide an ideal supplement as far as high-speed coupling of
several LANs and mainframes over large distances using public networks
(for example, the VBN network of the German Bundespost) is concerned.
In the future, they will have to compete with the 802.6 networks of the
postal administrations, which will operate with a different protocol, the
Distributed Queue Double Bus (DQDB).

A central network management is a sine qua non of FDDI networks,
since the LAN usually stretches over several buildings, and fast error
location and the detection of bottle-necks can only be achieved using
management tools. This aspect of FDDI still requires some development.
Tying in to well-known network management systems such as IBM’s
NetView would be desirable.

1.2 Communications technology in distributed data
processing

The development of data processing over the last decade has been
characterized by a major rethink. With the spread of PCs, the dependence
on mainframes as the single source of computing power has decreased. An
increasing number of manufacturing tasks could be relocated to these new
small systems.

PCs have also, slowly but surely, threatened the so-called office
computers. It now takes us some time even to remember which machines
were used as office computers.

Fortunately, the onward march of the PC on a broad basis
took so long that the, to some extent, unjustified euphoria about total
decentralization could give way to an objective discussion of the general
problem.

Today, only one thing may be assumed with great certainty, namely
that efficient networking of all the components of information-processing
processes within a company or a organization, from PCs to mainframes, is
the only way of getting to grips with the chaos which is now typical in some
subareas.

In this section, we discuss the general problem in further detail and
indicate a general route to a solution. This route essentially marks the most
important long-term strategic reason for the use of LANs such as Token
Rings.

Of course, other high-performance networks may be used, but they
are not the main topic of this book. The most important instruments are
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not the LAN subsystems, but the manufacture-provided network system
architectures and the possibilities for their further development.
As a guide to the strategic aspects, we recommend the book by Boell

(1989).

1.2.1 Basic problems in modern data processing

At the beginning of the PC craze, many people, including experts, were
fully convinced that decentralization could go so far that mainframes or
computer centres might be completely dispensed with. This turned out
to be a fallacy. On the one hand, there are many applications where a
mainframe is still required for the processing; on the other hand, the use
of PCs involves completely new problems (for example, relating to data
protection, the securing of the processing integrity, the securing of data
consistency, etc.), which, with the present state of knowledge, depending on
their magnitude, can only be overcome using mainframes.

We have even had to learn that as the capabilities of PCs increase
the additional problems do not on the whole decrease but even increase.
This is not because of the devices themselves but because of the people who
ultimately have to use them. The ability of the user to learn cannot keep
pace with the rate of technical development.

Here is an example. The latest processor generation for PCs is the
80486. A computer with this processor has a performance approximating
that of a mainframe in the early 1970s. At this point, we are not interested
in the performance scale.

The immediate question is whether the owner/user of such a PC 486
has the same knowledge as the operator/planner of the mainframe 15-2
years ago. Statistically speaking, this can scarcely be so, particularly if the
486 follows its predecessors the 8086s, 80286s and 80386s into the masses.

The next question is whether the owner/user actually needs this
knowledge to make responsible and sensible use of the 486. This is similar
to the question whether one needs to be a car mechanic or a racing driver
to drive a car.

Pursuing this analogue brings us nearer to an answer. Clearly, there
is a popular belief that one should be able to drive a car without great
knowledge. It is assumed firstly that the servicing and maintenance of cars
is increasingly simplified (the term foolproof is often used, but this is a term
which does not belong in the vocabulary of the PC world) and secondly
that there are mandatory road-safety regulations which apply to all traffic.
However, the following are immediately clear:

e The ergonomics depends on the vehicle and on its effect on the
particular user of the vehicle.

o  The regulations are not always conclusive in all situations; there may
be misunderstandings.
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o The collective accepts a risk in permitting a relatively high
individuality. This residual risk leads to regular harm to individual
members of the collective, including at times death. Those harmed
are not necessarily the same people as those responsible for the harm.

e For various reasons (negligently or deliberately) individuals may
choose not to accept the traffic regulations. The expense of
monitoring the adherence to the regulations is high and total control
cannot be guaranteed.

o  The formulation of the regulations is subject to the constraint that
the latter should appear just to the collective, since otherwise the
acceptance of new regulations will be poor. This leads to regulations
which are not based on purely logical or scientific findings.

o  Thus, views of regulations are very controversial.

The list could be continued further, and the reader may wish to think up
other examples.

The question which follows from this analogy is whether the large-
scale introduction of a high technology must necessarily lead to such a
list of risks (data protection, data security, processing integrity, hackers,
viruses, damage to the information processing due to stupidity, negligence,
dissatisfaction, etc.) or whether these can be countered by experience.

Here, the discussion often goes off in a direction which leads one to
fear a flare up of so-called neo-Taylorism. In fact, the problems associated
with decentralized data processing do not arise when thousands of PCs lie
around switched off, but when thousands of individuals work on these PCs.

From experience of regulations in other contexts, and from
experience of data-processing rules, most of those currently responsible are
aware that regulations (for example, judicial) cannot contribute greatly
to ensuring the integrity of large-scale data processing. There are many
reasons for this. One serious reason is that the overall development of data
processing is far too fast for those who formulate the regulations (whether an
international or national legislature or a company-internal system manager
who is likely to react more rapidly) to react appropriately.

We must remember one thing. If the car industry had made the same
progress as data processing, cars would seat a hundred people, and a tank
full of petrol would get one to the moon and back for a cost of around
20 DM. Traffic regulations could never have kept up with such a pace of
development.

The focal point of this analogy with cars is the search for a new and
sensible balance between individuality and collective necessity.

Such a balance can also be important in data processing. To what
extent are collective regulations needed for the achievement of company
information-processing targets and to what extent can individuality be
supported?
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Another question follows immediately. Is individuality in information
processing in itself an urgent matter of concern to users or would they prefer
a more reliable and more user-friendly system at the price (scarcely visible)
of restrictions on their individuality? Even in the ‘good life’ there must be
people who prefer to travel by train rather than leave themselves open to
carelessness (their own and that of others) on the motorway.

On the other hand, the alternatives only arise if the technical
facilities to balance control and individuality are provided en masse.

Thus, another component now comes into play, namely the
communications network. Here, the technical aspects are less interesting
than the logical ones, since the data processing (whether centralized or
decentralized) is based on a set of processes which cooperate to a greater
or lesser extent. Thus, from the perspective of use of networks with ever-
improved reactions, it is increasingly unimportant whether these processes
are implemented on a single computer or on several machines.

The diversity of communications networks corresponds to their
possible uses. What happens if the communications network becomes so
large and so diverse that an individual person or a small group can no longer
obtain an overview of the network and its components? What happens
when errors occur which involve combinations of logical and technological
elements? How can one master the historically developed heterogeneity?
How can the data network be (or be made) secure?

The keyword ‘network management’ springs immediately to mind.
Network management is an example of a subarea of information processing
to which little attention was paid until very recently. Only the occurrence of
major problems, only the rampant heterogeneous growth of communications
networks, only the threat to national security interests from hackers have
contributed to forcing the manufacturers of computers, PCs and networks to
think about possible solutions beyond a simple monitoring of the technical
network and to develop solution strategies, albeit very late. The first half
of this book is concerned with these strategies.

The perfidy of the current situation is altogether clear when one
thinks of the international standardization of communications networks
(keyword: ‘ISO/OSI referénce model’). Many years after the proposal of a
framework for the gradual implementation of application-oriented functions,
the authorities realized that network management had been forgotten. Thus,
although it is now possible to exchange electronic mail worldwide via X.400
through very different networks involving tens of thousands of stations, the
control of the overall system is seen more as a chance favour from God
for which we shall have to wait until the mid nineties. This situation will
continue until the international standards for OSI management are ready
and the first product implementations are ready to go into production.
This tendency to relate management to existing application services may
be asking for trouble.

The large manufacturers such as IBM and DEC, who are otherwise
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scarcely lazy in their development of far-reaching strategies, also reacted at
a comparatively late stage and, what is more, almost precisely in harmony
with the average number of installed devices in their client networks. These
manufacturers were primarily concerned about the functioning of their own
devices in the network and gave secondary consideration to heterogeneity.
Even the OSI-oriented proposals (for example) of DEC and AT&T do not
necessarily imply an interworking of the relevant management components.

Two questions now arise. How can I best control my network and
where should I be going in the future? As far as control of the existing
network is concerned, there will usually be few (if any) alternatives. Thus,
the conceptual choice is limited. Questions about the future are more
interesting. In this book, we attempt to formulate answers for the small
but perspective area of Token Ring LANs.

1.2.2 Distributed data processing

Here, as in the section on the history of Token Rings (Section 1.1), it is
clear that we are currently at a point of radical change. We have learnt that
purely central data processing is no longer sensible in all cases. We have
learnt that we can do a lot with PCs and PC LANSs, but not everything.
Finally, we have unfortunately had to learn that the uncontrolled use of
hosts of PCs in the long term creates more problems than it solves.

The solution currently favoured brings together the worlds of purely
central and purely decentralized data processing. This is called distributed
data processing.

Central data processing (DP) forms the basis. Initially, there was
only one computer to which one could allocate jobs. The next steps in
the development involved multiuser operation with punched cards (batch)
and multiuser time sharing via terminals, for which terminal and data-
communication networks were required.

A modern computer centre usually has several computers which may
be networked together. In addition, there are communications front-ends
and cluster controllers which control local or remote terminals. However,
the organizational structure is still central with trained operators.

After more than 30 years of commercial use of central DP facilities a
large amount of specialized knowledge of hardware and software questions is
available. Normally, computer centres employ staff who help users to solve
their problems, assist in troubleshooting and advise users on the choice of
the necessary software. Hardware and software interfaces are documented
and centrally managed.

A variety of centrally managed software is available, covering a
broad spectrum of applications. There is now scarcely any area of industry,
commerce or management for which off-the-shelf programs or program
packages for use on large DP systems do not exist.

Once generated, thanks to standards for data-recording formats, and
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data media, data can easily be transferred to other systems. Changes of
system do not usually affect user data and programs.

Central data management and storage provides for data integrity
and data security both against loss due to hardware or software problems
and against theft or malicious destruction. The high processor performance
and large memory capacity of today’s installations scarcely (if at all) restrict
a user’s freedom to lay out and dimension the data to which he has access.

A high degree of standardization within a specific system
environment ensures that application tools can also be intermixed. New
developments may be evaluated and remain usable when one changes to
a new model from the same manufacturer. Once made, investments are
protected. Expensive conversion work is no longer necessary.

The interfaces for data terminals are well known. The corresponding
devices from the manufacturers may be integrated without problems.
Terminals may be centrally monitored for errors. Error location and removal
may be carried out quickly and specifically by trained staff. The end user
does not require a knowledge of data communications.

For cost reasons, the available standard software is aimed at a large
user group. In many cases, individual solutions do not exist or are very
expensive. It is often very difficult (and sometimes impossible) to adapt the
standard software to specific problems. There is a tendency to adapt the
problems to the software.

Thus, from the user’s point of view the organization is not always
flexible enough. Often, only the manufacturer’s terminals or compatible
devices can be connected. Other devices, if they can be connected at all,
require additional hardware and/or software which in many cases makes it
uneconomic to connect them.

There are now as many wide-ranging software products available for
PCs as for all other DP systems together.

PC user interfaces provide a good example of this. The use of menus
and windows has become natural. User-friendly help functions support the
user in all situations and provide as much support as requested.

The rapid and, to some extent, uncontrolled development of the PC
area means that the user may be faced with large problems when it comes
to compatibility and portability.

The main problem of standalone PCs is their lack of integration in
various directions. This involves integration into the working process just
as much as integration into the overall concept of DP technology.

Often, there are also problems for which the PC can do nothing.
For example, pure jealousy may lead a worker to dream up his own
improvements to a word-processing system used by a colleague. Of course,
he dreams up these improvements over a beer or with the help of his
own technically aware offspring whom he also asks for instructions to save
photocopying the manual. The fact that he is on shaky ground here is of as
much concern to him as speeding in a built-up area.
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Figure 1.11 Distributed data processing as a synergetic concept.

He then proceeds to edit texts with the new version, with the not
unintended consequence that his colleague has problems processing these
texts. His colleague either says nothing because he is ashamed of his
supposed incompetence or goes straight to the company’s DP consultant.
The latter is particularly happy to have to explain the manual to yet another
simpleton. The idea that a totally different version of the software might be
involved does not immediately come to mind, since recently the consultant
has, by agreement with the management and without consulting the DP
specialists (in that order), authorized use of a particular version.

Finally, after information has been collected from throughout the
company, it becomes apparent that a number of documents have been
written with an idiosyncratic version. The perpetrator remains undetected
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and is able to delete the stolen software at any time.

This was just a simplified, slightly fanciful example of a common
case of misuse that is facilitated by some software houses which frequently
pay scant attention to the compatibility of versions and of standard formats
once defined.

In many respects, PC freaks live in the Stone Age of data processing,
which equates with data chaos on diskettes and hard disks, lack of software
maintenance and in certain circumstances the presence of multiple versions
of a single program.

With LANs, networked PCs could remove many of the problems
associated with standalone PCs. To the user the PC LAN usually looks at
first like a new logical device; for example, in DOS, in addition to his physical
drives A:, B: and C:, a user may also define drives E:, ... K:, provided disk
space and access rights are defined for him on an appropriate file server.
Another standard application is the sharing of a high-quality printer by
several users.

Boot servers for remote starts of (diskless) workstations, batch
servers for time-deferred processing, communications servers and gateways
together with application software packages round off the current spectrum.

Network operating programs supplement the PC operating systems
with network capabilities. Unfortunately, they all too often refer to existing
bottle-necks in the operating systems and the performance of the PC LAN
is thus considerably degraded.

A PC LAN is only worthwhile if there are adequate facilities
for communication with other computers; for example, using terminal
emulation (327X, VT100) or a general communication system such as a
public trunk network with a subscriber interface based on the X.25 CCITT
recommendation. '

Superminis have in principle the same advantages as PCs. In
addition, they have a relatively high computing and memory capacity
(usually a performance of 10-40 MIPS and a disk capacity of between
200 Mbytes and 20 Gbytes) and a multiuser capability (usually 16-64
workstations) together with (depending on the operating system used)
schemes to improve data integrity and better data protection mechanisms
(which are needed because of the multiuser capability).

Everything smaller, covering, for example, 3-16 workstations, is
basically a PC with an 80386, 80486 or 68030 processor.

The processors used are almost exclusively 32-bit or 64-bit
microprocessors. Above all, the new Intel 80860 (i860) 64-bit RISC chip
has good prospects. The best-known systems are based on in-house
developments by large DP manufacturers (IBM with the System 6150
and /6000, DEC with the microVAX, Sun and Apollo (Siemens) with
workstation concepts, etc.) or on Motorola or Intel processors. These are
now a serious alternative to networked PCs, although in 1987, more LANs
than minis were sold worldwide.
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Here too there is a lack of standardization in the hardware and
software areas. UNIX, with massive support from interest groups such
as X/Open, POSIX and OSF (Open Software Foundation), has become
a de facto standard. But who has not heard of the problems with the
various different UNIX derivatives? Moreover, UNIX systems do not have
the variety of application software which. we find on PCs. However, the more
one thinks about distributed systems, the more important UNIX and AIX
become.

The software costs of compilers and application-program systems
are also relatively high. When UNIX is used, one must be clear that it is
a ‘proper’ operating system which makes totally different demands on the
user as far as generation, maintenance and extensions are concerned. This
is also unreservedly true of OS/2, as experience with this operating system
has shown. :

The solution of many problems lies in the mixed use of both DP
worlds: of decentralized DP with PCs, PC LANs or minis and central DP
using a mainframe (for example) in the computer centre.

The more diverse the applications, the greater the possibilities for
distributing the computing capacity.

In addition, various DP solutions will coexist in large companies
and heterogeneous work environments such as research institutes. The
integration of these is a major task.

The network may contain or be linked into a high-performance
processor so that the advantages of central DP, as far as the provision
of software, and data and program upkeep are concerned, can be used to
good effect. Tasks which require so high a performance that decentralized
execution is not possible are executed on the central processor. Programs
for use on several PCs or minis are developed and tested centrally
and then installed simultaneously on all decentralized systems. This is
also advantageous and important if changes are required, since only this
procedure can guarantee that all central and decentralized systems within
a company always use the same software level. The central development
of standard and communications software makes for good use of all
resources including the facilities of the data network and avoids duplicated
development. Individual users are now no longer responsible for the further
development of a standard product, which responsibility passes to the
centre.

By appropriate development of application software with separate
modules on the PC and the host the traffic on the network can be minimized
and the performance increased.

The use of many different and expensive terminals, such as high-
performance plotters or fast laser printers, which are jointly available to all
attached terminals and PCs (device sharing) is simplified. Access to public
networks and services is now implemented in a central or decentralized form
according to which solution is more economic.
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The most important and most advantageous thing about this
solution is the improved use of all available data. Shared data is held in
the central DP system, while specialized data resides on the corresponding
decentralized computers. Data and information requiring protection may be
managed and archived centrally while their processing may be decentralized.

A central security mechanism covering decentralized data is possible.
The end user no longer needs to worry about his own archives in which his
back-up copies are kept, but may now leave this to the computer centre,
thus saving himself time and passing on his responsibility.

By relocating PC disk drives and loading software and data remotely,
one can effectively counter the most important source of mischief. Wild
software versions and the theft of data are ruled out on a large scale. Imagine
that you have access to a file which you should not have been permitted
to read. If you have access to a PC disk drive, you could simply copy the
file and take it home with you. However, if you only have read access, your
recall capability will decrease 1000-2000 bytes according to the nature of the
information. Technical drawings, for example, can only rarely be removed
from the company in this way, since too many details of them become
blurred by the memory process.

At present there is very little practical experience of how the
common use of PCs, minis and mainframes in large networks with diverse
requirements as far as the distribution of tasks is concerned has stood the
test of time. For distributed DP to be sensible and effective in the long term,
two important basic conditions must be satisfied:

(1) The responsibility for software must be clearly defined. Data security
and data transparency can only be guaranteed if this is the case.

(2) There must be a facility for central monitoring and control of the
network, including all components. (If such a facility does not exist,
it should be striven for as an objective.)

The network system architectures supplied by the manufacturers, together
with the associated products, play a particularly important role in the
implementation of distributed system solutions. We shall discuss this
shortly.

When taking decisions in the information-processing framework,
there are two basic points of view which one may adopt:

o The application-oriented decision One looks for an application
program which optimally covers the needs of the application problem
in hand. Then one selects an operating system and hardware on
which to run the application program. This includes, if necessary, a
network and metasoftware for operation of the network.
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e Decisions oriented to the system infrastructure One looks
for an operating system which determines the future nature of the
information technology infrastructure. All machines acquired and all
networks must support this system appropriately.

Usually, one is not free to choose one’s point of view. This applies not only to
the system technology, but also to everything else from the cabling problem
upwards.

Nevertheless, one may conceptually come to terms with both points
of view. A stubborn adherence to one or the other is highly likely to result
in at most the second-best solution.

In shaping the future working environment for information
technology, the system infrastructure-oriented approach should not be
replaced by the cobbling together of incomplete and emergency solutions.

1.2.3 Program-to-program communication or interprocess
communication

Often in discussions of networks and communication, the key words
‘program to program’ are used. It is almost always clear that scarcely anyone
knows exactly what this means. Here, the very quality of the implementation
of such communication determines the performance and the reliability of a
whole network concept. Accordingly, we would like to draw attention to this
point here. However, since this book is not about operating systems as such,
the author recommends Deitel and Harvey (1984) or Maekawa, Oldehoeft
and Oldehoeft (1987) for more details.

Current applications in computer systems which are not networked
to other computer systems for the purposes of cooperation run hidden from
the users using a set of so-called processes.

The concept of a process first reaches planners and users intuitively
through terms such as ‘multitasking’. Multitasking is generally seen as
the capability of an operating system to execute several tasks in a quasi-
parallel fashion on a single computer. This is the opposite of the sequential
processing of several programs one after the other on a single computer.
The computer itself usually has only one so-called processor. The operating
system accordingly contains a component which ensures that the processing
of tasks may be interleaved in time and overlapped. From the outside, each
task appears to have exclusive use of the processor.

This virtualization is a normal procedure in the technology of
computers, operating systems and networks. Every subscriber to a time-
sharing system appears to have the exclusive use of the whole computer. In
virtual file systems, the various storage media are so cleverly linked together
that one has the impression of an almost infinite memory which can operate
at the rate of the main memory; in data transmission, signal currents are
multiplexed.
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Virtuality is also nothing new; it was used in very different areas
some time ago. Indeed, on very large machines pretence is made of the
existence of very different (virtual) machines offering full facilities (for
example, multitasking). Thus, the capacity of a machine is decomposed
into manageable parts.

However, there is a large area of data processing which the concept of
virtuality has only penetrated to a small extent: PCs. The original concept
of the PC envisaged a user with only one task on a (small) machine. Thus,
one process and the DOS operating system were sufficient; however, it was
only possible to run one application at a time.

This was long thought to be sufficient. However, the ever-increasing
requirements on PC applications and the simultaneously increasing
requirements for user-friendliness have led to bottle-necks: programs for
user support or for external communication must be able to run virtually
simultaneously with application programs. Moreover, when one generates
a document, the ability to work almost simultaneously with the word-
processing and the graphics program without having to chop and change
between programs is practical. Equally, it is very impractical to have only
a very small fixed main memory limit. Anyone who wants to run programs
which may require more space is left with no choice but to write the
programs in such a way that they write to and read from the hard disk
— that is in principle a task for the operating system.

The development of OS/2 has, regardless of the final acceptance of
this operating system, shown that the days of ‘single user — single application
- single process — single machine’ operating systems are over, at least
conceptually.

Windows offer another way of simulating the effect of multitasking.

Instead, there is increasing talk of use of the UNIX operating
system, which was originally developed for small mainframes, on PCs. UNIX
incorporates the most important concepts of virtuality.

We now return to processes and to multitasking. Why is it not
immaterial whether a set of tasks (application programs, requests) is
interleaved in a quasi-parallel fashion or executed in a strict consecutive
sequence? The capacity of the processor is the same. The use of multitasking
is associated with a major characteristic of task implementations, namely
the fact that the execution of a program consists of phases. There are at least
two classes of such phases, namely phases in which the program actively
uses the processor and phases in which the program waits for something to
happen (for example, the completion of an input/output operation or the
occurrence of an event such as the satisfaction of a condition).

In a sequential execution, the wait phases decrease the effectiveness
of the processor, since it is not doing anything useful.

In the wait phases another program could make better use of the
Processor. v

Basically, however, the execution of independent programs at this
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level must not be allowed to become dependent on the state of each program.
This would lead to unfairness.

The control of the use in empty phases must therefore be
implemented by a component which is not itself one of the external requests
passed to the system for execution.

An operating system is a collection of components which, in the
broadest sense, control the use of a computer or make the computer usable
in the first place. The component which controls multitasking belongs to
this collection.

However, in general, one does not just set a program running and
wait for the start of the next empty or wait phase. Instead, the available
processor time is divided into static or dynamic time slices, which are
generally shorter than the processing time for a very small task.

The requests, represented by program blocks, must enter the queue
for the processor. If they are ready in time for a time slice, that’s good; if
not, they have to wait until they are allocated another time slice. The overall
management is usually refined by various program classes and priorities. We
shall not go into that further.

Implicit dependencies, such as a general slowing down when a lot of
programs place a heavy load on the processor, can never be totally ruled
out.

Thus, the execution of large programs is always interrupted. This
leads to another aspect: when the execution of a program is interrupted
and it is desired to continue it later, it is very impractical to page the
whole program (or parts of it) in or out or to represent partial results
disproportionately.

During its execution, a program may be permanently described by
its so-called overall state. The overall state before the beginning of the
program execution is also called the static environment and is described by
the individual states (the content) of the memory locations used by this
program. These memory cells contain the program data and the program
itself. However, the overall state also includes, for example, the memory
cell (used by the operating system) which points to the address of the
next instruction of the program to be executed (local instruction counter,
instruction address register).

Whenever a program instruction is executed, the overall state
changes, or at least the local instruction counter changes. However, in
relation to the size of the overall state, this change is very small. When
now a program is executed in blocks, it is not always necessary to consider
the full overall state, since in principle, at the end of a time slice, one only
needs to consider that part of the overall state which has actually been
affected.

Taken together, these considerations lead to the requirement for a
halfway between program and processor to which all these concepts may be
anchored: the process.
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The process is a virtualization of a number of actions in the computer
system, which actions are generally associated with changes of state. Firstly,
the linking of a program block to a process made available by the operating
system leads to an action in the computer system which (we assume)
corresponds to the execution of a desired sequence of operations.

In addition, there are a number of operating-system processes which
do a great deal for the user and the system without being immediately
noticed (for example, memory management, system management, control
of units, etc.). However, one would soon notice if these programs were not
working.

Communication between application programs and users means,
above all, communication between processes. This aspect is almost
completely neglected in the literature. A communication link between
processes is usually called a session. In the ISO/OSI terminology, this
is layer five, far beyond the communications subsystems. In the IBM
world, the APPC concept provides a facility for process communication.
Misleadingly, APPC is an abbreviation for ‘Advanced Program-to-Program
Communication’. It sometimes seems as though processes are suppressed
like unpleasant shadows of the past.

Thus, all discussions on fast transport subsystems such as Token
Ring are hollow words if the interprocess communication is badly
implemented, since the latter largely determines what comes through ‘end
to end’.

In addition to data exchange, another major task of interprocess
communication is the synchronization of concurrent processes via shared
memory or pipes.

Programming languages, such as the DoD’s ADA, already exist in
which a problem solution may be directly expressed in terms of parallel
tasks, which in the ideal case may be executed concurrently. The increased
spread of such concepts will inevitably result in the requirement that a
compiler for a distributed applications environment should have appropriate
utilities' to permit the implementation of these programming language
concepts (including the synchronization mechanisms which they contain).
Such utilities include powerful interprocess communication.

We shall study these problems further at an appropriate point of
the book. At this point it is most useful to place the burning discussions of
throughput and overall performance in context.

1.3 The development of network system architectures

This section is intended for readers who do not have access to another
book on networks; it summarizes the important aspects of modern network
system architectures and their interrelationships.
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The development of data communication systems and associated

system architectures over the last ten years has followed completely different
routes in several areas which at first sight are apparently independent:

Terminal networks to operate and control less intelligent terminals
within the framework of centrally oriented data processing based
on mainframes, with the primary goal of optimizing access to
these central, relatively homogeneous resources (SNA architecture,
TRANSDATA architecture, DECnet).

Computer networks to further the cooperation of medium-to-large
computer installations with a view to network sharing of data,
load, services, functions and availability. The goal is to integrate
as many heterogeneous systems as possible in order to expand
the existing platform of application-oriented services (such as file
transfer, remote job entry and electronic mail) within the network
(ISO/O0SI architecture, TCP/IP suite, networks such as DFN or
ARPANET).

Workstation networks as the communications infrastructure for
homogeneous decentralized microprocessor-based systems. Here, the
primary goal is the shared use of physical and logical resources,
special applications and common system services (LANs for PCs
with DOS or workstations with UNIX, such as Ethernet and Token
Rings and extended software such as the PC LAN Program, NetWare
or the LAN Manager).

However, the evolution of increasingly high-performance workstations with
the possible relocation of functional and infrastructural units within
distributed applications into workstations has qualified this structural
approach to a classification. The inclusion of these devices in a universal
application-oriented heterogeneous integrated network of various systems
and networks is now favoured, since, in addition to access to basic services
such as

dialogue as an interactive means of access to various local and remote
large systems and networks,

remote job entry to task various local and remote computers,
file transfer, and

electronic mail or message handling

access to special shared resources or applications (for example, databases)
should also be possible, bringing with it a horizontal and vertical integration.

The horizontal component consists of the system-wide

implementation of appropriate services, resources and applications with
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Figure 1.12 Comparison of network architectures.

architectures suitably equipped for the purposes of the integration.

The vertical integration on the other hand must take account of the
various classes of devices (workstations, office systems, mainframes) to be
linked together and the corresponding operating systems.

The requirements as far as the level of integration, complexity, user-
friendliness, performance and costs of a solution are concerned are very
different in different application areas. In the scientific area, for instance,
particularly important requirements on a solution include, on the one hand,
the heterogeneity of existing structures and, on the other hand, maximum
flexibility with extensive connectivity and high performance.

Information, retrieval, distributed graphics and document processing,
integrated network research and the use of supercomputers are but a few
key words for possible areas of application.

All functional and procedural specifications for a communications
system are specified in a layer-oriented architectural recommendation, in
which the lower layers concentrate more on the technical system and the
upper layers are concerned more with the linking into the operating system
and with the applications. The ISO model for Open Systems Interconnection
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(OSI) is generally accepted and forms the basis for international standards.

Almost all computer manufacturers have moved towards this model
and now implement new elements of their respective network system
architectures in as full accordance as possible with the standards (DEC
DECnet and DNA, Siemens SINEC, SBA and TRANSDATA). Often,
these involve transitional solutions or extensions, since in many cases the
standards are incomplete, partially unsuitable or even deficient (network
management, data protection). Only IBM, in the framework of its System
Applications Architecture (SAA) is sticking to its proprietary Systems
Network Architecture (SNA) as a basic scheme; however, IBM also produces
products which permit a transition between OSI and SNA systems.
In addition, there are a number of other manufacturer-neutral network
architectures, among which the DoD protocol suite has become the most
important industry standard.

1.3.1 Open Systems Interconnection

From 1977 the Open Systems Interconnection (OSI) reference model of
the International Standardization Organization (ISO) has been designated
as the basis for the formation of standards for communication between
communications media and applications. The objective of OSI is to facilitate
communication in a heterogeneous environment based on application-
supporting basic services. Over a decade later, standards have been released
for wide areas of the architecture and are now being used very extensively
in the message transport-oriented parts of communications systems (for
example, wide area networks based on X.25 and local area networks based
on ISO 8802). On the other hand, the breakthrough in the application-
oriented layers is still only partial today.

The communication is implemented by a set of elements or entities,
each with their own fixed place and task.

In the framework of standardization of communication systems, the
following must be defined:

o  The division of the architecture into layers.
e The division of the layers into entities.
o  The cooperation of the entities within a layer.

e  The cooperation of the entities in adjacent layers.

The interface between two layers, seen from the top down, is a client/server
interface. An entity in a layer provides a certain service. For this, it may
use the assistance available locally or that provided (again in the form of a
service) by an entity of the layer below. Lower-lying layers and higher layers
cannot be used. )

In addition to this interface, the observance of a control mechanism
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relating peer entities at different physical points in the same layer is also
important. Such a control mechanism is called a protocol.

The communications architecture is defined to have seven layers.
These layers each form a framework for standards, but are not actual
communications standards themselves.

The lowest structural layer is the physical layer. This provides the
communications-engineering basis for transmission.

The data link layer, which is already an abstraction from the
physical connections, combines sequences of binary information into data
packets and decomposes larger units arriving from higher layers into smaller
packets, where necessary. This layer incorporates elementary error detection
and recovery mechanisms. The layer deals mainly with point-to-point
connections.

This is not the case in the network layer, the main task of which
is routing (the determination of an optimal path through a (possibly
branched) network). The optimal route depends not only on the number
of intermediate nodes, but also on the load and the susceptibility of the
individual stations and links to noise.

The protocols of the next layer, the transport layer, have end-to-end
characteristics because they relate directly to logical information sources
and sinks. With the functions of this layer, the primary transmission-
oriented part is complete. '

Thus, the next layer, the session layer, is provided with a universal
transport service. A session of the session layer denotes a logical link between
two intercommunicating entities of the highest layer. The main task of this
layer is to provide assistance to the synchronization of the processes involved
in the communication.

The presentation layer lies between layer 5 and the application layer.
Its special services provide for a transformation of the data to an agreed
standard format and for a uniform interpretation.

The last layer is the application layer which provides the distributed
applications with logical communications support in the form of certain
services such as file transfer or remote job entry.

The system management is distributed vertically over the layers,
since it requires information from each layer and should be able to access
each layer.

Examples of stable application-layer standards include X.400 for
message handling and FTAM for file transfer. Areas in which much is
still open include transaction processing, data protection and network
management.

It will be several more years before stable standards are reflected
by the availability of reasonably priced product lines. The scientific area
has the advantage over commercial users here, as a result of proprietary
developments and pilot implementations such as DFN.
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1.3.2 SNA and SAA

SNA and its extensions in the framework of the System Applications
Architecture (SAA) may be taken as an example of the development of a
family of network hardware, software and firmware for terminal control into
a basis for the implementation of distributed applications in a multi-faceted
environment of machines from workstations to mainframes.

SAA provides wuniform applications, user, development and
communications support for PS/2 models, /3X and AS/400 systems and
mainframes of the /370 series.

The integration aspect is not solely restricted to the communications
engineering, but also provides for a common approach to the conception of
databases.

In order to achieve this, in the context of communications support,
it was necessary to extend the previously exclusively synchronous SNA
architecture and to structure the highest SNA functional layer (layer 7) in
order to provide for generation, transmission and processing of an electronic
document composed of several independent parts at every reachable partner
in the network.

In particular, SNA was extended by:

¢ APPC (Advanced Program-to-Program Communication)
e SNADS (SNA Distribution Services)

o DIA (Document Interchange Architecture)

e DCA (Document Contents Architecture)

Thus, applications may exchange data in large networks with other
applications in the network, regardless of whether the application is installed
on a central mainframe or a network processor. The necessary prerequisites
for a transmission between applications are covered by the APPC interface.

The introduction of the APPC concept, which is also called PU
2.1/LU 6.2 after the SNA components which support it physically and
logically (physical unit of type 2.1, logical unit of type 6.2), provides a’
convenient interface for the communication of transaction programs. So-
called ‘verbs’, which appear similar to a high-level programming language
construct, are used as communications objects. Every node in the SNA
network which implements this interface may, regardless of its complexity,
communicate with another node having this interface, via a logical link
(conversation).

The type 2.1 node is also called an SNA low-entry networking (LEN)
node and supports a peer-to-peer connection. A network of such nodes
permits multiple and parallel connections between the nodes.

The APPC interface is supported not only by IBM but also
by many other manufacturers and thus provides an appropriate basis
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for the communication of transaction-oriented application programs in a
heterogeneous networked environment. An ISO working group includes
APPC in the OSI standardization as a transaction-processing element.

SNADS specifies the ways in which data and documents are
transmitted from one network node to the next until they reach the
destination; for this, it uses the services of APPC. DIA is responsible for
monitoring the distribution of data or documents. DCA goes a step further
and describes the significance, the form and the contents of a document.

The document form and exchange specifications will have to hold
their own ground against the ODA/ODIF models defined in the context of
the OSI endeavours.

The further development of SNA is characterized by two main
streams:

o Construction of the basic architecture with regard to a high
transparency in the sense of SAA.

e Opening of the architecture in the interests of heterogeneous
communication and international standards.

1.3.3 TCP/IP (the DoD protocol suite)

SAA is restricted to a number of important IBM product lines and
compatible systems. Even with convergence to international standards and
appropriate facilities for transition to open systems, this approach does
not provide an adequate solution in all heterogeneous environments (for
example, when an IBM host is not available).

A pragmatic alternative to this communications infrastructure is
provided by the elements of the DoD protocol suite (better known as
TCP/IP), which have become a conspicuous de facto standard over recent
years.

The TCP/IP suite consists of a range of protocols for layers 3-7 and
was originally developed by the US Department of Defense (DoD) to unify
communication in the ARPANET framework.

The TCP/IP suite was not designed for a particular message
transport system such as a LAN, but may be used on various transmission
media, systems and networks and on various computers. This means that it
is naturally suited for a doubly heterogeneous internetworking environment,
where the whole network consists of different parts linked by gateways over
which various computers from different manufacturers intercommunicate.

The most important boost for the DoD protocol suite was its
integration into the UNIX family. From Berkeley UNIX 4.2 the DoD
protocol suite has been available to the user for problem-free communication
of different UNIX systems. The portability of the operating system has also
led to the portability of the communications software. This is a decisive
step towards the simplification and unification of communication. TCP/IP
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is also available under AIX.

Today, the DoD protocol suite realizes the target objectives of
the ISO/OSI model; however, it does not correspond to the international
standard. Instead, the individual protocols stand out by their relative
simplicity. They are thus cost-effective to implement in a PC environment.

Corresponding implementations exist for almost all systems which
use UNIX in one of its many different variants and for DEC VMS systems,
MS-DOS, 0S/2, CP/M and IBM-VM and IBM-MVS. Thus, file transfer,
electronic mail and line-oriented dialogue may be executed from a terminal
under the various systems. One of the most common applications is the
integration of (IBM-)PCs, DEC systems and IBM systems using Ethernet
as a communications medium.

The DoD protocol suite has elements in ISO layers 3-7. The
Transmission Control Protocol (TCP) is used as a secure host-to-host
protocol in packet-oriented computer communication networks and in
LANs. The User Datagram Protocol (UDP) enables application processes
to exchange datagrams without establishing a virtual connection. TCP
and UDP are based on IP. The Darpa Internet Protocol (IP) permits the
exchange of data across several networks.

Telnet (dialogue system), SMTP (Simple Mail Transfer Protocol)
and FTP (File Transfer Protocol) are applications using both TCP and IP
which may be accessed directly by the user.

Telnet Telnet permits a bidirectional byte-oriented communication in the
dialogue with other systems. The following links are possible:

e  between a terminal on host A and an application on host B,
e  between a terminal on host A and a terminal on host B,

e interprocess communication between applications on hosts A and B.

FTP FTP may be used to share files, to copy data and programs between
different systems and for indirect access to resources on other computers.
Telnet is used to establish the connection and to execute commands.

SMTP SMTP is used to transmit mail to hosts which are attached to
the same LAN (network) or which are reachable via a gateway, if the sender
and recipient are not in the same network.

In addition to the functionally oriented services there are also the .
administration-oriented services DNS (Domain Name Service; a directory
service for domain management) and NSP (Name Service Protocol; maps
host names on to IP addresses). In very large WANs, in addition to the
IP network transport service, there are also protocols for monitoring IP
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services (ICMP), and for management of the IP router (EGP). In mixed
installations with Ethernet LANs, mappings from IP addresses to Ethernet
addresses are also used (ARP and RARP).

In addition to the wide distribution of the protocols other main
advantages of the DoD protocol suite are its 5-8 year lead over ISO solutions
as far as implementations are concerned and its relative lack of complexity.
Because of the sluggish progress of ISO/OSI standardization late conversion
from TCP/IP to OSI may be calmly anticipated.

Despite the DoD internal about-face to OSI protocols over the next
years, the wide installation base of TCP/IP means that there are few risks
associated with the use of this product.

1.3.4 And the others ...

Other large manufacturers such as DEC and Siemens currently have
their own network philosophies. DEC is developing the Digital Network
Architecture (DNA) and DECnet in a totally OSI direction. DECnet Phase
V/OSI will support the OSI stack as far as possible.

In addition to networks based on the TRANSDATA architecture,
which are largely terminal oriented, Siemens also has a network philosophy
for manufacturing: SINEC AP. Siemens is slowly but surely replacing its
own protocol stack by OSI.

In addition to client demand, one reason for the switch to OSI is
that the companies have no wish to duplicate development work.

1.4 LAN summary

In this section, we give a brief summary of the most important aspects of
LANs. Today, LANs have a wide area of application. There are a number of
definitions of a LAN, according to whether it is desired to integrate speech
and image traffic in it. Furthermore, LAN is often used as a portmanteau
term for data networks such as Ethernet and Token Ring and also for PBXs.

In this book, we shall stick to the following definition (following
ECMA/IEEE):

¢ LAN Local area networks are systems for high-performance
information transfer which provide a high-quality partnership-
oriented message transfer service based on a fast transmission
medium to a number of equally authorized users in a spatially
restricted area.

The characterizing factors here are spatial restriction and fast data
transmission with a low error rate.
One possibility is the implementation of the LAN as a diffusion
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network, in which a common transmission medium (for example, a bus)
supports all subscribers and every transmission is direct from the source to
the destination. Another possibility is the implementation of a ring which
interlinks the nodes in a store-and-forward technology. In modern cabling
technology, these topology differences have been largely relativized so that
we also talk of loop-free LANs (bus type, tree type, star type) and LANs
with loops (ring type).

A LAN usually has a maximum coverage of around 10 km although
there are networks with a far larger coverage. However, this is not a direct
restriction, since there is now a tendency to construct LANs from LAN
subsystem structures (building blocks) interconnected by bridges, routers
or backbone networks, rather than from ‘a single piece’.

When a LAN is installed, usually the physical restrictions
are less important than the legal usage requirements of the TKO
(Telecommunications Office) in Germany, under which a LAN, in the
absence of other conditions, may only be operated within a ‘postal area’.
However, with the reorganization of the TKO at the beginning of 1989,
the requirements in respect of the coupling of LANs in different adjacent
areas have been relaxed to a certain extent. Thus, for example, a private
internetwork based on fibre-optic cables laid by the postal administration
is now conceivable.

A LAN achieves transmission rates of around 4-20 Mbps, but may
also be able to provide certain systems with rates of 50 Mbps (network
systems, HYPERchannel), 100 Mbps (FDDI) or 275 Mbps (network systems
data pipe). However, these systems are really intended for the backbone area
or for direct coupling of mainframes. The peak of technological development
is represented by systems called High Performance Parallel Interfaces
(HPPIs) which transmit up to 800 Mbps. Backbone systems in the Gbps
region will certainly not be long in appearing.

A LAN does not usually stand alone, but is linked (sometimes
multiply) with other LANSs, classical host networks for terminal control
(for example, IBM SNA networks, Siemens TRANSDATA networks) and
remote networks.

1.4.1 LAN media and basic LAN types

LANSs are transport subsystems within a network architecture. Differences
from other network types are only found in the lower layers of the OSI
model. Above layer 4 (at the latest) no distinctions can be drawn, since
uniformity and the ‘end-to-end’ argument are mandatory for the higher
layers; thus, applications and users do not need to concern themselves with
these technical details and differences between the networks.

Users see conventional WANs as a service which can be accessed
through a socket. Ultimately, such a perspective is also a desirable objective
for LANs. However, this will require a careful planning process.
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1.4.1.1 Transmission media and communications technology

The same transmission media are available to LANs as to other message
transfer systems in general: twisted pairs of various designs, coaxial cable
and optical fibres.

The simplest form of the twisted pair is seen in telephone cables,
which are inappropriate for the fast transmission speeds needed in LANs.

There is much misunderstanding amongst people who are led to
believe by less than accurate advertising that all the cabling for LANs can
be based on telephone cables. There are at least three basic forms of the
twisted pair:

e Star quad, the normal telephone cable, in which four wires are
intertwined and usually have only a low transmission capacity.
Strictly, these are not twisted pairs but ‘twisted quartets’ of wires. -

¢ Unshielded Twisted Pairs (UTP) in which two pairs of wires are
each twisted.

¢ Shielded Twisted Pairs (STP) are constructed like UTPs but each
pair of wires is shielded.

All four-wire cables may be used for true duplex links, even when, as in
Token Ring LANS, the second pair of wires provides a back-up function.

Star quad and UTP are, to put it simply, so poor because, as a
result of the close proximity of all the wires, the inter-coupling of signals
due to inductive interaction is very high. Thus, on duplex links, the inbound
and outbound signal currents mutually interfere. This is also true when the
return line is used as a back-up.

In addition to the form of the construction itself, the conductor
material and the physical structure of the individual wires have an
important effect on the transmission capacity. Usually, however, the main
problem is not the transmission capacity of a line but the electromagnetic
interactions with the surroundings.

In the near future, twisted pairs will principally play a role in
terminal areas.

Coaxial cable, as used in HF and antenna technology, is currently
the most commonly used medium. Its construction is optimized for high
frequencies, which makes it one of the favourite metallic conductors. A
transmission capacity of several hundred Mbps may be achieved. In its
different forms, it is suitable for almost all LAN schemes. The connector
technology should not be based on a cheap technology, since otherwise
corrosion and medium errors are inevitable.

The medium of the future, which is already available now, is the
fibre-optic cable. In such a cable the information is no longer carried by
electric signals but by light. Based on glass fibres, transmission speeds in
the Gbps area can be achieved. This medium has advantages even for the



1.4 LAN summary 47

standard user. The ease with which it can be laid, its high redundancy
capacity, its security against interception together with its insusceptibility
to external interference give it particular qualities as far as data protection
and data security are concerned. Initially, it is unlikely to penetrate as
far as terminals; however, backbone networks and networks with particular
requirements in industrial production environments will use fibre optics.

Another variant of the optical fibre is the so-called plastic fibre which
now allows transmission speeds of up to around 5 Mbps over several hundred
metres. Plastic fibre is in the early stages of development and will certainly
blossom into a serious competitor to the twisted pair, since it combines the
basic advantages of fibre-optic technology with the cost advantages of the
plastic medium. The fibres now used in plastic-fibre systems, unlike glass
fibres, lie in the visible area, so that it is easy to see whether or not there
is a message flow in a conductor.

In the discussion of LANs, the terms baseband and broadband
occur frequently. What do they mean? Most LANs use proven baseband
transmission procedures, which take the signal as it leaves the computer,
adapt it to the line (for example, convert it into a light pulse) and transmit
it over the line. So that this does not lead to confusion, one must impose the
requirement that at most one station may send at a given time, otherwise
the electrical or optical signals become muddled up. For this, a procedure
is required to bring all stations that are ready to send into a sequence or
to prevent them from interfering with one another in some other way. For
the vast majority of information-processing problems this is a reasonable
procedure; the overall bandwidth is easily sufficient for hundreds of stations
all of which wish to send almost simultaneously, since the transmissions only
contain a few kilobytes on average and the waiting times accruing from this
procedure are insignificant as far as the network users and the application
programs are concerned.

About 15 years ago, when LANs were still in their infancy,
for certain applications and in the framework of a general cabling
strategy, consideration was given to whether a so-called broadband system,
with the ability to implement a large number of independent channels
simultaneously on a single cable, could provide a better solution to the
capacity problem. Technically, such a broadband system corresponds to
a broadband distribution network, like that used for radio and television
cable connections, with the difference that bidirectional and not just single-
direction transmission is possible. It was hoped that this solution would
lead to the creation of independent logical areas for data transmission,
which would provide for a high flexibility of the overall system. The clear
disadvantage of such a broadband network is the high cost of connecting
terminals, since firstly the distribution network must be carefully planned
and laid out itself and secondly every attached station must have its own
emitter and receiver appropriate to the channel used. This is still tolerable
for hosts, but not for smaller systems such as PCs.
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Today, broadband systems are only found in the product lines
of a few computer manufacturers who have no wish to carry out their
own technical development for networking and in industrial manufacturing
environments where their use is mixed (they are used not only for data
traffic but also for the transmission of static and moving images, monitoring,
control and regulation and even for audio traffic). Broadband networks
have only a subordinate importance in conventional information technology,
primarily as backbones. Even this position will soon be disputed by fibre-
optic systems.

Nowadays, the capacity problem is solved in a different way (if
it arises): physically separated networks are laid out and linked by an
appropriate backbone.

1.4.1.2 LAN topologies

There are now four established topologies for LANs: stars, buses, rings and
trees.

Stars In a star system, all messages flow towards a central converter.
In the early days of star networks, the idea was for a switching converter
as in PBXs. However, this contradicts the decentralized approach of LAN
systems. Nowadays, star structures are most often used in the context of
fibre-optic networks, in which a fibre-optic link leads from each attached
station to the central point of the network and back again. The central
point is an optical or an electro-optical converter, which may be active or
passive according to the size and structure of the network. As far as network
management is concerned, such a star network poses the same problems as
a bus and is managed by similar control procedures.

Buses Buses lead outwards from the body of a medium, which is tapped
at certain intervals. The message which a station emits then propagates
(as in radio in the air medium) in all directions over the cable. This
broadcasting technique is a direct message-oriented solution which has found
great acceptance in the market place. The bus is easy to extend by adding
an extra tap to those already in existence. Coaxial cable is the standard

medium for bus LANS.

Rings The other large LAN group comprises ring LANs in which the
stations are connected in series and the first is linked to the last. In the
current technology, the messages do not travel as a whole from station to
station, but at every station there is a so-called ring interface which has a
few memory bits. When consecutively connected, these memory positions
form the ring. The lines between the stations are not relevant to the
representation of the signals. So as not to increase the orbital time, the
individual memories and the number of stations must not be too large.
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Trees Tree systems arise from the structure of broadband distribution
networks. Because they do not have a wide distribution, a simple mention
at this point will suffice.

As previously mentioned, many basic topological considerations are
inapplicable in the framework of a reasonable universal cabling strategy.
However, the difference between loop-free LANs and LANs with loops still
remains.

1.4.2 LAN control procedures

LANs may be classified according to the control algorithms. The following
control procedures are widely used:

e (CSMA/CD (Carrier Sense Multiple Access/Collision Detection, for
buses and trees).

e CSMA/CA (Carrier Sense Multiple Access/Collision Avoidance, for

buses).

e  Token passing (this involves the handing on of a physical (for rings)
or logical (for buses and trees) authorization to send).

From the point of view of security and fairness, deterministic procedures
such as token passing or CSMA/CA are clearly preferable, since for
heavy loads, in unfavourable circumstances, CSMA/CD cannot provide a
reasonable throughput. '

In the future, most networks with a transmission speed of up to
20 Mbps will be structured according to the standardization proposal of
the IEEE 802 working group.

The ANSI FDDI recommendation for fast LANs (up to 100 Mbps)
and the IEEE DQDB standard for Metropolitan Area Networks (MANs)
are both structured according to IEEE 802.

The most important elements of the data link layer are the access
control methods for shared, sequential, mutually exclusive access to the bus
or ring medium.

Both for buses and for rings, for the transmission rates considered in
the IEEE 802 standard, the number of bits which may be simultaneously
represented in the network is usually smaller than the average number of
bits in a data packet. This only changes for very fast networks with rates
of over approximately 100 Mbps.

This means that at any time only one station should send, otherwise
there will be collisions on the medium.

Another important element is the logical link control, which
combines the resources of the access control and transmission facilities into
abstract packet transmission resources to which the higher layers can refer.
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1.4.2.1 Token-passing control procedure

The token-passing control procedure for implementing mutually exclusive
access to a fast communications medium is based on the fact that a station
which has just completed an emission passes the authorization to send on to
a (physical or logical) successor. If the latter wishes to send, it has a certain
time within which to do so and must then pass on the authorization to
send. If the recipient of the token has nothing to send, it passes the token
directly to its successor. Assuming that the emission time is limited and
that no stations are omitted when the token is passed on, the procedure is
fair, since every station has a turn after a finite waiting time of predictable
maximum duration.

This procedure can be physically implemented on a LAN ring since
the successor relation is clear from the ordering of the stations in the ring.

It is also possible to impose a logical control structure on a bus
LAN in which there are no conditions on the ordering of the stations,
using a memory-based procedure which permits the application of the
token control procedure (Token Bus). Examples of this are found above
all in the industrial manufacturing environment. One advantage of this
is the combination of the merits of token-passing control (freedom from
conflicts, determinism) with those of the bus LAN (flexibility, direct
transmission from source to destination). However, today’s Token Bus LANs
are restricted to speeds of up to 10 Mbps. The additional coordination costs
of the logical control structure make the Token Bus algorithm unsuitable
for higher transmission speeds.

1.4.2.2 CSMA control procedure

CSMA is an abbreviation for Carrier Sense Multiple Access, which means
that the stations are synchronized by the fact that a station that is ready
to send first listens in to the channel before it sends.

In the CSMA/CD (CD stands for Collision Detection) procedure, a
station may only send when the medium is not occupied by another station.

If the medium is occupied, the station waits until the medium is free
and it can send. The station finds out about the state of the medium by
listening in.

When several stations are waiting to send messages over the LAN,
several stations may send their data to the medium simultaneously. In this
case, a collision occurs which is detected as a noise signal due to the overlap
of the individual messages.

To remove collisions, every station involved in a collision waits for an
interval corresponding to a value generated by a random number generator
and then reattempts to send the data over the medium. If the medium
has in the meantime become occupied, the station must wait again; if the
attempt to transmit results in another collision, then the station waits for
a new interval determined by twice the old interval.
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Figure 1.13 Random access methods.

After 15 unsuccessful attempts to access the medium, the procedure
is aborted and the application is informed that the medium is unavailable.

This clear disadvantage of the procedure is mitigated by the fact
that normally the medium is often free, thus collisions are relatively rare
and the data can be transmitted without delay as in the other procedures.

However, one cannot always depend on this favourable behaviour and
other procedures should be chosen for applications where high reliability is
important.

CSMA/CA (CA stands for Collision Avoidance) avoids unnecessary
extra collisions by ensuring that the processing of conflicting requests to
send is not random but controlled by priority. This leads to a deterministic
behaviour analogous to the Token Ring control procedure.

Priority control also has the advantage that precedential relations
between devices may be defined.

Unfortunately, CSMA/CA is only implemented in certain products
and is not part of the international standardization.

There are a number of performance comparisons between CSMA /CD
and Token Bus or Ring networks. In summary, it can be said that
CSMA/CD behaves unfavourably when a large number of stations have
a relatively large number of small packets to send, as is the case, for
example, for terminal traffic. In this case, the effective useful data rate of
the CSMA/CD system sinks according to Suppan (1990) to around 20% of
the channel capacity. On the other hand, the token-passing system behaves
well even for high loads.
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There are very many controversies over the large differences in
theoretical performance and very polarized opinions. However, in many
cases, the practical value of such performance comparisons has been shown
to be very low (Boell, 1989).

In fact, ultimately, many other criteria, including in particular the
quality and suitability of the network system architecture, play a much
greater and more important role than the overall performance of the access
procedure. The authors openly admit that as far as the contest between
Ethernet and Token Ring is concerned, they find it difficult to agree

1.4.3 LAN standards

IEEE 802 provides for three different layer 2 procedures, namely Token Ring,
Token Bus and CSMA/CD, which are supported by a number of systems
based on different technologies. The different technical variants still under
discussion include both baseband versions based on twisted pair, coaxial
cable and fibre-optic media and broadband versions.

All these various network types are then uniformly bound together
under a so-called logical link control, so that a uniform LAN transport
system exists above the upper boundary of layer 2. The IEEE 802 and ISO
8802 perspective is restricted to networks with a lower performance (up to
20 Mbps) which provide for the terminal area in a variety of different ways.

The logical link control provides one or more of the following three
services, according to the implementation:

¢ LLC 0 is an unconfirmed connectionless service. It provides
assistance to enable network connections to exchange data units
without having to establish a layer 2 logical link. Datagrams
may be point to point, point to multipoint or broadcast. Receipt
confirmation signals are not expected.

e LLC 1 is a confirmed connectionless service. It is like the above
except that receipt confirmation signals are expected in the data
link layer.

e LLC 2 is a connection-oriented service. This provides assistance
for the establishment, use and termination of layer 2 links. For
this, there are Link Service Access Points (LSAPs) to which the
link adapts. The connection establishment service enables a network
entity to request a logical link to a remote LSAP. The connection-
oriented data transport service enables a network entity to send and
receive layer 2 LLC Protocol Data Units (LPDUs). This service also
provides for sequencing, flow control and restart after error. The
RESET facility may be used to reset links to an initial state. The
termination service terminates a connection in response to a specific
request. There is also a timer for flow control.
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The quality of the connection-oriented service corresponds to that of HDLC
or SDLC. Thus, a user may decide whether to use a simple protocol
procedure (LLC 0) if he is certain that there is little interference in the
system and this does not bother him or LLC 2 if he is in a sensitive
environment (for example, a process control environment).

1.5 Areas of application of Token Ring networks

As we have seen in the previous sections, Token Ring is based on
international standards and is supported by a wide range of products. In
the case of IBM, it is an integral component of the System Applications
Architecture (SAA). It is also increasingly important outside the IBM world,
where the previously Ethernet-oriented area of office communications is a
growth market.

Almost all major LAN suppliers support the Token Ring concept.
The wide range of transmission speeds from 4 Mbps to 100 Mbps makes
Token Ring networks suitable for a large variety of application areas, from
simple PC networking to the interlinking of mainframes.

Token Ring LANSs are suitable for business use in the following four
areas:

e  Office communications
e Computer centres and associated areas
e  PC networking

¢  Manufacturing automation

According to predictions of companies such as Diebold or IDC, the German
PC LAN market alone will grow so strongly that in 1991, out of an expected
turnover of around 500 million DM of LAN components and software,
approximately 40-45% will be spent on Token Ring systems.

In the future, LANs will generally increase in importance since they
form the basis for integrated information systems, provide an economic
alternative in terms of cabling in buildings and are standardized.

Let us stay for a moment in the office communications area. Various
devices are currently used in this area. Analogue and digital telephones
are used for direct communication and in the future videophones and
video-conferencing devices will increasingly be used. As far as general
indirect communication is concerned, electronic typewriters and PCs are
used for text editing and word processing. In the course of development,
new systems will be introduced such as X.400/X.500-based electronic mail,
telex, teletext, facsimile, videotex and mailbox and internal electronic
messaging systems, which should, where possible, be available from
individual workstations or devices. New workstations will be equipped with
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Figure 1.14 Message traffic in modern workstations.

better and better text and image storage systems. Additionally, there is
also communication in the context of special applications, such as active
and passive database interrogation, generation of text for record devices,
software development and maintenance, CAD/CAM systems and data
acquisition.

Soon it will be easy to store speech digitally, broadcast it and
transmit it over the telephone at cheap-rate periods.

New media will permit the integration of speech, data, text, graphics
and images. Transmission is over a medium, the data is usually output via
a terminal.

The requirement for corresponding devices and services will
increase sharply in the future as will communications requirements with
simultaneously increasing demands on speed and quality.
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Figure 1.15 Development of the German LAN market (network nodes).

It is here that the efficient use of LANs and Token Ring LANs in
particular comes in.

Examples of applications of Token Ring LANs in the office
communications, manufacturing and scientific and technical areas are legion:

o Relieving of mid-range DP systems using LANs to manage client
files, inventories, jobs and journaling.

e Common databases for PCs.

e Common data security for PCs.

e  Gateway functions with access to public networks.
e  Terminal replacement.

e  Process automation (here, there is a requirement for good real-time

behaviour of the LAN).
e  Computer linking.
e Linking of heterogeneous systems.
e Backbone for speech and information.

e Bus for terminals.

e Backbone for LAN islands.
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e Special applications, for example, in medicine, image transmission,
patient monitoring, laboratory evaluations, diagnostic support.

The aim is to use Token Ring LANs as the technological basis for the
communications infrastructure within a building and a fast communication
medium between spatially separated entities.
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Chapter 1 contained a general introduction to the development of LANs
and that of Token Rings in particular. The basic mode of operation and
the technical implementation were described. In Chapter 2, we describe the
important formats and protocols, algorithms and procedures of Token Ring,
essentially independently from their physical implementation.

In Chapter 3, we discuss possible implementations; here, IBM
technology naturally takes up a good deal of space.

We begin with another brief summary of the important properties
of Token Rings. We use an example to describe the interaction of
application programs, protocol stacks, logical links, medium access control
and communications technology. We also take the opportunity to situate
the most important elements in the ISO/OSI scheme and explain the most
important terms from the SNA area. Readers who until now have had only
little to do with SNA are recommended to read the appendix on SNA
(Chapter 8) in addition to Section 2.2.

Sections 2.3 and 2.4 are devoted to protocols, addressing schemes
and formats for the lower layers (physical and data link layers). What about
errors? The monitor functions described in Section 2.5 settle most problems.
Proper introduction of a station and the so-called NAUN procedure also
help to ensure orderly operation. Source routing, which is described in
Section 2.8, is the procedure for switching messages between subnetworks
via bridges. The final sections of this chapter relate primarily to the work
of a Token Ring station in an SNA network, network management and IBM
alternatives to Token Ring.

2.1 Overview

Before we discuss the mode of operation of the Token Ring protocol in
more detail, we shall use Table 2.1 to give the reader an overview of the
most important properties of Token Ring.

As mentioned in Chapter 1, the Token Ring procedure was developed
in 1972. The protocol was not invented by IBM; however, IBM has acquired
the patent rights and, in common with other companies, has improved and
developed the protocol considerably.

Token Ring is a typical representative of ring networks and is
standardized by IEEE (802.5) and ISO (8802.5). IBM itself had already
gained experience of token protocols, for example, for coupling IBM 8100
systems or IBM series/1 systems. However, these systems did not catch
on and with them the corresponding non-standardized procedures (which
differed from current token-passing procedures) also disappeared.

Neither was IBM the first supplier of products which differed
greatly from the standard. The American manufacturer Proteon, which now
produces Token Ring systems operating at 4, 10, 16, 80 and 100 Mbps, first
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Table 2.1 Properties of Token Ring.

Property

Description

Transmission facility

Fibre-optic,
screened and unscreened,
4-wire cable, Coaxial cable

Access procedure

ISO 8802.5 (Token Ring)
ISO 88022 (LLC)
Implementation dependent

Topology

Ring cabled in star shape

Transmission rate
Effective user data

Around 500 kbps for 4 kbytes,
1.8 Mbps for 16 kbytes
message size (4 Mbps)

Transmission rate on cable

4 or 16 Mbps

Max. distance in Token Ring

800 m without repeater;

with repeater around 200 km.
Linkable over remote bridge
or public network

Max. connections per ring

260, then bridge

Suited for transmission of

Data, text, graphics,
speech (sometimes)

Used for:

Interfaces, gateways, routers, bridges to

PC LANs, PC-host coupling,
Terminal linkage,

Computer linkage

SNA

TCP/IP

Ethernet

X.25

Asynchronous systems

marketed corresponding products considerably earlier. These products were
only used in small numbers in Germany prior to 1986. The breakthrough
came after IBM settled completely on Token Ring as its vehicle for LAN
communications. As a consequence of this breakthrough, almost all major
manufacturers of LAN components also produce Token Ring products and
Proteon has become the leading representative with products which conform
to the standards and in part considerably extend upon IBM products.
Some of the first Token Ring installations used 10 Mbps Proteon
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components for PC internetworking. This type of Token Ring networking
was supported by Novell NetWare, which is a network operating system -
which we shall describe in more detail in Chapter 5. Even before the first
IBM products reached the market, Proteon was already supplying products
with a better performance.

2.2 Data flow in Token Ring

The IBM Token Ring network is a star-wired ring. For reasons of security,
fault tolerance and redundancy, the network is composed of a number of
star structures interconnected in a ring shape and logically it behaves like
a ring. This facilitates the connection of new terminals and admits simple
diagnosis, control and test facilities.

Access to the shared ring is via the procedure described by ISO. Data
transmission in the ring is unidirectional. At any given time, there is only
one token or frame (single-token procedure, 4 Mbps) in the ring or one token
and several frames from different end systems (single-token procedure, early
token release, 16 Mbps). Each terminal connected to the ring regenerates
the incoming signal (intermediate storage of at least one bit of the data
stream in each attached terminal) and forwards the information to the next
station. Token Ring interfaces operate in duplex mode (send and receive
simultaneously to minimize delays), unlike in FDDI (half duplex) where the
high transmission speed of 100 Mbps would make duplex transmission too
expensive. Thus, there is no direct link between senders and recipients as
in other LAN protocols.

The forwarding of a token from station to station may be compared
with a N x 100 m relay race in which the baton (token) is passed from
one runner (station) to the next fresh runner (signal repeater). If there is
no new runner, in our example, the N x 100 m relay with the given team
comes to an end. In the token-passing procedure, outage of a station should
not of course lead to interruption of the overall data flow. Here, as we
shall see later, the protocol, the mechanics of the IBM multistation access
units and the duplicated, redundant cabling in the ring provide appropriate
mechanisms. In addition to the stations, passive repeaters also boost the
signal flow if large distances are involved. All the usual transmission media
may be used (copper cable, coaxial cable, fibre-optic cable) and mixed.

2.2.1 Embedding of Token Ring in the 1SO/OSI protocol
hierarchy

Although we described the basis of the procedure in the standard protocol
stack in Chapter 1, we now consider it again in more detail.
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Figure 2.1 The Token Ring protocol elements and their relation to the OSI layers.

The Token Ring protocol is a very simple and very reliable procedure.
Unlike Ethernet and the Token Bus it is based on the presence of a monitor
and includes procedures for the lowest layer and part of the second layer of
the ISO/OSI reference model (see Figure 2.1).

The Logical Link Control (LLC) layer is supported by all three
standardized LANs. IBM describes these lowest two layers as the Data Link
Control layer.

Token Ring networks may interwork closely with SNA systems. In an
SNA network, the otherwise usual data link control layer may be replaced by
the Token Ring LAN data link control layer. This permits a secure exchange
of data between the LLC layer and the path control layer in an SNA network
node.

In the following discussion, several terms from the ISO and SNA
worlds are used. For a better understanding, brief explanations of these
terms are given below. The reader who even with these explanations is
unable to get to grips with SNA for lack of experience, is referred to the
SNA summary in Chapter 8.

e Link A link is a logical connection between two link stations
which is used for data exchange. A link includes end-to-end control
mechanisms.

e Link station A link station is a protocol machine in an SNA node,

which manages procedure elements for the data exchange with the
neighbouring link station.

e LPDU The message unit which is exchanged between link stations
in different nodes is called an LPDU (LLC Protocol Data Unit). It
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contains the address of its own service access point and that of the
desired destination, together with the control information and the
data.

e SAP Service Access Points (SAPs) may be described as fixed
addresses (ports) which applications of the underlying service layer
use to request services. In the case of Token Ring, this is the DLC
LAN described below. Several links may pass through a single SAP.
In practice, SAPs enable one or more programs to communicate with
other systems via the network interface card in the PC. Thus, in any
system, different applications (system B) may establish simultaneous

connections with a number of systems (A and C) over different SAPs
(Figure 2.2).

2.2.2 An example

When does the user need the above facilities? Let us suppose that a user at
an OS/2 workstation requires an interactive connection with a mainframe
(to call up data there), a connection to the Office Vision Server (to send and
receive mail) and a connection to a file server with a database application (to
obtain data for report generation from different systems, process it further
and forward it to colleagues who require this data). In addition, he maintains
a connection to a non-IBM system based on a standardized ISO application
(for example, FTAM). This scenario is illustrated in Figure 2.3.

The workstation requires a total of two SAPs, one for the
ISO application and one for the NetBios applications. If the 3270

System 1 System 2 System 3
Application A Application B, C Application D
SAP a SAP b, ¢ SAP d
LLC | LLC I | LLC I
MAC | MAC | MAC :

_— —l - | ] —
Hardware | Hardware | | Hardware '
L ] I I [ 1

Figure 2.2 Communication between applications via SAPs.
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Figure 2.3 Token Ring connections between PCs and mainframes.

application does not go through a gateway server, but, for example, is
implemented directly through a local IBM Establishment Controller (3270
controller) a further SAP is needed (address X’04’). We shall discuss the
addresses and their meanings in what follows.

For the NetBios SAP with the address X’F(0’, in our example, there
are two link stations in the workstation, since the workstation maintains



64 Token Ring: foundations

Workstation

DOS, UNIX or 0OS/2
PC LAN program ... Novell ...LAN server ... LAN manager

NetBios APPC 3270 Work- TCP/IP X.400
LU 6.2 | emulation | station FTAM
program
802.2
802.5

?—JI————>

Figure 2.4 Examples of interfaces and application programs on Token Ring.

NetBios connections to two different systems. It is easy to see that, for this
reason, a gateway server may maintain considerably more link stations per
SAP, namely at least as many as it requires to manage different terminals in
the LAN simultaneously. For example, there may be up to 255 link stations
in the case of OS/2 servers or gateways.

NetBios itself determines who can use which services, again based
on the assignment of predefined names. Since in our example the gateway
server and the file server represent the same system, different names must be
used in the workstation to distinguish between the services. A link between
two identical NetBios names which is established via an SAP and connects
two link stations is called a session. In our example, there are two different
NetBios sessions between the workstation and the server.

Entries such as the number of SAPs, link stations, etc. are important
in the configuration and establishment of larger PC LANs, when different
applications communicating with different target systems are used in the
terminals. Should these parameters be wrongly set, heavy use may suddenly
lead to the inability to implement further connections or to a degradation of
the network performance, because, for example, the buffer areas for the data
areas were chosen to be too small or unnecessary storage in the workstation
was allocated when the number of parameters (for example, the number of
link stations) was too large. Figure 2.4 shows a hypothetical example of a
system with typical practical applications.

Thus, when PCs and workstations are used, correct design and
configuration of a LAN is non-trivial and requires detailed knowledge of
the system and applications in the LAN. The necessary system parameters
are set at different points, depending on the operating system. In DOS
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Figure 2.5 LAN drivers for DOS PCs and their interplay.

and OS/2 systems the parameters of the so-called LAN driver in the file
CONFIG.SYS are automatically picked up on system start-up and are
used to load driver programs and system parameters. The corresponding
LAN drivers for Token Ring are called (see Figure 2.5) DXMAOMOD.SYS,
DXMCMOD.SYS and DXMTOMOD.SYS.

The interrupt arbitrator (DXMAOMOD.SYS) reloads the DOS
interrupt X’5C’ and thus permits virtual access to a network device. This
means that the user may access the device as if it were directly in or attached
to his PC. It is mandatory and requires around 1 kbyte storage.

In the device driver for the LLC layer, the predefined and worldwide
unique adaptor address may be altered and another storage area (shared
RAM) selected for common use by the adaptor and the PC. The individual
parameters, insofar as they are not version dependent, are described in more
detail in Chapter 4.

2.3 The protocols of the lowest two layers

After this general description of the data flow between LANs and
applications and vice versa, we come to the details of the IBM Token Ring
environment.

In an IBM SNA/SAA environment, every node in a Token Ring
network must have a Token Ring data link control layer (DLC.LAN for
short), otherwise it cannot communicate with other (IBM) systems in the

LAN.
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Figure 2.6 Token Ring data link control layer.

2.3.1 DLC.LAN

The DLC.LAN is further subdivided into the DLC LAN manager
(DLC.LAN.MGR), the logical link control (LLC) sublayer and the medium
access control (MAC) sublayer (see Figure 2.6).

The DLC.LAN.MGR is functionally responsible for both the LLC
and the MAC sublayers. It monitors the operations of the DLC.LAN,
the data flow between the LLC and the MAC sublayers and connection
establishment. It controls access of stations to the ring and their removal
from it. As far as the transmission of data or information for other control
layers is concerned, the LAN.MGR behaves transparently. It activates or
deactivates ring and link stations on request from an application.

In an SNA environment, connection establishment and release are
provided for by the physical unit (PU) which is contained in each SNA
terminal in various guises (PU 1-PU 5). PCs and workstations in Token
Ring normally use PU 2 or PU 2.1 for communication with other systems
in the SNA Token Ring. The individual commands and parameters are not
discussed here. For a description of these see the IBM Token Ring Network
Architecture Reference and the IBM Local Area Network Technical Manual.

2.3.2 Logical link control (LLC) sublayer

Within the LLC, there are three different ways of monitoring a
communication between two link stations.

IBM supports connection-oriented data transfer (type 3) and
connectionless mode data transfer (user datagram service, type 1).
Connectionless mode data transfer with acknowledgement of each individual
message unit (type 2) is not supported.
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Figure 2.7 LPDU format.

Connectionless mode data transfer does not involve the
establishment of fixed logical links (link, link station). As soon as an
SAP is activated, communications with other SAPs also operating in
connectionless mode may be passed through the new SAP. The LLC layer
has no involvement with link status information or flow control. In this case,
this falls to the layer above.

Connectionless mode data transfer recognizes only three LPDU
formats:

¢ XID Command/response (exchange identifier)
e TEST Command/response

e Ul Unnumbered information command

Each command must contain the sender address, the destination addresses
and possibly routing information. This procedure does not provide for error
detection or removal. Datagram services are based on this form of data
transfer.

In its own applications IBM uses connection-oriented data transfer.
This form of data transfer is known from HDLC and SDLC in public and
IBM networks, respectively. The data transfer approximately corresponds
to HDLC ABM for the exchange of LPDUs. Connection-oriented data
transfer requires logical links between the partners (link stations). Errors
are detected and removed by the protocol.

The so-called LLC frames which are transmitted in Token Ring are
of variable length. Figure 2.7 shows the corresponding LPDU format.

The DSAP address (Destination Service Access Point) indicates the
destination SAP for which the LPDU is intended (Figure 2.8).

The DSAP address consists of six address bits (A) and a bit which
indicates that the address is defined by the user itself (U). When the address
is specified by IEEE, the U-bit is set to ’1’. The last bit (I/G) indicates
whether the destination address is an individual address (’0’) or a group

address (’1’).

Bit 0 Bit 7
Al Al Al Al A] AU |G

Figure 2.8 Structure of the DSAP address.
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The most important SAPs specified to date are:

e Zero SAP (X’00’). This is used when no SAP has been activated.
The SAP only supports connectionless mode data transfer (TEST,
XID LPDUs).

e DoD Internet protocol SAP (X’06’). This SAP is reserved for
TCP/IP as defined by the US DoD.

e  ISO network layer SAP (X’FE’). This is reserved for use by the ISO

network layer.
e Global SAP (X’FF’). Every SAP contains a copy of this LPDU.
e SNA path control SAP (X’04’). This is a standard SAP address for

SNA nodes (for example, local cluster controllers). When several
links between two SNA nodes are established via the same adaptor,
only one link on each side (SNA nodes) may use this address (X’04’),
since links are uniquely defined by their destination and source
addresses. Thus, in an SNA node, another SAP may have to be
chosen (for example, 3270 workstation program with SAP X’08’ in
the PC. Other possible SAPs would be various X’04’s).

¢ LAN management SAP (X’F4’). This is reserved for LAN
management functions occurring at the LLC level.

e NetBios SAP (X’F0’). This SAP is used by all LLC links which use
NetBios emulation.

e  Application-specific SAPs (X’8y’-X’9C’ with y not equal to B’xx1x’).
These are reserved for original applications.

Other SAPs have also been defined; however, these are of a lesser importance
as far as an understanding of the mode of operation of Token Ring is
concerned and thus we shall not describe them further here.

The source address (Figure 2.9) has a similar structure to the
destination address.

It again consists of the six source address bits (S) and the U-bit.
The seventh bit (C/R) indicates whether the LPDU is a command (’0’) or
a response (’1’).

The control field contains the commands which are required for
connection-oriented data transfer.

Bit 0 Bit 7
S S S S S S U C/R

Figure 2.9 Structure of the source SAP address.
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As in SDLC/HDLC, the following formats are used:

Information transfer format (I format) for the transmission of data
and information, monitored by send and receive counters. The
maximum window size is 128 (in other words, up to 127 frames may
be transmitted without acknowledgement).

Supervisory format for the transmission of control and monitoring
information such as

— REJ (Reject)
— RNR (Receive not ready)
— RR (Receive ready)

Unnumbered formats for additional control information, with
no facility for transmitting accompanying acknowledgement
information:

— SABME (set asynchronous balanced mode extended) is used
for connection establishment. A link station which receives a
SABME replies with a

— UA (unnumbered acknowledgement) when the connection
can be established.

— DISC (disconnect) indicates that a station wishes to clear
a connection previously established using SABME. It is
confirmed by a UA.

— DM (disconnect mode response) is used to clear a connection
established by the other station. It can also be used to prevent
a SABME (and with it, a connection establishment).

— FRMR (frame reject) is used by a link station if it receives
an incorrect or unidentifiable LPDU format.

— XID (exchange identification) is used to establish a
connection. The sending (link) station tells the recipient its
characteristics and waits for an XID response to the XID from
the remote link station. IEEE 802.2 prescribes the layout of
the first three bytes in the information field of an XID LPDU
(Figure 2.10).

Byte 0 Byte 1 Byte 2
[]o[o]o[o]o]o[1]o]o]o[c]c[c]o]c]w]|w|w]|w]|w]|w]|w]|o]

Figure 2.10 Structure of an XID LPDU.
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The value X’81’ in byte 1 indicates that it is a standard IEEE
XID information field. XID LPDUs may also be exchanged
with an SNA-specific format. Byte 1 specifies whether the
transmission is connectionless B’00001’ or connection oriented
B’00011°. Byte 2 specifies the maximum window size which
may be used between the two link stations.

TEST The test command is used to exchange test
information with other link stations. It contains an optional
message field with information which is normally confirmed by
the responding station. TEST and XID are used to establish a
connection between link stations operating on different Token

Ring LANSs linked via bridges.

Figure 2.11 gives a summary of the most important LLC commands.

2.3.3 Medium access control (MAC) sublayer

The MAC sublayer monitors the transmission of information between the
physical and the LLC layers. A control field in the frame to be transmitted
indicates in each case whether the frame is a MAC frame or an LLC frame.
This enables each protocol layer to determine whether or not it should
interpret the frame. Within the MAC protocol layer, functions such as

token management,

timing,

address recognition,

frame copying,

frame status generation and verification,
routing, and

priority management

are executed. We shall describe these functions in detail later. The token
protocol itself is executed in this layer.

Commands Commands/Responses Responses

SABME REJ UA
DISC RNR DM
TEST RR TEST
XID XID
FRMR

Figure 2.11 LLC commands.
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Figure 2.12 Manchester coding procedure.

2.3.4 Physical layer

Finally, the physical transmission and bit detection take place in the physical
layer. Connection of the stations to the ring involves the generation of
a so-called phantom voltage in the terminal which ensures that, if faults
arise, stations are automatically removed from the ring since this voltage
drops immediately. The phantom voltage is in the range 3.9-5.2 volts with
a maximum delay of 50 ms in the case of faults.

Other functions of the physical layer include the generation of the
master clock, the bit detection itself, detection of signal losses and code
violations and the provision of an equalization buffer to compensate for
small time differences between two stations.

2.3.4.1 Coding in Token Ring

Before the data is transmitted on the cable, the binary data must be
converted into signal elements. In Token Ring, the so-called Manchester
encoding procedure is used.

This is a derivative of the Manchester coding procedure (Figure 2.12)
which is used, for example, in Ethernet LANs.

These procedures have a number of advantages in the case of
the LAN implementation. They are relatively easy to implement, self-
synchronizing, do not require a separate clock source and are DC free.

In the Manchester encoding procedure, the first half of the bit value
contains the complemented value, while the second half contains the actual
bit value. This ensures that even when binary data which may contain a
consecutive sequence of several logical B’0’ or B’1’ is transmitted, DC signals
cannot be formed (this would mean that clock synchronization could not be
guaranteed).

Differential Manchester coding in Token Ring is based on the
Manchester code. Unlike the Manchester code, it uses the code violation
error condition for certain signal sequences, such as the start and end byte
of a frame or token. Here, code violation means that if there is no polarity
change in the middle of a bit, an artificial error condition arises which is
used to detect a frame or a token. As before, no code violations should
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