APPI: The Product and the Protest

In the past few months, an interesting twist has enlivened the world of Advanced
Peer-to-Peer Networking (APPN). It has been generated not by IBM, though, but by
several networking vendors led by Cisco Systems under the banner of Advanced
Peer-to-Peer Internetworking (APPI). APPI is proffered as an altemative to APPN,
supporting APPN end nodes but running over TCP/IP.

Con51der an analogy of two adJacent kmgdoms, ruled by subarea SNA and TCP/IP;
As subarea SNA ages, APPN emerges as the young heir apparent. TCP/IP, in the
thriving border kingdom, offers a union by marriage (APPI), with the stipulation
that TCP/IP’s home be the new capital of the combined kingdom. APPN prefers an

. alliance but must reckon with TCP/IP’s influence. APPN must negotiate the most
advantageous terms for the kingdom. But an alliance there must be; the alternative-
might be war.

SNA users should understand the mouvanons behmd APPI, what it is techmcally,
and what it represents for their networks. ThlS article discusses these issues as well’

as recent IBM moves in the APPN 1ntemetworkmg arena. In addition to its technical -
proposal, we consider APPI both a voice of protest and, in a way, a vote of conﬁdence o

for APPN.

(continued on page 2)

: Sprucmg Up Your
13270 Controller ........1

SpruCing Up Your 3270 Controller

The 1980s were a decade of significant growth for SNA and for the 3270 display-
system that supported SNA access for terminals and personal computers. This
growth slowed in the late 1980s and shipments have actually declined for the last
few years. PC-based 3270 LAN gateways and other mainframe access options often
offer more price-competitive solutions.

But existing 3270 systems represent a significant investment in controllers,
workstations, PC adapters, software, cabling, and user experience. About 850,000
3270 controllers are installed worldwide, more than half purchased within the last
five years. Although new purchases are declining, users are considering ways (0
expand the functionality of their existing 3270 controllers. This article discusscs -
current networking options including TCP/IP, AS/400 5250, DEC LAT, Ethemet,
APPN, ISDN, ESCON, and SDLC converters for sprucing up your 3270 controller.

(continued on page 14)
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(continued from page 1)

This article is not intended to be a technical compar-
ison of APPN and TCP/IP as alternative migration
paths for subarea SNA users. A future article or
series of articles in SNA Perspective will address
this important topic. This article focuses instead

on the issues raised by APPI, which are primarily
marketing rather than technical.

To understand APPI, some knowledge of APPN is
necessary. We include here a sidebar A Brief
Review of Subarea SNA and APPN. For more
details on APPN, sece “APPN Insights and Design
Clues” in SNA Perspective, April 1992,

Three Reasons for APPI
Three categories of issues are cited by APPI
proponents:

« technical
« industry (vendors)

« marketplace (users)

The technical issues relate to adaptive routing,
media support, multiple backbone protocols, and
APPN’s limited track record. The industry issues
center around two issues: first, the APPN specifica-
tions are proprietary and implementers must pay
IBM for specifications, source code, and/or patent
licenses; second, any enhancements are available
first to IBM and its selected allies. Marketplace
issues concemn integration of subarea SNA/APPN
with existing router-based intemetworks, and, again,
IBM’s ownership of APPN. Some of these issues
have been mitigated to some extent by recent IBM
announcements, as we shall see.

For a full discussion of these issues, see the section
The Case for APPI on page 9.

The APPI Forum

In August 1992, Cisco Systems announced the APPI
development project which will be supported by the
APPI Forum. Under Cisco’s leadership, the APPI

Forum has been organized under the auspices of the

Interop Company, which has sponsored several
other forums.

- Principal memberships in the APPI forum cost

$8,000 while auditing members, such as users and
consultants, can join for $1,500. Principal members
can participate in the working committee meetings
and have a vote. Auditing members get all technical
documents, but can only attend the general meetings..
Membership is open to any vendor, user, or other
industry participant.

The APPI Forum formation meeting was held in
October, 1992, in San Francisco, California, during

* Interop. The first committee meetings are scheduled

during ComNet in Washington, D.C., in February
1993, followed by another general meeting at
Interop Spring *93 in Washington, D.C. Work will

- proceed via electronic mail between these meetmgs.

The APPI Forum has indicated that it hopes to have
a complete specxﬁcatlon approved and available by
June 1993. SNA Perspective considers [hlS quite an
ambmous tlmeframe

If this schedule is met, the first products based on
these specifications could be available by late 1993.
There has been no pubhc discussion of a tlmeframe
for future releases of APPI

APPI Forum Members (as of NoVember 1992)

Principal

Alcatel * Infonet *
Arkhon McData *
British Telecom, UK * MCt
Cabletron * ~ Netrix *
Cascade Commumcatlons Proteon *
CompuServe . . Rabbit
Cisco Systems ~ Sprint

Data Connection, Ltd. ‘ SunConnect *
Digital Equipment Corporation *  SynOptics *

Hewlett-Packard *

Auditing

British Telecom, North America
Computer Communications, Inc. (CCl)
Eicon Technology

Proginet, Corp.

SourceCom Corp.

* Founding member

Table I
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Advanced Peer-to-Peer Networking (APPN) is an
IBM networking architecture that is an evolutionary
extension of the company’s Systems Networking
Architecture (SNA). Subarea SNA was predicated
on a hierarchical network, in which selected main-
frame-based nodes controlled the network and all
other nodes.

Subarea SNA

Subarea SNA uses several hierarchical levels or
types of nodes called physical units (PUs). PUs
are implemented at roughly layers 3 and 4 of the
OSI reference model. PUSis implemented as the _
System ‘Services Control Pomt (SSCP) on the host .
and controls all the nodes in its domain within an
SNA network. PU 4 i ns lmplemented m the Network
Control Program (NCP) of a.37xx commumcatlon
.controller. Traffic between PU-4sand between a
PU 4 and aPU 5 :s called SNA subarea trafflc .

| edin 3270 controllers, gateways, and protocol -
. converters. A PU 2 must logically connect to a PU
4oraPUS5. The PU 4 or PU 5 that a PU 2 con-

: between them is called local or penpheral SNA
traffic. This boundary function converts its local ™
{nonroutable) traffic into subarea (routable) traffic.

APPN

APPN is based on one node type, type 2.1. An
APPN end node (EN) or network node (NN) also
contains a control point (CP). An earlier type 2.1
node, the low-entry networking node, had no control
point and thus lacked much of the flexibility of end
nodes and network nodes. Rather than relying on

A Brief Review of Subarea SNA and APPN

a central SSCP, each APPN network node keeps
network topologies and-makes routing decisions.

In internetworking terminology, end nodes would be
called end systems and network nodes would be
called intermediate systems. In addition to end
node capabilities, a network node can perform inter-
mediate routing and distributed directory services. m

|. PU 2 is called a peripheral node and is implemen_t—

nects to is called its boundary function. The traffic

.Subarea SNA and APPN

APPN Network

CNN = Cornposue Network Node

rl(‘lUL’I

A Chair for IBM?

IBM was invited (o join the APPI Forum but has
declined to participate at this point, indicating that it
does not yet sec a significant benefit to users in
APPI instead of, or in addition to, APPN. '
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The APPI Concept

* The APPI Forum spccifications will probably be
. developed in several phases. The first iteration will

usc an APPI node which will take information from
APPN end nodes and route it as IP traffic instead of

- APPN. A future relcase will add more APPN

propertics such as flow control, class of service, and

3
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network management. Eventually, the APPI Forum
is expected to implement an APPI node that w111
interact with APPN network nodes.

To understand how APPI will work, it is important

to understand that APPN is not directly comparable
to TCP/IP. See the sidebar TCP/IP and APPN .
Routing Protocols on page 5.

The communication between an APPN end node -
and network node (EN-NN) could be considered a
network access protocol, since it is the point of
access to the APPN network and is usually local.

The communication between network nodes (INN-
NN) could be called a -network transport protocol,

- since it is the process by which the traffic is trans-
ported across the network. Technically, it should be
possible to support access protocols only to route

- APPN traffic over a multiprotocol transport, which

is what APPI proposes. The NN-NN communica-
tion would be replaced by features in TCP/IP.

End Node to Open Network Node

An APPI node will be called an open network node - -

* (ONN). The ONN would appear to any APPN end
node as an APPN network node.

Speciﬁcations for this ONN can be directly devel-
oped from the Type 2.1 Node Reference which has
been published by IBM (IBM document SC30-
3422-2). It contains the specifications for the end
node and the EN-NN communication.

APPN and APPI

End | [Intermediate Intermediate| | End
system system system system

APPN
End Node or  Network Network  End Node or
LEN Node Node Node LEN Node
-—EN-NN NN-NN EN-NN—
APPN APPN APPN
APP{ o : o
End Node or pen pen End Node or
LENNode ~ MNetwork Notwork  "LEN Node
<«—EN-NN—<— ONN-ONN ———><—EN-NN—»
(ONN (ONN
APP TCP/IP APP
Figure 2

The APPN end nodes would register their resources
to an ONN, as they would with an APPN network
node, through the usual APPC general data stream
(GDS) variables. APPI ONNs would also support -

‘the older LEN nodes, but these nodes and their

resources would have to be statically configured in
the ONN or a distributed directory server. An ONN
could also support a network node by treatingitasa
LEN node and configuring a table of its resources..,

C_dnnection Networks. SNA Perspective believes
that APPI would probably use connection networks
as the basis for its end node support. A connection

. network is an APPN feature that allows an end node

to specify its connection to a LANora bridge/router
internetwork as a virtual routing node. In this way,

“two end nodes specnfymg the same connection net-

work can connect directly with a single APPN link
with the underlying network transparent to APPN.
A connection network can thus be used instead of
APPN hop-by-hop routing. Connection network
support will be included in the APPN network node

- source code and specifications that will be available

in first quarter 1993.

Instead of Network Node. »
Between ONNs, APPN is completely replaced.

< The traffic will be in IP format instead of APPN.

« The routing protocol can be any that routes IP
traffic, such as OSPF, RIP, IGRP, or integrated
IS-IS, rather than the APPN network node link
state.

'« The directory service will be a new APPI dis-
tributed directory service instead of the APPN
distributed directory service.

A router with ONN would be needed only at points

- where APPN end nodes access the router network.

Inside the network, since the traffic is TCP/IP, inter-
nal routers do not neced ONN.

Directory Services

At the APPI Forum formation meeting, Cisco dis-
cussed the proposal it will make to the APPI Forum
for directory services. Each ONN will be a distrib-
uted directory client (DDC). Soine ONNs will also
contain a distributed directory server (DDS), which
will have a view of the network. Taken together, the

December, 1992
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Internet Protocol

- TCP/IP is an umbrella term for several protocols.
TCP/IP includes two transport-layer protocols:
transmission control protocol (TCP) is a connec-
tion-oriented, reliable layer-four protocol and the
user datagram protocol (UDP) is a connectionless,
best-effort delivery layer-four protocol.

A routing protocol, in internetworking parlance, is
one that can interpret a network-level (layer three)
address, has a routing table or can discover the
location of the destination, and determine the
appropriate route to the destination_.

The internet protocol (IP)is a local routmg proto-

. ary, but not across mternetworks The TCP/IP.
standard internetwork routing protocol routing
information protocol (RIP), offers minimal func’aon-,
ality so most routers include one or more other :
protocols for mternetworklng IP traftlc o

These include CISCO 'S proprretary lnterlo'r Gateway
Routing Protocol (IGRP), the Internet and OSI
integrated intermediate system to mtermedlate
_system (rntegrated 1S-1S), and the Internet stan-
dard open shortest path first (OSPF). These rout-
ing protocols are incompatible with each other—a
router that only supports IGRP, for example, can-

"TCP/IP and APPN Routing Protocols

‘ sidered separate from APPN, but for purposes of
VAPPN is called intermediate session routmg (ISR)

col. 1t can do local routing wrthm a network bound-k

" nodes.

- APPN- is called high-performance routing (HPR)

not communicate with a router. that only supports v
OSPF, even though both may bé routing IP packets.

APPN v _

APPN is also an umbrella term for several ele-
ments that are usually referred to separately in
internetworking parlance. It is a network protocol,
a transport protocol, a routing protocol, and
includes an integrated directory services.
(Technically, the path control layer could be con-

comparison, it is helpful to consider rt under the
APPN umbrella)

The approxrmate equavalent to TCP and IP m

ISR uses a connectlon-onented network protocol

while IP is connectionless. ISR uses both layers f B

three and tour at each mtermedlate router, whlle
TCP/IP uses only the P layer at mtermedlate "

IBM has begun to discuss APPN+, a fonhoomlng
version of APPN The alternative to ISR in ~

The HPR layer three protocol is’ connectionless. ‘
With HPR, the intermediate nodes will- only use
layer three. HPR will also support adaptive

routing. ®

DDS nodes would make up the distributed database.
There are also plans for an optional central directory
Server.

~ The APPI directory services proposed by Cisco will
probably be based on extensions to the TCP/IP -
domain name service. To meet the goal of APPI
being based on standards, the APPI Forum would
need to work with the Intemet Engineering Task
Force (IETF) working group on domain name service
to standardize thesc extensions. Any APPI Forum
member could propose another distributed directory
service. These could be based, for example, on the
Open Software Foundation (OSF) Distributed

December, 1992

Computing Environment (DCE) directory service |
or the OSI/CCITT X.500 directory service. '

No Patents To Be Used—At First
One goal of the APPI Forum is to not implement
any features of APPN that arc covered by IBM

. patents. These patents include such features as -

adaptive session lcvel pacing, transmission group
number negotiation, and distributed database locate ~
requests between both EN-NN and NN-NN. SNA
Perspective sces this as a drawback 1o APPL, since
IBM probably patented what it felt were the most

‘valuable elements of its design.
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Further, when an APPI node is developed in a future
release of APPI that can communicate with an
APPN network node, it may have to implement fea-
tures that are covered by those patents. Therefore,
an implementer may need to license at least the
patents from IBM.

The concepts covered by these patents are not new.
Adaptive session level pacing is just one type of
variable sliding window protocol, for example, and
APPN locate requests are only one way of locating
resources in a distributed network. Therefore, the -
APPI Forum would not be starting from scratch to
develop an APPI implementation that does not
infringe on any patents. But it is still a formidable
task and raises issues for future interoperability

‘ APPI Reduces Number of Rautlng Protocols
APPI offers the advantage of having one less proto-
~ col on the backbone. .Rather than offering coexis-
- tence for APPN and TCP/_IP networks, APPI envi-_

- sions a corporate network supporting end nodes but
not supporting APPN as a network. Also, APPI will

adapt several of the technical benefits of APPN over

- TCP/IP, over time, to run on TCP/IP networks.

APPI Cannot Recognize APPN Networks
Based on the initial APPI proposal, APPI networks
cannot communicate with' APPN networks, as -
shown in Figure 3. This is because ONNs are not
actually network nodes or even APPN nodes at all.
ONNs cannot communicate in any way with net-
work nodes. Therefore, sessions cannot flow from
an end node supported by an ONN and an end node
supported by a network node.

end node through the same LAN as its network node
server. But how and when these would be done is
unclear.

- The main impact of this incompatibi[ity with net-

work nodes, in the short run, would be lack of sup-
port in APPI for the installed base of AS/400s that

~ comprise the largest number of APPN networks.
(AS/400s can be configured as end nodes, but must

be network nodes to use PC Support/400.) APPI
would have the same challenge with IBM 3174s,
which can be configured as network nodes but not
as end nodes. Table 2 (see page 7) shows the cur-
rent and planned. APPN products from IBM and
other vendors.

APPI Cannot Support Hosts through 3745
With VTAM 4.1, a host can be defined as eitheran. - .
end node or a network node. If not intended to be -

involved in routing, the host can be configured as an

‘end node, and APPI can support it.

However if a host owns any 37453 it must be con-

figured as part of a composite LEN node or composite.

network node. Therefore, a host that connects to a
LAN through a 3745 (which includes most LAN-

~ attached hosts today) cannot be an end node. APPI
_ could support such a host if it were configured as a

composite LEN node, but only ata srgmﬁcant loss
of APPN functionality. ~ '

VTAM hosts configured as end nodes and connect-
ed to APPN through a 3172 or similar LAN-main-
frame gateway or through an integrated communica-
tions adapter (ICA) could be supported by APPIL.

Eventually, the APPI Forum is expected
to develop a node which can communi-
cate with APPN network nodes. But,

APPI Networks,Cannot Communicate with APPN Networks

APPI : APPN

until that time, the two networks would LEN
be incompdtible. APPI could access Node

certain network nodes that have select-
ed type 2.1 links defined for LEN com-

Network| | LEN|
/" | Node | |Node

APPN network)

munication, and develop enhanced

communication with LEN nodes that T
does not involve control points. An

Networkl | End
Node | Node

* ONN might also communicate with an

Figure 3
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No Dependent LU Support.

The APPI Forum has, as one of its goals, support for
dependent LU traffic. However, the APPI ONN, in
its initial specifications, will not be able to support
dependent LU traffic sent through an APPN node. -

* In the November 1992 issue of SNA Perspective, we .

discussed at length existing and expected support
from IBM for dependent LUs over APPN. VTAM
4.1 can support dependent LUs that are logically

- adjacent to it or its 3745s. However, it mustbe

configured as a network node or, if configured as an
end node, must have a VTAM 4 1 node as 1ts
network node.

Since ONNSs cannot support network nodes, they

cannot support-these VTAM hosts. Further, since
VTAM 4.1 dependent LU support sends the depen-
dent LU traffic natively on APPN and not encapsu-,,
lated in APPC sessions, it would be difficult for
APPI to support this.

State of APPN The licensed APPN source code and specification to
Implementation’ - LEN | EN | NN | bepublished in first quarter 1993-de not contain -
= 4 dependent LU support either. SNA Perspective
'3\“;/400 v v y expects that IBM will eventually provide this sup-
System/36 v o v - port 'afl(.l F_ertain other ingrem@ntal network node -
0S/2 Communication Mgr- | - ¢ N capabilities, such as central directory server and
3}1“%33“‘9 SupportC | ne 1333 ; ;3 . . border node, as separate options for developers. We
6611 , na .| am | 1993 |. donotexpectthem to be available u_ntil- sometime in .
RS/6000 . | ¥ | 1993 | 1993 - . 1994. (Border node; to connect two APPN net- -
OEM ) no. yes? 1993 P . o NTA D ‘ e
NS/DOS Naw1oo2| ‘wa | wm - | Works, isnot even }nclu(jed in VTAM 4.1 bu; hasa
- , ¥ statement of direction for-a future release.) .- -
Non-1BM , v . S o :
System Strategies, Inc. (OEM) v |late 1992 2 . - : ,
Data Connections Ltd. (OEM) v 1993 1993 i : S
~ Novell - Netware for SAA 4 SOD | 1993 A Y " o
o aNA AN oy | v | e | wa | APPN Across TCP/IP from IBM
DCA - Select Comm Server v n/a n/a
.3Com Corporation -no. | no 1993
Network Equipment Tech. | no | no > IBM actually has several approaches to mtegratmg
Apple Computer v | sob | 2 APPN and TCP/IP. However, none of them are
: ‘ Sowoe APPI Forum and SNA Perspacive shipping today, only one has been announced (in
- o2 October), and the others can only be discerned from
avie £ an examination of IBM networkmg strategy.
i ‘Understandably, sev-
~ APPI Support for VTAM Hosts - eralv endorg and
S/370 . S/390 S/390 S/390 users are qunt,e tnter-
VTAM 3.2 e vT VIAM 4.1 VIAM 4.1 ested in IBM’s plans
BN Rods End Node | nevwon Riode for APPN and
etwor ode s
- TCP/IP and frustrated
3745 l 3745 J | over the veil of secre-
‘NCP 5.3 ‘ l NCP 6. 2 ] cy around such an
< L > important topic.
VTAM 4.1 contigu}ed i v An Encapsulation
as an end node cannot m Approach
own any NCPs. A -
APPI ONNs At Interop Fall '92 in
it network nodes. | October, IBM demon-
' ' strated the ability for
ONN = APPI Open Network Node its 6611 router to
route APPN traffic

Figure 4
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encapsulated in [P. This capability will be available
in first quarter 1993. It is interesting to note that, for
the 6611, APPN over TCP/IP will be available
before native APPN routing, whlch isnot expected
to ship until late 1993.

Figure 5 shows two IBM 6611 routers equipped
with TCP/IP, data link switching, and APPN and
illustrates communication between two APPN end
nodes on token rings. This support can use an |
APPN connection network, which is described
above in the section The APPI Concept and shown
in Figure 5.  Standard APPN ISR hop-by-hop rout- -
ing can also be used, in which case the data would
travel between the routers on a sockets session
rather than over data link swntchmg

Data link switching i is IBM’s procedure for suppoxt- ‘
ing SNA, APPN, and NetBIOS traffic on a router
network (see “Data Link Switching on the IBM
6611,” August 1992, SNA Perspective). IBM will
submit a Request for Comments (RFC) to the IETF
on data link switching and APPN over sockets S0
other vendors can 1mp1ement them. : '

The network nodes in this implementation commu- -
nicate across TCP/IP over a sockets interface. The
IBM network node source code and specifications
that will ship in first quarter 1993 will include these
“interfaces for APPN over token ring and sockets.
No other interfaces will be provided, though the
code can be used to develop interfaces over
Ethemet, SDLC, PPP, frame relay, and others.

This support differs significantly from APPI. This
implementation encapsulates APPN protocols and
data over TCP/IP, essentially treating TCP/IP as a
reliable data link. APPI uses TCP/IP protocols
- instead of APPN protocols to send data between '
- APPN nodes.

The Blueprint Approach

SNA Perspective believes that this encapsulatlon
approach is an interim solution for IBM and that its .
strategic solution for integrating APPN and TCP/IP
will be based on its networking blueprint. In March,
IBM unveiled this networking blueprint (see
“Blueprint to Integrate the Architectures,” August
1992, SNA Perspective) which is IBM’s framework .

for multiprotocol integration.

IBM 6611 APPN over TCP/IP with
Sockets and Data Link Switching (DLSw)

APPN End
Node 1

-—DLSw session —=
over sockets

———CP-CP session —
over token ring

<~—APPN registration
EN2— NN2
EN2—CN1

~+——CP-CP session——
over token ring

APPN registration—»
EN1—NN1
EN1—CN1
~— CP-CP session —
over sockets
- | U-LU session over TCP/IP and TR ——m8 ———+»
as APPN connection network

Packet format for APPN in TCPAP

P TCP Data APPN
header | header ._header data
data length, - XID or FID2

message type, (TH, RH, and RU)
and message
destination

Figure 5

An important element of the blue-
print is the common transport.
semantics, an interface that rides

~ on top of the transport layer.

Common transport semantics will
be based in large part on IBM’s
multiprotocol transport network-
ing (MPTN). MPTN is an exten-
sion to the X/Open transport
interface (XTI). XTI allows OSI
applications to communicate over

TCP/IP and TCP/IP applications

to run over OSI. MPTN extends
this concept to SNA and
NetBIOS. IBM published MPTN
in 1991 and has proposed it to
X/Open for adoption as a industry
specification. ' .

MPTN can be used in two ways—
as a server or a gateway. First,

it can allow traffic from an
application that expects a certain
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transport to run over an alternative transport. IBM
has discussed as a statement of direction two prod-
ucts that will use MPTN in this way: support for

~ CPI-C applications over TCP/IP, and support for
sockets applications over SNA/APPN (informally
referred to as SNAckets). Second, MPTN can be
used for a standard transport gateway between dif-
ferent transport and routing stacks. SNA Perspective
expects that IBM will develop an MPTN-based
gateway for communication between APPN and
TCP/IP networks. The same gateways could be
used to support APPC sessions across TCP/IP and
sockets applications across APPN.

MPTN differs from APPI by using two transport
stacks in each network gateway, while APPI sup-
ports APPN EN-NN CP-CP services and EN-NN
APPN XIDs but not APPN transport.

The Case for APPI:
Technical Issues

-As stated earlier, the APPI Forum presents its case -

in three categories: technical, mdustry‘ and market-
place issues. Coe -

-Some of the APPI Forum technical issues relate to a
comparison of APPN and TCP/IP; that is, whether -

_ TCP/IP is a better technology than APPN. Inthe

sidebar APPN Pros and Cons on page 10, we touch
briefly on several differences. This comparison will
be developed at length in a future issue of SNA
Perspective from the point of view of a subarea
SNA user planning a migration strategy. =~

SNA Perspective believes, however, that a strict
technical comparison is not a primary concem for -
the APPI Forum. The real technical issuc is whether
it is better to have one backbone protocol, such as
TCP/IP, or several protocols running on a shared
backbone, or several networks with different inter-
nal protocols able to internetwork with each other.

The APPI Forum believes that a single protocol

backbone is better and that TCP/IP is the best candi-
date; not primarily because of technical capabilities’

but because of its enormous installed base and
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because it is an openly developed, public domain
standard. APPI’s long-term direction appears to
involve taking the best features of APPN and recre-

- ating them in TCP/IP. The best features, of course,
~ may include the ones IBM chose to patent, which

brings us to the industry issues.

Industry Issues

The industry issues raised by the APPI Forum relate
to effects on other vendors in the market. The two
main stated issues are faimess and openness. We
also address the underlymg concem of price versus

- risk. Because openness is also a primary issue for

users, it is discussed below under User Marketplace

vIssues

There are five main concems about faimess:

- Early access for IBM and a selected .group of
, vendors o

.« Requirement to hcense code rather than bemg
able to build to a published specification. (This
was true when the APPI Forum was formed in
August, but was obviated by IBM’s decision in .
October to publish the specification.)

- -« Price of license fees and rdyalties. :

« Secrecy regarding license fees and toyalties, ‘
leading to concerns about favoritism and a level
- playing field.

- Uncertainty regarding possible patent license
fees for both APPN end node and network node.

Early Access

Several APPI members are particularly upset that
[BM selected a few vendors—3Com, Network
Equipment Technology, ,
beta testing of the APPN source code. This early
participation gave these few vendors a full year of
access (o the code before any other industry partici-
pants, since the testing began in March 1992 and
IBM plans to make the source code available pub-
licly in first quarter 1993. Further, since IBM is the
sole APPN architect, it will always have this timing
advantage over other vendors.
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APPN offers several technical advantages
over TCP/IP on multiprotocol routers. First,
APPN has integrated a distributed directory
service with the routing protocol, and its direc-
tory service is more functional than the
TCP/IP domain name service. Second,
APPN supports class of service (COS).

Third, it offers a larger address space. Fourth,
APPN can handle much larger packets,
depending on the capability of the subnet-
work. Fifth, APPN supports congestion
control through adaptive pacing.

tages. First, APPN offers no multiprotocol

consider current implementations of APPN to
offer poor price/performance. Third, it is cur-
rently implemented on token ring, SDLC, and
X:25, while IP. runs over a much wider range
of link types, including T1/E1, T3, ISDN,
Ethernet, SMDS, FDDI, and frame relay.

APPN Pros and Cons

‘more limited deployment track record than

. scalability, the largest APPN network today is

On the other hand, there are some disadvan-
_APPN are rapidly evolvung, so these compatr-
support at this time. Second, several analysts =~

IETFis considering five proposals to expand

~ exhausted by 1995. Also, APPN+ HPR will

-|mplemented on several more link types. m

Fourth APPN ISR has no adaptive routing—it
uses session-level routing rather than packet-
level routing, so all traffic for a given session
follows the same route even if traffic condi-
tions change and the session is lost if any link
on an APPN route goes down while TCP/IP

has automatic reroutes. Fifth, APPN has a

|

TCP/IP—although IBM claims it offers greater

smaller than the largest TCP/IP multiprotocol
router network.

Itis important to note that both TCP/IP and
isons are only temporary.. For example, the
IP’s addressing, which is expected to be

have automatic reroutes and APPN is being

No Published Specification

At the time the APPI Forum was formed in August,
IBM was not planning to publish the network node
specifications.  Instead, it was going to make net-
work node available only through license of the
source code. Many vendors wanted the option to
develop APPN network node themselves. Based on
significant industry pressure from several quarters,
including but-not limited to the APPI Forum, IBM
changed its mind in late October and announced that
it would publish the specifications at the-same time
as the licensed code is available—first quarter 1993.

License Fees and Royalties _

IBM has stated since March that APPN network
node source code license fees and royaltics would
be set on a case-by-case basis. Anyone discussing
APPN network node licensing and royalties with
IBM is held to very strict nondisclosure. The com-
pany acknowledged in October that the “list price”

10

' of the source code license is $400,000, but said that

the actual fee paid would depend on negotiations

- regarding products, cross-licenses, or other elements

the licensee may bring to the table.

SNA Perspective expects that the per-unit royalty
fee will probably be a percentage of either the cost
of the entire system or the price charged by the ven-
dor just for APPN. The concerns are common with

.most royalty structures, such as how to fairly set a

royalty based on the cost of a system of which this
code is only a small part, and the problem of having
to inform a competitor of one’s shipment numbers
through royalty payments. Pricing for APPN on the
6611 router is not available, but IBM charges $129
to upgrade its 3174 controller to code that supports
APPN. Vendors indicate that the royalty fee struc-
ture IBM is discussing would require them to charge
a much higher and therefore uncompetitive price.
The multiprotocol router vendors package their
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protocols differently, which is why they have differ-
ent levels of concern about this (see sidebar
Multiprotocol Router Protocol Pricing on page 12).

Secrecy Regarding License Fees

and Royalties

IBM’s confidential discussions led to concems -
-about favoritism and a level playing field—if some
vendors are able to pay a lower fee or royalties, they
can price their products more competitively. -

Uncertainty Regarding Patents

IBM has been granted several patents on different
aspects of APPN, that affect the end node, the net-
work node, or both. Implementers therefore have to
sign a patent license agreement with IBM for them

or amend existing license agreements IBM has not

stated whether it wrll require patent license fees for

APPN end node or network node products. Since

IBM published end node in 1991, some vendors
have implemented it in their products and IBM has

apparently not charged them patent fees. However, -

it legally retains the right to do so at some point. .
- The uncertainly regarding whether IBM wrll charge
for network node patents makes it difficult for ven--

- . ~dors to consider the make-versus-buy decision -

regarding network node.

Price versus Risk

SNA Perspectzve believes that the $4OO 000 price
tag is reasonable for 120,000 lines of clean code,
documentation, and support. Our research indicates
that it would take from four to ten person-years to
develop the code intemnally. With cost of at least
-$100,000 per person-year, the cost of the source
code license is attractive.

On the other hand, pricing must take into account
the competition. TCP/IP source code is widely
available, as are experienced TCP/IP programmers,
and the price for quality, richly-featured TCP/IP
source code is much less than $400,000.

In addition, all the router and bridging protocols on
a Cisco router together are in the range of a few
hundred thousand lines of code so, while $400,000
may be “appropriate” for 120,000 lines of code,
APPN would make up a significant percent of a
vendor’s code.

December, 1992

SNA Perspective believes that the unspoken but

important aspect behind the pricing concems is the
risk inherent in investing in APPN. SNA certainly
has the largest installed base of networking world-
wide. But TCP/IP is reaching the same range. It is
also growing much more quickly, while analysts say
SNA is growing slowly, staying the same, or even
shrinking. TCP/IP is even hitting the mainframe
market (see the three-part series “Integrating TCPAP
into SNA,” SNA Perspective, May, June, and July
1992). More than ten percent of IBM mainframes
have TCP/IP installed today and that number could
reach twenty-five percent within a year. Probably a

third have oftboard TCP/IP access to the host.

APPN is the architectural successor to subarea SNA

‘and, will offer a smoother mrgratron path than.’

TCP/IP. However, though it has been discussed °

* since 1982 and the first APPN product appeared in

1986, APPN will not ship for the mainframe until
sometime in the first half of 1993. In the mterven-

~ ing years, many users have choosen TCP/IP to. pro- -
© . vide the’ ﬂexrbrhty, dynamrsm and peer support o
-~ IBM had been promising butnot delivering.- APPN 8

might be the natural child of SNA, but TCP/IP is
also being “adopted™ and stands 10 inherit a srgmh-

‘cant portion of the SNA estate.

Faced with this situation and havmg been bumed by

‘the bright promise and dim reality of OSI (which
. was an openly developed.and publicly owned stan-

dard), vendors are understandably cautious about
investing in APPN. Even if they were given APPN'
source code at no charge, they still might think
twice about the cost of training, porting, supporting,
and marketing for APPN.

User Marketplace Issues

- The two main user issucs raised by APPI are

integration and openncss.

Integration

Users would prefer to have as few protocols as pos-
sible on their backbone network. They also want .
the best networking support. And they also want (o
maintain their existing investments. Tradcoffs must
be made.

11
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router are not only the router capabilities and
the types of protocols offered, but how the
software is provided. Different vendors price
their products in different ways.

Market leader Cisco Systems sells products
that come complete with all current routing

DDN are sold separately.

Wellfleet handles the same situation differ-

- ently. While the company provides bridging
with its products along with one routing proto-
col, each additional protocol is pnced asan
option.

3Com approaches the issue in yet another "
way. The customer must purchase software
for the router, and can choose between

Multiprotocol Router Protocol Prlcmg
What and How

Among the factors in choosung a multlprotocol .
‘nies such as ACC and Network Systems/

“etc. with the router.
protocols, but bridging, packet sw:tchlng, and

‘avallable protocols" u

buymg the local bndgmg/routmg software or.
the local and remote version.

A fourth packaging system is used by compa- I

Vitalink. These companies bundie all their
software, bridging, routing, packet switching,

Each of these approaches has its merits and - |
liabilities. If a company wishes to handle all
traffic via routing, why should it purchase
bridging? If it needs only certain protocols,
why purchase all of them? If only local opera- | .
tions are being used, why pay for the unused -
remote capabilities? If a company may have |
many protocols running on its network over
time, why not buy bundled software with all -

IBM is proposing TCP/IP and APPN coexistence,
whether in neighboring networks or sharing access
across the same network. APPI proposes TCP/IP

instead of APPN routing, supporting APPN only as

end nodes at the periphery of the network.

In theory, this sounds attractive. But most APPN
end nodes will not be found at the periphery of a
TCP/IP network. They will be upgraded subarea
SNA nodes at the periphery of an existing SNA
network. Also, many IBM APPN nodes can only be
configured as network nodes, such as the 3174,
many AS/400s, and VTAMSs with 3745s and depen-
dent LU support.

Not supporting these in APPI makes it difficult to
claim integration. But neither IBM’s integration
products nor APPI’s actual specifications are
available yet to see how they address the need for
- integration. .

12

Openness

Users are increasingly msxstent on using standards,
particularly on the backbone where IBM wants
APPN 10 be. But, as the industry discovered with
OSI, users do not always put their money where
their mouth is.

IBM considers industry-standard multivendor proto- ’
cols such as OSI and TCP/IP to be very important,
has widely implemented them on its products, and is

- actively marketing them. On the other hand, it con-

siders APPN to be an IBM architecture primarily for
connecting IBM systems, a migration path for its
subarea SNA networks.

Although IBM has published the APPN end node
specifications and has said it will publish the net-
work node specifications, it still owns APPN.
Implementers can be required to pay patent license
fees up front or for each copy even if they develop

December, 1992



©CsI

SNA Perspective

their own code. IBM also owns the development—
it will develop the features and products it believes

it can sell to the most users and will then publish the .

specification for these new features.

There are several levels of openness: published
interfaces, source code licensing, published specifi-
cations, free or nominal fee patent rights, published
development plans, open industry development and
participation, and open ownership.

IBM has taken several significant steps toward
openness in the last year. It has published several

APPN-related interfaces and protocols.- It published

APPN end node. It proposed MPTN ‘to X/Open. It
has held an APPC/APPN Developer’s Conference.
It is licensing APPN network node to vendors. It
has decided to publish network node.

- The company is struggling to decide the appropriate
point to stop.- This is the hundred million dollar

decision. Can it make back its investment by own-

ing a larger percentage of a-smaller pie or can it
make it-by opening further, thus possibly creating a-
larger pie of which it might have smaller piece?

Conclusions

Technical Issues

On the surface, the APPI concept seems to promise
the best of both worlds—allowing a smooth migra-
tion from SNA to APPN inside the end systems and-
.- access to TCP/IP at the network threshold: However,
-its current design has significant limitations. There
are several other ways to integrate APPN and
TCP/IP. ‘

There is not yet enough firm information to make a *

detailed technical analysis of the strengths and
weaknesses of APPI. We believe, in fact, that the
actual APPI specification will probably differ signif-

icantly from its original concept, hopclully address-

ing some of thcse concems.
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Industry Issues

SNA Perspective considers the movement for APPI
to be primarily a voice of protest. We believe that
several members have joined the APPI Forum not

. so much in appreciation for the technical concept

but to join together to share information and express
concems’ regardmg the future of APPN."

APPI is also, in a way, a vote of confidence for
APPN. If the - members of the APPI Forum thought
that APPN was without merit, they would have
ignored it. The APPI movement may turn out, in
the long run, to have been a boon to’APPN, because
it has raised existing concems to a high level quick-

. ly rather than allowing them to fester and hamper

APPN growth and industry participation.

Marketplace Issues

The enormous installed base of TCP/IP the sngmﬁ-

cant growth of TCP/IP in and.to the mainframe, and -

the-market resistance to proprietary protocols give -
TCP/IP significant momentum that IBM must ‘
counter. for APPN to be successful The ex1stmg
subarea SNA market is not a set of users w1thout
alternatives.

- This means that IBM must niake clear the benefits

of APPN compared to- TCP/IP, not just compared to
subarea SNA. It must also clarify its direction as far

in the future as the market can see in the TCP/IP

standards development process..

- Integration

Returning to our analogy of the two kingdoms at the
beginning of this article, we consider APPI to be but
one, albeit the loudest, of many emerging proposals
for an alliance between the two realms.

We must also amend the analogy to note that both
kingdoms, especially that of subarea SNA and
APPN, are experiencing an increasing surge of
democracy. Itisthe citizens, the users, who will
vote with their dollars. = - .

13
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(continued from page 1)

The 3270 controller has come a long way from -
simply supporting “dumb” terminals, as shown in
Figure 6. Most users know that, in addition to con-
necting 3270 terminals and printers, IBM and other
vendors offer support on their 3270 controllers for
PCs and ASCII terminals and hosts, and connection
to token ring and X.25 as well as SDLC. . -

3270 Controller Evolution’

1992

Host -

Coaxor _, / [\ \
| /

i

T = 3270 Terminal

A = ASCIl Terminal

PC = Personal Computer ' b = 8209 bridge

Figure 6

But many users are unaware that their controllers
can be upgraded to access multiple SNA hosts,
Digital Equipment Corporation (DEC) systems"
through local area transport (LAT) protocols, TCP/IP
systems through telnet and n3270, and AS/400 sys-

~ tems through 5250 emulation. Controllers can also

- be enhanced to connect to APPN, Ethemet, and
ISDN networks and the ESCON channel. Even .

~older controllers that do not support LAN adapters
can access LANs through SDLC converters.

These networking features are provided on 3270
-controllers in addition to enhanced functionality
such as local format storage, dynamic definition of
dependent LUs, multiple logical terminals, split -
screen, and network management features.

This article focuses on 3270 controller networking
. support in six areas:
« Token ring
« PC support
« TCP/IP
- Ethemet
« SDLC passthrough and conversion .
- APPN’ o

Token Ring'

3270 Token Ring Support

@cdnfrgl[er 3745

~--aoo-_H#
A
AN
AR
.

oy
).
’

For many years, IBM and other vendors
have offered token ring support in both
gateway and downstream configurations
(see Figure 7).

Gateway support allows physical unit

(PU) 2 traffic to flow through the 3174.

Without gateway supportt, PU 2 traffic can-
- not go through another PU 2 on the way to

32‘}0 3271]1\. a = Sﬁhc I': ;50'- Pc':a‘.%m its boundary function (PU 4 or 5). Most
controller]  |contpoller biss? conveyter 3970 server ; ST
: 4 T i . ?270 controllers in gateway mode are lim
. é h G{ \. HH : ited to the gateway function—they usually
HE 3274 cannot support directly-attached terminals
T and PCs to access hosts back across the
3172 PC LAN. (3174 peer communications allows
this for PCs.) A gateway can be defined to
support up to 250 downstream nodes.
Figure 7

14
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The downstream PU (DSPU) support allows the
device to access a number of hosts through the LAN
intemet. The actual number of hosts varies by ven-
dor; the 3174 allows support to up to eight hosts.

across the LAN. These nodes must be preconfig- . -

ured in the gateway’s definition as downstream -
nodes.

PCs on 3270 Controllers

Although many consider the 3270 to be primarily a
terminal controller, about half of the displays on
3270 controllers today are PCs. This impacts the .
features being added to controllers. For example,
the 3270 protocol has been enhanced to support file
~transfer, APPC support, and other intelligent work-
station capabilities. One of the PC-related features
offered by IBM is called peer communications. -

. Figure 8 illustrates the peer communications feature
~available on the IBM 3174. Peer commumcatxons
provides three capabilities: - ’

« A “virtual LAN” for coax-attached PCs
+ A bridge from the virtual LAN to a token nng
- Host access for PCs with TCP/IP

- Peer communications requires configuration '
support C and is offered as a no-charge option. Peer
communications can be used outside a LAN envi-
ronment, but still requires the token ring adapter.
Further, peer communications does not provide a

"~ LAN network operating system; the coax-attached

PCs would need to have whatever client software is

required to access a LAN server.

TCP/IP

TCP/IP support is emerging for 3270 cont.rollers as
vendors seek to broaden their range of support
beyond the capabilitics of competing PC LAN gate-
ways. 3270 controllers have long offered basic
ASCII terminal and host support through asynchro-.
nous communication adapters. Further, most allow
3270 terminals to access ASCII hosts and provide

December, 1992

3270 terminal emulation for attached ASCII termi-

nals. But this ASCII support is limited to character

 and line mode communication.

Using 3 174 peevr communications, all TCP/IP capa-

bilities from the PC TCP/IP software (whether
based on DOS or OS/2) can:pass through the 3174
to TCP/IP hosts across the LAN, as shown in Figure
9 on page 16. However, the TCP/IP support can <
flow only over the token ring adapter. TCP/IP traf-
fic cannot pass upstream through the 3174’s host
channel, remote SDLC, or X.25 connection to a host
with TCP/IP software. Further, since the IBM 3745

- token ring adapter only supports SNA traffic, the

user cannot access TCP/IP on mainframes through a |
3745 on a token ring.

Peer communications does not support tennin'als. A

~completely separate 3174 feature called TCP/IP tel-

net support is available as a request for price quota-
tion (RPQ) feature, which provides telnet support
for both 3270 and ASCII terminals. This support.

. can also be accessed by a PC acting as a terminal.

Through the token ring connection, these temnnals '
can access TCP/IP hosts on the ring or across a

bridge/router network. IBM made a statement of"

IBM 3174 Peer Communications

3174 with Peer Communications

TCP/P '
Host , | PC
3174
[TR adapter]|

-~ Peer
Communications

[ I I

[TCPrP)
Pa PC PC

. Logical Appearance of Peer Communications

TCPAR]| ‘
Host pC

: 5 : bridge

ol | pe || pe |-ont '

........

' Figure 8
15



©CSI

SNA Perspective

direction in September that it would add tn3270 sup-

port to this feature, allowing access to 3270 applica-
tions as a 3270 terminal across a TCP/IP network.

Ethernet

Vendors such as IDEA Courier and McDATA have
Ethemet adapters for their controllers. However,
they do not offer TCP/IP support yet. Instead, they
chose to first support access to DEC hosts though =
the LAT protocol (see Figure 10). SNA Perspective

expects that TCP/IP support is probably in their plans.

IBM made a statement of direction in September
1992 to provide an Ethemet adapter for the 3174.

" IBM 3174 TCP/IP Support
‘TCP/IP Access for PCs with Peer Communications

Topip | [S/90 | [S7390 | [S/3%0 | [Tepip
Host | |-[icenp] | | [icemp] || [icemd) || Host |

(3745] l'3172-|-|.37'45! -

3174
S/390
[TCPiP] Peer
Communications
1//////:/// X LR )
[ceae) o TCPIP)| PASO)
v terminal

OS/2 PC DOS PC PC N

TCP/IP Access for Terminals with TCP/IP Telnet RPQ

Any TCP/IP host S/390
accessible through app
LAN internet

TCP/IP
3174 Host

TCP/IP Telnet RPQ
(telnet today, tn3270 SOD)

’ PC
ED @ [

SNA Perspective expected this move in response to
the popularity of Ethemet support by other vendors
and because of the popularity of TCP/IP for the ,
3174. We expect the 3174 Ethemet adapter to ship
by the end of 1993.. IBM indicates that it will pro-
vide most of the support that the token ring adapter

* offers foday. As with the other vendors” LAN sup-

port, the 3174 will support one LAN adapter; it will
be able to attach to either token ring or Ethemnet. -
Some provision will probably need to be made for
Simple Network Management Protocol (SNMP)
network management support.

SDLC Passthrough

and Convers:on

Older 3270 controllers such as the IBM 3274 do not -
have provision for direct LAN attachment. In the

- past few years, LAN support for these controllers

has been provided by companies such as Netlink of
Raleigh, North Carolina, Sync Research of Irving,

. Texas, and Ring Access of San Mateo, Califoria.

These companies’ products allow existing 3270
controllers ot other PU 2 devices to connect via
SDLC and have their traffic sent across a LAN
through reliable logical link control (LLC2).

The process is called SDLC passthrough if the
SDLC traffic passes through to the other side of the
link, as shown in Figure 11. It is termed SDLC con-
version if the SDLC traffic is converted into LLC2
and presented to the 3745 on the LAN.

McDATA LinkMaster 7100

S/390 S/390 s/370 | | /370

. ,
DEC VAX @\ 7100 pé-,,anua‘ 18M

3174

channels

1 %

18M
} 7100 3174
= TCP/AP not supported Peer communications and
TCP/P Telnet RPQ can run () o
in the same controller.
Figure 9 Figure 10
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In addition to SDLC, Sync Research offers a prod-
uct for QLLC-LLC2 conversion for access from
X.25 networks. All these products can allow users
to collapse multiple SDLC and LAN networks to a
single network. Several issues still remain with

- these new products regarding performance impacts
on both the SNA traffic and internetwork overhead.

Cisco Systems of Menlo Park, California, recently
added SDLC conversion into a router. IBM offers a
feature called data link switching on its 6611 multi-
protocol router which supports SNA traffic over a
router network through a process similar to SDLC

conversion. These topics are further discussed in.. .

two recent SNA Perspective articles: “Data Link
Switching on the IBM 6611” in August and

- “Optimizing SNA Traffic over Intemetworks” in
September. IBM encourages users to replace 3274s
with 3174s because, even though SDLC passthrough .
or conversion allows these controllers access -

- through the LAN, it does not allow them to upgrade

their controller with any additional features. . .

3174 to send both PU 2 and node type 2.1 traffic
over the same parallel channel or SDLC link.

As discussed in the November 1992 SNA
Perspective article, “Old Apps, New Nets:
Supporting Dependent LUs across APPN,”

VTAM 4.1 provides APPN support for all existing

3270 controllers and other PU 2 devices. As long as

they remain logically adjacent to the VTAM host.or
3745 communication controller—that is, adjacent to
its boundary function in all ways that are supported
today with subarea SNA—VTAM 4.1 can deliver
their dependent LU traffic to applications across

APPN without any changes or upgrades and without

APPN on the controller or other PU 2 device. (Even

if the 3174 has APPN installed, it is ignored for
- dependent LU traffic with VTAM 4.1.) -~ ‘

‘In March 1992, IBM made a statement of direction

that a future release of VTAM and of 3174 configu-
ration support will contain a new capability, shown
in Figure 12, called dependent LU server (dLS) and

_requester (dLR), respectively. The “Old Apps, New

- Nets™ article also addresses dLS/R in depth.

APPN

1IBM offers APPN network node support on the 3174
as a no-charge option with configuration supp_brt"C. ‘
Upgrading the 3174 licensed internal code from
configuration support B to C is $129 and APPN
requires peer communications, another no-charge
option. However, configuration support C also
requires a second disk drive ($823), an additional

2 MB of memory (for a total of 4 MB) ($4,370), and
a token ring adapter ($4,045). This makes adding
APPN more expensive than it appears at first
glance. A function called a hybrid link allows a

The difference between the VTAM 4.1 support énd, v
dLS/R support is that, with dLS/R, there is no '
requirement that the 3270 controller remain logical-

ly adjacent to its boundary function. The dLR code

on the 3174 APPN network riode will act as a’
boundary function for its dependent LU. The SSCP
control sessions will be encapsulated in an APPC

~ session between the dLR and the dLS, but the LU-
- LU session data will run natively across APPN.

Several other 3270 controller vendors are consider-

-ing APPN but have not made any product announce-

ments. Since VTAM 4.1 can support existing con-
trollers without APPN in them, SNA Perspective
expects the other con-

SDLC Passthrough

SDLC Conversion

SDLC Passthrough and Conversion

3270 |SDLC| . spLc @ .
controller | ¢ passthrough | .

troller and gateway
vendors may hold
o back on solidifying
SDLC |, | 4745 their APPN plans
passthrough | - -~ until IBM plans for
licensing APPN and,
perhaps, dLR become

3270 |SDLC| spLC .
controller conversion LAN

3745 clear.

(continued on page 20)

Figure 11
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Architect’s Corner

Out of Synch
by Dr. John R. Pickens

Conventional wisdom says that SNA cannot run
‘over asynchronous links. Too slow. Too much
overhead. Too unreliable. Synchronous modems
and synchronous framing procedures are required—
’ SDLC.

Yet IBM has recently proposed an architecture for ‘
'asynchronous SNA—SNA-A—and is now support-
ing it in four products, NS/DOS PC/Support

~ (DOS), 0S/2, and AS/400. '

Why? What benefits can asynchronous SNA possi-

~ bly offer? What has changed in the desktop/modem

environment to enable it?

~ Also, is this just a flash in the pan? Or a significant
architecture whose evolution should be watched
closely? What about standards?

Note: the analysis that follows is based upon a docu-
ment circulated at the APPN developers conference
in August, 1992—“SNA-A: A Technical Descrip-
tion,” dated August 5, 1992, by James J. Martin.

Reevaluating the Requirement

Certainly the traditional solution for isolated (single
remote node) end systems has been to install a
2400/4800/9600-baud modem and run synchronous
SDLC over the dial-up (or leased) line. The typical
end point for the connection would be another syn-
chronous modem front-ending.a 3745-class device.

Isn’t this traditional solution still adequate today?
No.

18

This can be better understood by digging deeper
into the characteristics of today’s envircament—
particularly the desktop, modem, new medla and

laptop

First, the desktop itself. Almost every desktop sys-
tem installed today has at least one asynchronous
port (COM1) and most have two (such as a port for
the mouse). The technology for such ports supports
9600-baud asynchronous hands down. Recent
extensions are beginning to be shipped by vendors
that enable 38.4-Kbps and 64-Kbps speeds also.

" Next, the modem technology. A few years back

2400 baud seemed fast for asynchronous standafds.' |
But today 9600 baud is becoming commonplace;

19.2 Kbps is also common, and 38.4 Kbps is a short

step away from becoming the de facto standard.

Next, new media technologies. Much ado is being
made about wireless technologies (RF, infrared).

" Two interfaces are being offered, LAN and WAN.

The LAN interfaces are based on variants of IEEE
802 standards (802.11, for example). The WAN -
interfaces are based upon the abstraction of the
COM port——-asynchronous agam

Finally, the laptop. Laptops are proliferating.
Laptops also have COM ports. The dominant.
modem for laptops is asynchronous. S’ynchrono-us '
links require extra hardware and synchronous - -
modems (which are more expensive because there
aren’t as many of them). :

So, synchronous may have been the conventional way - '
to support SNA, but asynchronous has become very
appealing for two reasons—ubiquity and port cost.

The Asynchronous Requirement
If asynchronous is so pervasive, why not just do it?
Whal are the technical challenges and requirements?

1. Reliable link—SNA requires a reliable
connection-oricnted service in the data link layer.

2. Efficient byte encoding—Since asynchronous
communication uses less efficient framing
(10 bits per byte), the requirement for efficiency
is amplified.
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3. Byte transparency—It must be able to operate in
environments with 8-bit framing, XON/XOFF,
control characters, and 7-bit frammg (efficiently,
I might note). .

4. Negotiable—It must_be' able to negotiate and

dynamically discover framing properties of com-

municating partners.

5. Layer transparency—The upper layers must see
the asynchronous link in the same way as SDLC.

6. Standard—It must be a standard.

SNA-A Architecture

SNA-A, also called SDLC over asynchronous, is an

extension to the data link layer. The method used is
reminiscent of the IEEE 802 approach (minus SAP

addressing) in which the data link layer is subdivided =~

into two sublayers, the upper sublayer defining the
SDLC elements of procedure, the lower sublayer
defining the physical media interface (it this case
asynchronous).

The lower sublayer handles such issues as trans-

parency framing, negotiation at link initialization

- time, and checksum calculation. Some of the. inter-
esting propemes of SNA-A include: -

- The use of null—XID pollmg to negotnate com- .

mon characteristics according to strict rules of
precedence

- An 8-bit transparency scheme (e.g., public data
networks) that efficiently packs seven characters
into an eight-character stream (the last character
contains the most significant bits of the previous
seven)

« A character transparency scheme which (like -

BSC) uses a control cscape octet to assure that -

information can be transmitted even if it con-
{licts with other control information

SNA-A is based on ISO 3309 (asynchronous
HDLC), although its 8-bit transparency scheme is

incompatible (the SO standard changed after SNA-A -

was published) and extensions have been defined by
IBM in order to support SNA link negotiation.
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Open Issues and Evolution

How well does SNA-A meet the requirements?
Pretty well, in my opinion. The architecture is trans- -
parent to upper layers, is flexible with respect to
transparent framing requirements, and supports link
negotiation. But there are a few open issues about
the architecture and product support. '

1. Standards alignment—As much as possible,
SNA-A should be revised toward greater align-
ment with ISO 3309. Also, the link-initialization
extensions should be generalized and submitted
to OSL.

2. Specification ambiguity—During link negotia-

tion there are many possible combinations
between communicating systems—8-bit, 7-bit,
- ISO 3309 mode, framing and character trans-

- parency. Detail should be added to the current -

- specification to-cover all cases:.. ThlS w111
: 1mprove interoperability..

3. Reliable lmks——Some modems already contain’a

_reliable link sublayer—Mlcrocomputer Network -

* Protocol (MNP). In such cases, the SNA-A .

architecture works but is mefﬁcnent Checksums »
are not required, for example and SDLC retrans- *~
‘mission logic is not required. A variant of SNA-A

that supports MNP modems would be uscful. -

4. Product support-—The current product support

- matrix is too limited. SNA-A support is needed
in the 3745 and AIX. SNA-A implementations -
are required for 3270 emulators. Fmally areal
‘opportunity exists 10 add SNA-A to SDLC con-
versnon products (SNA -Ato LAN)

SNA-A offers a chance lo extend SNA services.by .

an order of magnitude to asynchronous-based end

- systems—Ilaptops, palm tops, remote systems. =
-'Other vendors have supported asynchronous links

for SNA-using gateways and customized host soft-
ware. SNA-A can become the (de facto) standard
way. If IBM expands its product support matrix,
and if other system vendors incorporate SNA-A into

- their products, and if mlcmclworkm;, vendors pro-
~vide SNA-A support in their products, conventional

wisdom regarding the synchronous-only link

“requirement will be debunked for good. m
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Other 3270 Support

ESCON Channel
Support for the enterprise systems connection
(ESCON) channel attachment was announced for
‘the 3174 when ESCON was unveiled in September
© 1990. McDATA is the only other controller vendor
offering ESCON. The McDATA 7100 can support
'up to two channel connections from the 7100, either
ESCON or parallel channel. In additionto
increased speed, the ESCON channel supports
attachment to multiple hosts through an ESCON
~ director and allows attachment up to 43 kilometers
away from the host. .

Multiple Host Support :

With the addition of the concurrent communication
adapter, each 3174 can have up to three host inter-
faces; only one can be through a channel interface.

" Across X.25, a 3174 controller could access up to -
sixteen SNA hosts. From a downstream configura--
tion with one LAN interface, a 3174 can connect to -
up to eight hosts across the LAN. '

Dependent LU Server (dLS) and
Requester (dLR) with Future VTAM
' S/390

3174 S/390
=== [9LR] VTAM 4.1
TAM L a
PS/2 i) APPN
APPN L_|| node end node ] App 1 !
end node b
----LU 6.2 traffic T e = SSCP-PU and

SSCP-LU sessions

"""" Dependent LU traffic
(encapsulated in LU 6.2)

Figure 12

DDDLU
VTAM 3.4 includes support for dynamic definition
of dependent LUs (DDDLU). With this support on

“the host, a 3270 controller or any PU 2 device can

register its LUs at any time. Upon powering on and
at any time a new LU device attaches to the con-
troller, its vital product data can be sent to the host
through a network management control vector
(NMVT). With DDDLU, the LUs do not have to be
statically defined in the host.

ISDN and Frame Relay

IBM offers an Integrated Systems Digital Network
(ISDN) adapter for its 3174. Frame relay support
has not been announced for any vendor’s 3270 con-
troller yet. But since frame relay is so important to
IBM’s networking strategy, SNA Perspective -
believes IBM might add this to the 3174. The 3174
can access frame relay today across a LAN through

a frame relay gateway/router such as the 6611 or the
RouteXpander/2 : :

Conclusions

Although shipments are dropping as the product line
ages and competitive alternatives increase, keeping
and enhancing 3270 controllers still makes sense in
many environments. Companies should examine
carefully the full cost of removing an existing
installation, rewiring a building, and retraining MIS
staff and end users. Users should be wary of solu-
tions that require them to discard the old to embrace
the new.

Although the 3174 was introduced in 1986, SNA

* Perspective does not expect a follow-on box that

provides its functions in a similar way. Instead,
within the next two years, we expect a new and very
different platform that will provide some backward
compdublluy |
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