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COURSE OVERVIEW 

PURPOSE 

This course will describe the IBM hardware and software used in SNA networks. 
It will also describe the relationship between non-IBM SNA products and IBM SNA 
products. This course is intended to provide people with the ability to talk 
to the IBM systems programmers about the generation parameters for the non-IBM 
SNA products. It is not intended to teach anyone how to do an IBM software 
product generation. 

OBJECTIVES 

After successfully completing this course the student will be able to: 

o. Identify the common IBM hardware and software products required for SNA 
communication 

o Identify IBM PU-T2 products that are emulated by non-IBM SNA products 

o List and describe the LU types 

o List and describe the PU types 

o Describe the flow of data and control information between a PU T2 and the 
IBM host both logically through the SNA hierarchy and physically through the 
SNA network 

o List the network management products that are typically available in an SNA 
network and identify when each would be used 

o Given a description of a PU T2 product, appropriate reference material, and 
sysgen listings for VTAM, m::P, and CICS; modify the sysgen parameters to 
correctly define the PU_ T2 product. 

o Define 
PIU 
TH 
RH 
RU 
LH 
LT 
VTAM 

the following 
TCAM 
CICS 
NCP 
IMS 
TSO 
DIA 
DCA 
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terms: 
DISOSS 
PROFS 
PU 
LU 
SSCP 
conversation 

network address 
local address 
subarea 
domain 
bracket 
chain 
segment 

session 
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INTERFACING TO THE SNA ENVIRONMENT INTRODUCTION 

PREREQUISITES 

NCR personnel should have successfully completed: 

Data Communications Systems Concepts (665005). 

NOTE: This course provides an overview of the NCR SNA products. Students 
should continue researching or attending courses on the specific NCR SNA 
products they will be supporting. 
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INTERFACING TO THE SNA ENVIRONMENT INTRODUCTION 

PERFORMANCE EVALUATION CRITERIA AND GRADING SCALE 

A letter grade for the course will be assigned by the instructor based 
upon quizzes following the indicated lessons and a final exam. The 
grade score is based on the following criteria: 

A - COMMENDABLE 

o Achieved 93% average or greater on written Quizzes/exercises 

o Completed 93% average or greater of all workshop actiyities 
with minimal assistance from the instructor 

o Performance consistently exceeded standards set by the course 
objectives 

B - PROFICIENT 

o Achieved 84-92% average on written quizzes/exercises 

o Completed 84-92% average of all workshop activities with 
minimal assistance from the instructor 

C - COMPETENT 

o Achieved 75-83% average on written quizzes/exercises 

o Completed 75-83% average of all workshop activities with 
minimal assistance from the instructor 

I - INCOMPLETE 

o Achieved less than 75% average on written quizzes/exercises 

o Did not complete most workshop activities 

o Did not meet minimum performance standards as set by course 
objectives 
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INTERFACING TO THE SNA ENVIRONMENT 

COURSE OUTLINE 

LESSON 1: SNA OVERVIEW 

Early Computer Systems 
Message Flow thru Network 
End Users 
Logical Units 
Physical Units 
Systems Services Control Point 
Subareas and Domains 
Path· Control Network 
Goals of SNA and SDLC 

'*Quiz 

LESSON 2: SNA DATA FLOW 

Message Formats 
Data Flow 
Application Level Response Types 
Chains 
Segments 
Bracket Protocol 
Transaction Modes 
Pacing 
Format Identification 
Examples 

'*Quiz 

LESSON 3: LU SESSIONS 

Session and LU types 
SNA Products by LU Type 
Session Establishment 
BIND Format 
Examples 

'*Quiz 

LESSON 4: PU_ T2 PRODUCTS · 

Introduction 
Interactive Terminal Systems 
Batch Entry Systems 
Vocational Systems 
Mini Processor Systems 
Micro Systems 
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INTERFACING TO THE SNA ENVIRONMENT 

LESSON 5: SOFTWARE OVERVIEW 

Products Introduction 
Software Family Members 

LESSON 6: OPERATING SYSTEMS 

Introduction 
CPU Types 
Evolution of IBM Operating Systems 
Function of an Operating System 
DOSNSE 
OSNS1 
MVS 
VM 

LESSON 7: NCP SOFTWARE 

Introduction 
Communication Controller Hardware 
Components of NCP 
NCP Data Flow 
Transmission Control 
Emulation Processing 

*Quiz 

LESSON 8: ACCESS METHODS 

Access Method Functions 
VTAM Components 
VT AM Network Initialization 
System Start-of-Day Procedure 
LU-LU Session Establishment 
Application Program Interface 
Data Transfer 
Session Termination 

*Quiz 
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INTERFACING TO THE SNA ENVIRONMENT 

LESSON 9: IBM SUBSYSTEMS 

Introduction 
CICS 
DISOSS 
IMS 
TSO 
PO WEANS 
RES 
JES2 
JES3 

*Quiz 

LESSON 10: DATA FLOW THROUGH THE NETWORK 

Introduction 
Functional Layers (7) of Software 
Hardware Components 
Software Components 
Sessions 
Message Transformation 
Reminders 

LESSON 11: ADVANCED PROGRAM-TO-PROGRAM 
COMMUNICATIONS 

Emergence of APPC 
Processing Concepts 
PU 2.1 Connectivity 
LUlr.2 Software COmponents 
LU6.2 lnterprogram Characteristics 
LU6.2 Functional Software 
Conversation Functions 
Current LU6.2 Implementations 

*Quiz 

LESSON 12: NETWORK MANAGEMENT 

Introduction 
SNA CNM 
CNMA and CNMS Relationship 
NETVIEW 
NCCF 
NPDA 
TARA 
NLDM 
OCCF 
INFO/System 
LPDA 
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INTERFACING TO THE SNA ENVIRONMENT 

LESSON 13: SYSGEN OVERVIEW 

Introduction 
Installation 
Generation 
Linkage Editing 
Single Stage Gen 
Two Stage Gen 
Maintenance 

LESSON 14: ACF/NCP GENERATION 

Introduction 
NCP Network Information 
NCP Gen Process 
BUILD and HOST Macros 
GROUP Macro 
LINE Macro 
PU Macro 
LU Macro 
Goding Considerations 
Sample NCP Parameters 

*Quiz 

LESSON 15: ACF/VTAM GENERATION 

ACF/VfAM Installation Considerations 
Network Definitions 
VTAM Routing 
VTAM Session Related Tables 
NCP Definitions 
Switched Major Nodes 
Session Establishment 
Parameter Checklist 
Sample VT AM Parameters 

*Quiz 

LESSON 16: CICS GENERATION 

Introduction 
CICS Tables 
Terminal Control Table 
Sample TCT Entries 

*Quiz 
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INTERFACING TO THE SNA ENVIRONMENT 

LESSON 17: NCCF GENERATION 

Introduction 
NCCF Gen Statements 
Customizing NCCF 
Sample NCCF Parameters 

** Final 

APPENDICES 

Appendix A: System Generation Listings 

Appendix B: Glossary 
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LESSON 1: SNA OVERVIEW 

PURPOSE 
-

This lesson provides detailed information on the concepts of SNA. 

OBJECTIVES 

After completing this lesson the student will be able to: 

o Describe the physical flow of data through an SNA network. 

Q Define the terms end user, subarea, domain, and peripheral node. 

o List the three types of Network Addressable Units and responsibilities 
of each. 

o List the PU types and describe the responsibilities of each. 

o Describe the Path Control Network feature and its components. 

o Describe the reason for the development of SNA and use of SDLC. 

REFERENCES 

o Systems Network Architecture Concepts and Products IBM GC30-3072-0 

o Systems Network Architecture Technical Overview IBM GC30-3073-0 

o Systems Network Architecture - Introduction to Session Between Logical Units 
IBM GC20-1869-2 · 
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INTERFACING TO THE SNA ENVIRONMENT 

BATCH APPL 0 
p 

BATCH APPL s 
y 

BATCH APPL s 
T 
E 

BATCH APPL M 

EARLY COMPUTER SYSTEMS 

o Updating master file records continued to utilize the 
"batch method• of transaction input, using methods of 
established office clerical procedures before 
computers. 

o These earliest computers did not have the physical 
ports for link communications, nor did they possess 
software needed to communicate with remote sites. 

o The only extemal devices available were some type 
of peripheral storage device, such as disc or 
magnetic tape, for retention of company files and an 
operator's 1/0 console printer for conversation with 
the operating system. 

o Later, the systems console (i.e. CR1) would make Its 
appearance. 

COURSE NO. 669005 
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INTERFACING TO THE SNA ENVIRONMENT 

EARLY COMMUNICATIONS SYSTEMS 

o Before long, terminals at remote locations were able 
to perform REMOTE BATCH PROCESSING with a host 
processor. Transactions were collected at the 
remote site and transmitted at some convenient time 
of day across a communication link facility to the 
host where they were processed. 

o Next to evolve, was INTERACTIVE TRANSACTION PRO- -
CESSING whereby an operator would enter a 
transaction which was processed completely and the 
relevant file(s) dynamically updated. 

o These changes necessitated both hardware and soft­
ware changes to the systems: 

- an early hardware change was an early type of 
communications controller (i.e. IBM 270X) 
which contained adapters and a scanning device. 

- software changes required highly specialized 
application programs that included communica­
tion drivers for generating and preparing the 
data for transmission to a remote terminal. 

o Eventually, to eliminate duplication of 
communication Driver Software in each application 
program, this software was incorporated as a 
functioning part of the operating system. (i.e. 
BTAM) 

o To provide even more flexibility, TERMINAL CONTROL 
software was developed to act as an interface between 
network software and the user's program, both 
which resided in the host processor (i.e. CICS). 

COURSE NO. 669005 
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INTERFACING TO THE SNA ENVIRONMENT 

3270 
BSC 

0 
2704 

p 
TTY 

s 
TSO 

y 
s 
T 

3270 E 
M 

3704 
NCP 

3770 

o To isolate the more routine communication functions, 
a Front-end Processor (FEP) or Communications 
Controller was designed to store communication 
software that would handle such functions as 
polling, selecting, statistical gathering and error 
recovery for the distant network resources. 

o For the host to communicate with the FEP, an Access 
MethoctNas developed to perlorm specialized 
communication tasks to assist these software 
subsystems that actually handled the communication 
processing. 

o The Access Method supports and controls terminal 
traffic, message switching functions between 
terminals that need to communicate with each 
other, and controlling the flow of messages between 
the host and the FEP. 

o The Access Method controls the network's 
communication functions. 
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INTERFACING TO THE SNA ENVIRONMENT 

SNA MESSAGE FLOW 

R N I c 
E c M I 
s c s c 

F s 

VTAM 
SA-4 

OP SYS 

NCP 
SA-5 

NCP 

CLUSTER CLUSTER 

Message Flow Through Physical Components 

1. User enters data on remote peripheral device 

2. Data transmitted from peripheral device to 
Cluster Controller 

3. Data transmitted to Communications Controller 

4. Data transmitted to host 

5. Data is processed by application program in the 
host 

6. Data is returned to terminal via reverse path 

COURSE NO. 669005 
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INTERFACING TO THE SNA ENVIRONMENT 

Message Flow In Cluster Controller (programmable) 

1. Receives message from terminal 

2. Calls and sends data to appropriate subsystem 
program within Cluster Controller 

3. Formats message for transmission to host 

4. Sends message to Communications Controller 

5. Retums message to terminal via reverse path 

Message Flow In Cluster Controller (non-programmable) 

1. Receives message from terminal 

2. Passes message to Communications Controller 

3. Retums message to terminal via reverse path 

Message Flow In Communications Controller 

1. Receives message over SDLC link 

2. Checks addressing in message and modifies 
format of that address 

3. Passes message to channel interface 

4. Retums message via reverse path 

Message Flow In Host 

1. Message passes across the channel interface 
(Common Trunk) 

2. Operating system receives the message and passes It 
to the Access Method (AM) 

3. Access Method notifies the appropriate application 
subsystem 

4. Application subsystem calls in user's application 
program 

5. Data is processed by the user's program 

6. Processed message returns via reverse path 

CoURSE NO. 669005 
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INTERFACING TO THE SNA ENVIRONMENT 

END USERS 

The SNA architecture is the supporting framework for end­
users to send and receive data and other network 
transmissions through a network(s). 

o End-users may be: 

Terminal Operators 

- Applications (except Transaction Programs in APPC 

- 1/0 Devices 
discussed in Lesson 11) 

o End Users are not considered part of the SNA 
network, but merely take advantage of its services. 

o Neither are they defined anywhere in the SNA 
specifications. Therefore, end-users need some way 
to access the network. 

SNA 
NETWORK 

COURSE NO. 669005 (rev 1/91) 
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INTERFACING TO THE SNA ENVIRONMENT 

NETWORK ADDRESSABLE UNITS (NAUs) 

Network Addressable Units are the functioning 
entities in an SNA environment. 

They are the source and destination of all 
information flowing within the SNA network. 

There are three types of Network Addressable LI.pits: 

1. LOGICAL UNITS 

o Logical Units comprise software in the nodes and are 
a part of the defined network. They provide access 
to the network for end users. They allow users to 
take advantage of services provided by SNA. 

SNA 
NETWoRK 

o There may be one user per LU (ex: terminal) or multiple users 
per LU (ex: application subsystems or distributed processors). 

o Every LU has a network name and network address. The user 
knows the network name, but the SNA software converts that 
name into an address for network message routing purposes. 

o LUs can be temporarily connected (logically) to allow end­
users to excgange data. This connection is called a session. 

o The ultimate purpose of SNA is to allow end-users to connect 
and exchange data. All other procedures and network elements 
support this connection. · 

COURSE NO. 669005 (rev 1/91) 
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INTERFACING TO THE SNA ENVIRONMENT 

2. PHYSICAL UNITS 

o Physical Units (PUs) are also Network Addressable 
Units (NAUs.) 

o The PU is actually software in each node that 
provides services for that node and Its network 
resources (links, terminals, cluster controllers, 
communications controllers and hosts). 

o A node is characterized as either a communications 
or cluster controller where a single link terminates 
or where multiple links converge. 

o There are different types of PUs and they vary in 
their capabilities and responsibilities. The PUs 
are identified by the services which they perform 
and the number of devices that each can support. 

o The format of a message transmitting from node to node 
may change depending upon the type of Physical Unit 
through which is moves. 

o Five types of Physical Units have been identified. 

- PU-TS = Host processor (part of VTAM) 

- PU-T4 = Communications Controller (NCP) 

- PU-T2 = Cluster Controller or Distributed processor 

- PU-T2.1 = Distributed processors that may be 
directly connected together 

- PU-T1 = Single terminal without terminal 
controller or pre-SNA controller 

YTAlll 

EJ 
EJ 

HOST 

COURSE NO. 669005 
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INTERFACING TO THE SNA ENVIRONMENT 

3. SYSTEM SERVICES CONTROL POINT 

o System Services Control Point(SSCP) is also a 
NAU. 

o The SSCP which manages all or a portion of the SNA 
network is a part of the access method known as 
VTAM. 

o The network operator and certain programs can -
interface with the SSCP to manage the network 
(activate and deactivate devices, receive 
statistics, vary the network, etc.) 

VTAM 
-

i..-z._. 

COMMUNICATIONS CLUSTER rn 
• CONTROLLER CONTR OLLER 

HOST 

The SSCP performs the following functions: 

o manages the network resources in accordance with 
commands issued by the operator or programs. 

o coordinates session activation and deactivation 
between NAUs. (except in PU-T2.1 to PU-T2.1 
situations) 

o collects error statistics from PUs in its domain 

o transforms network names into network addresses 

o provides an interface for an operator to control 
and monitor the network 

qouRSE NO. 669005 (rev 1/91) 
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INTERFACING TO THE SNA ENVIRONMENT 

DOMAINS, SUBAREAS AND PERIPHERAL NODES 

.N J T c R N I c c E s I E c M I c s 0 c s c s c F 2 s F s 
VTAM ..... VTAM -

o A Subarea consists of either a Communications 
Controller and its attached devices (PU-T2, PU-T2.1, 
and PU-T1) or a Host processor and its channel­
attached devices. 

Each subarea incorporates a sophisticated "network 
address" scheme for purposes of message routing and 
address conversion. 

o Peripheral nodes are attached to subarea nodes, but 
may be peer attached to each other when implementing 
Advanced Program-to-Program (APPC) environments. 

Pre-APPC peripheral node's subarea identification 
will be included as part of the "network address". 

In comparision to subareas, the addressing scheme 
in peripheral nodes is less sophisticated and 
reflects a "local address" identifying the local 
device and has no message routing capabilities. 

o A Domain consists of all devices, subarea nodes 
and their attached peripheral nodes under the 
control of the one SSCP that was defined in the VT AM 
System Generation process. 

Networks may be of considered 'single-domain' or 
'multiple-domain', depending upon the number of 
SSCPs defined. 

COURSE NO. 669005 (rev 1/91) 
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INTERFACING TO THE SNA ENVIRONMENT 

NAUs and the Path Control Network 

Path Control Network component is composed of 
structures which provide for the transmitting of the 
information originating from the Network Addressable 
Units. 

Data Link Component 

o The . Patti Control Network utilizes the Data Link 
Control Components (DLC Driver) and protocols 
specific to that type of link being incorporated, 
(i.e. S/370 channel-interface, non-switched SDLC, 
switched SDLC). 

- the data link control components actually 
govern the message sequencing and error-free 
transmission of data over each link. 

- the components are: 

* primary link station which controls the 
transfer operations using SDLC commands 

* one or more secondary link stations which 
respond to the directions of the primary 

* the link itself that connects the two 
stations 

r----, 
llMoo~J-- MODEMl fSEc:oND"A'Rvl I PRIMARY I 

IUNK STATIONf I LINK . 

L----.J LST~~~~j 

NODE NODE 
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INTERFACING TO THE SNA ENVIRONMENT 

Path Control Network 

Path Control Components 

o Resident in all SNA nodes is the Path Control 
Component which serves many functions. Among these 
functions are: 

li!ii routing 

i!W network to local address conversion and 
vice versa 

o Some Path Control structures: 

- Transmission Group - one or more links, defined 
as a group between subarea nodes whose purpose 
is to evenly distribute traffic between the nodes 
and ensure continuing session activation in the 
event one link of the group fails. 

Explicit Route - the physical path between two 
end-to-end subarea nodes. A maximum of eight 
may be assigned. 

- Virtual Route - a 'logical path' between two 
end-users that permits the assigning of a 
transmission priority value to the traffic 
passing over a given explicit route. 

o Also, the term, Route Extension, which is that part 
of the overall path consisting of the final link 
between the boundary subarea and the peripheral 
nodes. 

'f(l1 

TG2 
v NCP 
T 

SM A NCP 
M SA2 

SA1 

NCP 
SA3 NCP 

SAS 
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INTERFACING TO THE SNA ENVIRONMENT 

WHYSNA? 

o To appreciate today's SNA, it would help to consider 
a few data communication-related problems that 
existed prior to 1974 when SNA was released by IBM: 

- there existed nearly 180 different products; 
30 access methods, and 30 different protocols 

- devices or terminals were assigned a 
permanent 'address' relative to the channel 
they were attached to (until reconfigured) 

- devices or terminals were allocated to a 
given application program until that pro~ram 
ceased executing, and each program required 
Its own dedicated set of terminals and devices 

- re-configuration was time-consuming and 
inflexible 

- only terminals and devices that were in the 
same product family and performed similar 
function could be attached to the same 
telecommunication line 

- inability to concentrate multiple lines from 
remote sites into a single 'trunk' 

- remote communication controllers non-existent 
' 

- all data communications control software was 
performed in the host computer 

AND SO ••• 

o SNA became IBM's corporate approach and marketing 
tool. 

o It was an early attempt at distributive processing 
outside of the host. 

o SNA Is a set of specifications or architecture 
designed to be efficient, effortless, cost 
effective, reliable, provide a method of 
transmitting data through a network and for 
controlling the network's resources. 

COURSE NO. 669005 
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INTERFACING TO THE SNA ENVIRONMENT 

WHY SDLC 

o As mentioned earlier, there existed many divergent 
link protocols within the computer industry that 
supported only a particular product. 

o SDLC was to provide for the orderly transfer of data 
by means of addressing, controlling flow, error 
detection and recovery and no loss of data. 

o SDLC permitted messages to flow in both directions; 
from the host to the secondary, and vice versa. 

o It provides high throughput relative to line 
capacity by reducing the number of transmissions, 
especially acknowledgements, and the elimination of 
control characters. 

o Prevents duplicate messages and congestion from 
occurring. 

o Supports half and full duplex transmission modes; 
point-to-point and multiple-point configurations. 

o SDLC is independent of the products or devices that 
are incorportated into the network. 

o With SDLC, there was the ability to maintain seven 
outstanding frames on the link before an 
acknowledgement was required, thus reducing the 
number of transmissions (or 127 frames outstanding 
if using the Extended Mode). 

o The Control field of the link header can identify 

a Supervisory frame 
an Unnumbered frame 

an Information frame 

format for purposes of link transmission and frame 
sequence error-checking. 

o As a bit-oriented protocol, the length of the frame 
could be of any length and was not encumbered with 
multiple control characters. 

COURSE NO. 669005 (rev 1/91) 
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INTERFACING TO THE SNA ENVIRONMENT OVERVIEW 
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INTERFACING TO THE SNA ENVIRONMENT 

REVIEW LESSON 1 

OVERVIEW 

Identify the component which the question best describes: 

1. Permits the network operator to monitor and control the overall 
network. 

2. Provides end-user access to the SNA network for the purpose of 
transmitting data. 

3. Controls all or a portion of a domain. 

4. Provides the means for assigning a priority of data being 
transferred over an Explicit Rooute. 

5.. Provides the functions of an interface between the application 
subsystems in the Host and the remote network operations. 

6. Displays and/or stores statistical information gathered from 
remote physical units upon the request of a network operator. 

7. Identify the Network Addressable Units. 

8. An end-user may be described as either: 

Circle the proper True/False answer for the questions below: 

9. T F Peripheral nodes may be attached to a PU-T2/2.1, PU-T4 or 
PU-TS node and route messages from subarea node to subarea 
node through the network. 

6. T F Subarea nodes may be attached to PU-T2/2/1, PU-T4 or PU-TS 
nodes and use a local addressing scheme to identify the 
source and destination of the data. 

7. T F A domain consists of all· hardware, communication nodes, 
logical units, physical units and multiple SSCPs. 
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INTERFACING TO THE SNA ENVIRONMENT OVERVIEW 

a. Below are 15 definitions. Read each numbered question, 
determine the correct answer, then write the answer by the 
diagram's corresponding circled number. 

1. Operators, programs or 1/0 devices that send and receive data 
through the network. 

2. The architecture which describes the formats, protocols, and 
procedures for transmitting informiUion through a network. 

3. Three examples of end-users. 

4. The term referring to Logical Units, Physical Units, and SSCP. 

5. The protocol feature responsible for routing and linking the 
Network Addressable Units (NAUs) together. 

6. The Path Control Network components responsible for 
transferring data between adjacent nodes via some type of link 
protocol. 

7. Path Control Network components responsible for routing 
data between nodes across some type of link. 

8. The three Path Control Component Items. 

9. The three Data Link Component Items. 

1 O. Identify the three Network Addressable Units. 

11. A term describing a processor where a single link connection or 
multiple links may converge. 

12. A term describing a host or communications controller which 
utilizes a network addressing scheme for routing messages. 

13. A term describing a node attached to subarea node or to a similar 
peer node which utilizes a local addressing scheme. 

14. The Physical Unit numerical designation types associated with 
this type of node. 

15. Network Addressable Units which may reside in this particular 
node. 

COURSE NO. 669005 (rev 5/93) 
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INTERFACING TO THE SNA ENVIRONMENT OVERVIEW 

SNA COMPOSITE DIAGRAM 
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LESSON 2: SNA DATA FLOW 

PURPOSE 

This lesson describes the flow of data and control information through an SNA 
network. 

OBJECTIVES 

After completing this lesson the student will be able to: 

o Describe the different fields that comprise an SDLC frame. 

o. Describe the different levels of message acknowledgement. 

o Describe the different types of request responses. 

o Describe the three transmission modes. 

o Define a chain and describe when a chain is used. 

o Define segmentation and when It is used. 

o Describe when and how bracket protocol is utilized. 

o Define pacing and describe when pacing is used. 

o List the different types of FIDs and identify when each would be used. 

REFERENCES 

o System Network Architecture Concepts and Products, IBM GC30-3072-0 

o Systems Network Architecture - Introduction to Sessions Between Logical 
Units, IBM GC20-1869-2 
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INTERFACING TO THE SNA ENVIRONMENT 

MESSAGE FORMATS ,~Ct''t ~ 
~N .. C r-r· 

I I O*~ 

LH -----T-H~~...__R_H__.~~-W-------L-T__. 

RU = RequesVResponse Unit 

May include data, DIU, FM headers, string control 
bytes, device control characters; response to 
request unit, or sense data. May be any length. 

RH = RequesVResponse Header 

Involves RequesVResponse Indicator, RU category, 
format indicator (whether FM headers are present 
in RU or not), bracket indicators, chain 
indicators, change direction indicator, response 
indicators, sense data indicator, and pacing 
indicator. Length is three bytes. 

TH = Transmission Header 

Indicates Format Indicator (FID) type, sender's 
address, receiver's address, and sequence number 
of message. Length depends on FID type and may be 
from two bytes to 26 bytes in length. 

PIU = Path Information Unit 

Combination of TH + RH + RU 

LH = Link Header 

Includes DLC fla~. secondary link station address, 
control field (1.e., type of frame, poll/final 
bit, and frame count). Length is three or four bytes. 

LT = Includes Frame check sequence (FCS), DLC flag. 
Length is three bytes. 

BLU = Basic Link Unit 

Includes DLC header and trailer + PIU 

BTU = Basic Transmission Unit 

Involves one or more PIUs 

COURSE NO. 669005 
/ 

SNA DATA FLOW 

PAGE 2.2 



INTERFACING TO THE SNA ENVIRONMENT 

DATA FLOW 

In an SNA network, data flow is controlled by several 
different software layers. The DATA LINK LAYER in each 
node actually controls the flow from one node to the 
adjacent node. 

If appropriate, the Cluster Controller polls each_ of 
its terminals. 

The Communications Controller polls each · of its 
attached Cluster Controllers and any adjacent 
Communications Controllers. 

The DLC Communications Drivers perform polling services 
for the peripheral devices in the network. A message 
sent from a terminal to an application in the Host may 
have required three or more "polls" and received three 
o.r more acknowledgements. 

SNA DATA FLOW 

HOST COMMUNICATION CLUSTER TERMINAL 
CONTROLLER CONTROLLER 
RR ---------------> 
<------------------ NO DATA 

RR ---------> 
<------------- DATA 

RR ---------> 
RR - -- - - - - - --·- - --- -> 
<------------------ DATA 
RR ----------------> 

READ ------------> 
<---·---·---·--- DATA 
ACK -------··----> 

MESSAGE TRANSFER AT DATA LINK CONTROL LAYER 
(with polls) 
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INTERFACING TO THE SNA ENVIRONMENT 

DATA FLOW CONT'D 

Once the message has been successfully received by the 
Data Link Layer, it may have to be acknowledged by a 
higher layer. 

It is this second acknowledgement of SNA which ensures 
"end-to-end delivery" of all messages. The APPLICATION 
LA YER receiving a request unit, will prepare a response 
unit indicating that the message was received correctly 
or was unacceptable. 

This message acknowled~ement at the Application Layer 
is returned through different SNA layers until it 
reaches the Data Link layer. The Data Link layer is 
unaware of the contents of the message. It treats this 
response as a message and passes the response across 
all of the links, with link acknowledgements occurring 
as necessary. 

The need for a response on the link level is indicated 
in the Link Header. 

The need for a response on the Application level is 
indicated in the Request Header. 

HOST COMMUNICATIONS CLUSTER TERMINAL 
CONTROLLER CONTROLLER 

<-------------- DATA 
RR ------------> 

<------------ DATA 
RR ----------> 

<·----------- DATA 
ACK ---------> 

RESPONSE ----> 
<·····--·- ACK 

RESPONSE -------> 
<···--------· RR 

REQUEST AND RESPONSE TRANSFER (Withoutpolls) 

At this point the host could answer the terminal's 
"request° by transmmltting a reply, using another 
"request" message to do so. 
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INTERFACING TO THE SNA ENVIRONMENT SNA DATA FLOW 

APPLICATION LEVEL RESPONSE TYPES (RESPONSE PROTOCOLS) 

There are three response protocols: 

o Definite response (ORI) 

o Exception response (ERi) 

o No response 

With definite response, the receiver must respond 
whether the PIU is correct or incorrect. 

With exception response, the receiver will only respond 
to those PIUs that were incorrect. 

With no response, the receiver will not respond. 

It is possible to have a combination of definite and 
exception responses occurring during message exchanges. 

The type of response protocol required for each request 
(message) is maintained with a combination of bits in 
the Request Header. 

The type of responses permitted in a session is 
determined when the BIND command is issued during 
session establishment. 
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INTERFACING TO THE SNA ENVIRONMENT 

TRANSMISSION MODES 

Transmission modes reference how the LUs in a session 
know when to SEND and when to RECEIVE. Three modes 
have been defined in SNA. The transmission mode is 
identified during the session establishment. 

o Full Duplex 
o Half-Duplex Contention 
o Half-Duplex Flip-Flop 

Full duplex mode implies both session partners may send 
and receive t the same time. Neither partner Is 
required to ask permission of the other before 
transmitting data. 

PARTNER A 

(sending data) 
----------------·--> 
---------------> 

<-------------------- --·----­
<--------------------------------­<--------------------
(receiving data) 

PARTNER B 

(receiving data) 

(sending data) 

Half-duplex contention mode implies only one session 
partner may SEND at a time. Whenever either LU has 
data to send, it simply transmits the message. 

If both attempt to transmit simultaneously, one of the 
LUs will quit sending. Parameters In the BIND command 
determine which LU will be the WINNER in a contention 
situation, and which LU will be the LOSER. 

Once one of the LUs is sending a message, it retains 
control until the entire message is sent, which may 
consist of one or more RUs. At this point, the two 
LUs are once again in contention, and either one may 
attempt to send an RU. 

p AR.TNEB. A PARTNER B 

DATA ----------------------------------> 
DATA ----------------------------------> 

SNA DATA FLOW 

(loser) DATA ----·----> <----------------------- DATA (winner) 
<---------------------------------- DATA 

DATA ----------------------------------> 
DATA ----------------------------------> 
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INTERFACING TO THE SNA ENVIRONMENT 

TRANSMISSION MODES CONT'D 

Half-duplex flip-flop mode implies only one session 
partner may SEND at a time. The partners simply 
alternate sending messages. This is the most 
frequently used transmission mode. 

Protocols for the LU which is sending or receiving is 
controlled with a bit in the RH called the Change 
Direction Indicator (COi). 

After one LU is through transmitting, It turns "on" the 
COi in the last request it is sending. This signals 
the other LU that it may begin transmitting a request. 

PARTNER A PARTNER B 
<----------------------- DATA 
<----------------------- DATA 
<----------------------- DATA,CDI 

DATA --------------------------> 
DATA,CDI -------·--------------> 

<----------------·------- DATA 
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INTERFACING TO THE SNA ENVIRONMENT 

CHAINS 

A chain is composed of one or more requests that are 
considered part of the same message. Chains are used 
to prevent the overflow of the sender's or receiver's 
logical buffers. 

The maximum size of an RU is specified in the BIND 
command. Often, the request that an end-user wishes.. to 
send is larger than the maximum RU size of either the 
sender or the receiver. 

The sending LU can divide the larger RU into multiple 
RUs for transmission to the receiving LU. Chaining is 
maintained from LU to LU or end-to-end. 

Two indicators are set in the RH implying that a chain 
is beginning (BC) or ending (EC). If neither indicator 
is set, the RU is in the middle of a chain. 

A chain may consist of only one RU. Both the BC and EC 
indicators will be set on in that situation and the 
meaning is only in chain. 

However, if one request in the chain is received 
incorrectly (by the Application Layer) the entire 
chain is retransmitted, beginning with the first 
request message. 

Responses to chains are usually accomplished with a 
combination of exception responses and definite 
responses. The final RU in the chain would require 
definite response. All others would require only 
exception response. 

TERMINAL CLUSTER HOST 
-----------------------> 

(message 1920 bytes) 

BC,DRI,ERl,DATAl ---------> 

DRI,ERI,DATA2 ---------> 
DRI,ERI,DATA3 ---------> 

EC,DRI, ,DATAX ---------> 

<---------------------- + RSP 
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INTERFACING TO THE SNA ENVIRONMENT 

SEGMENTATION 

Different products have varying maximum physical buffer 
size limitations. As such, segmentation 1s used to 
prevent the overflow of an adjacent receiving node's 
buffers. Segmentation occurs on a link basis between 
adjacent nodes. 

The maximum size that an adjacent node can receive is 
specified in the sender's NCP GEN. 

If the request to be sent is larger than that which the 
adjacent node can receive, the RU will be divided into 
multiple smaller segments and transmitted individually. 
The receiving node will re-assemble the segments to the 
original RU size, then check that the next node can 
receive that RU. 

A combination of two bit settings in the TH will 
indicate first segment (FS) or last segment (LS). If 
neither of the bits are set, this implies middle 
segment (MS). In the event there is only a single 
segment, then both bits would be set. 

Only the first segment will contain an RH. The 
subsequent segments will only consist of a TH and RU • 

....__ _ __.~ 1~1-1 -1~ 
COMMUNICATIONS 

CONTROLLER 

... 
I'" I""' 
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INTERFACING TO THE SNA ENVIRONMENT 

BRACKET PROTOCOL 

Multiple chains or multiple RUs (if chains are not 
used) may be grouped together and are called brackets. 
The bracket defines a single unit of work (i.e., a 
transaction). When bracket protocol is used, then all 
data RUs must be within brackets. 

Brackets are used to prevent unrelated requests or 
responses from appearing within the processing of a 
session transaction (i.e. printer or database update). 

The BIND command identifies whether brackets will be 
used and who can start or end a bracket. The FIRST 
SPEAKER and BIDDER will be identified. 

Bit indicators are set in the RH identifying the 
beginning (BB), middle (MB), and end of a bracket (EB), 
or only bracket (OB). 

The FIRST SPEAKER may begin a bracket any time THE 
BIDDER is not transmitting. 

BIDDER FIRST SPEAKER 
<-------------~------------------ BB,BC,DRI,ERI, ,data 
<-------------------------------- DRI,ERI, ,data 
<-------------------------------- EC,DRI, ,CDI,data 

+RSP --------------------------------------> 
BC,DRI,ERI, ,data -----------------------> 
EC,DRI,ERl,CDI,data -----------------------> 

<-------------------------------- BC,DRI,ERI, ,data 
<-------------------------------- DRI,ERI, ,data 
<-------------------------------- EC,DRI, ,CDI,data 

+RSP ---------------------------------> 
EB,BC,DRI,ERI, 

DRI,ERI, 
EC,DRI,ERl, 

,data --------------------> 
,data --------------------> 
,data --------------------> 

<------------------------------------ -RSP 

CoURSE NO. 669005 (rev 1/91) 
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INTERFACING TO THE SNA ENVIRONMENT 

The BIDDER has two optional protocol techniques that 
may be used to seek permission to transmit. 

~m BID Command 

r:m Implied BID 

BID Command 

The BIDDER may ask permission by sending first a BID 
command. The FIRST SPEAKER may accept or reject the 
BID. 

BIDDER 

EXAMPLE OF BID COMMAND 

FIRST SPEAKER 
BID -----------------------------------> 

<---------------------------------- -RSP 
<---------------------------------- RTR 

+RSP ----------------------------------> 
BB,BC,DRI,ERI, ,data -------------------> 

DRI,ERI, ,data -------------------> 
messages continue ... 

Implied BID 

Or optionally, the BIDDER may simply begin transmitting 
the first request and also set the bits "on• to indicate 
BEGIN BRACKET in the request header. 

This is referred to as an "Implied bid•. 

The last RU of the first chain must ask for a Definite 
Response. This permits the FIRST SPEAKER the 
opportunity to either accept or reject the implied bid. 

EXAMPLE OF IMPLIED BID 

BIDDER FIRST SPEAKER 
BB,BC,DRI,ERI, ,data --------------------> 

DRI,ERI, ,data --------------------> 
EC,DRI, , ,data --------------------> 

<--·----------------------------- +RSP 
BC,DRI,ERI, ,data --------------------> 
EC,DRI,ERI, data --------------------> 

EB , BC , DR! , ER! , data - - - - - - - - - - - - - - - - - - - -> 
EC,DRI,ERI, ,data --------------------> 
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INTERFACING TO THE SNA ENVIRONMENT 

PACING 

Pacing is an SNA technique allowing the component 
receiving data to reQulate the rate at which data is 
transmitted to It. This prevents the PLU from sendin~ 
PIUs into the network faster than the NCP can transmit 
them or faster than the SLU itself can process the data. 

Pacing may occur between the Host and Communications-­
Controller or between the Communications Controller and 
the Cluster Controllers. 

Pacing values are defined through parameter statements 
during the Sysgen process. These parameters may be 
associated with the LU definitions in either the VT AM 
or NCP gen listings or in the Logon Mode Table in VTAM. 

~ H H_ 
.___HOIT _ ___. ====- ~ ~ 

VPACING - the parameter in VTAM or NCP that indicates 
the number of requests that may be sent between 
the PLU and the Communications Controller, before 
a pacing response is anticipated. The value may 
be zero through 63. 

PACING -the parameter in VTAM or NCP that species flow 
of data pacing from an NCP boundary node to a 
peripheral node. The value may be zero through 
63. 

LOGON MODE TABLE - under certain conditions, the PLU 
and SLU (at BIND time) may override the VPACING 
or PACING values. It may indicate no pacing is to 
be implemented (unlimited RUs). 

PSNDPAC - primary send pacing count 
SRCVPAC - secondary receive pacing count 
SSNDPAC - secondary send pacing count 

This means that an SLU could have different pacing 
values depending on which application subsystem it is 
in session with at that time. 
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INTERFACING TO THE SNA ENVIRONMENT 

TRANSMISSION HEADER 

FORMAT IDENTIFICATION 

The Transmission Header consists of control information 
that is created and used by Path Control to route the 
messages and control their flow within the network. 

SNA PIUs are classffied according to where they occur 
as they travel through the network. This 
classffication is called Format Identification or FID 
type. 

The type of FID is identffied by Path Control in the 
first field of the Transmission Header. This is used 
by the receiving Path Control to Identify the length of 
the Transmission Header (2-26 bytes) and determine the 
format of its fields. 

Six different types of FIDs have been identffied: 

FIDO identifies messages to or from 3270 BSC devices 
that move between subareas when either or both do 
not support Explicit and Virtual route protocol. 
(16 bits for network address). 

0 t 2 3 4 5 
' 7 

SEOUENCI 
NUMllER 

FIELD 

I I 

DATA 
COUNT 
FELD 

FID1 identffies messagesto and from SNA devices 
moving between subarea nodes when either or both 
nodes do not support the Explicit route and 
Virtual route protocols. (16 bits for network 
address) 

0 1 2 3 4 5 I 7 I • 
I 1 l 
r DESTINATION ORIGIN llQUl!NCE DATA 

ADDllEIS ADDllllS NUMIEfl COUNT 
l'lELD l'lELD FIELD FIELD 
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INTERFACING TO THE SNA ENVIRONMENT 

FID2 identifies messages between a subarea node and a 
PU-T2 peripheral node or between two PU T2.1 
nodes. (8 bits for local address) -

0 1 2 3 4 5 

J 2 j I I I 
r~ I ORI~ I SEQUENCE 

ADDRESS NUMllER 
FIELD FIELD 

DESTINATION 
ADDRESS 

FIELD 

FID3 identifies messages between a subarea node and a 
PU-T1 peripheral node. (6 bits for local address) 

0 1 

ED 
F l?el 

FID4 identifies messages between subarea nodes when 
both nodes support Explicit route and Virtual 

· routes. (48 bits for network address) 

0 

8 

16 17 

1 2 

9 10 

DESTINA T10N 
-..REA 

FIELD 

18 19 

DESTINATION 
ELEMENT 

FIELD 

CO~RSE NO. 669005 

3 4 

11 12 

20 21 

ORIGIN 
ELEM!NT 

FIELD 

5 I 

13 14 

22 23 

SEQUENCE 
NUMBER 

FIELD 

7 

I 
15 

I 
24 25 

DATA 
COUNT 
FIELD 
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INTERFACING TO THE SNA ENVIRONMENT 

FIDF identifies messages containing special commands 
for Transmission Group control (sequencing) that 
are sent between subarea nodes that support 
Explicit and Virtual route protocol. 

0 1 2 3 

I I I 
Fl 

4 5 

---
6-23 

I I 
24 25 

DATA -l'llUI 

The Transmission Header of a PIU will alter its 
field formats as It moves through the network 
from node to node. 

PUTS COMMUNICATIONS COMMUNICATIONS 

HOST 

COURSE NO. 669005 

CONTROLLER CONTROLLER 
PUT4 

PUT1 PUT2 

PUT4 

3270 
BSC 
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INTERFACING TO THE SNA ENVIRONMENT SNA DATA FLOW 

CHAINING EXAMPLE (TOWER) 

Si:C•005bt TYPE~~uoo INPUT, ORVR STAT•OOOO, Tue Jan z (; 07: 5 J I 1 7 l98b 
Ll1 · D,-..F OAF $F Re(i $~ 

0000: C7 OA 0 .Zc OC Olt Cl 00 oq 138'2 91 00 F5 Cb 11 IJB E7 
u SO .. NUL RLF STX j NUL 5 F DCl u x 

0010: 13 11 ltO 58 10 EB C5 E7 E3 C5 05 C4 C5 Cit 40 CB 
T~ DCl ~ IGS y E x T e N D E 0 H 

ouzo: CC? C7 CB l>3 C9 C7 CB E3 C9 05 C7 ltO E3 C5 EZ E3 

I G H L I G H T I N G T E s T 
0030: 11 C2 E3 10 bO Cb Db E4 09 'tO Cb C9 C5 03 C4 E2 

DCl B T IGS F 0 u R F I E L D s 
0040: it 0 Cl 09 cs 't 0 Cit C9 E2 07 03 Cl ES C5 c 't 40 CZ 

A R E 0 I s p L A y E 0 8 
0050: cs 03 Db Eb 'tB 11 C3 cs 10 bO 

E L 0 " . • DCl c E IGS 

SEC•OOSbt TYPE•GOOO INPUT, ORVR STAT•OOOO, Tue Jan 2 t; 07: s i: l 7 1988 

0000: cs Cl C3 ca 'tO Cb C9 C5 [13 C4 4 0 ce Cl E2 'tO Cl 
E A c H F I E L 0 H A s A 

0010: OS 40 cs E7 E3 C5 05. C4 C5 C4 4 0 ce C9 C7 CB 03 
N E x T E N 0 E 0 H I G H L 

0020: C9 C7 C8 E3 C9 05 C7 ll . c. 3 F3 10 bO C6 C5 Cl E3 
I G H T I N G OCl c 3 IGS F E A T 

0030: E: 4 09 C5 48 40 C5 Cl C3 C8 4 0 Cb C9 C5 03 C4 ltO 
u R E • E A c H F I E L 0 

0040: C9 E2 4 0 C9 C4 C5 05 E3 C9 C6 C9 C5 Cit ltO Cl E2 
I s I 0 E N T I F I E D A s 

0050: 40 E3 06 10 60 E6 CB C9 C3 C8 
T c IGS w H I c H 

SEC•OC5bt TYPE•GCOO INPUT, DRVR STAT•OOOO, Tue Jan 2 (; 07: 5 i: 1 7 1988 

0000: 40 C5 E7 E3 cs 05 Cit C5 Cit 40 CB C9 C7 CB 03 C9 
E x T E N D E D H I G H L I 

0010: C7 CB E3 C9 05 C7 40 11 C5 C3 10 bO Cb C5 Cl E3 
G H T I N G DCl E c IGS F E A T 

oc20: E4 09 cs 40 E3 CB Cl E3 4 0 Cb C9 C5 03 Cit 40 C9 
u R E T H A T F I E L D I 

0030: E2 "tO E2 E It 07 07 D6 E2 C5 Cit 40 E3 Db 40 CB Cl 
s s u p p 0 s E D T 0 H A 

OOitO: ES cs it a 11 cs t.iD 10 bO C5 Cl C3 ce 
v ·e • CCl E I GS E A c H 
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INTERFACING TO THE SNA ENVIRONMENT SNA DATA FLOW 

~t.O=OObO, TYPE:=GuOl.J CUTF'L..T, Df.!H. STATo:OOOO, Tue Jan Lt. 07:,1:111 lCHHl 

ouoo: C7 01 
G J 

SE:C=OUtil, TYPE=GuOLl 1Jl;PU1, Uf.! vi:: STAT•00006:i Tue Jan 2t: 07:51:1q lC,}Bb 
i..H h~ "'c ;e. -p--i; 

occo: C7 zc 4: c {) c 04 Cl 00 OA UO 111 00 l>b 4C C2 C5 40 
G 2 2 NUL PF s ll t- l~UL SMM NUL j NUL 0 6 E 

ou10: E 5 cs 09 CC? Cb cq C5 C4 11 Cb 03 10 bO E3 ce Cl 
v E R I F I E 0 DC 1 F L IGS T H A 

0020: E3 40 C9 E3 40 C9 E2 'f 0 C4 cq E2 07 03 Cl E: B C5 
T I T I s 0 l s p L A y E 

0030: C4 40 Et> cq E3 CB 40 E3 CB C5 40 C3 l>b uq ()q C5 
0 "' I T H T H E c 0 R R E 

0040: C3 E3 11 Cb 7A 10 bO C6 C9 C7 CB 03 cq C7 CB E3 
c T OCl F IGS H I G H L I G H T 

oos·c: cq C5 C7 40 ·Cb C5 Cl E3 E4 I) 9 
I N G F E A T u R 

SEO=OOol, TYPE=GUOO !~PUT, DRVR STAT=oooo, Tue Jan 2t 07:51:19 1988 

0000: C5 4B 40 C9 Co 40 E3 CB C5 40 Cb C9 C5 03 C4 E2 
E • I F T H E F I E L D s 

0010: 11 C7 E3 10 bO Cl 09 cs 40 C4 C9 E2 D7 03 Cl E8 
DCl G T IGS A R E D I s p L A y 

0020: C5 C4 40 Eb C9 E3 CB 40 E3 CB cs 40 C3 Db 09 09 
E D w I T H T H E c 0 R R 

0030: C5 C3 E3 40 CB C9 C7 C8 03 C9 C7 CB E3 C9 [) s C7 
E c T H I G r L I G H T I N G 

0040: 10 bO E3 ce. C5 DS 40 07 09 C5 E2 E2 40 E3 CB C5 
IGS T H E N p R E s s T H E 

0050: 40 07 Cb Fl 40 [;2 cs EB 48 40 
p F l K E y • 

SEC=OOblt TYPEaGOOO INPUT, ORVR STATaoooo, Tue Jan 2t 01:s1:i9 l'18B 

ocoo: C9 Cb 11 CB F3 10 bO E3 ce cs 40 Cb C9 cs 03 C4 
I F DCl H 3 I<..S T 11 E F 1 E L 0 

0010: E2 It 0 Cl 09 C5 40 05 Db E3 It c c It C9 E2 07 [)3 Cl 
s A R E N 0 T D I s p L A 

0020: EB C5 C4 40 C3 06 U9 09 C5 C3 E3 03 EB ll C9 5B 
y E D c 0 R R E c T L y DCl I s 

0030: 10 60 E3 CB C5 OS 't 0 07 09 C5 E2 E2 40 E3 C8 C5 
IGS T H E N p R E s s T H E 

OO'tO: It 0 07 Cb F2 't 0 uz cs EB 4b 40 ll 't B 
p F 2 K E y • OCl • 
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INTERFACING TO THE SNA ENVIRONMENT SNA DATA FLOW 

SEGMENTATION EXAMPLE (7950) 

.lEC•OObbt TYPE•GOOD OUTPUTt ORVR STAT•OOOO, Tue Jan 26 07:51:21 1988 

0000: C7 Fl 
G l 

SEC=00b7t TYPE=GOOD INPUT, ORVR STAT•OOOO, '1/.-Tue Jan Zb 07:51:21 1988 
t. li ~~ 

M"4 Ci et. pr. 
0000: C7 4 E oc 04 01 00 08 01 91 00 03 C4 40 CB Cl 

G + 2C NUL PF set- NUL v OH NUL L 0 H A 
0010: E2 40 05 Ob 40 cs E7 E3 C5 05 C4 cs C4 40 CB C9 

s N 0 E x T E N 0 E 0 H I 
0020: C7 CB 03 C9 C7 ca E3 C9 OS C7 'tB 11 'tO F3 10 FO 

G H L I G H T I N G • OCl ( 3 IGS 0 
0030: E3 ca C9 E2 'tO Cb C9 cs 03 C4 'tO C9 E2 40 09 cs 

T H I s F I E L 0 I s R E 
0040: ES cs 09 E2 cs 40 ES C9 C4 cs 06 48 lC bO 11 50 

v E R s E v I 0 E 0 • IGS - OCl t 
ooso: 03 10 bO E3 ca C9 E2 "0 Cb C9 

L IGS T H I s F I 

SEC=OOb7, TYPE=GOOO INPUT, ORVR STAT•OOOO, Tue Jan 26 01:s1:21 1988 

0000: cs 03 C4 "0 C9 EZ 40 CZ 03 C9 05 02 C9 05 C7 't8 
E L 0 I s 8 L I N K I N G • . . . 

0010: 10 bO ll 02 F3 10 60 E3 CB C9 E2 40 Cb C9 C5 03. 
IGS - DCl K 3 IGS T H I s F I E L 

oozo: C4 "0 C9 E2 40 E4 05 C4 cs 09 E2 C3 Db 09 C5 C4 
D I s u N D E R s c 0 R E 0 

0030: 48 lC bO ll 07 F3 10 EB 07 09 C5 E2 E2 40 07 Cb 
• IGS - DCl p 3 lGS y p R E s s p F 

0040: Fl 40 C9 Cb 40 C4 Cl E3 Cl 40 C9 E2 40 C3 Db 09 
l I F 0 A T A I s c 0 R 

0050: 09 cs C3 E3 40 07 Cb F2 40 C9 
R E c T p F 2 I 

SEC•OOb7, TYPE•GQOD INPUT, ORVR STAT•OOOO, Tue Jan Zb 01:51:21 1988 

0000: Cb 'tO cq 05 C3 Db 09 09 cs C3 E3 'tO 40 40 11 08 
F I N c 0 R R E c T DCl a 

0010: Ee lD 40 40 lD 60 
w IGS IGS 

SEO=OObB, TYPE=GCOD INPUT, CRVR STAT•OOOO, Tue Jan Zb 07:51:21 l9BB 

0000: C7 51 
G 51 

,. 
I 
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INTERFACING TO THE SNA ENVIRONMENT SNA DATA FLOW 

NCH HOST LINK DATA CAF'TUr~E 

~e of 7 1719 : 6B7<hex> bytes caF•t ur ed. 

-0 -1 -2 -3 -4 -s -6 -7 -8 -9 -A -B -c -D -E -F 01234S6789ABCDEF 

)0) C2 F1 C2 71 C2 F1 C2 71 C2 F1 C2 71 C2 F1 C2 71 *B1B.B1B.B1B.B1B.¥ 

i0) C2 F1 C2 71 C2 F1 C2 71 C2 F1 C2 71 C2 F1 C2 71 *B1B.B1B.B1B.B1B.* 

~0) C2 F1 C2 71 C2 F1 C2 71 C2 F1 C2 71 C2 F1 C2 71 *B1B.B1B.B1B.B1B.• 
D"F ~F s~ #-

BB Rrq DU Ct>I 
~0) C2 F1 C2 7E 2C 00 01 02 00 02 03 80 A0 7D SC F2 *B1B= • •••••••• '*2* 

L RH 
l0) 4 1 sc·F0 81 82 C2 11 C2 71 C2 11 C2 71 C2 11 C2 *•*0abB.B.B.B.B.B* 

>0) 71 C2 11 C2 71 C2 1 1 C2 71 C2 1 1 C2 71 lz.2 e6~C *.B.B.B.B.B.B.B •• * 
SEQ#' RSP + 

)0) 00 02 01 00 02 83 A0 00 C2 08 2C 00 02 (:) 1 00 07 *• •••• c •• B ......... tr-
Uf ~ ~ 

r0> 
103 ~ ~~IF1 40 11 40 7B F1 F1 61 F2 F1 61 FB F6 *·a 1 . ¢11/21/86* 

RH l'-
J0) 40 F0 F8 7A F2 F9 7A F4 FS 1D 60 40 40 40 11 SB * 08:29:48.- .$* 

~0) E9 3C SC 6F 00 11 SB E9 40 11 C1 4D 40 40 40 C2 *Z.*? •• $Z .A< B* 
RSP IP~ 

~0) 11 C2 B1 C2 11 A0 2C 00 01 02 00 83 01 00 *.B.B.B .••.... c .. * 
Sf 

~0) C2 B2 2C 00 01 02 00 07 I 03 80 00lc2 C2 B1. C2 *B ••••••• c •• B.B.B* 
L ~ ~-EC?# RH +tsr 

:0> S1 C2 B1 C2 ~tr li B1 C2 S1 C2 B1 C2 4A 2C 00 02 •.B.B.B.B.B.B¢ ••• * 
rcq ct ~s1 F1 

L T 
)0) 01 C2 11 40 7B F1 F1 61 F2 F1 *· ••• a<1B. ¢11/21* 00 08.03 

SEQ# RI! 
~0) 61 FS F6 40 F0 FB 7A F2 F9 7A FS F0 11> 60 40 40 •186 08:29:50.- * 

~0 > 40 11 D7 F0 3C D9 40 00 11 D7 F0 1D 60 SC 40 D5 * • F'0. R •• F'0.-* N* 
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INTERFACING TO THE SNA ENVIRONMENT 

NCR HOST LINK DATA CAPTURE 

r·a9e 2 of 7 1719 : 6B7<hex> bytes captured. 

-0 -1 -2 -3 -4 -s -6 -7 

100) C3 C3 C6 F2 40 40 40 40 

110) 00 11 D9 40 1D 60 C3 40 

120) 40 E3 CS CS 40 C6 D6 D3 

130> D9 CS 40 C1 C2 C2 D9 CS 

140) 40 C6 D6 D9 40 D5 C3 C3 

150> C1 ·04 40 C3 D6 D4 D4 C1 

160) SB 60 00 11 SA 50 1D 60 

170) 40 40 40 40 40 40 40 40 

180) 40 40 40 40 40 40 40 40 

190> ES C9 C1 E3 C9 D6 DS 11 

1A0> SC SC SC 11 SB 61 6F 6F 

1 B0> 

1 C0) 

1D0> 

1E0> 

1F0> 

COl1RSE NO. 669005 

-8 -9 -A -B -C -D -E -F 

C1 C2 11 D9 40 3C SA S0 

DS C3 C3 C6 F2 40 40 40 

D3 D6 E6 C9 DS C7 40 C1 

ES C9 C1 E3 C9 D6 DS E2 

C6 40 C1 DS C4 40 ES E3 

DS C4 E2 7A 11 SA 50 3C 

11 SA SC 40 40 40 40 40 

C3 D6 D4 D4 C1 DS C4 40 

40 40 40 C1 C2 C2 D9 CS 

C1 4D 40 40 40 11 SB ES 

6F 11 SC F0 12 40 40 11 

C2 51 C2 D4 2C 00 01 02 
Uf TH 

1>6 2C 00 01 02 

SNA DATA FLOW 

01234S6789ABCDEF 

*CCF2 AB. f': • ! t:.~· 

* .. f< • -C NCCF2 

* THE FOLLOWING A* 

*RE ABBREVIATIONS* 

* FOR NCCF AND VT* 

*AM COMMANDS:.!~.* 

*$- •• !~.-. '* 

* COMMAND * 

* ABBRE* 

*VIATION.A< .$V* 

* .. B.BJB.BM ..•• * 
* .. c •• B.BO ...•.• c.* 

* .. BjBJBJBJBjBQ .• * 
* ••••••• I *0. *0B. lH« 

*JB.BJB ••••••• c •. * 
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INTERFACING TO THE SNA ENVIRONMENT 

NCR HOST LINK DATA CAPTURE 

3 of 7 1719 : 6B7Chex> bytes captu~ed. 

-0 -1 -2 -3 -4 -5 -6 -7 

C2 AE 2C 00 02 01 00 09 
LH TH E :jl: 

F1 F1 61 F2 F1 61 FS F6 

F3 1D 60 40 40 40 11 SB 

40 11 C1 4D 40 40 40 11 

1 1 . C2 B 1 C2 1 A 2C 00 01 
LH Tl# 

Fi 

11 40 F2 

'" F9 7A FS F5 1 D 60 40 40 

11 C1 50 1D 60 11 C1 SC 

40 40 40 40 40 7E 7E 7E 

40 40 40 40 40 40 40 40 

7E 7E 7E 7E 11 C2 60 3C 

11 C2 6C 40 40 40 40 40 

C1 D7 40 C6 E4 D3 D3 40 

40 40 40 C6 E4 D3 D3 11 

COURSE NO. 669005 

-8 -9 -A -B -C -D -E -F 
l?EQ 

03 81 40 F1 40 11 40 7B 
101 
40 F0 FS 7A F2 F9 7A FS 

E9 3C 5C 6F 00 11 SB E9 

SB ES 40 40 40 C2 B1 C2 
IP( 

02 00 09 83 01 00 C2 D1 
Sf Jf 

F1 C2 11 C2 
/(£Q 
81 C0 F1 C2 

F8 F6 40 F0 FS 7A F2 

40 11 Ci 50 3C C2 60 00 

40 40 40 40 40 40 40 40 

7E 7E 7E 7E 40 40 40 40 

7E 7E 7E 7E 7E 7E 7E 7E 

C3 F0 00 11 C2 60 1D 60 

40 40 C1 E4 E3 D6 E6 D9 

40 40 40 40 40 40 40 40 

C3 F0 3C CS 40 00 11 CJ 

SNA DATA FLOW 

0123456789ABCDEF 

*B •••••••• a 1 A ~* 

*11/21/86 08:29=5* 

*3.-

* .A( .SV 

*.B.B ••••••• c •• P.J* 

*B ••••••• c •• B1B.B* 

*1B.B\ ••••••• a<1B* 

*· #11/21/86 08:2* 

*9:55.- .A&.B-.* 

*.A&.-.A* * 

* ======= 

* ========* 
*====.B-.C0 •• B-.-* 

AUTOWR* 

*AP FULL * 
* FULL.C0.E •• C* 
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INTERFACING TO THE SNA ENVIRONMENT 

NCR HOST LINK DATA CAPTURE 

39e 4 of 7 1719 : 6B7Chex> bytes captured. 

-0 -1 -2 -3 -4 -5 -6 -7 

300> F0 1D o0 11 C3 7C 40 40 

310) E4 E3 Do E6 D9 C1 D7 40 

320) 40 40 40 40 40 40 DS D6 

330) CS 40 1D 60 11 CS 4C 40 

340) E4 E3 Do E6 D9 C1 D7 40 

350) E2 20 00 0A 40 

360> CS E2 C7 60 

-B -9 -A -B -C -D -~ -F 

40 40 40 40 40 a0 40 C1 

D5 D6 40 40 40 40 40 40 

11 CS 40 3C C6 50 00 11 

40 40 40 40 40 40 40 C1 

EB cs E2 40 40 40 401Ii 

40 40 40 40 40 40 40 EB 

00 11 C6 50 1D 60 11 Co 

370> 5C 40 40 40 40 40 40 40 40 40 40 40 40 40 40 C4 

380> 40 D5 C5 E3 6B 40 40 40 40 40 40 40 40 40 40 40 

390> 40 C4 C9 E2 11 C7 o0 3C CB F0 00 11 C7 60 1D 60 

3A0> 11 C7 6C 40 40 40 40 40 40 40 40 40 40 40 C4 40 

3B0> D5 CS E3 6B C9 C4 7E 40 40 40 40 40 40 40 40 40 

3C0> 40 40 40 C4 C4 11 CS F0 3C 4A 40 00 11 CB F0 1D 

3D0> 60 11 ca 7C 40 11 4A 40 JC 4B S0 00 11 4A 40 1D 

3E0> 60 11 4A 4C C4 40 D5 CS E3 6B D9 D6 E4 E3 CS 6B 

3F0> C4 CS E2 E3 E2 E4 C2 7E 40 40 40 40 40 40 40 40 

COORSE NO. 669005 

SNA DATA FLOW 

01234567B9ABCDEF 

*0.-.ce 

*UTOWRAP NO * 
* NO .E • n ... * 
*E .-.E< 

*UTOWRAP YES 

*S •••••• 

*ES.F~.G- •• F~.-.F* 

** 

* NET, 

*.G% D * 
*NET.ID= 

* .DD.H0.¢ •• H0.* 

*-.H@ .¢ •• & .• ¢ ·* 

*DEST SUB= * 
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INTERFACING TO THE SNA ENVIRONMENT 

NCR HOST LINK DATA CAPTURE 

5 of 7 1719 : 6B7Chex> bytes captured. 

-0 -1 -2 -3 -4 -s -6 -7 

)) 40 40 40 40 C4 D9 11 4B 

) > 1 D 60 1 1 4B SC C4 40 DS 

» D6 D9 6B C9 C4 7E 7F D5 

>> 40 40 40 40 40 C4 DS 40 

)) 

)) 

)) 

)) 

40 D6 D7 CS D9 C1 DS C4 

F0 60 11 C1 4D 40 40 C2 
LH 

11 SB E5 40 40 40 11 SC 

13 C2 F1 

C2 71 C2 

31 C2 71 

C2 7E 2C 00 01 
i.H 

11 jc2 
.LH 

C2 31 

10j2c 00 
. TH 

C2 71 C2 

-8 -9 -A -B -C -D--E -F 

50 3C 4C 60 00 11 4B 50 

CS E3 6B DS C3 D7 E2 E3 

C3 40 40 40 40 40 40 40 

D6 D7 CS D9 C1 DS C4 F1 

F2 11 4C 60 1D 60 3C 4D 

E4 24 00 02 01 00 0A 40 
~ ~Asr SE,~£. r 

F0 12 40 40 11 40 40 05 
IP~ 

02 00 0A 83 01 00 C2 11 

01 02 00 0~183 00 00lc2 
.88 +~sp . 

31 C2 71 C2 31 C2 71 C2 

» 31 C2 71 

ll ~F1 
)) Fe FB 7A 

C2 31 C2 71 C2 00 02 
LL!:.!L~~.J.Jl1L__i.Pl21&~~r:::.._;~~~.....l/!.IL_ 

40 11 40 7B F1 F1 61 F2 F1 FB F6 40 

F3 F0 7A F0 F0 1D 60 40 40 40 11 4C 60 

>> 3C 4D F0 00 11 4C 60 1D 60 11 4C 6C D7 DS C1 D4 

)) CS 7F 6B C1 C4 C4 D9 7E 7F C6 C9 D9 E2 EJ 40 C2 

> > 11 4D F0 3C 4F 40 00 11 4D F0 1D 60 11 4D 7C ES 

COURSE NO. 669005 

SNA DATA FLOW 

0123456789ABCDEF 

* DR •• ~.<- ... ~* 

*OR,ID="NC * 

* DN OPERAND1* 

* OPERAND2.<-.-.C* 

*0-.AC BU •••••• * 

·* 

*.B1B= •••••• c •• B.* 

*B.B.B ••••••• c •• B* 

*a < 1 • ~ 11 /21 /86 * 

*.<0 •• <-.-.<~PNAM* 

*E",ADDR="FIRST B* 

*· <0.1 •• <0.-. C@Y* 
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INTERFACING TO THE SNA ENVIRONMENT 

I :L,I\ llU..} I LlHh !JH I H LHl·' I Ul·\l:. 

f'a9e 6 of 7 1719 : 6B7Chex> bytes captured. 

-0 -1 -2 -3 -4 -5 -6 -7 

500> E3 C5 7F 6B D3 C5 DS C7 

510) 40 3C 50 50 00 11 4F 40 

520) 40 40 40 40 40 40 40 40 

530> C6 40 40 40 40 40 40 40 

540> 1~ 50 50 3C Di 60 00 i1 

550> 11 D1 60 3C D2 F0 00 11 

560) 40 40 40 40 40 40 40 40 

570> E2 E3 7E 40 40 40 40 40 

580> C3 11 D2 F0 3C D4 40 00 

-8 -9 -A -B -C -D -E -F 

E3 CS 7E F2 FS F6 11 4F 

1D 60 i1 4F 4C 40 40 40 

40 40 40 D3 D6 C7 D6 C6 

40 40 40 40 40 D3 D6 C7 

50 50 1D 60 11 50 SC 40 

D1 60 1D 60 11 D1 6C 40 

D3 C9 E2 E3 40 C3 D3 C9 

40 40 40 40 40 40 40 D3 

11 D2 F0 1D 60 11 D2 7C 

590) 40 40 40 C2 28 24 00 02 01 00 0B 40 40 40 40 40 
LH .LAS'T SEl:rmE°Jtr 

5A0) D3 C9 E2 E3 40 E2 E3 Ci E3 E4 E2 7E 40 40 40 40 

580) 40 40 40 40 40 40 40 40 

5C0> 00 11 D4 40 1D 60 11 D4 

5D0> ES 40 DS CS E3 6B C1 C3 

5E0> 40 40 40 40 40 40 40 40 

5F0> 00 11 DS 50 1D 60 11 DS 

COl'.JRSE NO. 669005 

D3 E2 11 D4 40 3C DS 50 

4C 40 40 40 40 40 40 40 

E3 6B C9 C4 7E 40 40 40 

40 Ci 1i D5 50 3C D6 60 

SC 40 40 40 40 40 ES 40 

SNA DATA FLOW 

0123456789ABCDEF 

* .M ••• 1 .-.I< * 
* LOGOF* 

LOG* 

*.J-.K0 •• J-.-.J7. * 

* LIST CL!~· 

*C.K0.M •• K0.-.K@* 

* B ••••••• * 
*LIST STATUS= * 
* LS.M .N&* 

*• .M .-.M< * 
*V NET,ACT,ID= * 

* .. N&.-.N* V * 
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INTERFACING TO THE SNA ENVIRONMENT SNA DATA FLOW 

NCR HOST LINK DATA CAPTURE 

of 7 i7i9 : 6B7<hex> bytes cai:•t ur ed. 

-·::> -1 -2 -3 -4 -5 -6 -7 -8 -9 -A -B -c -D -E -F 0123456789ABCDEF 

DS cs E3 6B C9 DS C1 C3 E3 6B C9 C4 7E 40 40 40 *NET,INACT,ID= ~ 

40 40 40 40 40 40 40 40 40 C9 1i D6 60 3C D7 F0 * I.O-.F'0* 

00 11 Do 60 1D 60 1 1 D6 6C 40 40 40 40 40 40 40 * •• o-. - . 07. * 

40 40 40 40 E6 CB D6 40 C1 D4 40 C9 6F 40 40 40 * WHO AM I? *' 

40 40 40 40 40 40 40 40 40 SB 1 1 D7 F0 1D 60 3C * $. f'0. - • * 

D9 40 60 1 i Ci 4D 40 40 40 C2 31 C2 It 1 C2 31,C2 *R -.A< B.B.B.B~: 
-

I~ Ll.f 
B2 2C 00 01 02 00 0B 83 01 00 C2 51 C2 B4 2C 00 *·······c .. B.B ..• ~ 

f N Lil 
0i 02 00 0BI~: 00 001c2 71 C2 B1 C2 71 C2 Bi C2 * .... c •• B.B.B.B.B* 

+~P 
71 C2 B1 C2 71 C2 Bi C2 71 C2 B1 C2 ·71 C2 B1 C2 *.B.B.B.B.B.B.B.B* 

71 C2 :B1 C2 71 C2 B1 C2 71 C2 B1 C2 71 C2 B1 C2 *.B.B.B.B.B.B.B.B* 

71 C2 Bi C2 71 C2 Bi C2 71 C2 Bi C2 71 C2 Bi C2 *.B.B.B.B.B.B.B.B* 

71 C2 B1 C2 71 C2 B1 *.B.B.B. * 

;; 
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INTERFACING TO THE SNA ENVIRONMENT SNA DATA FLOW 

REVIEW LESSON 2 

1. Within the frame diagram below, label the sequence of the fields 
from left to righl Indicate which fields are related to SDLC 
protocol and which are related to the SNA architecture protocol. 

Identify In which headers or fields of the frame, the following 
bits or information would be present: 

2. The Secondary Link Station address: 

3. The Change Direction Indicator bit: 

4. The Segmentation bits: 

5. The user data: 

6. The Request Indicator bits: 

7. The Frame Check Sequence value: 

8. The beginning and ending Flag: 

9. Sense Data: 

COl,JRSE NO. 669005 (rev 5/93) , PAGE 2.26 



INTERFACING TO THE SNA ENVIRONMENT SNA DATA FLOW 

Circle the proper True/False answer for the questions below: 

1 o. T F During a session, a Request message may indicate either "no 
response", "definite response", or "immediate response•. 

11. T F The information (bits) indicating that an SDLC frame needs 
to be retransmissed Is located in the Request Header of the 
frame. 

12. T F Chaining is a protocol which permits a single large request 
unit (RU) to be spilt into smaller message units during 
session activity. 

13. T F Pacing is a technique controlled by the sending LU session 
partner so that It can transmit any number of messages in 
succession to Its session partner. 

14. T F Chaining Is a protocol associated between partner LUs 
(session) as determined by the RU size. 

15. T F Segmentation is a protocol associated between adjacent 
physical nodes as determined by Path Information Unit size. 

16. T F The only type of Request replies permitted during Definite 
Response protocol are "positive responses·. 

17. T F The only type of Request replies permitted during Exception 
Response protocol are "positive and negative responses". 

18. T F In Hatt-Duplex Flip-Flop protocol, either the First Speaker 
or Bidder may begin a bracket at their own discretion. 

19. T F The three types of SNA protocol acknowledgement are 
"Session Leve•, "Link Level", and •Frame Level". 

COl.IRSE NO. 669005 (rev 5/93) 
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LESSON 3: LU SESSIONS 

PURPOSE 

This lesson describes the different types of logical units. and the procedure 
for establishing sessions between logical units. 

OBJECTIVES 

After completing this lesson the student will be able to: 

o Describe the four kinds of sessions between NAUs. 

o Describe the meaning of Profile and identify the three groups. 

o Describe the LU-LU session types and their characteristics. 

o Describe the establishment procedure for an LU-LU session. 

o Be able to identify the format of a BIND command. 

REFERENCES 

o System Network Architecture Concepts and Products IBM GC30-3072-0 

o VTAM Concepts, IBM Independent Study Program 10057 

o SNA - Sessions Between Logical Units, IBM GC20-1868 

o An Introduction to Advanced Program-To-Program Communication (APPC), IBM 
GC24-1584 
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INTERFACING TO THE SNA ENVIRONMENT 

SNA SESSION TYPES 

SNA supports four different types of sessions between 
NA Us. 

o SSCP-PU 
o SSCP-LU 
~ ~~~sscp => Lc9 0"' s~ >'': v--

Before an LU-LU session can be established, each LU and 
all PUs in the path between the LUs must be in session 
with the SSCP. 

Allfll. 

I WI 
L.- "' 

Allfll. CICS V 
T 

" • 

o SSCP-PU - always the first session established 
In order to start the processes for that node. 
The session is used to control the activation or 
deactivation of the Path Control Network 
components; convey status information regarding 
the physical configuration, and stays in force as 
long as LU-LU sessions or that node are active. 

o SSCP-LU - must be established to start the 
processes for the LU. This session conveys 
status information or conducts tests, and must 
also stay in force while the LU is active. 

o SSCP-SSCP - this session will be started 
automatically at start of day prior to any 
•cross-domain" sessions occurring. 

o LU-LU - established to allow end-users to 
communicate, to specify what protocol rules to 
follow, and to notify SSCP and NCP of the two LUs 
in session. 

I 
COURSE NO. 669005 (1/91) 
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INTERFACING TO THE SNA ENVIRONMENT 

PROFILE 

In an LU-LU session, the related functions and formats 
are referred to as protocols. Protocol may be defined 
as a set of rules, requirements, sequences, and 
procedures for transmitting information to and from a 
particular type of terminal in a telecommunications 
network. They are grouped into three major areas: 

o Presentation Services (PS) 
o Function Management (FM) 
o Transmission Subsystem (TS) 

The predefined protocols within 
these groups are further defined 
and subdivided into what is 
called profiles. 

The profile number is selected 
which subsequently provides the 
protocols for the LU-LU session. 

Presentation Services - defines such 
things as code set, the usage of FM 
headers, and whether the terminal 

NHINTAT10N 
llRVIC!I 

"""" 

devices will be controlled by the 3270 
data stream or the SNA character string (SCS). The LU 
type is defined by the PS profile type Q.e. they are 
the same). 

Function Management Services - controls such things as 
whether the data flow will be full or half-duplex, 
whether flip-flop or contention will be used, and the 
rules for chaining and bracketing. 

Transmission Services - defines such things as the size 
of the message (RU), the pacing, and how sequence 
numbers are used. · 

COltJRSE NO. 669005 (1/91) 

l'UNCTION 
MANAGEMENT 

RUU.I 

LU SESSIONS 

'TRANSMISSION 
SUBSTSTUI 

llUL&S 
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INTERFACING TO THE SNA ENVIRONMENT 

LU-LU SESSION TYPES 

Various types of sessions exist because of different 
hardware equipment that was developed (ex: printers or 
display terminals) and the different processing 
functions that this equipment could perform (ex: 
interactive or remote batch processing). 

The two terms, LU session type and LU type, are used 
interchangeably. Both refer to the subset of SNA 
functions and the format of the data supported when two 
LUs are in session. 

Two LUs communicating in a session must use the same 
format and subset of functions. Therefore they must 
be of the same LU type. 

Type O LU-LU Sessions 

Type O sessions are for communications that do not fall 
within the pre-defined grouping of profiles. Pre­
sentation Services usage is defined by the users. 

Within LU 0, several subsets have been defined. An 
example is LUO (3614) which means that the Presentation 
Service usage will match that required by the 3614 A TM 
applications. 

LU 0 

Type 1 LU-LU Sessions 

Type 1 sessions allow communication between host 
application programs and single or multiple device 
terminals. The devices on the terminal may include 
CRTs, printers, diskettes, disks, and card reader/ 
punches. The display of the data on the terminal will 
be controlled by the SNA character string (SCS). 

Primarily used with printers and RJE workstations. 

LU 1 APPL 
PROM 

CoURSE NO. 669005 (1/91) 

LU SESSIONS 
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INTERFACING TO THE SNA ENVIRONMENT 

Type 2 LU-W Sessions 

Type 2 sessions allow communication between host 
application programs and a single display device. The 
3270 data stream (DSC) will be used to control the 
display of the data on the device. Fields may reflect 
such attributes as being protected or unprotected; 
displayed or non-displayed; or have extended 
highlighting features. 

LU 2 

Type 3 W-LU Sessions 

Ail"PL ~ :r 
PRGM r-r--~.;;:i.. 

Type 3 sessions allow communication between application 
programs (in the host) and a single printer, not having 
a keyboard. The 3270 data stream will be used to 
control the display of the data on the printer. · 

LU 3 APPL L s: 
PRGM r,--~:::i.. LJ 

Type 4 W-W Sessions 

Type 4 sessions allow communication between two 
terminals or between host application programs and 
single or multiple device terminals. The devices on 
the terminal may include CRTs, printers, disks, card 
reader/punches, as well as word processing equipment. 
Type 4 sessions are similar to LU1 sessions, but have 
extra capabilities of Word Processing and operating 
without a host SSCP, when the terminal partners can 
handle the SSCP functions. Additionally, both session 
partners may be equal rather than having one partner 
control the session. Peer-to-peer partners both share 
the recovery responsibilities and either may send the 
BIND command. The LU that sends the BIND becomes the 
defacto PLU. The SCS data stream will control the 
display of the data. 

COljJRSE NO. 669005 

LU SESSIONS 
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INTERFACING TO THE SNA ENVIRONMENT 

Type 6 LU-LU Sessions 

Type 6 sessions allow communication between application 
subsystems. Examples are CICS to IMS, CICS to CICS, or 
IMS to IMS. The session partners are the subsystems. 
The programs running under the control of the subsys­
tem are the end users. 

SCS and SNA field formatted data stream are used- to 
describe the format and layout of the data transmitted. 

The session partners may be equal. 

LU 8 

Type 6.2 W-LU Sessions 

Type 6.2 sessions allow any to any communications. Any 
LU may have a session with any other LU regardless of 
whether the LUs are in the same host, in the network, 
or in both. The LUs do not require an SSCP for session 
establishment. Additionally, each LU may support more 
than one· end user (called Transaction Programs or TP). 
Another term used frequently for this session type Is 
APPC or Advanced Program-to-Program Communication. 

LU 8.2 
TRAN 
PRGM 

Type 7 LU-W Sessions 

TRAN 
PRGM 

TRAN 
PRGM 

A specialized family of workstations made up of display 
consoles or other terminal devices designed for 
different applications involving Interactive use. 
Similar to 3270 Information Display product line. 

COURSE NO. 669005 

LU SESSIONS 
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INTERFACING TO THE SNA ENVIRONMENT LU SESSIONS 

LU TYPES AND PROFILE IDENTIFIERS 

LU PS TS FM 
Tyoe Profile Profile Profile PS Characteristics 

0 0 2,3,4,7 2,3,4,7,18 Any option desired. 

1 1 3,4 3,4 SNA character string; 
DP media support; 
FM headers types 1,2,3, or more 
tlddt ikJiLfJ 

2 2 3 3 3270 data stream; 
no FM headers; 
display support. S.; t 4 ti.!- f fl.t c,,,,. 1.;; •• 

3 3 3 3 3270 data stream; 
no FM headers; 
printer support. 

4 4 7 7 SNA character string; 
FM header types 1,2,3, or more; 
DP and WP media support; 
(primarily office automation). 

6 6 4 18 SNA character string; 
3270 data stream structured 
field format; 
Logical message services 
data stream; 

(LMS) 

User defined data stream; 
Program to progr~m communication 
P.t ··, t·-"' ir1+-e111"d· ""/S. £N} ~wf 1- _,. 

t. .; ,/(j •h I) If. 1,,1 f, JF"V 

6.2 6 7 19 Generalized Data Stream; peer to 
peer communication. 

7 7 7 7 5250 data stream; no FM headers; 
display support. 
j\- i 4 ll:; l.,Jii•'j v ~ 
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INTERFACING TO THE SNA ENVIRONMENT LU SESSIONS 

SNA PRODUCTS BY W TYPE 

IBM PW IBM SW NCR SLU 

LUO CICS IMS 3600 3650 3660 5000 BAS* ITX* 
3790 S/34 DPPX VRX* TOWER* TCOS SNA 
Series 1 DPCX 7000 
S/36 

LUl CICS IMS TSO DPCX DPPX 3270 3630 7950 5000 BAS* TOYER 
RES JES2 JES3 3767 3770 3790 S/32 ITX VRX WORKSAVER 
NCCF TCAM 3630 S/34 S/36 S/38 7000 
NOSP VSPC 

LU2 CICS IMS TSO DPCX DPPX 3270 3790 7950 5000 BAS* TOWER 
NCCF TSO TCAM S/36 ITX VRX WORKSAVER 
NOSP VSPC 7000 TCOS SNA 

LU3 CICS TCAM DPCX 3270 3790 S/36 7950 5000 BAS* TOWER 
YORKSAVER ITX* VRX* 

LU4 CICS IMS RES 5250 6670 S/34 DPCX 
S/34 S/38 

LU6 CICS IMS 

LU6.2 CICS S/38 8100 TOWER ITX* VRX* 
DISPIAYWRITER 
SCANMASTER 

* Requires user programming to implement. 

.. 
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INTERFACING TO THE SNA ENVIRONMENT 

LU-LU SESSION ESTABLISHMENT 

A session may be requested by either a PLU, an SLU, or 
another element in the network (program or operator). 

PLU Initiated 

The application program may initiate the session If _the 
SLU is a device such as an unattended printer or if the 
time the session is needed is known only to the 
application program. 

The application program or subsystem may send either of 
the following Application Program Interface (API) 
macros to VTAM: 

o SIMLOGON - this macro sends an initiate request 
to SSCP when the application program wishs to 
initiate the session and act as PLU. If the SLU is 
disabled or at its session limit, optionally this · 
request may be queued. A second macro, OPNDST OPTCD 
= ACCEPT would accept any pending activation. 

o OPNDST OPTCD =ACQUIRE - (Open Destination Option 
Code = Acquire). OPNDST will result in a session 
being established only if the requested SLU is 
available. Initiating a session and accepting the 
resulting pendinQ active session in one operation is 
known as •acquiring a session• • 

NOTE: These are not SNA commands, but rather commands 
exchanged between host applications and VTAM. 

SLU Initiated 

The SLU may initiate a session by depressing a key on a 
terminal or entering a character-coded LOGON. 

The SLU may send one of the following commands to the 
SSCP: 

o Formatted logon INITSELF - usually sent by a 
programmable controller. 

o Character-coded LOGON - normal terminal-type logon 
usually sent by a non-programmable controller. 

o REQSESS - Request Session. Sent by a subsystem 
wishing to establish a session with another 
subsystem which will be the PLU. 

COURSE NO. 669005 (1/91) 
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INTERFACING TO THE SNA ENVIRONMENT 

Third Party lnHlated 

A session may be initiated by a logical unit that will 
not be one of the active session partners, such as a 
network operator. 

o V NET,LOGON = ----·· ID = 
(Vary Network) The first blank contains the name of 
the PLU application subsystem and the ID field contains 
the SLU network name. 

Start of Day 

A session can be initiated at start of day If the 
logical unit has a controlling application subsystem 
and when the following macro is included in that 
portion of the VTAM Sysgen which defines the SLU. 

o LOGAPPL = 
(the blank co-n ... ta-in-s-th_e_P_L .... 0..-n_a_m-e) 

COURSE NO. 669005 
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I SLU, 
t 

HOST I : 
- I 

I 

RSP~---------~ 

4--CINIT 

RSP--• 
BIND-------------....,. 

SESSST--.,.. 
SOT--------------. 

Session Establishment Procedures 

NOTE: In order for LU-LU sessions to be established, 
the SSCP must already be In session with all PUs in the 
path and with both Llls to be In the session. 

1. First. the SSCP would require one of the above 
mentioned activation requests. 

2. The SSCP sends a positive response {RSP) to the SLU 
and a control initiate (CINIT) RU to the PLU 

COURSE NO. 669005 
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INTERFACING TO THE SNA ENVIRONMENT 

3. The PLU sends a BIND RU to the SLU. The BIND 
contains the profile usages of Presentation 
Services, Transmission Subs~stem, and Function 
Management. It also identifies the session (LU) 
type. 

Sometimes the BIND is negotiable; that is the LU 
receiving the BIND may accept or reject the 
profiles and parameters sent with the BIND. - A 
field in the BIND identifies whether the parameter 
may be negotiated. 

4. The SLU sends a positive (or negative) response RU 
(RSP) to the PLU. 

H the BIND was negotiable, the +RSP will contain 
the altered session parameters that the first LU 
may accept or reject. 

However, if the BIND receiver agrees with the 
parameters in the BIND, the parameters retumed 
with the +RSP will be the same as in the BIND. 

5. The PLU sends a session started RU (SESSST) to the 
SSCP informing it that the LU-LU session was 
successful. 

6. The PLU sends a start data traffic (SOT) command to 
the SLU to acknowledge that session setup is 
complete and flow of data messages may begin. 

7. The SLU sends a positive response to the PLU. 

SESSION ESTABLISHMENT PREVENTION (may be others) 

o The SLU may not be allowed to talk to the PLU. 

o Insufficient buffer resources. 

o Maximum session limit by one of the LUs was reached. 

o SSCP determines that destination LU ts not Its 
domain. 

o Destination logical unit is not active. 

o Mismatch of LU session types. 

o ll)e parameters sent in the BIND may not be accept­
able 

COURSE NO. 669005 
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•.A:A.A.A.A •••••• • 
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PAGE 3.13 



INTERFACING TO THE SNA ENVIRONMENT 

BIND Format 

Byte# 

0 
1 

2 
3 
4-7 

- identifies RU as a BIND (X'31 ') 
identifies whether the BIND is negotiable 

or non-negotiable 
- identifies FM profile to use 
- identifies TS profile to use -

8-13 

14 
15-25 

identifies FM usage (protocols used - half 
or full duplex, chain and bracket rules) 

identifies TS usage (pacing, maximum RU 
size) 

- identifies PS profile (session type) 
identifies PS usage (FM headers, data 
stream, screen or buffer size) 

26-27 
28-n 

- cryptography 
- data 

-e -1 -2 -3 -4 -5 -6 -7 -a -9 -A -8 -c -D -E -F 

HH\)) 

140) 

150> 

160> 

17G> 

fBG> 

19G> 

1A0> 

tBG> 

tCG> 

fDG> 

1EG> 

81 Ct 51 C1 81 C1 51 C1 

Cf Bf Cf 7f Cf Bt Cf 71 

Ct 81 C1 7t Ct Bt Ct 7t 

Ct 81 Ct 7t Cf 81 Ct 71 

Ct Bt Ct 71 Ct Bt Ct 71 

Cf 8t Ct· 7t Cf 8t Ct 71 

Ct 81 Ct 71 Cf Bt C1 71 

Ct 81 Cf 7t Cf Bf Cf 7t 

Ct 81 Ct 7t Ct 8t Cf 6A 
: ,,,,,, 

ee1~1 et e3 ~3 Bt ee 3e ""' ~ 
~e ~~ ee ee ee ee ee ee 

. c eel ·:f 71 C1 Df Cf 71 

EB 0~ ee\31!c1 9f Cf Df 
&ti (hP) _W . 

C1 91 Ct Dt Cf 91 Ct D1 
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220) 
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INTERFACING TO THE SNA ENVIRONMENT 

REVIEW LESSON 3 

LU SESSIONS 

1. Identify the different methods a session between logical units may 
be initiated . 

-
2. Identify the different session types _that may be established 

between the Network Addressable units. 

3. Briefly describe or define what is meant by the term "profile·. 

4. How may categories of SNA protocols (profiles) are there? 
Identify them. 

Circle the proper True/False answer for the questions below: 

5. T F In order for a Seconday Logical Unit to request a session 
with an application at the host, the logon message is first 
received by the Primary Logical Unit at the host to be 

6. T 

involved. · 

F Before any user session data may be exchanged between the 
logical units, a Start Data Traffic command must be sent 
from the Primary Logical Unit to the Secondary Logical 
Unit. 

7. T F The rules and regulations for a session between the logical 
units are exchanged and agreed upon in a BIND command sent 
by the Primary Logical Unit to the Secondary Unit. 

COURSE NO. 669005 (5/93) 
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INTERFACING TO THE SNA ENVIRONMENT LU SESSIONS 

Identify the following Se.salon Types: 

8. T F 

9. T F 

10. T F 

An LU Type 2 session involves data exchanged between peer 
level Transaction Programs. 

An application program invQJved with remote batch 
processing of data Is called an LU Type 1 session. 

Application programs invoMng devices whose presentation 
methods are unknown to the SNA datastreams is called an 
LU Type O session. 

11. T F Terminals exchanging data in a Word Processing environment 
are called LU Type 3 session. 

12. T F Application programs residing at the Host and processing 
single transactional data from remote terminals is called 
an LU Type 6.2 session. 

- ....... . . . ~ . 
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INTERFACING TO THE SNA ENVIRONMENT 

13. Using the sample data capture print out, answer the following 
questions: 

LU SESSIONS 

a. On which offset line (extreme left of page) do you find the 
beginning of the first actual data message (PIU)? 

b. Which logical unit sent the message? 

c. What LU-LU session type is specified in the BIND command? 

d. What are the profile types indicated for this session? 

-o -t -2 -3 •4 -5 _, •7 -a •9 •A •I -C -D •£ •F ·tt23456789AeCDEF 
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LESSON 4: MAJOR IBM PU_ T2 PRODUCTS 

PURPOSE 

This 1.esson will provide examples of major IBM SNA cluster controllers and 
distributed processors. 

OBJECTIVES 

After completing this lesson the student will be able to: 

o List the major IBM SNA distributed processors and cluster controllers and 
describe the attributes of each 

REFERENCES 

o The IBM Evolving Network Strategies, Nov. 1980, Yankee Group Research, Inc. 
o The New IBM, Dec. 1982, Yankee Group Research, Inc. 
o An Introduction to the IBM 3270 Information Display System, IBM GA27-2739-15 
o IBM 3790 Communication System Host System Programmer's Guide, IBM GC22-90 
o An Introduction to the IBM 3790 Communication System, IBM GA27-2807-4 
o IBM 3650 Programmable Store System Introduction, IBM GA27-3163-2 
0 IBM System/38, IBM GC21-n28-6 

;1 
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INTRODUCTION 

IBM PU_ T2 PRODUCTS 

Cluster Controllers and Distributed processors that 
must be connected to a PU-T4 or PU-TS are considered 
PU-T2s. 

Those that may connect to· another Cluster Controller or 
Distributed processors are considered PU-T2.1. 

Many of the products are defined for specffic applica­
tions or environments. Others are general purpose. 
All have different types of SNA capabilities. 

The PU-T2 and PU-T2.1 products can be classffied into 
five groups: 

o Interactive Terminal Displays 
o Batch Entry Systems 
o Vocational Systems 
o Mini Processor Systems 
o Microcomputers 

EXAMPLES: 

(IBM 3270) 
(IBM 3790) 
(IBM 3650 Programmable Stores) 
(Series 1 ; S/34; S/34; S/38) 
{PC) 

This lesson will provide an example of each. 

u_T2.1 

VTAM 

NCP 

PU T2/ 
PUT2.1 

I 
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INTERFACING TO THE SNA ENVIRONMENT 

IBM 3270 INFORMATION DISPLAY SYSTEM (Interactive) 

CICS 

IMS 

TSO VTAM/ 
TCAM/ 

NCCF VT AME 

PROFS 

DISOSS 3274 

HOST 

Background 

Announced in 1971, the 3270 product line provided a 
versatile general-purpose office system offering 
application software for inquiries, online data entry, 
personal computing, document development, program 
development, and a means of monitoring the system's 
operations. The individual products available for 
customer selection offered diverse characteristics. 

3270 Product Family 

o Cluster controllers (3271, 3272, 3274) 
o Display stations (CRls) (32n, 3278, 3279, 3178) __ . 
o Printers (3262, 3268, 3284, 3286, 3287, 3288, 3289) 
o Table-top, integrated controller/display stations 

(3275, 3276) 
o 3290 flat screen CRT 
o 3299 terminal multiplexor 

Evolution 

o First generation - Binary Synchronous Communica-
tions (BSC - 1971) 

o Second generation - SDLC 
o Third generation - SNA/SDLC (1977) 
o Fourth generation - Extended Features 
o Fifth generation - New devices 

SNA capablllty 

o PU-T2 
o LU1 - SNA character string (SCS) printer support 
o LU2 - 3270 data stream (DSC} and extended data 

stream CRT support 
o LU3 - 3270 data stream (DSC) printer support 

I 
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INTERFACING TO THE SNA ENVIRONMENT 

IBM 3790 CO~MUNICATION SYSTEM (Remote Batch) 

CICS 
,__ ___ .... VTAM 

RJE* OR 
SUBSYSTEM TCAM 

APPL 
APPL 
APPL 
APPL 
APPL 

3790 

*POWER 
RES 
JES2 
JES3 

Background 

COMMUNICATIONS 
CONTROLLER 

An operator-oriented system consisting of operator 
terminals, printers, and tape units that provided a 
distributed processing facility. It was designed to 
meet the needs of a remote site staffed with clerical 
personnel. Programs are assembled and stored at the 
host in libraries, then transmitted to the remote 
controller where the programs could be initiated either 
by the host or the 3790 operator; attended or 
unattended. 

3790 Product Family 

o 3791 programmablecontroller (up to 31 programs can 
be executing concurrently) 

o Designed for distributed processing of batch data 
o Supports up to six remote 3276 integrated control 

unit display clusters 
o Supports 32n CRTs and 3284, 3286, 3287, 3288 

printers 
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INTERFACING TO THE SNA ENVIRONMENT 

Host Communication Posslbllties 

o Host to 3790 database access (interactive) 
o Host to 3790 batch data transfer 
o Host to 32n CRT (host prjrammed services) 
o Host to 3270 type of printer 3284, 3286, 3287, 3288 

3289 printer dfrectly attache to 3791) 
o 3790 RJE function · 

SNA Capability 

o PU-T2 
o· 3790 sends field formatted logon · 
o LUO (full function) 
o LU1 (RJE) 
o LU2 (CICS; IMS) 
o LU3 (3270 data stream - DSC) 

'1 
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INTERFACING TO THE SNA ENVIRONMENT IBM PU_T2 PRODUCTS 

IBM 3650 PROGRAMMABLE STORE SYSTEM (Vocational) 

3284 
PRINTER 

l 
1 CICS APPL ~ 

CRT 
~ 3857 3275 

VTAM 
OR APPL l TCAM ~ --

APPL 3&53 3&&7 3683 I- 3&87 3883 COMMUNICATIONS 

APPL ~ CONTROLLER I HOST 3651 

kg round 3686 Bae 
. . The demand to increase productivity, satisfy customers, 

and remain competitive lead to the development of 
industry specific applications. Store systems were to 
provide management that ability to monitor sales and 
productivity of the entire chain of stores or an 
individual stores. 

Following are examples of related vocational applications: 

o 3600 Financial Communications System - geared for 
tellers, officers, and management of 
financial institutions. 

o 3630 Plant Communications System - manufacturing 
operations. 

o 3650 Retail Stores System - retail environment 

o 3650 Programmable Store System - a highly 
customer-tailored system. Combined 
machines, programs, and communication 
facilities connected loop-fashion for 
large retail or supermarket stores 

o 3660 Supermarket Systems - Improved super-market 
facility with customer checkout 
scanners 

o 3680 Programmable Stores - POS terminal for 
various operations (Le.drugs stores, 
hardware retail, restaurants, 
supermarkets) 

'1 
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INTERFACING TO THE SNA ENVIRONMENT IBM PU_T2 PRODUCTS 

3650 Programmable Stores Product Family 

o 3651, controller located in store 
o 3653, 3663, 3683 POS terminals 
o 3687 checkout scanners 
o 3275, 3686 display stations 
o 3784, 3284 printers 
o 3657 ticket unit 
o 3767 communication terminal 
o 7 481 data storage unit as backup for 3651 failure 

SNA Capabilities 

o PU-T2 
o LUO (3650 Pipeline LU) 
o LU2 (3600 Financial Communications System) 
o No Function Management Headers 

_, 

I 
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INTERFACING TO THE SNA ENVIRONMENT IBM PU_T2 PRODUCTS 

SERIES 1; S/32; S/34; S/36; and S/38 (Miniprocessor) 

CICS VTAM 
i---_,TCAM 

OR 

CARD READER/PUNCH 

--- 5251 
5291 IMS VTAME 

--5292 5211 
5381 ------,. 5224 RJE• 

SUB­
SYSTEM 

i-----""1....~--J5225 

---- 5251 WORKSTATION 
*RES 
JES2 
JES3 
POWER 

TO ANOTHER 

CONTROLLER 

SYSTEM/38 5251 

Background 

General purpose mini-processors intended for the first­
time users in data processing. The systems include a 
variety of 1/0 devices and attached peripherals. 
Protocols range from S/S, BSC to SDLC and physical 
sizes range from rack mounted (S/1), desk size (S/32), 
to larger floor models {S/38). 

General Overview 

o Developed specifically for interactive jobs 
o supports interactive or batch jobs 
o 3270 emulation {BSC only) 
o supports BSC and SDLC terminals 
o connects to SNA host via SNA/SDLC 
o User friendly - intended as entry system 
o 16K - 128K byte memory for Series 1 
o 1024K - 8192K bytes main memory for S/38. 
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INTERFACING TO THE SNA ENVIRONMENT 

S/38 Product Family 

o 5381, 5382 controller with CPU and main storage, 
keyboard, and display screen. 

o 5211, 5225, 3262, 3203 high speed printers 
o 341 O, 3411, 3430 magnetic tape 
o 5250 Information Display System 
o 5256, 5219 table-top printers 
o 3270 Information Display System 
o S/38 Operating System 

- Control Program Facility (CPF) supporting user 
interface providing control lanQUaQe. libraries, 
operator services, communications, data 
management, and diagnostics. 

- S/38 could act as remote host computer or as 
terminal to mainframe. 

- Can be connected to another S/38 on peer-to-peer 
basis performing Advanced Program-to-Program 
Communications (session type LU6.2). 

- Supports device emulation for: 

- 3270 Information Display System 

- remote 5250 Information Display systems 

- IBM PC 5250 stations (LU4 sessions) 

- IBM PC display station adapter 

SNA Capability 

o PU-T2 
o PU-T2.1 
o LU1 RJE (S/32; S/34; S/38) 
o LU2 (S/34; Series 1) 
o LU3 3270 device emulation 
o up to 50 simultaneous LU-LU sessions per line 

I 
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INTERFACING TO THE SNA ENVIRONMENT 

Microcomputers 

Background 

CICS VTAM 
TCAM 

i----i OR 

. .. 

IMS VTAME 

With increasing communication line costs and the 
availability of less expensive hardware, microcomputers 
serve an alternative form of cluster controller from 
previous standards. Their computing power has 
increased steadily. 

Through emulation software (hardware/software), the 
microcomputer may appear as a data terminal to the 
host. It is the ability of PCs to gain access to data 
stored in a computer's database and manipulate that 
data that makes them so functional. 

Product Family 

o IBM 3270 PC - local processing resource with · 
graphics terminal for S/370- based computers. (1985) 

o IBM 3270 PC AT - for high-end commercial users; doubled 
processing power of PC; two graphics versions; 
color available on 3179 display station. 

o IBM 3270-XT - 512-640 KB internal memory with 
color; can be accessed from S/370 host. 

o IBM RT PC - high-end, high performance technical 
workstation (8 users) supporting display units, 
color plotters, non-impact printers, streaming 

. tape that can develop graphics/engineer 
applications. (1986) 

SNA Capablllty 

o PU-T2 
o PU-T2.1 
o LU2 
o LU6.2 

) 
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LESSON 5: SOFTWARE OVERVIEW 

PURPOSE 
-

The purpose of this lesson is to introduce the student to IBM software 
products. 

OBJECTIVES 

After completing this lesson the student will be able to: 

o Identify the IBM SNA software hierarchy 

o Describe why each is necessary: 

- OperatinQ system 
- Communications access method 
- Transaction Processing Subsystems 
- Other subsystems (JES, TSO, RJE) 
- NCP (and X.25) 
- Network Management 

;; 
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INTERFACING TO THE SNA ENVIRONMENT 

INTRODUCTION 

IBM SNA HOST 

I 
I µ 

I 11 11 

I 
. 

c OMMUNICATIONS 
PROCESSOR 

I I 270X 

, 
. 

NCR SNA . NON 
PRODUCT SNA 

-

I 
I 

For SNA to function properly and efficiently, several 
different software subsystems are required to be 
present in the host and communication controllers. 
Each piece of software has a specific function to 
perform. All devices and resources in the network must 
be correctly defined to the different software systems 
in order for the systems to properly process data 
received from or for those devices . 

. , , 
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INTERFACING TO THE SNA ENVIRONMENT 

THE FAMILY MEMBERS 

Operating System 

The operating system controls the operation of the host 
by scheduling activities, loading and supervising the 
execution of programs, allocating internal storage for 
1/0 device data, initiating and controlling 1/0 
operations, analyzing interrupts, and controlling 
multiprocessing operations. 

Operating systems have gone from primitive to highly 
functional in the last twenty years. Lesson 6 will 
explain what the operating systems can do and the 
differences between them. 

Example: MVS, DOS, etc. 

Communications Access Method 

The communications access method is primarily respon­
si b I e for routing data between the host and other 
devices in the SNA network. It enables the host 
application programs to exhange data into and out of 
the network without any concern for channel or 
communication line protocol. 

VTAM is the only SNA access method supported today. 

VT AM owns all network resources which makes possible 
resource sharing and network management. It also 
provides common services such as connection and 
disconnection of links and sessions, error recovery, 
and storage management 

I 
I 

Example: VTAM 
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INTERFACING TO THE SNA ENVIRONMENT 

Application Subsystems 

Application subsystems control communication between 
interactive application programs and terminal devices. 
Some of these subsystems are transaction processing 
subsystems, sometimes referred to as TP monitors. 

Examples of devices needing to interface to these 
subsystems include automatic teller machines, airline 
reservation terminals, and point-of-sale terminals. 

Some application subsystems are designed for office 
automation. Two examples are DISOSS and PROFS. These 
subsystems are designed to create and exchange office 
documentation among a variety of devices. 

Example: CICS, IMS, etc 

User Provided Applications 

User applications are just that, whatever application 
programs the user needs to accomplish his or her tasks. 
These are likely to include payroll, inventory, 
personnel, etc. 

Example: Payroll, Inventory, etc 

Network Management 

Network management products are very important to SNA 
networks. It is network management applications that 
capture the data that informs the systems programmer -
how efficiently the network Is running. 

Depending on the network management product, the 
systems programmer or network operator may be able to 
monitor the network and detect early signs of 
degradation that could lead to a total or partial 
colfapse of the network. By interpreting data captures 
or traces and isolating the cause, more serious 
problems may be averted, thereby saving the customer 
both downtime and dollars. 

Example: NetView (NCCF, NPDA, NLDM), TARA, etc 
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INTERFACING TO THE SNA ENVIRONMENT 

Remote Job Management Subsystems 

Remote job management subsystems, such as JES and 
POWER, allow a remote operator to submit data for 
processing at the host. These subsystems store the data 
until convenient for processing. After processing, the 
host can return the generated output to the same remote 
site or to a different destination. -

Example: JES, POWER, etc. 

Communications Processor Software 

The most significant portion of the communications 
processor software is NCP. 

NCP is responsible for relieving burdensome non-host 
tasks from the host itself, such as polling and 
addressing (selecting) stations on the links and 
dialing and answering stations over switched links. 

It also performs message routing duties between nodes, 
handles network address conversion, character code 
translation, and provides multiple link connections 
between adjacent communication processors. 

It can act as a local or remote concentrator gathering, 
queueing, and multiplexing messages from clusters of 
terminals for transmission over one or more high-speed 
trunk lines. 

One communications processor software option is NTO, 
which provides support for asynchronous and BSC 
terminals. 

Another is the X.25 interface (NPSI), which allows the 
user to access a public data network or common carrier 
such as Telenet or Tymnet 

Example: NCP, X.25, etc. 

I 
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LESSON 6: OPERATING SYSTEMS 

PURPOSE 

This lesson will introduce the student to the IBM Operating Systems 
which are typically found in SNA hosts. 

OBJECTIVES 

After completing this lesson, the student will be able to: 

I List the evolutionary progress of IBM operating systems 

I Identify the acronym and meaning of the four prevalent operating system 

REFERENCES 

I System/370 Principles of Operation IBM GA22-7000 

I 4300 Processors Principles of Operation IBM GA22-7070 

I 
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INTERFACING TO THE SNA ENVIRONMENT 

IBM CPU TYPES 

IBM CPUs (PU-TS) cover a broad spectrum of size and 
sophistication, and are suited to an infinite number of 
implementations. To examine a few of IBM's offerings: 

MAJOR JIM SYSTEMS 

SYSTEM YEAR RELATIVE UNIQUE 
AVAILABLE SIZE CHARACTERISTICS 

OPERATING SYSTEMS 

S/360 1964 SMALL HARDYARE encl SOFTWARE 
DISTINCT ENTITIES 

S/370 1970 MEDIUM TD LARGE VIRTUAL STalAGE 

303X 1978 MEDIUM TD LARGE WATER COOLED 

43XX 1979 MEDIUM SMALL SIZE, ICA 

308X 1980 LARGE HELILll COOLED 

309X 1985 LARGER 

9370 1986 MEDILll RACIC•MQUNTED 

S/390 1990 LARGE ·COUPLED CPUs 

I 
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INTERFACING TO THE SNA ENVIRONMENT 

System/360 

Introduced in 1964, this paved the way for computer 
systems that followed. The most significant point 
about this processor family was that for the first 
time, hardware and software were two different 
entities. 

In terms of hardware, the System/360 consisted of a 
modular family of upward compatible processors, an idea 
which was carried over to its successors. 

System/370 

Also a family of upward compatible general-purpose 
computers, introduced in 1970. It offered a wide range 
of performance levels and storage capacities, fast 
internal performance, a choice of channel capabilities, 
virtual storage, and data communications. 

303X Processor Systems 

In 19n, these processors were introduced as "interim" 
systems. They were architectural extensions of the 
S/370 but offered few capabilities and/or features not 
found on the S/370. 

308X Processor Systems 

In 1980, the 308X systems were announced and featured 
IBM's marketing expression RAS or Reliability, 
Availability, and Serviceability. Some new features 
included newer chip technology, shared memory, and 
channel switching. 

This series also introduced helium cooling. Previous 
processors were water cooled. The cooled helium 
circulated through the hardware, maintaining more 
consistent temperatures. 
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INTERFACING TO THE SNA ENVIRONMENT 

4300 Family of Processors 

Introduced in 1979, this family of heavily micro­
programmed processors filled the low-end of the market 
that until this time has been dominated by the S/370 
family. It was a seven model series suitable for 
computation intensive, high throughput. The 4300 
included an integrated communications adapteJ (ICA) 
which in effect placed NCP functions in the host and 
this required VTAME or VTAM Version 2 be incorporated 
in the host 

Two significant advancements accompanied the 4300. One 
was IBM's major improvements in semiconductor 
manufacturing and the other was the ability to 
distribute mainframes to remote sites, paving their 
entry into the distributed data processing market by 
emphasizing compatibility with central site hardware 
and software. 

The 4300 is S/370 compatible, supporting all major 
operating systems and peripherals. Main memory storage 
ranges from 4MB-32MB and disc storage from 262MB-
5160GB. 

The seven model series 4300s are generally found in 
medium sized shoes, Ideally suited for commercial or 
engineering/scientific applications that are 
computation Intensive or demand high throughput 

309X Processor 

In 1985, IBM announced an even more powerful processor 
called the Sierra. Its numeric designation is the 309X 
series. 

9370 Processor 

Announced in 1985, this processor is designed for the 
mid-range size of processors and is suitable for 
general business, scientific, engineering or other 
technical environments. 

It supports the operating systems of MVS, DOS, and 
VM/SP. The memory range is 4MB-16MB and the disc 
storage is 368MB-5160GB (billion bytes) . 

.. 
I 
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INTERFACING TO THE SNA ENVIRONMENT 

S/390 PROCESSORS 

This is the latest generation of mainframes released by 
IBM under the title of Enterprise System 9000. The new 
mainframe architecture is called ESA/390. 

-
Some of its key functional advances are fiber optic 
channels, 200 million instructions per second, up to 
9GB of processor storage, and linking of as many as 48 
processors which can be centrally managed. 

There are five different models which can be selected, 
all which support the operating systems of MVS/ESA. 
VM/ESA, and VSE/ESA. 
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INTERFACING TO THE SNA ENVIRONMENT 

OPERATING SYSTEM EVOLUTION 

An attempt was made at one single operating system 
called the Comprehensive Operating System (COS), but it 
was never released. 

One problem facing the software developers was the vast 
difference in size and speed of the various CPU models. 
It followed, therefore, that System/360 operating 
system development would be divided into two basic 
sections: small systems and large systems. 

First, let's consider the Operating System developments 
for the small users up to the present: 

For small systems, the Basic Operating System (BOS) 
was the first to be released, and it was soon 
followed by the Tape Operating System (TOS) and Disk 
Operating System (DOS). The Tape and Disk Operating 
Systems were, for the most part, identical, with the 
exception that DOS had its software components 
resident on disk and TOS was resident on tape. 

IBM dropped support for TOS after 1969, as the cost 
of direct access storage devices (DASO) became less 
expensive and IBM became less interested in 
maintaining a slow operating system. 

In 1970, IBM announced their support of the virtual 
storage concept, and with it new equipment, namely 
the System/370. Existing software could use this 
hardware, but could not make full utilization of the 
new hardware features. Those operating system 
enhancements would come later. 

Thus, for the low-end user, DOS was upgraded to 
DOSNS. There were a few JCL enhancements, but 
nothing outstanding. 

In the late 1970s, software enhancements were made 
to DOSNS and major internal changes were made to 
improve Its performance. The result was DOSNSE (or 
simply VSE as it is often referred to). Presently, 
users of DOSNSE are being encouraged to migrate 
typically up to MVS. 
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INTERFACING TO THE SNA ENVIRONMENT 

Next, consider the Operating systems for the larger 
user: 

I 

In the 1960s, IBM had developed OS/360 and was 
distributing it to its large system users. Its 
internal design was much different than DOS and TOS 
in that it could handle a large number of tasks in a 
more efficient manner. It was also designed to keep 
many of its routines resident in main storage for 
very fast access. Two or more processors could 
share core storage under the control of a single 
operating system. 

OS/360 actually had three different versions, again 
depending somewhat on size but more on user_ shop 
sophistication. The three versions were: 

o Primary Control Program (PCP) 
o Multiprogramming - Faxed number of Tasks (MFll 
o Multiprogramming - Variable number of Tasks (MVT) 

Of the different System/360 models, one was a little 
different than the others. 

Another evolution was in progress, however, within 
the OS environment. OS users divided themselves 
into low-end and high-end. For the low-end OS user, 
VS1 replaced OS/MFT and for the high-end, VS2 
replaced OS/MVT. VS2 Release 1 was known as Single 
Virtual System (SVS) but Release 2 and subsequent 
releases are referred to as Multiple Virtual Systems 
(MVS), by far the most prevalent of IBM's operating 
systems. 

MVS was enhanced to take advantage of additional 
hardware features in the 30XX processors and it 
became known as MVS/SP. 
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INTERFACING TO THE SNA ENVIRONMENT 

!~ 

In the late 1970s, the 30XX and 43XX processors were 
announced, and along with them, further software 
enhancements. IBM had developed a 31-blt addressing 
format in order to address more memory and this was 
referred to as MVS/XA. MVS is estimated to have 
over 12 million lines of coding. 

Because these same hardware features have not been 
added to the 43XX processors, MVS/SP performance on 
43XX processors has been decreasing with each new 
release. 

In 1988, IBM announced a further addressing scheme 
for its MVS operating system. This was a 37 ·bit to 
47-blt scheme that would allow much greater memory 
accesses. The new operating system would be 
referred to as MVS/XB. 
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INTERFACING TO THE SNA ENVIRONMENT 

And lastly, consider the unique Guest Operating System: 

Again, during the 1960s, a •testing• operating 
system had been developed by users, not by IBM. The 
Model 67 had features that allowed users to develop 
an . operating system which would be able to supervise 
other operating systems on the same processor as if 
each had Its own real hardware system. This 
operating system was called CP-67, and it was the 
forerunner of Virtual Machine/370. 

With the advent of virtual storage, IBM could . see 
the advantage of the virtual machine concept A 
joint effort was reached between Massachusetts 
tnstitue Technology (MIT) and IBM to create a 
development-testing environment to accommodate 
multiple operating systems c·guests•) in one hosl 
And, in 1971, IBM announced VM/370. 

Again, in the late 1970s with the release of the 
30XX and 43XX processors, VM/370 was enhanced to 
take advantage of additional hardware features in 
the 30XX processors and the name now was referred to 
as VM/SP. 

In 1988 and since the development of Extended 
Architecture, IBM is enabling VM/XA to run on all 
5/370 products. On the higher level machines, VM/XA 
will be able to support four •guest• operating 
systems concurrently. 

However, VM/XA SP may require hardware upgrades to 
gain the full benefits provided by the hardware and 
software. 
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INTERFACING TO THE SNA ENVIRONMENT 

VIRTUAL MEMORY 

Various methods have been employed in the past to 
allow large programs to execute in small areas of 
memory. Until 1970 it was the user's responsibility to 
manage this use of memory. 

In 1970, IBM announced Its support of virtual memory 
when It integrated virtual memory capability into Its 
main operating systems. 

The operating system divides the available real storage 
into two- or four-kilobyte pieces called page frameL 
It also divides the allocated portion of auxiliary 
storage (disk files), called the page data set (page 
file), into the same size pieces. This auxlllary 
storage is called virtual memory. 

As a program executes, It is loaded from Its library of ~ . 
residence to the virtual storage area immediately 
before execution. To execute the program, the 
operating system moves pages of the program from the 
page file to real storage. As the program continues to 
execute, more pages must be fetched. As pages are no 
longer needed, they are returned to the page file. 
This makes the location in real storage available for 
another page. All of this paging operation is handled 
by the virtual storage operating system and is 
transparent to the user. 

I 
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INTERFACING TO THE SNA ENVIRONMENT 

Extended Architecture 

In 1983, a further extension was available for both MVS 
and VM. The 308X architecture was changed to allow 31-
blt addressing in the Program Status Word (PSW) to 
address more memory. 

Until this change, addressing was limited to about 16 
million bytes of storage by the 24-blt address. - The 
chan~e now allows addressing of up to 2 billion bytes 
(or gigabytes) of storage. 

In 1988, further addressing extensions were made for 
MVS that allowed a 37-blt address to access up to 128G 
bytes (128 billion bytes of storages)! This could pave 
the way for new mainframe architectures. 

l'RIMtA 

'2.MlS L_:· ______ ~--_.;·:..----- u 

• 

xa 

REAL 
STORAGE 

Both MVS and VM changed names to refelct the new 
Extended Architecture and became MVS/XA and VM/XA. 

It is worth noting that no major enhancements have been 
made to VS1 in the past few years. IBM appears to be 
moving in the direction of support for only three major 
operating systems: DOSNSE, VM/XA and MVS/XA. 

!; 
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INTERFACING TO THE SNA ENVIRONMENT 

DOSNSE 
DOSNSE SP 

o Small to medium hardware. 
o No Multiple Processor support 
o Maximum virtual size of 16 million bytes. 
o Only 12 partitions. 
o Limited JCL function. 
o Operator Intervention. 

This operating system has been designed for entry to 
medium size hardware systems and is limited in its 
ability to manage a large system. 

At present, the maximum machine size of 16 million 
bytes of virtual storage is divided into a maximum 
of twelve partitions each having a fixed size as 
determined by the systems programmer. It cannot 
make use of any multiple-processor configuration. 
Job Control Language (JCL) is still somewhat 
primitive, and many decisions must be made by the 
console operator. 

For example, consider a situation where three jobs 
named A, B and C have to execute in that sequence. 
Often it is the operator who has to decide from 
console messages and printed output whether job A 
has completed correctly before job B can be 
executed. The same decision must be made about job 
B before job C can be executed. This decision time 
can hold up the operator and the system. 

With DOSNSE, nearly all disk, tape and printer 
forms mount messages are handled on the system 
console. This also has the result of causing the 
system to wait for an operator reply. 
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INTERFACING TO THE SNA ENVIRONMENT 

VS1 
OSNS1 

o Runs in medium size hardware. 
o Maximum virtual size of 16 million bytes. 
o 51 regions maximum. 
o No multiple processor support. 
o Sophisticated JCL 
o Less operator intervention. 

VS1 is designed to handle medium size hardware 
systems and to be an entry into the VS2/MVS. It can 
support up to 51 concurrent tasks, of which 15 can 
be user jobs. VS1 cannot make use of any multi­
processor hardware but it is reasonably efficient 
with a large number of resources. 

VS1 JCL is very flexible and allows the system to 
make more decisions. This allows the console 
operator to make only operational decisions rather 
than the scheduling decisions the DOSNSE operator 
ususally has to maf<e. 
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INTERFACING TO THE SNA ENVIRONMENT 

MVS 
OSNS2 
MVS/XA 
MVS/XB 

" 

o Requires medium to large hardware system. 
o Multiple processor support. 
o Supports two billion bytes real storage. 
o Can handle over 4000 concurrent task& 
o Flexible JCL 
o Less operator Intervention. 
o Security and Integrity. 
o Good resource handler. 

MVS is designed for medium to large systems. It Is 
designed to handle an extremely high number of 
resources, including multfple-processor 
configurations, shared-DASO (Direct Access Storage 
Device), and other resources the other operating 
systems cannot use. 

The Is the most comprehensive operating system 
offered by IBM. 

2118 

VTAM TSO CICS 

. 

0 

MVS JCL has many parameters to allow programmer 
flexibiliW and could be considered a superset of 
VS1 JCL 

One master operator console and multiple secondary 
consoles allow operator consoles to be located in 
strategic locations so operators may work more 
efficiently. 

Another important aspect Is that of security and 
integrity. MVS has been designed to provide the 
user with both, and IBM is committed to maintaining 
this philosophy. Again, no other system has that 
commitment 

I . 
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INTERFACING TO THE SNA ENVIRONMENT 

VM/SP 
VM/XA 

OPERATING SYSTEMS 

o Interactive, used for processing by one of the "guest systems• 
o Designed for time-sharing. (time-slice) 

/ 

o Multiple •guesr operating systems. 
o Good migration aid. 
o Aid for system testing. 

VM/SP is like no other IBM operating ~stem. It has 
the specific function of running multiple operating 
systems and/or timesharing networks using Conversa­
tional Monitoring System (CMS). It ts not designed 
to run batch jobs, except through one of Its •guest 
operating systems•. 

The Virtual Machine concept emerged in the late 
1960s but did not really take hold until the late 
1970s. As larger, faster machines were introduced, 
one way the increased processing power could be used 
was by running more than one DOSNS(E) system In one 
hardware system with VM/SP. Or, the user could 
migrate from DOS to VS1 or MVS by having both the 
old and the new operating systems running in the 
same hardware system. It could also be used to 
test a new release of the operating system by 
installing and testing it In a separate virtual 
machine. ___ .... 

. ... . ... ~ 

. 

-o 0 0 
...._ 

l l t I 
't_1_ 
II:l ,. _l _l _l _l _J_ 

II • 

Prior to 1985 SNA users could not communicate with 
VM/CMS except through one of the guest operating 
systems and a special software system called VCNA. 

In 1985 IBM announced that VTAM could work directjy 
with VM. 
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INTERFACING TO THE SNA ENVIRONMENT 

OPERATING SYSTEMS ENVIRONMENT 

The following figure is a representation of what 
size of hardware system is required for each IBM's 
host operating systems. 

-
CPU 

OPERATING 370 GXX 3D3X 
SYSTEM 

VERSION .. 
ii ii lft lft lft 

" 
lft s II : a ii .. N l't .. .. .. .. .. .. .. .. .. 

DOS 
DOS/VS • • • • • • • • • • 
DOS/VSE • • • • • • • • • • 

YS1 VSI • • • • • • • • • 
MYS • • • • • 

MYS MVSfSP • • • • • • • 
MVS·XA 

VMf37D • • • • • • • 
VM VMfSP • • • • • • • 

VMfXA • • 

Note that this figure gives a suggested correlation and 
does not imply any restrictions or recommendations. 

!; 
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INTERFACING TO THE SNA ENVIRONMENT 

LESSON 6 REVIEW 

OPERATING SYSTEMS 

1. Which two operating systems available today evolved from OS/360? 

2. Which operating system evolved from BOS? 

3. Which operating system evolved from one originally developed by 
users that supported guest operating systems? 

4. List the three most prevalent operating systems one would 
expect to encounter in an IBM host environment. 

5. Ust the unique characteristics of IBM's latest mainframe release. 

,. 
I 
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LESSON 7: NCP SOFTWARE 

PURPOSE 

This lesson will provide an overview of the software which Is used In 
both an IBM and an NCR Comten network controller.- Emphasis will be on 
the main SNA software program, Network Control Program (NCP). 

OBJECTIVES 

After completing this lesson the student will be able to: 

o List the components of the Network Control Program 

. o Identify the function of each NCP component 

o Describe the flow of data from an SNA terminal to a host. 

REFERENCE 

IBM 

o ACF/NCPNS Network Control Program Installation, IBM SC30-3154 
o ACF/NCP Release 2 Data Flow, ISM SR20-4621 
o ACF/NCP 2.1 Program Logic, NCR Comten CP·SF51·100 
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INTERFACING TO THE SNA ENVIRONMENT 

INTRODUCTION 

This lesson will discuss communications controllers and 
the Network Control Pro~ram (NCP) software. The NCP 
resides in the communications controller and is the 
link between user's terminal and the host. 

Software for the Communications ControUers is first 
defined in the form of macro instruction source 
statements, then compiled, processed, and linally 
loaded in the communications controller. 

These definitions include: 

- all links connected to the Controller 
- all Physical Unit nodes in the NCP's subarea 
- each SDLC address for each of the Physical Units 
- all Logical Units required in the peripheral nodes 
- each local address for each Logical Unit 
- the Virtual and Explicit Route the messages should 

follow through the network 
each SSCPthat the NCP will communicate with 

N J T C 
C E S I 
c s 0 c 
F 2 S 

VTAM SA·t 
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INTERFACING TO THE SNA ENVIRONMENT 

COMMUNICATIONS CONTROLLER HARDWARE 

COMMUNICATIONS CONTROLLERS AND PROCESSORS 

MEMORY # 
MODEL YEAR SIZE LINES CHARACTERISTICS 

IBM 2701 1963 --- 4 Non.:-programmable 
2702 16 1 Host 

SSC - ·sis 
IBM 2703 1965 - 176 Non-programmable 

1 Host 
SSC - S/S 

Corn ten 3670 1972 512K 384 Programmable 
4 Hosts 

IBM 3704 1972 64K 32 Partly Programmable 
2 Hosts 

IBM 3705 1973 512K 352 Parlly Programmable 
2 Hosts 

Com ten 3650 1975 1M 128 Programmable 
2 Hosts 

Comten 3690 1978 1M 384 Programmable 
1983 4M 512 8 Hosts Concurrent 

1.39 MIPS 

IBM 3725 1983 2M 96 Programmable 
3725/6 256 8 Hosts (6 Concur) 

.75 MIPS 

Com ten 5620 1985 4M 32 Programmable 
2 Hosts 

IBM 3710 1984 Communications 
Controller 

(Does not run NCP) 
Not attached Host) 

Com ten 5660 1986 16M 1,024 a Hosts 

IBM 3745 1988 4-BM 512 16 Hosts 

,. 
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INTERFACING TO THE SNA ENVIRONMENT 

COMPONENTS OF NCP 

NCP is made up of several software components which 
direct and control the flow of data, and Interface with 
the hardware components of the communications 
controller. 

CA 
HD 
AA 
NP 
NT 
EE 
LR 

CHANNEL 
INTERFACE 

,...--

...___ 

Channel Interface 

NCP 
3270 BSC 

PHYSICAL 
FUNCTIONS 

SERVICES 

SUBAREA 
PATH CONTROL 

,-----------, 
I 
I 
I 
I 
I 
I 

BOUNDARY II 
OPTIONS 

I FUNCTION 
PATH L:----------::J 

CONTROL 
.. 

LINK 
SCHEDULER 

All messages sent between the host and host-connected 
communications controller pass through a channel 
interface of hardware and software. 

The Channel Interface transfers this information to the 
NCP buffer pool at high-speed channel rates. A channel 
can transmit bits or bytes In parallel in a single 
operation between main storage and attached r10 
devices. (SDLC links transmit bits In serial fashion 
and at slower speeds}. 

Once a complete PIU has been received, it is presented 
to the Subarea Path Control module in NCP for further 
routing decisions. 

COURSE NO. 669005 
i 

NCP SOFTWARE 

L 
I 
N 
E 

s 
E 
T 
s 

OR 

MIM 

PAGE 7.4 



INTERFACING TO THE SNA ENVIRONMENT 

NCP Physical Services 

The NCP Physical Services module controls all resources 
owned by this NCP, and receives commands such as 
Activate Link (ACTLINK) and CONTACT. It is also 
responsible for the orderly shutdown of the network In 
the event of a failure. 

Subarea Path Control 

The Subarea Path Control module routes all traffic 
which flows through this node. Path Control first 
Inspects the subarea portion of the destination address 
field (OAF) In the PIU transmission header. If It ls 
not the same subarea number as this node, the PIU wlll 
be forwarded to another subarea. This subarea Path 
Control will pass control and the PIU to the link 
scheduler, which will send It to the next adjacent 

. subarea node. · 

However, If the message Is destined for this subarea, 
subarea path control passes the message to the 
appropriate NCP component. 

Unk Schedulers 

There are actually three different link schedulers, but 
their basic function Is the same. The link scheduler 
Is responsible for moving transmission data to and from 
communications llnes, out of and Into NCP buffers, and 
handling errors which occur on a line. 

The three types of link schedulers are: 

o SDLC link scheduler 
o Pre SNA (SSC or S/S) line protocols 
o X.25 for NCP Packet Switching Interface (NPSI) 

The SDLC link scheduler is responsible for SDLC Oink 
level) protocol. It is here that the link header and 
link trailer are added to or removed from the PIU. 

A link header contains a starting flag, the address of 
the secondary PU, and a control field. A link trailer 
contains a frame check sequence field and an ending 
flag. Each end of the link uses this information to 
ensure the accuracy of the information being 
transmitted over the link. 
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INTERFACING TO THE SNA ENVIRONMENT 

Boundary Function Path Control 

The Boundary Function Path Control module receives all 
SNA traffic destined for this subarea except commands 
directed to Physical Services. It also receives 
messages (if any) to be sent through a public network 
via NPSI software. 

The Boundary Functions must convert a FID type .l or 4 
to either a FID3 or FID2 depending on the type of PU 
that will receive the PIU. The PIU is then sent to the 
link scheduler for transmission to the proper destina­
tion. 

Network Terminal Option (NTO) 

An optional software module, this application product 
extends the capabilities of ACF/NCP in a Communications 
Controller to permit non-SNA terminals (TTY) to 
function in an SNA network. 

NCP Packet Switching Interface (NPSI) 

Another optional module. Users who wish to communicate 
through a Public Data Network using X.25 protocol may 
choose this NPSI application product along with the NCP 
software. 

If the communication is destined for an SNA device, 
NPSI only substitutes X.25 link packet protocol for 
SDLC link protocol. 

When communication is between NCP and a non-SNA device, 
NPSI also performs the PU and LU function for that 
device. It then converts the SNA information to a 
message format understandable for the X.25 network 
protocol. 
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INTERFACING TO THE SNA ENVIRONMENT 

3270 BSC Functions 

This pre-SNA function handler is responsible for 
message destined for Bi-synchronous (SSC) 3270-
equivalent devices. 

This part of the software converts a FIDO PIU intt> the 
proper BSC format. This includes adding the STX, ETX 
and other control characters. The subarea path control 
will pass only a FID type O to the pre-SNA handler. If 
subarea path control receives a FID4 which Is for a BSC 
device, It must convert the FID4 to a FIDO before 
sending It to the handler. The pre-SNA function 
handler passes the BSC message to the link scheduler 
for transmission to the device using bisynchronous link 
protocol . 

. A SSC device does not have a PU or LU. The PU and LU 
functions are performed by the pre-SNA function within 
the NCP. 
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INTERFACING TO THE SNA ENVIRONMENT 

NCP DATA FLOW 

This section will discuss the flow of SNA messages 
through the NCP. The example assumes a channel­
attached communications controller. 

Transmission Header Formats 
-

The Transmission Header ITH) portion of the PIU can 
have one of six formats. lhe first nibble of the TH Is 
the Format Identifier {FID) and can be a 0, 1, 2, 3, 4 
or F in hexadecimal. 

FID o is used for a message being sent to a 3270 
BSC device when explicit routes are not supported. 

FID 1 is used for a message being sent between 
adjacent subareas involving SNA devices when 
explicit routes are not supported. 

FID 4 is used for a message being sent between 
adjacent subareas when explicit routes are 
supported. 

FID 2 is used for a message being sent from a 
subarea to an adjacent PU-T2 or PU-T2.1 {APPC). 

FID 3 is used for a message being sent from a 
subarea to an adjacent PU-T1. 

FID F is a special command sent between adjacent 
subareas when both support explicit routes and It 
involves Transmission Group resequencing. 
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INTERFACING TO THE SNA ENVIRONMENT 

MESSAGES DESTINED FOR THIS NCP 

An ACTPU command destined for this NCP is passed to the 
Physical Services from Subarea Path Control for 
processing. 

ACTLINK commands for lines attached to this NCP are 
also passed to Physical Services for processing. 
Physicial services then notifies the Link scheduler to 
cause DTR to be turned on. The Link scheduler notifies 
Physical Services when DSR is returned. Physical 
Services then prepares the response. · 

A separate ACTLINK command will be directed to each 
link to be connected. 

CHANNEL LINK 

,....-

I ID PHYSICAL 
SERVICES 

INTERFACE SCHEDULER 
L 
I 

CA N SUBAREA 
HD E PATH CONTROL 

,..---------

i I I L.:----------

AA 
NP S 
NT E 
EE T 
L.R S 

1 OR 
I 
I MIM 
I 
I 
I 

::.I 

.......... 
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INTERFACING TO THE SNA ENVIRONMENT 

MESSAGES DESTINED FOR OTHER SUBAREAS 

Subarea Path Control checks the destination subarea and 
routes the message straight through to the link 
scheduler. 

CA 
HD 
AA 
NP 
NT 
EE 
LR 

SUBAREA . , LINE 

CHANNEL 
INTERFAC£ 

r--

...__ 

I I 
PHYSICAL 
SERVICES D 

SUBAAEA 
PATH CONTROL 

.----------., 
I 
I 
I 
I 
I 
I !I . L.; __________ I 

::J 
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INTERFACING TO THE SNA ENVIRONMENT 

MESSAGE . DESTINED FOR PUs AND LUs IN THIS SUBAREA 

Subarea Path Control Inspects the destination subarea 
value of the Network Address and passes the message to 
Boundary Function Path Control. Boundary Function Path 
Control converts the element address of the Network 
Address to a local addresss which identifies the SW in 
the peripheral node and forwards the message to the 
proper link scheduler. 

If the message being processed is a BIND, ACTPU, or 
ACTLU command, Boundary Function updates its session 
tables identifying the address of both participants. 

PLU I SSCP I ELEMENT I LINIC I DLC I LDCADR 

,..-

I ID 
LINK CHANNEL 

INTERFACE SCHED~ • 

CA 
HD 
AA 
NP 
NT 
EE 
LR 

......... 

SUBAREA 
PATii CONTROL 

' ,---------., 
I 
I 
I 

IOUNDART 
PUNCnDN 

.. A'Tlt 
CONTRCIL 

!I . L.:----------- I I :J 
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INTERFACING TO THE SNA ENVIRONMENT 

MESSAGES DESTINED FOR 3270 BSC DEVICES 

Subarea Path Control passes the message to the 3270 SSC 
Function. The 3270 SSC Functions will remove the TH 
and RH and will pass the message to the Link Scheduler 
for transmission using 3270 link protocol. . 

CA 
HD 
AA 
NP 
NT 
EE 
LR 

CHANNEL 
INTERFACE 

r--

I..-
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INTERFACING TO THE SNA ENVIRONMENT 

MESSAGES DESTINED FOR NON-SNA DEVICES 

If the receiving device is not an SNA device, subarea 
path control passes the message first to Boundary 
Function for conversion from network to local address. 
At this point subarea Path Control only knows that the 
messaQe is destined for this subarea; It does not know 
what kind of device is receiving the message. 

For Non-SNA Devices -

Boundary Function is responsible for passing the 
message to Network Terminal Option. NTO removes 
the TH & RH and passes the message to the link 
scheduler for transmission using the appropriate 
link protocol. NTO also processes any responses 
that are required. 

CA 
HD 
AA 
NP 
NT 
EE 
LR 

CHANNEL 
INTERFACE 

,....--

I 

....__ 

ID 
SUBAREA 

PATH CONTROL 

~----------
., 
I 
I 
I 
I 
I 
I 

ii Nm j -
L.:---------- I· 

::J 

LINK 
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INTERFACING TO THE SNA ENVIRONMENT 

MESSAGES DESTINED FOR NON-SNA LINKS 

For messages destined for public data network (X.25) 
subarea Path Control may route the message two ways -

The first is directly to the NCP Packet Switching 
Interface (NPSI) for messages destined to other 
subareas. 

The second is to Boundary Function for messages 
destined to a peripheral node attached to this 
subarea. Boundary Function performs the FID 
conversion before passing the message to NPSI. 
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INTERFACING TO THE SNA ENVIRONMENT 

TRANSMISSION CONTROL 

This section will mention two methods used by the NCP 
to control Its resources and Its traffic. 

Slowdown 

The NCP can receive messages from either the Access 
Method or the SDLC links only as long as It has 
available buffers. Normally It will send and receive 
at the same average rate. 

When NCP receives more data than It sends during a 
given time Interval, Its supply of buffers can become 
critical. Should this happen, not even priority 
messages could pass through the network. -

To prevent this, NCP continuously monitors its buffers 
and when the supply reachs a pre-determined threshold 
level, It will automatically enter a slowdown state. 

The systems programmer may set a threshold value 
specifying 12, 25, or 50 percent as the minimum 
percentage of available buffers to maintain. When this 
percentage is reached, then slowdown will occur. Under 
certain conditions during initialization, NCP may 
dynamically alter these percentages the programmer set 

While in the slowdown state, It will reduce the amount 
of data it receives from SDLC links and the Access 
Method, but will continue to send at the same rate. 
When buffer supply is sufficient once more, the program 
will automatically resume normal operation. 

Good system tuning which uses PACING (discussed below) 
as a tool can minimize slowdown. 
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INTERFACING TO THE SNA ENVIRONMENT 

Pacing 

There are two levels of pacing: 

- VPACING: SSCP to NCP 
- PACING: NCP to LU 

H A V 

NCP 0 P T 
S P A 
T L M 

NCP 

VPACING is a VTAM parameter and controls the amount of 
data VT AM sends to the NCP for a single device. 

PACING is an NCP parameter. It controls the amount of 
data sent from the Boundary NCP to the receiving device 
in the attached cluster controller. 

The purpose of PACING is to limit the number of PIUs 
sent to a logical unit (LU) before an acknowledgement 
is required. This prevents needless transmission to a 
logical unit that is momentarily unable to process them 
or sending messages at such a rate that the device 
cannot keep up. 

An example of such a device is a printer. A printer 
can receive a lot of data at once but cannot print the 
data as fast as It is sent. PACING is the mechanism 
which slows the data transmission to the rate at which 
It can be printed. 

The proper combination of PACING and VPACING ensures 
that there will always be data ready to be transmitted 
to a device without overloading the NCP with data 
stacked up for a device. 

Remember, NCP will permit the primary and seconda!Y. 
session partners to negotiate pacing parameters (1f 
permitted as defined in the BIND command) during 
session establishment. This could override the pacing 
values that were defined to NCP during its Sysgen 
process. 
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INTERFACING TO THE SNA ENVIRONMENT 

EMULATION PROCESSING 

o The functions of NCP can be divided into two major 
categories: Network Control Functions (NCP) and 
Emulation Functions (EP). 

- EP: emulation processing performs functions 
equivalent to those provided by IBM's 270X 
non-pro~rammable controllers. This emutation 
processing allows 270X users to run their 
applications unchanged when a 37X5 replaced the 
270X controller. 

o The software placed in the Controller can perform 
one or the other, or both, depending on how the 
program was genned. In the event that both duties 
could be performed, the environment is referred to 
as Partitioned Emulation Processing or PEP. 

· o Each communication line at sysgen time is specified 
for which attribute It is capable of handling (NCP, 
EP, or PEP). If the line is specified as EP, then 
it supports Emulation Processing. If the line is 
specified as NCP, then network control functions are 
supported in conjunction with the access method. 

o If a line was specified to handle both functions, 
then the operations of that line can be changed by a 
command via the access method. During the Sysgen 
process, each communication line is associated with 
an emulation subchannel address. 

I 
I 

-ms 

HCP I IP 
I 
I 

• 
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INTERFACING TO THE SNA ENVIRONMENT NCP SOFTWARE 

REVIEW LESSON 7 

1. SNA messa~es transmitted throuqh an NCP node will ALWAYS pass 
through which one of the following components: 

a. Physical Services 
b. Boundary Function 
c. Subarea Path Control 
d. Link Scheduler 

2. Listed below are functions of the NCP software components. On the 
line at the right, fill In the name of the appropriate software 
component. 

Inspects the destination subarea 
number of the network address 

Assembles data for transmission 
· over the different links. 

Converts message formats between 
3270 BSC devices and SNA PIUs 

Transmits data from NCP buffers 
to the Access Method buffers . 

Converts FID4 transmission header 
to a FID2 for a PU-T2 device 

Processes an Activate Link command 
intended for this subarea 

3. Starting with number 1, number the following software functions in 
the proper sequential order as they would occur for any data sent 
from a remote terminal to a program in the host. 

Subarea Path Control 

VTAM 

Link Scheduler 

Channel Interface Scheduler 

Boundary Function Path Control 

COURSE NO. 669005 PAGE 7.18 



LESSON 8: VTAM 

PURPOSE 

This lesson will describe the functions of the SNA-access method, vrAM. 

OBJECTIVES 

After completing this lesson the student will be able to: 

o State the purpose of an access method and describe its relationship to other 
software systems in the network 

o Identify the major difference between vrAM, TCAM, BTAM, and CAM 

o List the major functions of vrAM 

o List the major components of vrAM 

o Describe vrAM network initialization 

o Describe steps that occur to logon an LU-LU session 

o Describe the flow of data and control information through vr AM 

o Describe steps that occur when LU-LU session terminates 

REFERENCES 

o 10057 vrAM concepts (IBM lndepend~nt Study Program) 
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INTERFACING TO THE SNA ENVIRONMENT 

ACCESS METHOD FUNCTIONS 

0 
p 

I 

TSO 
y 
I 
T 
E • 3704 

NCP 

3270 

3770 

A Telecommunications Access Method is software that is 
comprised of a set of macro definitions with associated 
operands that define the network's resources. 

VT AM software consists of libraries which contain 
information about: 

- various appllcatlons programs 

- the transmission llnks 

- switched remote nodes and devices 

- any locally-attached nodes and devices 

- the Logon Mode Tables (LOGMODET AB) 

- the Unformatted Systems Service Tables (USSTAB) 

- routing paths 

- cross-domain session requirements 

- Exit routines for user programs. 
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INTERFACING TO THE SNA ENVIRONMENT 

vr AM resides in the Host processor and provides the 
interface between application programs and application 
subsystems wanting to Send and Receive data through the 
operating system. 

Some of the functions an Access Method may perform are: 

o formats messages for transmission 

o routes messages to proper applications subsystem 

o controls the network (starting, stopping, 
changing configuration) 

o schedules or queues messages for transmission 

o ensures end-to-end delivery of messages 

o handles error conditions 

o allocates network resources 

o assists in LU-LU session establishment and termi­
nation 
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INTERFACING TO THE SNA ENVIRONMENT 

ACCESS METHODS 

An Access Method is a program in its own right which 
executes in the host machine under an operating system 
which supports and provides services to its domain or 
cross-domain resources. 

Over the years, there are been several different access 
methods used at one time or another. Some of them are: 

o VTAM 
o TCAM 
o VTAME 
o BTAM 
o CAM 

VTAM 

As of 1985 there is only one IBM SNA access method: 
Virtual Telecommunications Access Method (VTAM). VTAM 
will only communicate directly through channel-link 
protocol to any host-connected devices. For remote 
devices (Asynch, BSC, or SDLC) that are supported, NCP 
provides the link protocol communication. 

ACF(rCAM 

TCAM has been an access method since the 1960's. It 
was modified wo work with SNA in the 1970's and in 1985 
became a VTAM subsystem. 

TCAM provided message switching and message 
construction capabilities, plus was able to queue 
inbound or outbound data for transmission in real 
memory, not on disc storage. This resulted in less 
time-consuming 1/0 access time upon later retrieval of 
the queued messages. 

ACF/VTAME 

In the late 1970s, IBM 4331 and IBM 4321 processors 
were designed with integrated communications adapters 
in the host. Consequently, a separate Communications 
Controller was not required. The functions normally 
performed by NCP were now performed by VTAME. Today 
these extra functions are a standard part of VT AM, so 
there is no separate product. 
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INTERFACING TO THE SNA ENVIRONMENT 

BTAM FUNCTIONS 

BaslcTelecommunlcatlonsAccess Method (BTAM) is the 
major non-SNA access method. However, there are also 
many others. 

BTAM is a very simple access method. It is associated 
with only one subsystem or application. Therefore 
there must be repeated copies of STAM or some- other 
pre-SNA access method (e.g. RTAM or QTAM) in a Host for 
each application subsystem requiring its features and 
functions. 

When BTAM is used, the subsystem or application program 
is responsible for device characteristics and for 
polling and selecting the devices. 

BTAM works in conjunction with the non-programmable 
270X series of communications controllers. It will 
also work with Emulation Processing or Partitioned 
Emulation Processing in a 37X5 communications 
controller. 

Non-SNA messages enter the host through a different 
channel than SNA messages. They do not pass through 
the SNA access method to reach STAM. 

NCP 

3270 
SNA 

IBM 
3725 

EP 

VTAM 
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INTERFACING TO THE SNA ENVIRONMENT 

NCR COMTEN'S CAM 

NCR Comten offers a product that moves the SNA access 
method functions into the front end processor. The 
product is called Communications Access Method (CAM). 

CAM can offload from the host many of the typical AM 
functions including: _ 

o starting and stopping network elements 
o establishing and terminating sessions 
o routing 

CAM also supports application programs that can be 
written by the users. Currrently NCR Comten offers an 
application program called Automatic Message Switch for 
message switching at the front end processor. 

Emulation 
Host 

HIF 3272 HIF 3274 

CAM3 

ACF/NCP3 

Te.rm Ina ls 

SNA 
Host 

MCP 

DMF 

3690 .. 

Console 

... 

COMMUNICATl"ONS ACCESS METHOD 3 
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INTERFACING TO THE SNA ENVIRONMENT 

MAJOR VTAM COMPONENTS 

CICS SSCP 

A 
IMS p TSC 

I 

PUSJLUS 

Application Program Interface 

o Processes commands from the application 
o checks for completion of operations, notifies appli­

cation of completions 
o example: SEND; RECEIVE commands 

PU Services 

o performs Boundary Function services for channel 
attached devices 

o Manages route to various sub-modules ... , . __ 

LU Services 

o VTAM's portion of the PLU 
o also performs services for the SLU 
o sends BIND and SOT 
o notifies the SSCP a session is started 

Transmission Subsystem Component · 

o Formats TH and RH for outbound PIU 
o Interprets TH and RH for Inbound PIU 
o Controls pacing 
o Selects outbound route 
o Interfaces to Operating System for input and output 
o Forwards RU to the appropriate VT AM component 

SSCP 

o activates and deactivates network elements 
o processes logon and logoff requests 
o maintains status tables of all network elements 
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INTERFACING TO THE SNA ENVIRONMENT 

VTAM NETWORK INITIALIZATION 

Two methods for network Start-of-day activation: 

o Hierarchlal -

Activation begins with the most superior 
resource VTAM, then SSCP, then the Physical 
Unit in the Host, followed by the "links, 
Physical Units, and Logical Units in the 
network. 

o Cascade -

Activation involves only a portion of 
the network, such as a selected subarea or even 
just portions of a particular subarea. 

To simplify this start-of-day task, job control strings 
may be genned into the software to activate either the 
entire network or just a portion of the network for the 
operator. 

CICS I SSCPI 

0 
IMS rn v 

p 
T s A c s 

NCCF M y 
s 

37IM 

TSO jPUslwsl 
NCP 

HOST 
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INTERFACING TO THE SNA ENVIRONMENT 

START-OF-DAY ACTIVATION 

A step-by-step example might take place as follows: 

o •Power-up• local and remote physical resources 
(processor, controllers, modems, work-stations, 
etc.) 

o Begin IPL (Initial Program Load) of disc Operating 
System into processor memory, and Operating System 
assumes control. 

o Operator Issues system commands to start the Access 
Method. Access Method will activate respective 
SSCP, PUs (SSCP-PU) and links. 

o SSCP-LU sessions may be established with application 
subsystems in the host. 

o Under control of the Access Method, a loader 
utility program down-loads NCP into each proper 
Communicatons Controller. . 

o SSCP-PU session established with adjacent NCP. 

o SSCP issues ACTLINK commands for link station 
activation (DTR/DSR) 

-
o SSCP-PU session established in Cluster Controllers 

o SSCP-LU session established in Cluster Controllers 

o LU-LU sessions may now be established, either 
by the SL:.U, PLU, start-of-day routine, or by the 
network operator. 

90URSE NO. 669005 (rev 1/91) 

VTAM 

PAGE 8.9 



INTERFACING TO THE SNA ENVIRONMENT 

LU-LU SESSION ESTABLISHMENT 

A temporary connection permitting two end-users to 
exchange network data is called an LU-W session. When 
the session is established, the characteristics of that 
session are determined by the exchange of a BIND 
command between partners. 

To establish an LU-LU session, a •1ogon• must first 
occur. 

Format for an SLU logon: 

logon applid(name) logmode(name) data(user data) 

- logon: Constant value which describes the 
function of the SLU request 

Corresponds to an table entry in the 
VT AM USSTAB (Unformatted Systems 
Services Table). 

- applid: Application subsystem name which 
the SLU seeks to establish a 
session. 

- logmode: Corresponds to a table entry in 
the logon mode table. 

May be either a specific or 
defaulted entry In a LOGMODETAB 
(logon mode table) which 
identifies the proper BIND 
parameters for the session. 

- data: Information included with the logon 
request and forwarded to the 
application program by the operator. 

Example: logon applid(CICS) logmode(R3270) data(040338) 
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INTERFACING TO THE SNA ENVIRONMENT 

Terminal Logons 

Three methods to establish a session from a terminal. 

o Unformatted (long version) 

- logon applid(name) logmode(name) 

o Unformatted . (short version) 

- ex: CICS 
logon TSO 
IMS 

o Field Formatted 

Programmable devices generally send field formatted 
logons. Non-programmable devices generally send 
character coded logons. 

- INITSELF (true SNA command) 

I ™ I · ..,. 
Ill.I' 1::.54 ~TA 

PLU or Third Party Initiated Sessions 

Sessions that are established as a result of an 
application or subsystem command or by a network 
operator may Identify the correct logon mode entry or 
may assume a default logon mode entry. 
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INTERFACING TO THE SNA ENVIRONMENT 

SESSION ESTABLISHMENT PROCESS 

CICS . I SSCPI 

0 NCP 
IMS rn v 

p 
T s IPU.T41 A c s 

NCCF M y 
s 3IXO 

TSO IPuslwsl 

HOST 

PLU VTAM ,. .A. .... 
.r ..A ' APPL LU SVCS SSCP 

in Itself 
+RSP 

CINIT 

Notify 
OPNDST 

BIND 

SES SST 
SOT 

+RSP 
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INTERFACING TO THE SNA ENVIRONMENT 

DATA TRANSFER 

o Sending or receiving of data by the Application 
program must refer to an RPL of Request Parameter 
Uat which Is a control block area used by the 
application program to describe most of Its 
requests: 

o The FORMAT for the RPL and some of Its associated 
macros appear as follows: -

RPL AM= VTAM 
ACS = acb address 
AREA = address of output area from which data will be written 
RECLEN = length In bytes of user data found at AREA 
STYPE = REC or RESP 
SEQNO = sequence number found in the Transmission Header 
RESPOND = no response: definite response: exception response 
CONTROL = DATA or some SNA command 
CHAIN = begin; middle; end chain 
CHNGDIR • change direction Indicator 
BRACKET = begin; middle; end bracket · 

o UslnQ this information and the Information In the 
session control block, the TSC portion of VTAM 
builds the PIU (TH + RH + RU). It then notifies 
the Operating System that a message Is ready to be 
sent. 

o After the message has been sent, VTAM places 
feedback Information into the APL control block to 
be examined by the application program. This 
information Indicates completion of transmission 
and status of the transmission. 

VTAM 
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INTERFACING TO THE SNA ENVIRONMENT 

ACCEPTING DATA 

The Application program may accept data (requests) and 
responses by three different methods: 

o RECEIVE Instruction 

o SEND Instruction 

o EXIT routine 

RECEIVE 

H a RECEIVE is used, the application can issue it 
at any time. The RECEIVE will be available and 
waiting for an Incoming Request message from a 
terminal. . . 

The Receive command will move data received by VTAM 
into an input area inthe application program or sets 
the RPL fields to indicate that data has been 
received. 

SEND 

If SEND is used, It can transmit a data request or 
send a response to a previous request It received. 

The SEND operation is not considered complete until 
the response Is received. 

EXIT 

An EXIT routine can also be used to process 
responses from the terminal. Whenever a response is 
received, VTAM will forward It to the proper 
response exit routine for processing. 
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INTERFACING TO THE SNA ENVIRONMENT 

SESSION TERMINATION 

Either session partner may request the termination. 
The LU for a terminal initiates the shutdown usually 
from an operator controlled terminal (CRl). while the 
application would initiate the shutdown for an 
unattended terminal (printer). 

If the SLU requests the termination process, It can 
send the logoff request either to SSCP or to the PLU. 
Regardless who receives the request. ev.ttntually VTAM's 
LU services sends an UNBIND to the SU). . 

CICS I SSCPI 

NCP 
IMS 

IPU.T41 

NCCF 
36XO 

TSO jPusl wsl 

HOST 

PLU ... VTAM ,. A ,... A.. 

' APPL LU SVCS SSCP SLU 

LOGOFF.. 
+RSP 
CTERM 

NOTIFY 
CLSOST 

(CLEAR) 
+RSP 

UNBIND 
+RSP 

SESSENO 
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INTERFACING TO THE SNA ENVIRONMENT 

REVIEW LESSON 8 QUIZ 

Circle the proper True/False answer for the questions below: 

1. T F The Physical Services component of VTAM controls the 
activation and deactivation of the various network 
resources. 

2. T F The Transmission Subsystem- Component is responsible for 
handling routing functions within VT AM? 

3. T F The Application Program Interface (API) is an command 
interface between the Application Subsystems and the other 
components in VT AM. 

4. T F LU Services Is responsible for formatting incoming and 
outgoing PIUs and interfaces with the queues of the Host's 
Operating System. 

VTAM 

5. T F SSCP issues the session BIND command and the SOT command. 

6. T 

7. T 

8. T 

F It is the responsibility of SSCP to maintain network 
resource session tables. 

F The Transmission Subsystem Component routes incoming 
messages to the proper VT AM component. 

F LU Services Is responsible for notifying SSCP that it and 
the partner LU have agreed to the session characteristics 
and are now in session. 
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LESSON 9: IBM SUBSYSTEMS 

PURPOSE 

This lesson describes the most commonly used af the subsystems that 
support SNA. 

OBJECTIVES 

After completing this lesson, the student will be able to: 

o List the major IBM subsystems 

o Identify the LU types supported by each subsystem 

REFERENCES 

o Demystifying the BIND, Presentation at SHARE 58 by Jay Burnside 

o CICS General Information Manual, IBM GC33-0155-0 

o OSNS Remote Entry Services, IBM GC28-6878-4 

o DOSNS POWER: Installation Guide & Reference, GC33-6048-1 

o JES3 System Programming Library: Installation, Planning, & Tuning, 
IBM SC23-0041-2 

o JES2 System Programming Library: Installation, Initialization, & Tuning, 
IBM SC23-0046-2 

o IMSNS General Information Manual, IBM GH20-1260-11 

o IBM System/370 and 4300 Processors VSE/POWER, IBM SH12-5329 
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INTERFACING TO THE SNA ENVIRONMENT 

INTRODUCTION 

There are several different classes of application 
subsystems. 

There are Terminal Monitors, RJE subsystems, and Network 
Management subsystems. -

Terminal Monitors (Teleprocessing Monitors) 

o CICS 
o IMS 
o TSO 

RJE Subsystems 

o POWER 
o RES 
o JES2 
o JES3 

Network Management 

o NetView 
o NCCF 
o NLDM 
o NPDA 
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INTERFACING TO THE SNA ENVIRONMENT 

CUSTOMER INFORMATION CONTROL SYSTEM (CICS) 

APPL 
APPL 
APPL 
APPL 

~ A 0 
C M P 
s s 

y 
s 

· Terminal Monitor or Transaction Processing 

Definition - CICS operates between the communications 
interface software (VTAM) and the user application 
program. It controls all transactions entering the 
application subsytem (CICS). 

Features: 

o calls and activates the user's application 
program upon request by local or remote 
terminals or subsystems. 

o queues transactions for processing when 
resource is available. 

o removes or adds communication control 
characters as transactions enter or leave 
the system. 

o controls concurrently running programs for 
many online users. 

o starts recovery procedures following 
abnormal termination. 

o may perform some screen control. 

o provides security features to prevent 
unauthorized access to files. 

o monitors performance/provides statistics 
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INTERFACING TO THE SNA ENVIRONMENT 

How CICS Works 

1. 

2. 

3. 

@ 

OPERATING SYSTEM 

FILE SYSTI:M TERMINAL 
CONTROL 2 EAVICES CONTROL 

ACCESS 
--+-----t METHOD 

End-user logons to CICS; identifies themselves, and 
indicates user application program to execute. 
CICS terminal control accepts the input and places 
it in a work area. 

System Services (interface between CICS and 
Operating System) determines If program already 
resides in memory or needs to be loaded from 
program library disc storage. 

Program to execute is either already in memory or 
loaded from program library. 

OPERATING SYSTEM 

FILE SYSTI:M BMS 
CONTROL. SERVICES 

4 
APPLICATION 

ACCESS 
--+--"'I METHOD 

@ 

4. Application runs as a concurrent job under control 
of CICS. 

5. Application Program Services may format a menu to 
send to the terminal, allowing the operator to 
input further requests. 

/ 
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INTERFACING TO THE SNA ENVIRONMENT 

OPERATING SYSTEM 

FILE SYSTEM 
CONTROL SERVICES 

© 
--+-...;:;...-tAPPLICATION 

.... 
@ 

ACCESS 
_..._ ..... METHOD 

6. Application Program Services accepts the operator's 
response. 

7. File Control will then access the proper database 
files for the requested information. 

8. Again, Application Program Services will format the 
database information and forward it to the 
terminal. 

I 
I 
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INTERFACING TO THE SNA ENVIRONMENT 

Operating System Support 

o DOSNSE 
o OSNS1 
o VS2/MVS 
o MVS/XA 

Access Method Support 

o VTAM 
o STAM 

Functions Performed 

o Online Inquiry only to Centralized Database. 
o Online Inquiry and Update to Database. 
o Online Data Entry to create files at host for 

subsequent processing or to be accessed by another 
user. 

o Handles online message switching between terminals 
which does not involve data processing or file access. 

LU Support 

o LUO 
o LU1 
o LU2 
o LU3 
o LU4 
o LU6.0 
o LU6.1 
o LU6.2 

BIND Image 

Each terminal is defined in the CICS Terminal Control Table. 

CICS may modify the CINIT to create a BIND based on 
information in its Terminal Control Table. 

I 
I 

COURSE NO. 669005 (rev 1/91) 

IBM SUBSYSTEMS 

PAGE 9.6 



INTERFACING TO THE SNA ENVIRONMENT 

INFORMATION MANAGEMENT SYSTEM (IMS) 

3217 

APPL 3Z7I 
APPL I 

APPL 
M 0 3Ull 3274 3Z7I s p 

APPL A 
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y 
s NCP 

7154 
79U 79U 7151 

Data Base Manager 

Definition: - a method of providing users with the 
ability to organize, consolidate, and 
integrate various data records to serve one 
or more applications in a single database 
environment. 

Features: -

/ 

o Database records are stored as interrelated, 
individual segments in an hierarchial manner, 
such that each segment is related to and in 
some way dependent upon the segment above it. 

o Database record information is stored only once. 

o Database may be shared by many applications ·. 
stemming from different departments within a 
company. 

o Application program is independent of physical 
structuring of the database. 

o Security is provided to limit operators or other 
applications access to the database. 

o Permits both batch and online access to 
database. 

o Recovery control and loggi_ng control facility 
available. 
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INTERFACING TO THE SNA ENVIRONMENT 

HOW IT FUNCTIONS 

REPORT 

COURSE 

GRADE 

INSTR STUDENTS 

INSTR: COLLIER, J - ALG I 
FELT, P - PASS 

ADAMS, D - FAIL 
HOGG. IMA- PASS 
GAINS, 0- PASS 

ROOM 

INSTR: SCHEDULE 
INSTR: COLLIER, J 
COURSE: ALG I 

ENGH 
HIST101 

INSTR: GHELKEN, E 
ART201 
GEO'I 
CALCll 

ROOM SCHEDULE 

ROOM:C106 
AL.GI 
ENGi 

ROOM:C110 
HIST 101 
CAL.CH 

OPERATORB 

o Operator A produces display of instructor, listing 
all of that instructor's students and their grades. 

o Operator B produces display of each room and the 
classes that are taught in that room. 

o Operator C produces display listing each instructor 
and the courses that each instructor teaches. 

COURSE NO. 669005 

IBM SUBSYSTEMS 

PAGE 9.8 



INTERFACING TO THE SNA ENVIRONMENT 

Data Communication Feature 

o Optional feature that extends the functions of DlJ1 
and IMS to the online, real-time environment. 

o Permits users to sit at terminals, enter 
transactions, and have the results displayed 

o Terminal{Teleprocessing Monitor 

o Message Format Service - simiplifies the development 
and maintenance of terminal-oriented programs. 

o Multiple System Communication (IMS-IMS) - permits 
the linkage of multiple IMS systems to distribute 
processing loads to satisfy geographical or other 
business requirements. 

o lntersystem Coupling (CICS-IMS) - permits data to be 
exchanged between other IMS-IMS or IMS-CICS systems. 

o Performs routing, queuing, and interfacing to VTAM. 

Operating System & Support 

o MVS 
o VS1 

Access Method Support 

o VTAM o BTAM 

Functions Performed 

o Inquiry 
o Update 
o Data Entry 
o Message Switching 

LU Support 

o LUO o LU1 o LU2 
o LU4 o LU6.1 o LU6.2 

BIND Image 

Logical terminals are defined to IMS. Each logical 
terminal is associated with the physical terminal. IMS 
does use the logmode table entry. However, IMS may 
change the maximum RU size and the FM and TS usage 
fields based on the LU's definition to IMS. 

; 
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INTERFACING TO THE SNA ENVIRONMENT 

TIME SHARING OPTION (TSO) 

A M 
M V 

s 

Online Editor - an interactive, online editor providing 
the facility for multiple users to use the 
computer's resources on a shared basis for creating 
and manipulating data, programs, and JCL Oob 
control language) files. 

Features -

o each user receives a time-slice of the 
processor's execution time 

o provides debugging tools 
o System programmers: for maintaining system 

libraries, catalogs, and procedure libraries. 
o Application programmers: developing new 

applications and maintaining existing programs. 
o Programming Librarians: creating, maintaining, 

and controlling development and production 
libraries. 

o Job Retrieval 
o Data/Text Entry 

Operating System Support 

o MVS 

Access Method Support 

o VTAM 

LU Support 

o LU1 
o LU2 

J 
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INTERFACING TO THE SNA ENVIRONMENT 

BIND Image 

TSO does use the logon mode table entry with certain 
modifications. It first checks the BIND for specific 
fields. Depending on the FM Profile and the LU type, 
TSO may modify the max RU size or the Presentation 
Services usage. 

I 
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INTERFACING TO THE SNA ENVIRONMENT IBM SUBSYSTEMS 

PRIORITY OUTPUT WRITERS, EXECUTION PROCESSORS AND INPUT 
READERS (POWERNSE) 

D 
v 0 
T s 3IXll 
A 

' M s HCP PU-1'2 

E 17711 
37-

RJE System 

Definition - an application to improve throughput of a 
computing system by separating input and output 
operations and the internal computing operations of the 
application programs, a process known as spooling or 
Simultaneous Peripheral Operations On-Une. 

Features -

o accepts input data and stores on input queues on 
disc. 

o jobs are transferred to partitions and executed. 
o job output is stored on output disc (or tape). 

queues before final processing. 
o output may be spooled at remote site on diskettes 

or disc. 
o provides operator monitoring capabilities. 
o supplies accounting information for each job run. 

Operating System Support 

o DOSNSE 

Access Method Support 

o VTAM 

LU Support 

o LU1 

BIND_ Image 

POWER uses the BIND image in the logmode table. 

J 
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INTERFACING TO THE SNA ENVIRONMENT 

REMOTE ENTRY SERVICES (RES) 

RES RTAM 

RES System 

Definition • a method of transmitting jobs efficiently 
and conventiently from remote sites to the OSNS1 operating 
system for execution. 

Features· 

o RES accepts data from remote sites 
o schedules jobs for execution 
o routes output to originator or to some other 

user 
o permits messages to be broadcast to a specific 

user, the central operator, or to all other users 
o permits the operator to monitor the status of 

the job(s) submitted 
o remote workstations may be unattended 
o spools output 

Operating System Support 

o OSNS1 

Access Method Support 

o VTAM 
o RTAM ~ccess method controlling transmission of 

data between the centrol processor and the 
remote sites. RTAM controls BSC terminals 
directly and interfaces with VTAM for SNA 
terminals. 

LU Support 

o LU1 o LU4 
BIND Image 

RES uses the BIND in the logmode table entry without 
changes. 

I 
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INTERFACING TO THE SNA ENVIRONMENT 

JOB ENTRY SYSTEM 2 (JES2) 

RJE 

y II 
T y 
A I 
II 

Definition - permits selected jobs, files, operator 
commands and messages, and job accounting information 

· to be entered from one node, and possibly routed to 
another for execution, and lastly be directed to one or 
more nodes for output. 

Features -

o Ability to route input between Hosts. 
o Schedules or queues jobs for execution. 
o Ability to route output 
o Permits application to application communication. 
o Ability to spool the output for later 

transmission. 
o Operator has ability to monitor and control job. 
o Account information is collected and produced by 

each node that participated in the processing of 
the job. 

Operating System Support 

o MVS 

Access Method Support 

o VTAM 

LU Support 

o LUO 
o LU1 

BIND Image 

JES2 modifies the BIND based on parameters coded for it. 
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HOW IT FUNCTIONS 

-· 
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INTERFACING TO THE SNA ENVIRONMENT 

1. Job data is input and placed on transmission queue. 

2. When ready. job data is transmitted to adjacent 
node. 

-
3. Job data received is placed on execution queue. 

4. Job is executed. 

5. Completed job is placed on output queue for 
destination transmission. 

6. Completed job Is placed on queue for final output 
transmission to terminal device. 

7. Final job data is transmitted to device. 

I 
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INTERFACING TO THE SNA ENVIRONMENT 

JOB ENTRY SYSTEM 3 (JES3) 

-
-

-RJE 

Definition - in addition to the normal features of RJE, 
JES3 provides enhanced management control over jobs 
submitted for execution by providing an advanced 
operations and scheduling feature to balance the 
workload, and an approach which allows multiple 
processors to maintain a single image for operations, 
job scheduling, and resource management. 

Features -

o accepts input data 
o queues and schedules Jobs for execution 
o handles job setup functions -
o monitors execution of job 
o schedules deadlines 
o spools output for later processing 
o job are not selected for execution until all 

resources are available 

Operating System Support 

o MVS 

Access Method Support 

o VTAM 

LU Support 

o LUO 
o LU1 

BIND Image 

JES3 uses the BIND in the logmode table without 
changing it. 

/ 
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INTERFACING TO THE SNA ENVIRONMENT 

HOW IT WORKS 

JOB SELECT .. 

OUTPUT 
DEVICES 

1. Job data is input where It is analyzed and placed 
on the job queue. 

2. Converts JCL statements; determines resource 
requirements and builds control blocks. 

3. Setup of resources (devices, volumes, and files) 
associated with the job are requested. 

4. Job is selected for execution either with normal 
options, priority options, or specific sequenea. 

5. Job is executed and monitored. 

6. Completed job is scheduled for output, first; then 
actual output phase takes place. 

7. Purge releases all of the job's resources. 

'i 
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INTERFACING TO THE SNA ENVIRONMENT IBM SUBSYSTEMS 

REVIEW LESSON 9 

1. Column A contains a list of functions for the test items in Column 
B. On the line at the left of each function, write the letter of 
the test item from Column B that describes that function. Each 
response in Column B may be used once, more. than once, or not at 
all. 

Column A 

1. A subsystem that performs complex 
duties such as ~athering job data 
input, checking or availability 
of resources, queueinQ ~obs for 
execution, monitoring JO s as they 
execute, spooling output, and 
outputting job to device terminals. 

2. A time-share subsystem that is 
predominantly utilized by programmers 
for program-type development work. 

___ 3. A transaction processing system session 
between interactive application programs 
and the devices to which the application 
is connected. 

___ 4. A subsystem that permits input to be sent 
to an initial node, then to be routed to 
another node(s) for execution and output. 

5. A collection of logically related, but 
independent, records stored together without 
unnecessary redundancy to serve one or more 
applications concurrently. 

Column B 

A. JES3 

B. CICS 

c. TSO 

D. IMS 

E. JES2 

2. List the application subsystems that support all LU-LU session 
types. 

COURSE NO. 669005 PAGE 9.20 



.. 

LESSON 10: DATA FLOW THROUGH THE NETWORK 

PURPOSE 

This lesson provides an overview of data flow_ through the network 
components. 

OBJECTIVES 

After completing this lesson the student will be able to: 

o Describe the seven functional layers of an SNA network 

o Describe how a message moves through the network 

o List the components of a message as it passes through the network nodes 

REFERENCES 

o System Network Architecture, Format and Protocol Reference Manual: 
Architecture Logic IBM SC30-3112 
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INTERFACING TO THE SNA ENVIRONMENT 

LAYERED STRUCTURE OF SNA 

SNA is a classic example of an hierarchically layered 
architecture composed oftwo structures, namely NAUs 
and the Path Control Network. 

These layered functions are modular in nature and 
Independent of each other. 

All interaction, whether end-user or_ specific SNA 
network is controlled, conducted and managed by these 
peer components based on specific protocols. That is 
to say, a layer in one node will interact with the same 
peer layer in another node. 

Separation of layers enables changes in one layer to be 
performed without affecting functions in any of the 
other layers. 

SNA FUNCTIONAL LAYERS 

The service.s that SNA provides may be categorized as: · 

o NAU Services - services that are associated 
with the SSCP, PU, and LUs. 

o Path Control Network Services - services 
associated with the two layers that make 
up the path control networ~ ltseH • 

LaYEL 'I 

LaYIL I 

LaYEL a 

LaYEL • 

LEVELS 

LEVEL 2 

LEVEL 1 

. END 
UUR A 

A""LICATION 
LAYER 

,.REHNTATION 
LAYER 

DATA l'LOW 
LAYER 

TRANSMISSION 
LAYER 

.. ATH CONTROL 
LAYER 

DATA LINK 
LAYER 

"HYSICAL 
LAYER 

A~LICATION 
LAYER 

PRESENTR'ION 
LAYER 

DATA FLOW 
LAYER 

TRANSMISSION 
LAYER 

"ATH CONTROL .. ATM CONTROL 
LAYIR LAYER 

DATA LINK DATA LINK 
LAYER LAYER 

PHYSICAi. .. HYllCAI. 
LAYER ·LAYER 

I 
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INTERFACING TO THE SNA ENVIRONMENT 

APPLICATION LAYER LAYER 7 

o This layer Is the highest layer and provides 
the actual support for the end user. 

o This Is the end-user Interface to the network 

o Some of the responsibilities of this layer are: 

0 Allows two programs to communicate without 
regard to any of the network protocols. 

o Allows a database to be accessed without 
having to specify to the program where the 
database is located. 

PRESENTATION LAYER: LAYER 6 

o This layer converts and reformats the data 
between two session partners. 

o Some of the responsibilities of this layer are: 

o Data Formatting 
o Compression and Compaction of data 
o Screen Formatting 
o Code Set Conversion (ASCII <-> EBCDIC) 

DATA FLOW LAYER LAYER 5 

o The services of this layer pertain to the flow 
or integrity of the data within a particular 
session: 

o It may provide the following services: 

o DATA FLOW: 

o Flow Direction 
o Chalnlnp 
o Bracketing 
o Response Control 

o SESSION SERVICES: 

o Session Partner Verification 
o Network to Local Address Conversion (and vice versa) 
o Virtual Route Choice 
o Queuing 
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INTERFACING TO THE SNA ENVIRONMENT 

TRANSMISSION LAYER LA YER 4 

o This layer provides end-to-end control 
functions for the data passing between two LU 
session partners. 

o Some of its responsibilities are: 

o Session Level Pacing 
o Request/Response Header construction 
o Transmission Header Sequence Checking 
o Encryption 

PATH CONTROL LAYER: LAYER 3 

o This layer is responsible for providing a path 
through the network (from node to node) for the 
data. 

o Some of its responsibllties are: 

o Selection of link for Routing 
o Transmission Header Construction 
o Boundary Function Path Control 
o Message Segmentation 
o Message Sequencing 
o Virtual Route Pacing 

DATA LINK LAYER: LAYER 2 

'1 

o This layer is responsible for the error free 
transmission over the physical link. 

o Some of Its responsibilities are: 

o Link Header and Trailer construction 
o Data Transfer 
o Error Detection and Error Correction 
o Retransmission of error frames 

COURSE NO. 669005 (rev 5/93) 

DATA FLOW 

PAGE 10.4 



INTERFACING TO THE SNA ENVIRONMENT 

PHYSICAL LAYER LAYER 1 

o This is the lowest layer which is responsible 
for establishing, maintaining, and 
disconnecting the link stations. It specifies 
the mechanical aspects such as the dimensions 
of the plugs and sockets, the pin assignments 
(functions), voltage levels, and sequence of 
activation or deactivation of these pin signals 

o SNA does not define this physiCat layer. The 
definitions for this layer have been the 
responsibility of various standards 
organizations, such as the Electronics 
Institute Association (EIA) or Consultative 
Committee International for Telegraph and 
Telephone (CCITT). 
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INTERFACING TO THE SNA ENVIRONMENT 

EXAMPLE OF DATA FLOW THROUGH THE NETWORK 

This lesson will now trace a message unit as It travels 
from the end user's terminal to the host application, 
and also follows that message's reply as It returns 
from the host application to the terminal. 

Remember that the message unit represents a •req1:1est 
for information•, and the reply represents the •return 
of the requested information•. _ 

The reply does not represent the SDLC link level 
response nor is It an SNA positive or negative 
response. The reply does represent the Information 
returned by the host application after processing the 
original user message. 

> 

I 
' ' 

I 

FEP 

Clutter 
Conlloller 

IBM am 
Host 

COMTIN 
3llD 

The User's View of the Network 
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INTERFACING TO THE SNA ENVIRONMENT 

HARDWARE COMPONENTS 

The message travels through a number of hardware 
components from end user terminal to host. 

NODES LINKS 

MOST 

----- SDLC COMM. UNK 

NCR SHA ll'U • T2 

---PRODUCT·DEFINED UNK 

The hardware components consist of: 

o Terminal 
o Product-defined link 
o NCR SNA PU-T2 product (cluster controller) 
o SDLC line and modems 
o Communications controller ·(or Front End Processor 

(FEP)) 
o IBM 370 1/0 Channel 
o Host processor 
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INTERFACING TO THE SNA ENVIRONMENT 

·· SOFTWARE COMPONENTS 

The message must also navigate many software products 
and modules before It reaches the host application. 

HOST 
OPERATING IYITIM .:;; ~ 

j DATA] 
C1CS Ulll J LBASI -
CICI 

...1. -nAM t 

:I: " l llO CHANNEL SOFTWARI } 

CP j 
L CHANNEL INTERFACE J 

r·- - -- -,------., 
I .,....,. t -· I I~ I ... I 
t ..::.:.. I ..... I ':ii;,------t..-- -----' 
LINll. INTERFAC! } 

" NCR PU T2 

LSDLc DRIYERj 

L SNA APPLICATIONS] 

SNABASI ] 
t 

I TIRMlfW.f 

Grouped by the nodes in which they are found, these 
software modules include: 

o NCR SNA PU-T2 

• SNA application software 
- SNA base software 
- SDLC Driver 

o Communications Processor 

• Unk Interface 
• Boundary Function 
• Subarea Path Control 
• Channel Interface 

o Host 

- 1/0 Channel Driver 
- VTAM 
- CICS 
- CICS Application and Data Base 

j 
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INTERFACING TO THE SNA ENVIRONMENT 

SNA SESSION ESTABLISHMENT 

MOST 

ICICSA~ I 

VTAll 

I I 
11 31 41 

COMM . ·I I 
lllROCHSOA I I 

I I° 

I '--~I 
I I I 

SESSIONS -AUi 

1) SSCP·PU ACTPU 
2) SSCP·LUe ACTLU 
3) SSCP·LUb ACTLU 
4) W.-LUb BIND • -

SDT 

The following sessions must have been established prior 
to communication between the terminal and CICS. 

o SSCP-PU 
o SSCP-PLU 
o SSCP-SLU 
o PLU-SLU 

The LU which represents the terminal end user is in the 
NCR SNA PU-T2 and is designated LUb. The LU represent­
ing the CICS application is shared between VT AM and 
CICS and is designated LUa. LUa and LUb must be in 
session before the end user can send a request for 
information to CICS. The SSCP in VTAM must have 
previously activated the PU in the NCR cluster 
controller and also have activated both LUa and LUb. 

The span of SNA is from the cluster controller to CICS. 
Both end users (terminal operator and CICS application) 
are outside the span of SNA. It Is therefore easy to 
see how SNA is transparent to the end user. 
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INTERFACING TO THE SNA ENVIRONMENT 

MESSAGE TRANSFORMATION 

As data flows through the network, Its format changes. 
Various kinds of control information are added or 
changed. 

Terminal To Product Defined Unk 

To 
Cluster 

Controller 

1-..... -
!xx I TRY\. I ••I vAC1 I•• I 021tt1M I xx I 021111M ! ••I DAYTON I•• I 
CC TXID CC REQUEST CC FROM CC TO CC LOCATION CC 
'.._ nN DATI DATI / 

' / ', / ' / ' / ', / 
r 

--vact 
'""" 02/tl/M .. Ol/tllM 
~...,... 

IA , ,11;1;/f@~ 
[ _y 

The end user is requesting Information on hotel 
vacancies in Dayton from 2/12/84 to 2/18/84. · This · 
information is transformed by the terminal into a 
character string containing the data and some control 
characters. It is this character string that Is trans­
ferred across the product-defined link to the cluster 
controller. 
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Product Defined Link To SDLC Unk 

SDLC 
Acla1119' 

NCR 
SNA 

"' n ~ ... -CCluelltf Conlnll 
c-nillllfl 

w 
Semen 

• 

~ 
1,,,L:1cl 1-FIMI l,~',,I 

I 

' I \ 

TH "" "~ 
FID2 

" , I 

" I 
" .. _.,.., 

,,.., .. Info 

, ' 
"' ' "' ' "' ' GI ;;;-;.:: .. ,_, i"l....: •. l•••!n!..::~i. 

cc nm a: •-•r cc - cc ro cc uic.._ cc "" .. ,. .. ,. . 

---

LU Services re9eives the character strinQ from the 
link. LU Services formats the character string into an 
RU, adds the RH, and passes both to Path Control. Path 
Control adds the TH (FID2). 

Within the TH, the Origin Address Field was assigned 
by the LU. The Destination Address Field was assigned 
when the session was bound. 

At this point, the message is in PIU format 

Path Control passes It to the SDLC driver and adapter, '~·· 
where the LH and LT are appended to the PIU. The PIU 
itseH constitutes the I-Field portion of an SDLC 
frame. 

With the message embedded in the SDLC frame, the frame 
can now be shipped across the SDLC link to the 
communica-tions controller. 
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SDLC Unk To NCP 

c Cll8N.i .......... 
• 
Ill c 
Ill • ...... .. • • ...... • t c.-.. I , 
I e 
I I ...,....., t • 
I I 

,_.... . , 
• 
I 

Ull 

---- f ,: I ~I --· J.. I _, 
F,:, .I .. I 

----' .. .. 

-=-1 
-.c':-.i -

• 
,,~ 

At the FEP end of the SDLC link, the ·message is 
· received by the Link Interface Module (LIM). UM is a 

generic name for that component in the FEP which 
interfaces to the SDLC link. 

In the IBM Front-End Processor, it is known as a Line 
Set. 

In the Comten Front-End Processor, It is known as a 
Modem Interface Module (MIM). · 

In either case, the LIM receives the message and 
removes the link header and trailer before passing the 
message to the NCP Boundary Function. The message is 
once again a PIU. 

THe UM passes the message to Boundary Function for the 
FID conversion. 
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INTERFACING TO THE SNA ENVIRONMENT 

NCP To Host 

Channel l I 
c ......... 

c ... ..,._ 
• "' c -____ , 
"' . ....., .. 
u ft ...... 
ft I 

CDftlnll 
I 

, 
c • • I 

I I ,_ . .,, 
I • ,_ 
• , 
ft 

I 

UM 

I -
\ 

After receiving the PIU, NCP modifies the TH. The TH 
has indicated FID2 until now, which contains the local 
address. NCP changes It to FID4, which contains the 
network address. 

The PIU is then passed to the Channel · Interface 
Adapter, or the Channel Adapter as it is called by IBM. 
The CIA sends and receives data from the IBM 370 
Channel which does not recognize any message unit 
formats. For this reason, the PIU crosses the channel 
simply as unformatted data. 
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VTAM 

The message has now arrived at the host 

r-r- ...... 

" c 
• I CICI • c u-
' • ..... 

v 
T 
A VTAM .. .......... 

VTAM .... 
"° ~ Solt•-

COMMUMCATIONS 
CONTROLLER 

- I=--= 1-
, I 

YTAM CONTROL BLOCKS I I 
I I 

-
~: : 
~I I , . \t I 

' \I I I :. I RH I Roq.R!~ I 
\ , 

- \ I 

'1 / 
- 0.. I 

t 

The data is received at the host side of the channel by 
the channel 1/0 software, which places it in a VTAM 
input buffer. At this point. the messagee is once 
again a recognizable PILI. 

VTAM separates the data (RU) from the TH and RH. The 
information in the TH and AH is used by both VTAM and 
CICS. 

VTAM passes the data to CICS and points to the area in 
memory where the TH and RH control information is 
stored. 
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CICS 

" c CICS 

• I Appl 

• c 
I s 

CICS 
Sctiecl.,..; 

CICS 
v. .. ..... 

VTAM 
__. 

READ PARAMETERS FROM CICS USER 
AREA AND PROCESS 

i 
!11! ..... I11f •AC• fuf .. lt·ll!11!•••'ll! 11foa"°"'f11! 

CC •• CC •-llCC - CC TO CCUICA,_CC ' ~· ._ .... .... ,' 
' " '' POINTER TO CICS APPL _,' -

', START CICS APPL-" 
' , ·1 R•QUHI tor 1' 
. """""° -I I 

I \ 

: ' 

Once the message is in the CICS user area. the CICS 
scheduler applies a pointer to the appropriate CICS 
application (TRVL). which then begins to execute. 

The CICS application looks at the message in the CICS 
user area to determine the parameters of Its 
information search. 

The message actually never arrives at the application, 
but stays in the CICS user area 
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INTERFACING TO THE SNA ENVIRONMENT 

Processing The Request 

The original message requested information on hotels 
and rates in Dayton from 2/12/84 to 2/18/84. The CICS 
application processes It as follows: 

o Identifies Dayton as the basis for the search 

o Sets limits on the search from 2/12/84 to 2/18/84 

o Searches data base 

o Assembles ·aJI hotels which are available candidates 
for this Itinerary 

o Prepares a list of these hotels and their rates for 
the reply 

o Calls CICS with the reply 

When the application has completed the processing, It 
calls CICS. 
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RETURNING THE REPLY CICS TO VTAM 

....-r-- ~ 

M c 
• I CICS • c ,,. .. 
' • .... 

,, 
T 

" ¥TAii .. ...... _, . 

¥TUI 
OUT9UI' 

"° Ctt•-et 
Sofl•-

COMMUNICATIONS 
COHTACLLllt 

-c1ci f'l ~ 
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I I I 
l I 
I I ,i_ 
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l ' I 
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\ 

'1 

1 

I 
-1 

I 
I 
I 
I 
I 
I 

I 
I 

I 
I , 
I 

CICS formats the reply and Issues a SEND instruction to 
VTAM with the appropriate pointers. 

VTAM accepts the RU and formats the TH and RH from the 
information in the control blocks and from information 
in Its own tables. 
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VTAM To NCP 

l l .. ¥ f,:.1-1 llU ) • T .. YTAM .._ • OUT9UI' t .. ' \ I 
\ 

-( llOC:- . I ..,._ ... 
CMnMI 

VTAM now moves the PIU to its TSC component and calls 
the 1/0 channel software. The 1/0 channel software 
moves the data to the appropriate channel and ships it 
out. 
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INTERFACING TO THE SNA ENVIRONMENT 

NCP To PU·T2 

The path back through the front end processor is simply 
the reverse of Its original path. 

CllellMI 

~ I ... - I c - • ' • I \ 
•c 

~::.1-1 
\ 

•• ...... llU I • • ... ._ . ' c-91 
I t I ,. I 
I e 

~~ 1-1 e I llU 

J 
I I .__, 
I e ,_ ..... 
• • \ • \ I 

• 1, 1':1:1 f~',,I .... - ,,_ ,. , 
Te 

Clu•ler 
CDnUoler 

Data is received from the channel by the Channel 
Interface Adapter (CIA) and NCP recognizes it as a PIU. 

When NCP passes the PIU to Boundary Function, the FID 
type is changed back from FID4 to RD2. 

The LH and LT are added before the UM ships the reply 
back to the cluster controller. 

The reply crosses the SDLC link to the cluster 
controller as an SDLC frame. 
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INTERFACING TO THE SNA ENVIRONMENT 

PU-T2 To Terminal 

--- hlfuj ~ fuful 
I \ 

-.c 
6-

ICll -"" ft 
ici.-
c-1 
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LU ..... " 
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,, I 

,' I ---II T•'ll\. II •&Cl ... 

I PfOCluCto 
I O.tlneel 
I Unll 

c::::::s _act_...., 
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-· II ft II _,_•II D D 

The SDLC Adapter in the cluster controller . receives the 
SDLC frame from the SDLC link. 

The SDLC driver removes the LH and LT, and passes the 
PIU to the SNA PU subsystem software which in tum -
passes the RU to the proper application s~ftware (LU). 

The application software transmits the data across the 
product-defined link to the terminal. 

When the reply is received at the terminal, It is 
displayed on the screen according to the way in which 
CICS formatted It. 
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INTERFACING TO THE SNA ENVIRONMENT 

DATA FLOW SUMMARY 
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INTERFACING TO THE SNA ENVIRONMENT 

REMINDERS 

Bracketing 

The original request for hotel reservations used the BB 
bit setting. However, our request/reply example was 
probably not the entire bracket 

Brackets consist of a number of messages, going 'both 
directions, which constitute a complete_ transaction. 

So although we have requested and received information 
on available hotels and rates, this transaction is not 
complete until we have selected our preference, placed 

- the reservation, and received confirmation. 

The reply which provided confirmation of the 
reservations would carry the EB bit setting. 
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LESSON 11: ADVANCED PROGRAM-TO-PROGRAM COMMUNICATION · 

PURPOSE 

This lesson will introduce the newest SNA definitions of APPC, namely 
LU 6.2 and PU-T2.1. 

OBJECTIVES 

After successfully completing this lesson the student will be able to: 

o Discuss reasons for the emergence of APPC. 

o Discuss processing concepts of Host vs. Distributed Processing. 

o Discuss the PU-T2.1 controller and connectivity. 

o Discuss the APPC interprogram communication characteristics. 

o Discuss the LU6.2 functioning software features. 

o Discuss the Transaction Program Interface verbs. 

o Identify the products and architecture of Office Processing, 
namely, DISOSS, DIA, DCA, and SNADS. 

REFERENCES 

o An Introduction to Advanced Program-to-Program Communication 
IBM GG24-1585 

o Transaction Programmer's Reference Manual for LU Type 6.2 
IBM GC30-3084 

;couRSE NO. 669005 (rev 1/91) PAGE 11.1 



INTERFACING TO THE SNA ENVIRONMENT 

REASONS FOR APPC EMERGENCE 

o The ability for network users to decentralize 
data processing within their organizations and 
place computational analysis, storage and 
retrieval of Information at departmental or 
geographic distribution points Is a result of: 

- modern technology producing intelligent 
workstations, mini- and micro-processors. 

- more cost effective methods of producing 
hardware and firmware. 

o Some inherent problems with Interactive 
processing of a host-controlled environment Is 
the tendency of the network utilization to 
degrade as: 

traffic volume increases. 

- additional terminals are configured into 
the network. 

o Consequently, support for a distributed, small 
system within the classical subarea network was 
made available, regardless · of the vendor's · 
machines or geograpnical location 

o This enhanced SNA protocol ls known as ADVANCED 
PROGRAM-TO-PROGRAM COMMUNICATION (APPC) 
and offers a common protocol among different 
types of products available on the market 

o In the future, this architecture will provide a 
single, strategic LU type that will replace all . 
previous LU types. 

o APPC Is supported by CICS, IBM's departmental 
processors (ie. S/36, S/38, Series 1) and 
intelligent workstations. 
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INTERFACING TO THE SNA ENVIRONMENT 

PROCESSING CONCEPTS 

Host Controlled 

o Host communications involve a single mainframe 
processor which strictly controls how data will 
be stored, processed, and manipulated. 

o The host application programs control the various 
screen formats, prohibit free input by the 
operator and disallow all but the required input. 

o The host program will perform the functions of a 
PLU and the software at the remote end performs 
the role of the SLU. 

o A peripheral node (PU-T2.0) communicating with a 
host processor can only support a single 
communication link. 

o Despite popular belief, host systems were never 
intended to provide timely access for remote 
users as part of a larger network. 

o General Network examples: Remote Batch Processing 
General Inquiry 
ATM 
Reservation Systems 

VTAM 

EJ 
r--s-1 EJ 

B COMMUNICATIONS CLUSTER 
CONTROLLER CONTROLLER 

HOST 
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INTERFACING TO THE SNA ENVIRONMENT 

PROCESSING CONCEPTS 

Distributed Processing or Peer Processing 

o Distributed Processing is defined as two or more 
Transaction Programs sharinQ resources and 
executing co-operatively on multiple systems. 

o A Transaction Program (TP) is usually encountered 
in an Interactive environment, resulting in 
single transaction being processed. This 
processing may involve a single transaction 
program , several TPs, or a system services 
program (i.e., utility routine) written by a 
vendor. 

o As implied by the name, the control is no longer 
centralized, but rather scattered across 
departmental, geographic, or time-zone lines. 

o A great deal of programming coordination is 
required between the different TPs to ensure 
that: 

- Data formats are compatible 
- Communication sequences are compatible 
- The synchronization of processing sequences is 

compatible 
- The functions of the applications are similar 
- Access to database(s) is available for all 

applications 
- error recovery responsibilities are identified 

o Distributed examples: Database inquiries 
Documment distribution 
Office or Word Processing 

related functions 
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INTERFACING TO THE SNA ENVIRONMENT 

PHYSICAL UNIT TYPE 2.1 CONNECTIVITY 

VTAM 

8 
f---s-1 

B COMMUNICATIONS 
CONTROLLER 

HOST 

HOST CONNECTED 

IPUT2.11 

-

I PUT2.1 I 
CLUSTER 

CONTROLLER 

o Connectivity to a host processor would impose the 
same restraints as any PU-T2.0 node. 

o PU-T2.1 node would be under the control of the 
SSCP in the host processor. 

o PU-T2.1 node would only be able to support 
Secondary Logical Units when communicating with 
any application subsystems in the host. 
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INTERFACING TO THE SNA ENVIRONMENT 

PHYSICAL UNIT 2.1 CONNECTIVITY 

I PU T2.1 I 
-

I PU T2.1 I 1--

..:i;: 
I PU T2.1 I ~ 

' 

I PUT~1 I I--

PEER-TO-PEER CONNECTION 

o This is an enhanced generation of the PU-T2.0 
software which provides a subset of SSCP functions. . 

o Node will support either SDLC Primary or Secondary 
link station(s) · 

o The peer nodes are permitted to negotiate which of 
the link station roles they will assume, that is, 
primary or secondary. 

o The PU-T2.1 does not have a global view of the 
entire network; but only sees itself and its 
attached resources. 

o Does not require an SSCP-PU or SSCP-LU session as 
does a PU-T2.0 node. 

o The PU-T2.1 supports the new PC devices and the 
functions they perform. 

o PU-T2.1 nodes may be attached to other PU-T2.1 
nodes. 
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INTERFACING TO THE SNA ENVIRONMENT 

PARALLEL vs. MULTIPLE SESSIONS 

The use of parallel sessions is an improvement over a 
single session. 

Below is a contrasting table showing the number of 
sessions required for 20 separate terminals in pre-APPC 
SNA as opposed to APPC: 

PRE-AP PC 

FUNCTION MULTIPLE LUs PARALLEL 

SYSTEM 21 SESSIONS 2 
DEFINITIONS 1 SSCP·PU 

20 SSCP-LU 

END-USER 20 LU NAMES 1 
DEFINITIONS 

NETWORK MANAGEMENT 

I 21 LUs 1 

NETWORK ADORE SS USAGE 20 STATIC 1 

APPC 

SESSIONS 

SESSIONS , SSCP·PU , SSCP·LU 

LU NAME 

LU 

STATIC 

SESSION USAGE RIGID, OEDICATEO FLEXIBLE, 
DYNAMIC 
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INTERFACING TO THE SNA ENVIRONMENT 

CONTRASTING SESSIONS vs. CONVERSATIONS 

A conversation uses a minimal amount of overhead when 
compared to non-LU6.2 sessions and is usually thought 
of as involving only a single transaction being 
transmitted in one direction. 

PRE-AP PC APPC 

SESSION CONVERSATION 
CONNECTION BETllEEN LUs TRANSACTION 

BETWEEN 
PROGRAMS 

CONNECTION TIME EXTENDED SHORT TIME· SLICE 

SESSION 
PARTICIPATION 

INITIATED BY 

START-UP OVERHEAD 

COURSE NO. 669005 
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SHARED 

SSCP 

TIME· 
CONSUMING 
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BY LUs EXCLUSIVE USE BY 
TRANSACTION PROGRAM 

LU6.2 

SIMPLE BRACKET 
INITIATION 
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INTERFACING TO THE SNA ENVIRONMENT 

LU6.2 COMPONENTS 

Presentation Services 

~~ Activates the Transaction Program f Enforces correct verb and parameter usage 
1~r: Buffers data records prior to transmission · 
ll~i Interacts with Resources Manager for requested conversations 
~~ Interacts with Hatt-Session to transfer data to partner LU 

Resources Manager 

I Creates dest!oys· conversations . 
filil Selects session to be used by a conversation 
I Requests LU Network Services activate/deactivate sessions 

LU Network Services 

~! Sends and receives the BIND 
~!! Negotiates session parameters during BIND exchange 

Half Session 

~\! ~~~k: ~:~~~~~o H;C:~:~ a~~ =~~rces correct usage 
I: Creates/enforces chaining protocol 
r,il Creates/enforces bracket protocol 
iii!: Provides session-level pacing 

l CCllTllllL •DPDATlll J 

~ .. I 
PROGRAM 

LU CONTROL 
DPERATlll 

TP J [ TP 

r--- -

APPC 

~ 
IERVICIS MNAGEI 

l il l'RESEllTATlllll 

IEllVICEI 

1 l 
L 

l 
LU•LU ~·~ 

DATA FUJII 

TRANSMISSlllll 
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INTERFACING TO THE SNA ENVIRONMENT 

W6.2 INTERPROGRAM COMMUNICATION CHARACTERISTICS 

o It is the LU6.2 software capabilities that provide 
for interprogram communications and permit 
distribution of the processing among multiple 
programs in a network. 

o It is the API structure that allows programs to 
communicate with each other In order to process a 
given transaction. 

o The structure of LU6.2 session has the following 
characteristics: 

EU 

EU 

r::-:-:! Conversation ~ 

~----------------------------~ 
LU6.2 

Concurrent program activation - -
. many distributed TP programs may be active 

at any one time In order to send and receive 
information among themselves. 

- Conversation overhead -
to achieve the most efficient use of the 
session, LUs may support either a single or 
parallel session between themselves or mix 
the conversations serially over the session. 
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INTERFACING TO THE SNA ENVIRONMENT 

- Conversations -
the TP will ask the LU6.2 session for a time 
period of exclusive use of an available 
session, which is a long-term connection 
between two LUs. The session time-frame 
granted to the TP by the LU is known as a 
conversation or a unit of work. 

- Conversation Lifetime -
the time allocated to a conversation is 
determined solely by the transaction 
programs. The conversations may be single 
messages or many messages. It may be of 
short duration or long duration. 
Understandably, a conversation could 
continue indefinitely, interrupted only by a 
line failure. 

- Data transfer -
Conversations will use two-way alternate 
method of transferring data. One program 
issues verbs to SEND data: the other program 
issues verbs to RECEIVE data. When the 
sending program is through sending its data, 
it transfers control to the other program so 
that it may send data. 

- Error Notification - . 
Partner Transaction Programs may inform its 
partner that an error has been detected. 

- Commitment Control -
Referred to as 0 synch points", data may be 
defined as being either protected or 
unprotected. Synch points indicate a marker 
in which all data received prior to the 
marker is considered protected and 
permanently updated. 

- Mode of Service -
Programs are able to allocate the desired 
mode of transmission as either interactive 
or batch . 
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INTERFACING TO THE SNA ENVIRONMENT 

Verb Sets 

Verbs are defined to SEND data, RECEIVE data, and 
control the conversations and/or sessions. 
They serve the needs of system service programs 
and application transaction programs. 

There are two categories of verbs: 

Conversation verbs 

o Basic - utilized by application 
programs and service programs 

o Mapped -utilized strictly by 
application programs using a 
high-level programming 
approach 

o Type-independent - intended for use 
with both mapped and basic 
conversations 

Control Operator 

I 

A person, namely the Control Operator, has the 
permission and ability to describe and control the 
availability of certain resources within the LU6.2 
node or with a remote LU6.2. 

The Control Operator is supplied with a Control 
Operator Transaction Program and certain Control 
Operator verbs: 

o Change number-of sessions (CNOS) 

- These verbs, used by the control­
operator, perform functions related 
to the control of the LU. 

- verbs which allow the number of 
sessions permitted between 
partner LUs to be increased or 
decreased. 

- verbs which initialize, delete, 
or display the local LU's 
operating parameters. 
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INTERFACING TO THE SNA ENVIRONMENT 

LU6.2 FUNCTIONAL SOFTWARE 

The functions and protocols are divided into a 

I BASESET 

A set of verbs, parameters, status codes, 
and indicators which all products must 
implement. 

I OPTIONAL SET 

A set of verbs, parameters, return codes, 
and indicators which a product MAY support, 
depending on the product. 

The product may support some of the 
options, or none. 

The BASE and OPTIONAL set are further divided into 

I LOCAL SUPPORT 

Verbs, parameters, return codes, and 
Indicators which the product supports by 
the local TP. 

It is also used in the context of the TP 
which issues the verbs requesting a 
conversation Q.e., point-of-reference). 

I REMOTE SUPPORT 

Verbs, parameters, return codes and 
indicators supported by the product at 
the remote end of a conversation. 

This Is simply the point of reference as 
viewed by the local transaction program. 
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INTERFACING TO THE SNA ENVIRONMENT 

Tranaction Program Interface Verbs 

Developing an APPC transaction program involves the 
designing and writing of the program. Once you decide 
what you wish your program tasks and leam how to use 
the APPC verbs, writing the code is straightforward. 

The basic flow of an APPC application program is to: 

GET_ACTIVATION_INFO 
ALLOCATE 

SEND_DATA 
RECEIVE_DATA 
CONFIRM 
SEND_ERROR 

DEALLOCATE 
QUIT 

APPC ----·--------------______ .._ .... .._.__,. .... APPC 

--· .. amwww-
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INTERFACING TO THE SNA ENVIRONMENT 

ATIACH TO THE APPC SUBSYSTEM 

- This verb attaches you to the APPC subsystem 

START CONVERSATION 

- Initiates a conversation with remote partner 
program and supplies parameters for specifying 
session properties, sync points, password, and 
security to partner program 

END DATA 

- Loads send buffer with logical formatted record 
for the partner program 

APPC 

[GET_ACTIVATION_INFO] 

[ALLOCATE] 

[SEND-DATA] 

RECEIVE DATA [RECEIVE AND WAITJ 
PREPARc_TO~ECEIVE 

receives information from partner program or waits 
to receive data. 

CONVERSATION CONTROL 

- TP may request verification that data sent to 
partner program was received successfully or 
processing of transaction by partner was 
accomplished 

- TP also has synchronlztlon capabilities which 
allow program to update their resources(files) at 
specified instances and to •backour these changes 
because of a failure at some point. 

ERROR HANDLING: 

- may inform partner program that your program 
detected an error of specific type 

DEALLOCATE 

- terminate the conversation and directs type of 
deallocation 

DETACH FROM APPC 

- must disconnect when through with conversation 
with partner program and all conversations 
deallocate 

COURSE NO. 669005 (rev 5/93) 
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INTERFACING TO THE SNA ENVIRONMENT 

LU 6.2 IMPLEMENTATIONS 

DISOSS 

The first application level definitions for LU 6.2 
are in the area of office automation. IBM has 
defined formats for word processing control 
characters and has also defined formats and methods 
for document and information distribution. 

Distributed Office Support System (DISOSS)-is the 
product residing in the Host that relies on CICSNS 
for supporting all LU 6.2 office automation 
products. 

Its goal is to offer a centralized infomation filing 
and retrieval system that allows management to 
distribute information throughout the network in a 
timely manner. 

IBM defines a document as a report, a form letter, 
regulations, correspondence, customer records and 
image documents. 

IBM has another system that is used primarily for 
office automation called the Professional Office 
System(PROFS}. PROFS runs under the control of VM 
operating system which does not support LU 6.2. 
However, DISOSS does communicate with PROFS, so 
users of LU 6.2 may make use of PROFS. 
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INTERFACING TO THE SNA ENVIRONMENT 

DIA SERVICES 

Library - a central library used for filing and 
retrieving of documents for later 
distribution. A document profile may be 
stored with each document Identifying 
author, document name, subject. expiration 
date, keywords, etc. Documents can be 
deleted from the library or a search based 
on profile may be performed for a particular 
document 

Distribution - allows information from a workstation or 
from the library to be distributed to one or 
more recipients. Document may originate 
from source/recipient node or from the 
document library (OSN). Will maintain a 
status of incoming/outgoing distributions 
and permit operator to assign a priority for 
distribution. 

DIA document distribution is not end-to-end, 
but synchronous between source/office nodes. 

Application - an interface for user written programs to 
access DISOSS using CICS and provides method 
of modifying documents in the library. 

File Transfer - allows transferring of documents between 
private libraries. 

PRODUCT 

ARCHITECTURES 

FUNCTIONS 

DISOSS 

L 
0 
c 
A 
L 

R 
E 
M 
0 
T 
E 

LIBRARY FILE TRANSFE APPLICATION DISTRIBUTION 
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INTERFACING TO THE SNA ENVIRONMENT 

COMPONENTS OF DIA 

DIA 

The architecture defined for document distribution 
within a single DISOSS host network is Document 
Interchange Architecture (DIA). DIA defines the 
control information needed for routing and storing 
documents from the source node to the office node. 

Office System Node (OSN) 

o provides document distribution and library 
services to network users 

o able to distribute information to other Office 
System Nodes. 

Source/Recipient Node (SRN) 

o User's interface to the office network 

o Acts on behalf of the user to request network 
services 

OFFICE SYSTEM NODE 
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INTERFACING TO THE SNA ENVIRONMENT 

DCA 

The architecture defined for word processing is 
Document Content Architecture (DCA). DCA defines all 
control characters relating to such things as 

margin size 
character size & set 
1.ine spacing 
dictionary 
centering 

DCA has two formats: 

tabs 
punctuation formats 
number copies 

text color 

Revisable Form Text - document can be edited 
- contains embedded control 

characters 
- conveys Intent of author 

Final Form Text - document is only for display 
- editing not possible 

DCA control information will be a part of the RU. 

-PAGE WIDTH-

I 
..------~-- TOP MARGIN 

PAGE 
LENGTH 
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INTERFACING TO THE SNA ENVIRONMENT 

SNADS 

The architecture comprised of programs, queues, and 
data structures defined for distributing any type 
of information anywhere in a network, regardless of 
the number of hosts, is called SNA Distribution 
Services (SNADS). SNADS is a "store and forward• 
system that will route information anywhere in the 
network and hold that information untn the 
receiver is ready to accept it <;>r is available. 

SNADS is a set of architected TPs that run under 
LU6.2. 

Message unit is a Q!U. or Document Information Unit 

SNADS is asynchronous In execution in that the 
recipient node does not need to be actively 
available at the time the document is transmitted. . 

Routing is determined through distribution tables 
located in each node. The "store and forward• 
feature is accompanied with indefinite delays, 
delayed responses, and shifting of communication 
responsibility. Delays may be determined on 
priority basis or time-of-day parameters. 

OFF' .'IE SYSTEM llODE OFFICE SYSTEM llODE OFFICE SYSTEM llODE 

DISOSS 

CICS 

ISllADSI 
YTAM 

\..!:: DISTIUBUTE :_/ 

YTAM 

ISNADS) 

I DISTlll8UTE 

REOUEST 
i!>ISTRllUTIOll ,_--...., 

SOURCElllEClf'IEllT 
llODE 
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INTERFACING TO THE SNA ENVIRONMENT 

REVIEW LESSON 11 

Circle the correct for the questions below: 

1. An architecture for distributing any type of information anywhere 
in a multi-host network in a "store and forward" method. 

a) APPC 
c) SNADS 

b) DCA _ 
d) PU-T2.1 

2. A logical connection between transaction programs. 

a) session 
c) connection 

b) conversation 
d) establishment 

3. An asynchronous method of transmitting documents in which the 
receipient node doesn't need to be active at the time the 
document is sent 

a) APPC 
c) synchronous 

b) DISOSS 
d) asynchronous 

4. An architecture for defining the output appearance of documents. 

a) DCA 
c) SNADS 

b) DIA 
d) SNA 

5. A distributed processing type of program which processes a single 
transaction at a time. 

a) Application Subsystem 
c) Transaction Program 

b) Network Control Program 
d) LU Network Services 

6. An enhanced SNA protocol which offers a common protocol among 
different types of products \any-to-any•). 

a) APPC 
c) Protocol Converter 

b) SNADS 
d) Protocol Analyzer 
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INTERFACING TO THE SNA ENVIRONMENT APPC 

7. A peripheral node with software configured capable of supporting 
peer-to-peer connections with similiar processors. 

. ~~ PU-T2.0 b) PU·T1 
PU-T5 d) PU·T2.1 

8. IBM's application offering for customers requiring word processing 
and office automation. 

~l DISOSS ~J APPC 
DCA DIA 

Circle the correct True/False answer to the questions below: 

. 9. T F The direct user of the LU6.2 is the transaction program. 

10. T F The direct user of the transaction program is the end-user. 

11. T F SNADs is an architecture that is synchronous in Its 
execution. 

12. T F DIA provides file transfer, application, distribution and 
library services for those persons having access to It. 
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LESSON 12: NETWORK MANAGEMENT 

PURPOSE 

This lesson provides detailed information on the concepts of 
Communications Network Management (CNM) in an SNA network. The major 
products available today are arso identified. 

OBJECTIVES 

After completing this lesson, the student will be able to: 

o Define the term Communication Network Management 
o Recognize and define the following CNM acronyms: CNMA, CNMI, CNMS 
o Identify the sessions utilitized for CNM 

REFERENCES 

o IBM SNA Formats and Protocols Manual: Architectural Logic, 
IBM SC30-3112 

o Network Communications Control Facility: General Information Manual, 
IBM GC27-0429 

o Network Problem Determination Application General Information Manual, 
IBM GC34-2010 

o Network Logical Data Manager: General Information Manual, 
IBM GC30-3081 

o Threshold Analysis and Remote Access: General Information Manual, 
IBM GC34-2055 

o Network Performance Analyzer: General Information Manual (A/N), 
IBM GB21-2478 

o Link Problem Determination Application: General Information Manual, 
IBM G320-5914 

o T.P. Sullivan, "Communications Network Management Enhancements For 
SNA Networks", IBM SYSTEM JOURNAL, Vol 22, Nos 1/2, 1983. 
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INTERFACING TO THE SNA ENVIRONMENT NETWORK MANAGEMEN 

WHY, COMMUNICATIONS NETWORK MANAGEMENT? 

The hierarchical growth and diversification of 
communication networks imposed new requirements on 
Communications Network Management products. 

Networks are becoming: 

~Iii Increasingly complex. 

!!!!1 Terminals and processors are located in 
different locations. 

!!Iii Networks are composed of multi-vendor 
equipment. 

::;:: Operations are often unattended. 

rrii! Computer operations and education knowledge 
varies. 

~!Ii The data processing functions distributed a 
geographical area. 

Users require assistance in monitoring and controlling 
the network in order to determine: 

I If the system is operating properly. 

001 If the system is sufficiently responsive. 

~~ If there are any developing problems. 

~~I What kind of problems are occurring? 

I Where are the problems? 

WHAT IS COMMUNICATION NETWORK MANAGEMENT (CNM}?? 

CNM is: 

The task of keeping a network running efficiently 
and responsively once it has been designed and 
implemented. 

CNM is a set of tools, techniques, applications, 
and network functions that assist the customer in 
planning, operating, maintaining and controlling 
the network. 
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INTERFACING TO THE SNA ENVIRONMENT 

CNM DATA 

SNAdefines specific requests/responses RUs for the 
exchange of maintenance services. The types of data 
that can be collected and analyzed are: 

o Requesting/returning storage dumps 

o Initiating/terminating tests 

o Returning status and test results 

o Reporting data on: 

• SDLC tests 
- Engineering change levels 
- Diagnostic modem results 
- Directly attached resources 

THE RELATIONSHIP BETWEEN CNMAs and CNMSs 

CNMA 

A Communication Network Management Application (CNMA) 
provides services for several Physical Units (PUs) 

CNMAs request, record, manage, and analyze Network 
service (NS) information. 

The CNMA Logical Unit (application LU) is designated as 
a network management LU to the access method (VTAM). 

CNMS 

The Communication Network Management Services (CNMS), ·'· ·· 
on the other hand is distributed throughout the 
network. 

It monitors, collects, and stores Network Service 
(NS) information in the PU for the node. The PU sends 
this information to the CNMA whenever this Information 
is requested. 

There may occur crucial events when the PU wlll send the 
information to the CNMA before It has been requested. 
The most common is when an event has taken place that 
the CNMA must be notified immediately. This is known 
as ALERT data. 
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INTERFACING TO THE SNA ENVIRONMENT 

CNMA • SSCP COMMUNICATION 

CNMA W 

SSCP 

The interface between SSCP and CNMA is the 
Communications Network Management Interface (CNMI), 
which is only used for Communications Network 
Managment. 

This interface Is similar to the API. 

CNMI uses the commands FORWARDand DELIVER. These are 
the only RUs that are currently authorized to use this 
interface. 

The CNMA communicates with the SSCP by establishing an 
SSCP-LU session. 

o FORWARD • (LU -> SSCP) • command from CNM 
application to SSCP and contains the network 
address of the CNMS node and target address If 
destined for a peripheral node. 

o DELIVER • (SSCP -> LU) • command from SSCP to the 
CN M application with the network services 
information that wa~ originally requested. 

COURSE NO. 669005 
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CNM IN THE NETWORK 

PU_TI 

PU T4 

Communication Network Management consists of two 
components: 

o CNMA - applications (one set per domain) that 
reside in the host which provide network 
management and network operators Interface. 

Examples: NCCF, NPDA, TARA, NLDM 

o CNMS - services that are distributed throughout 
the network, typically one set per PU that 
reside in remote nodes. 
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SSCP - CNMS COMMUNICATION 

NETWORK MANAGEMEN 

CNMA LU 

The SSCP communicates with the CNMS via the SSCP-PU 
session. Two commands are used: 

o REQMS· - Request Maintenance Statistics 

o RECFMS - Record Formatted Maintenance Statistics 

These two RUs have several different formats (or· ., 
o/Pes). Each type carries a specific kind of informa­
tion. 

In this example, H the CNMA sends a REQMS Type 1, the 
CNMS responds with a RECFMS Type 1, and the same holds 
true for all of the other types of REQMS/RECFMS 
communication. 

The CNMS has one extra type of RECFMS that Is used to 
pass unsolicited information to the host. Sending 
unsolicited information to the host is called an ALERT. 
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CNM Maintenace Codes 

A further description of these two commands and their 
types follows: 

o REQMS - Request Maintenance Statistics: 

Type 1 SDLC Test Requests 
Type 2 Summary Error Data Requests 
Type 3 Communication Adapter Error Statisticfs 
Type 4 PU/LU Dependent Data 
Type 5 Engineering Change Levels 
Type 6 Link Connection Subsystem Data 

o RECFMS - Record Formatted Maintenance Statistics: 

Type O Alert Data - to notify CNMA of an event 
that affects the PU/LUs inability to 
perform its intended function which may 
require intervention and/or action. May 
also include what caused the alert. 

Type 1 SDLC Test Responses 
Type 2 Summary Error Data 
Type 3 Communication Adapter Error Statistics 

from peripheral PU 

Type 4 PU/LU Dependent Data - user written 

Type 5 Engineering Change Levels 
Type 6 Link Connection Subsystem Data 
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NETVIEW 

In 1986 IBM released NetView, a family of software 
products offering a network management solution. It 
combines the key components of five previously 
developed program products that may be performed at a 
single network operator terminal. 

The operator may focus attention on: 

o operations management - the ability to run the 
network on a real-time basis · 

o problem management - the ability to detect, 
access, record, and correct system problems. 

o performance management - the ability to observe 
the utilization of the system's resources with 
suggestions on how to improve response time and 
other service activities. 

The previous programs combined to form Netview are: 

o NCCF - Network Communications Control Facility 

o NLDM - Network Logical Data Manager 

NETWORK MANAGEMENT 

o NPDA - Network Problem Determination Application 
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NCCF 

o Network Communications Control Facility 

NCCF is a program product (application subsystem) 
designed to work with VTAM/TCAM to simplify the task of 
managing a network. · 

NCCPs purpose is: 

To give network operators control of the network by 
allowing an operator to enter VTAM commands and to 
provide a base for other CNM ~plications. 

Without NCCF, VTAM commands and messages would be 
handled by the local systems console attached to the 
host and would restrict management If network involved 
multiple host and/or not in the same city. 

To facilitate good network management control, NCCF 
will support many terminals comprising network operator 
terminals. 

I 
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INTERFACING TO THE SNA ENVIRONMENT 

NCCF Control Functions 

With NCCF being the foundation for many other network 
management applications, various optional control 
functions were made available to the user for 
individual customization: 

-o Command Ust (CLISTS) - a group of commands and 
special instructions which are labeled with a 
·unique name. To execute the list, the operator 
enters that name. CUSTs increase productivity 
of the operator, decrease required indepth 
knowledge on the part of the operator, can 
automate responses to standard messages, and 
can be nested to that one CUST may cause 
another CUST to execute. 

For example, an operator wishing to perform a 
start-of-day ·activation for multiple LUs would 
need to type in• 

v net,act,id=cas2102 
v net,act,id=cas2103 
v net,act,id=cas2104 
v net,act,id=cas2105 
v net,act,id=cas2106 

A CUST would perform these steps with only a 
single command being entered by the operator.· 

o User Exits - within the source code of NCCF, 
exit locations have been allocated to the user 
for customization. These exits allow a user to 
edit data flowing to or from NCCF. 

The exit routine Is designed for a specific 
event. When the event occurs, NCCF passes 
control to the appropriate exit routine for 
processing, then retums control to NCCF. Exit 
routines must be written In assembler language, 
assembled, and link-edited. 

o Command Processors - users may customize and 
enhance NCCF for conditions that are not 
currently handled by NCCF. These processors 
are invoked by an user-created command 
previously defined to NCCF and link-edited. 
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o Cross-Domain - operator(s) in one domain may 
communicate with NCCF in another domain. 

o Span of Control - operator(s) may be limited to 
access of only a portion of the network's 
resources. 

o Scope - the ability to restrict commands or 
operands for a particular operator or for a 
group of operators when using NCCF. -

· o · Security - a data security checking feature 
that requires an operator to enter an 
identification, a password, and a profile 
number in order to access NCCF. 

o Hardcopy Log - maintains a log of network 
activity and allows a printout. 
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NN NN vv vv 
NNN NN EEEEEE TTTTTTTT vv vv II EEEEEE WW WW 
NNNN NN EE TT vv vv II . EE- WW w WW 
NN NN NN EEEE TT vv vv II EEEE WW WWW WW 
NN NNNN EE TT vv vv II EE wwww wwww 
NN NNN EEEEEE TT vvv II EEEEEE WW WW 
NN NN v 

DOMAIN • NCCF2 

OPERATOR ID ••> 
PASSWORD -> 

PROFILE "'•> 
HARDCOPY LOG ••> 

RUN INITIAL COMMAND •=> 

ENTER LOGON INFORMATION 

. <OR LOGOFF> 

<PROFILE NAME, BLANK•DEFAULT> 
<DEVICE NAME, BLANK•DEFAULT, OR NO> 
CYES OR NO, DEFAULT•YES> 

The fields of the NETVIEW logon screen have the 
following functions: 

.. 

o Operator ID - establishes profiles available to the operator 

o Password - prevents unauthorized logons 

o Profile - allows the operator to select the profile that will 
be used 

o Hardcopy - allows the operator to select the device that the 
hardcopy will go to 

o Execute Initial Command - the profile that is selected 
determines the initial command that will be executed. This 
field permits the operator to specify 'rio' and override the 
profile . 
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NETWORK 
• NCCFZ 

NCCF2 
C NCCFZ 
• NCCF2 
C NCCFl 

NCCF.2 
' NCCFZ 

IST075I 
IS T 't 8-b I 
ISTOBlI 
IST13bI 
ISTb5'tI 
IST75ZI 
IST355I 
ISTOBOI 
IST080I 
ISTOBOI 
IST311tI 

COMMUNICATIONS CONTROL FACILITY NCCFZ AJ40 02103188 iz:z7:os 
DD CASP7,f'1E 
IST03~1 DISPLAY FAILED- UNIDENTlFlAbLE KEYWORD 
DISPLAY NET,ID•CASP7,ME 
DO CASP7,£: 
DISPLAY NET,JO•CASP7,~ 
IST097l DISPLAY ACCEPTED 

VTAM DISPLAY - NODE TYPE• PHYSICAL UNIT 
NAME• CASP7 ,STAT~S• ACTIY ,DESIRED STATE• ACTIY 
LINE NAME• Ll22 , LINE GROUP• GRSDMIXl t MAJNOO• C28711H 
SWITCHED SNA MAJOR NODE • SWNDCASE 
110 TRACE• OFF ,SUFFER TRACE• OFF 
GPT TRACE STATUS • TRRES 
LOGICAL UNITS: 
CAS7L01 ACTIS CAS7L02 ACTIS CAS7L03 ACTIY 
CAS7LO't ACTIY CAS7L05 ACTIV CAS7L06 ACTIV 
CAS7L07 ACTlY 
Et\D 

---------------------------------------.-----------------------------------
??? 
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INTERFACING TO THE SNA ENVIRONMENT 

NPDA 

o Network Problem Determination Application 

NPDA is a program product tht runs under the control of 
NCCfin a host processor and supports both SNA and BSC 
3270 terminals. It was developed to permit a network 
operator to ppinpoint the cause of a network problem, 
such as a failed node. 

NPDA will: 

o assist in predicting a situation that is about 
to occur based on preset threshold values and 
alert the operator. 

o detect deteriorating line/response condltons 
for the remote nodes. 

o collect data generated by various hardware and 
software components (remote/local resources). 

o interpret error records and recommend possible 
solutions. · · 

o pass gathered statistics to NPDA for storage 

Through menus, the operator may display this recorded 
information and identify the problem site(s}. 

6ouRSE NO. 669005 

NETWORK MANAGEMEN 

PAGE 12.14 



INTERFACING TO THE SNA ENVIRONMENT 

TARA 

o Threshold Analysis and Remote Access Feature 

-
#:lffc- __ ,.,. ... 

_"",_ .. , .... 

--

TARA is also a program product under the control of 
NCCF which provides problem determination support for 
the IBM 3600/4700 Financial Communications System. 

TARA provides alert messages to the NCCF operator(s) 
when outages occur in the 3600 loop, when loop quality 
becomes degraded, when transaction response becomes 
degraded, and when a user application in the controller 
detects an error. 

TARA is unique in that It monitors the activity of the 
terminals rather than network elements. This is 
necessary because ATMs in the 3600/4700 family are 
typically unattended. 

TARA provides for centralized operator control of 
3600/4700 systems and allows multiple systems to be 
controlled from a central site. · 

TARA allows an operator at the central site to communi­
cate with the 3600 System Monitor and to solicit 
message logs/statistics as if the operator were at a 
directly attached terminal. 
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NLDM 

o Network Logical Data Manager 

_,,_ __ '"_ 

NLDM is a program product under control of NCCF which 
collects data from the access method and NCP, 
correlates this data concerning the various sessions 
and routes and provides the user with onllne access to 
the collected data. Its primary purpose is to 
determine why an LU failed. 

Data is displayed to the operator in the form of: 

o Session Awareness -

session history - history of all sessions 
for the node 

- session activation - parameters used for 
each session CBIND,ACTPU,ACTLU,etc) 

provides list of all NAUs In session 

o Session Trace Information • 

- maintains log of PIUs for selected LUs 

o Session Configuration • 

- displays up to 4 nodes with their network 
names for a given session 
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INTERFACING TO THE SNA ENVIRONMENT NETWORK MANAGEMEN 

_DM. LI :.T PAGE 1 
RESOURCE NAME LIST 

I ST T'i'PE: ACTIVE SLU DOMAIN: NCCF2 
-----------------------------------------------------------------------------
SELtt - NAME STATUS SELtt NAME STATUS SEL# NAME STATUS 
( 1) 6R043t>09 ACTIVE (16) H263 ACTIVE (31> L9ABT12 ACTIVE 
( 2> CAS2L01 ACTIVE ( 17> H264 ACTIVE <32> L0ABT13 ACTIVE 
( 3) CAE.5L01 ACTIVE < 1 S> H266 ACTIVE (33) L0ABT19 ACTIVE 
( 4) CAS6L01 ACTIVE (19) H267 ACTIVE (34) L0ACT01 ACTIVE 
( 5) CAS6L03 ACTIVE ( .20) H26S ACTIVE ( 35) L0ACT14. ACTIVE· 
( 6) CAS7L01 ACTIVE <21) H271 ACTIVE <36) L0A3T91 ACTIVE 
( 7> CSD6i..01 ACTIVE <21> H272 ACTIVE ( 3i) L0AST11 ACTIVE 
( 8) CSt1.:6L02 ACTil,)E ( :;3) H:277 ACTIVE CSS> L0AST12 ACTH.IE 
( 9) CSD6L03 ACTIVE <24> H278 ACTIVE ( 39) L0AST13 ACTIVE 
( 10) CTi··~:)cca ACTIVE C:25) It11LB10F ACTIVE <40) L0A7T02 ACTIVE 
(11) C>VMKS021 ACTIVE <26) ISTPDCLU ACTIVE (41) L0A7T07 ACTIVE 
( 12) G03r>S605 ACTIVE <27) L0ABT02 ACTIVE (42) L0A7T1 e ACTIVE 
( 13) H26E ACTIVE <28> L0ABT04 ACTIVE (43) L0A7T11 ACTIVE 
( 14> H26F ACTIVE <29) L0ABT05 ACTIVE (44) L0A7T13 ACTIVE 
(15) H~62 ACTIVE ( 30) L0ABT10 ACTIVE (45) L0A7T14 ACTIVE 

TER TO V!EW MORE DATA 
TER SEUt < ::ESS LIST>, EELtt R7E; ( F:ESP TIME SUM> OR ;;ELtt RTT <RESP TIME TREND> 
(i==> 

COURSE NO. 669005 PAGE 12.17 
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NLDM.SESS PAGE 1 
SESSION LI ST 

NAME: CAS6L03 DOMAIN: NCCF2 

---------~-------------------------------------------------~------------------
** ...... "' PRIMARY ***** **** SECONDARY **** 

SEUt NAME TYPE DOM NAt .. lE TYPE DOM START TIME END TIME 
( 1) A06CICS LU NCCF2 CAS6:...03 LU NCCF2 11/09 09:36:53 *** ACTIVE *** 
( 2> VTAMl SSCP NCCF2 CAS6L03 LU NCCF2 11/09 07: 34: 12 *** ACTIVE *--* 
( 3) NCCF2004 LU NCCF2 CAS6L03 LU NCCF2 11/09 09:34:50 11/09 09:34:59 
( 4) NCCF2 LU NCCF2 CAS6L03 LU NCCF2 11/09 09:34:43 11/09 09:34:48 
( 5) A06CICS LU NCCF2 CAS6L03 LU NCCF2 11/09 09:31:56 11/09 09: 34: 14 

ENti OF !:>ATA 
El-.JTER S:EL** .-: :1:iNFI G>, SEL# Ai..JD C:T (CONN. TEST) , SEL# AND STR ~TERM REASON) 
CMCl==> 
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·i • c: [ij·~ :;ESS I ON CONFIGURATION DATA PAGE 1 
----------- PRIMAR'i' ---------------+-------------- SECONDARY --------------
E Aui.C:I ::s SA 00000001 EL 0006 NAME CAS6L03 SA 0000000A EL 0.:.Bc 

-----------------------------------+---------------------------------------
;;} N t.JC:CF2 DOMAIN NCCF2 

+-------------+ 
PUS < li000) ! SUB.:.. REA PU 

+------+------+ 
+------+------+ 

CICS ( (1006) LU 
+-------------+ 

VR 00 
TP 00 

ER 00 
RER 00 

COSt..JAME 
LOGMODE RM3278 

+-------------+ 
! SUBAREA PU- ! CPSS060 <0000) 
+------+------+ 
+------+------:+-

LINK L120 
+------+-----+ 
+------+-----+ 
! PU ! CASP6 
+ ------+ ------+ 
+------+------+ 

LU CA~;6L0 3 .: (1 68C) 
+-------------+ 

:CT c:~ 
I I ' 

S;::; TR.:.CE) , RT <RESP i I f1E > , P, ER, l)R 

==> .::: 
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t.JLDM. SPRM. E: I l·i(i SESSION F'ARAMETERS PAGE 

----------- PF: I MARY --------------+---------- SECoNDARY --------------+- DOM -
NAME Ae.:.c1c:s SA 00000001 EL 0006 ! NAME CAS6L03 SA 0000000A- EL 06BC ! NCCF2 

----------------------------------+-----------------------------------+----~--
RU BH-40 T\ F·E REQ NEGOTIABLE NO TS PROFILE 3 . FM PROFILE 3 
FIC 4 
------------ ~M USAGE/PLU ------------+------------ FM USAGE/SLU -------------
MULTIPLE ;,.·11 1:nA I NS ALLOWED MULTIPLE RU CHAI NS ALLOWED 
REQUEST CONTF:OL MODE IS IMMEDIATE REQUEST CONTROL MODE· IS IMMEDIATE 
PRI ASl<S FC1P !:•EF OR EXCEPT RESP SEC ASKS FOR DEF OR EX:.:i:.PT RESP 
~-PHAS:E COMMIT N/A 2-PHASE GOMMIT N/A 
COMF'REss.~ ON l.·.I I LL NC1T BE USED COMPRESS I ON w I LL . NOT BE USED 
PF:H;,;:..;::y MAY 5END EB SECONDARY LJILL NOT SEND EB 

--------------------------------------+-------------------------- ·-----------
F'M f-iE:;;.;;,(iEF:S ~F:E NOT ALLOLiJEO CON! r-:·JTI ON WINNER IS THE SECONDARY 
E:;:;,:.;.Ci<E.: ·~: ,.:;.RE USED - RESET STATE=SETB HD>:-FF RESET STATE: N/A 
6F:Ac·1<ET TERMit-4ATI ON RULE l USED SEC-PR I PACING 1 STAGE, SEND COUNT 0 
i!.L !EP;~,:;,TE CC1t:•E SET WI LL NOT SE USED RECEIVE COUNT 0 MAXRU 256 
SEQ f-.JUME:EF:S N/A i3IS N/A PRI-SEC F'ACit..:13 2 STAGE, SEND COUNT 2 
;.Ei .. JD/.RECEIVE MODE : S HALF-DUPLEX FLIP RECE!VE COUITT 1 MAXRU 256 
i=:EC:01 • .!ERY RESP IS CONTENT l Cl'll LOSER LU n'PE: 2 

E::oi7EF: IC1 l...J i EL~ !1CIRE DATA 
:'.:-47:'.F: · F:-· TO F·EiLJF:N TO PF:E!..ll OUS t,! S?LAY - OR COMMAND 
::·it··==} 

I 
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, • p I UT SESS I ON TRACE DATA PAGE 1 
·------- PRIMARY --------------+---------- SECOi'\IDARY --------------+- DOM -
: ;:.;;06CI CS SA 00000001 EL 0006 ! NAME CAS6L03 SA 0000000A EL 06BC ! NCCF2 

·------------------------------+-----------------------------------+-------
TIME SEQtt [)l R TYPE ******** REQ/RESP HEADER ******** RU LEN SENS N 

T 
I 09:38:58 0004 P-S 
I 09:39:00 0000 S-P 
I 09:48:24 13001 S-P 
I e~·: 48: 2s 0005 P-S 

' 0-:;·: 48:26 0000 S-P 
09:48:41 0002 S-P 

I 09:48:44 0006 P-S 
I 09:48:44 000? P-S 

09:48:45 0009 P-S 
09:48:46 0000 S-P 

OF DATA 
R SELtt OR COMMAND 
=> 

DATA .••• LC. ER • ••••••••••••••••••••••• 
C+>RSP •••• OC • NR • •• PAC • •• : ••••••••••• • •• 
DATA •••• oc.ER ••••••• ee ... co ...••.••.. 
DATA •.•• OC • ER ••• PAC • •• EB •••••• ; •••• • • 
C+>RSP •••• OC • NR ••• PAC •••••••••••• • • • • • • 
DATA •••• OC • ER ••••••• BB ••• CO •••••••••• 
DATA ••.• FC • ER ••••••••••••••• • • • • • • • • • 
DATA •••• LC • ER ••• PAC •••••••••••• • •• • • • 
DATA •••• OC. ER • ••••••••••• CO • •••••••• • 
C+>RSP •••• 0 C • NR ••• PAC •••••••••••• • ••• • • 

213 
e 
1 
2' 
0 
? 

256 
196 

0 
0 

T 
T 

'1. PI UT. HEX SESSION TRACE DATA PAGE 1 
-------- PRIMARY --------------+---------- SECONDARY --------------+- DOM -
E A06CICS SA 00000001 EL 0006 ! NAME CAS6L03 SA 0080000A EL 06BC ! NCCF2 

-------------------------------+-----------------------------------+-------
~ *~** .. ~****************** TH ************************ * RH * *** RU *** N 
) 4000000020000360000000010000000A1D00000606BC13350004 EB8000 31 
> 40~00000200002CF0000000A000000011D0006BC000613360084 688000 A0 
> 40000000200003A1000000810000000A1000000606BC13368904 EBS999 A0 
) 40000000200002E50000900A000000011C0006BC000600818884 488108 ce 
> 40000000200003A908&000010000000A1C00000606BC80080003 838108 
> 40000000200003B3008000010009000A1C00000606BC00818004 CB8008 CS 
> 40000000200002FD000000BA000000011C0086BC000608028183 8298C8 FSC71DF0SC T 
) 40000000200002FE0000000A000000011C0006BC000600038103 009108 E54040E5E5 T 
) 40000000200002FF0000000A000000011C0006BC000600040008 019000 40C9C9C9C9 T 
> 40000000~a000302000000010000000A1C00000606BC00008803 838109 

r50 l hE/ r·iCIC:·E ! s SET TO I ow 
F: ~;EL" uF: CCMMAND 
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NLDM. CiI ST PAGE 
DISPLAY TRACE REQUESTS 

DOMAIN: NCCF2 
------------------------------------------------------------------------------RESOURCE 

GLOBAL 
CASSL83 
CAS2L04 
CAS6L03 

Ei·..JD OF C>i"1TA 

NETIO TRACE 
OFF 
ON 
ON 
ON 

BY 

AJ43 
AJ43 
AJ43 

ENTER "R' TO RETUR."I TO PREVIOUS DISPLAY - OR COMMAND 
CMD==> 

' . . • ..• - • ~ \,' r .• 

J 
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Info/System 

o Information/System 

INFO/SYSTEM is a mana~ement tool and the method by 
which an organization as able to direct and control Its 
departmental activities to meet its' objectives. It 
both simplifaes and automates the processing of System 
Management data and the System Network Control Center. 

o Problem Control - applications for recognizing, -·· 
recording, tracking, resolving, and reporting of 
problems that have affected the resources and to 
implement corrective measures. 

o Change Management - applications for planning, 
coordinating, tracking and implementing modifications 
to the network. 

o Configuration Management - applications for· 
recording, updating, and controlling the physical and 
logical configuration of all the network's resources. 

o Performance Management - applications for 
monitoring, tuning, and reporting the system's 
performance. 
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LPDA 

o Link Problem Determination Application 

Support for: 

o IBM 386X Modems 
o NCR Comten 716X Modems 

-

LPDA provides Link Problem Determination Data by 
generating diagnostic test commands to these 
diagnostic modems: 

o either dynamically, or 
o upon detection of some type of permanent link 

or link station error, or 
o when certain threshold values are exceeded, or 
o upon request from NPDA. 

The data provided may consist of: 

- Modem status 
- Signal quality measurement 

Terminal interface status 
- Detects falling data links and modems 

Works in conjunction with NPDA 
- Tests may be done from central 
- Alerts when thresholds reached 
- Alerts LPDA of remote power failures, etc. 
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NPA/NPM 

o Network Performance Analyzer/Network Performance 
Monitor 

TMA 
N 
L 
D 
II INFO/ I N"DA 

SYSTEM 

ACF{TCAM or ACF/VTAM 

OPERATING SYSTEM 

NPA U-OA 
ACF/NCP 

V$4M 

o Monitors communications controllers and line utili­
zation 

o Gathers statistics on NCP, line, message traffic 

o Monitors data and alerts operator when high/low 
criteria exceeded 

o Provides network capacity planning 

o Gathers statistics using LU-LU sessions (rather than 
LU-SSCP·PU) 

', 
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REVIEW LESSON 12 

NETWORK MANAGEMEN 

1. Provide a definition of Communication Network Management? 

2. On what types of sessions is CNMS data transmitted? 

3. Provide a short definition for the following terms. 

a. CNMA 

b. CNMS 

c. CNMI 

4. What two commands are associated with CNMA·SSCP communications? 

5. What two commands are associated with CNMS·SSCP communications? 

,. 
I , 
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LESSON 13: SYSTEM GENERATION OVERVIEW 

PURPOSE 

This lesson provides an overview of the various - procedures used to 
generate network software. 

OBJECTIVES 

After completing this lesson, the student will be able to: 

o Describe the communications system generation process 

o Describe what is meant by "gen stage• 

REFERENCES 

Installation and Resource Definition: IBM SC27-0610-2 
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INTERFACING TO THE SNA ENVIRONMENT 

INTRODUCTION 

SYSTEM GENERATION OVERVIE 

PRODUCT 
INSTALLATION 

PRODUCT 
IMPLEMENTATION 

AND/OR 
GENERATION 

PRODUCT IS 
EXECUTABLE 

This lesson explains what happens between the time that 
a customer orders an IBM software product and the time 
that the product is operational. Specifically, this 
lesson deals with the process of product implementation 
and generation in very general terms, and prepares the 
student for the more specific product generation 
lessons which follow. 
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INTERFACING TO THE SNA ENVIRONMENT 

INSTALLATION 

SYSTEM GENERATION OVERVIE 

Before a software product can be generated for a user's 
unique requirements, It must be installed. This step 
involves taking the software off the distribution 
medium and transferring It to the system libraries. 

In MVS or VS1 systems, the systems programmer- uses 
System Modification Program (SMP) to install and 
subsequently maintain each product. . SMP ensures there 
is a proper record of installation and updates and 
maintains a history of all related activity. 

SMP 
RECEIVE 

SMP 
APPLY 

PRODUCT 
TAPES 
FROM 

PIO 

LOAD MACRO OBJECT 
LIBRARY LIBRARY LIBRARY 

In a VSE system, the systems programmer may use the 
Maintain System History Profile (MSHP) procedure to 
install and maintain the product. MSHP performs much 
the same function as SMP. 

/ 
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INTERFACING TO THE SNA ENVIRONMENT 

GENERATION 

SYSTEM GENERATION OVERVIE 

It is at this point that the person responsible for 
installing the NCR product may be involved in the 
generation process. 

This overview of the generation (or gen) process is · 
generally applicable to the products listed below. 
More detail is provided in subsequent lessons for some 
of these products. -

o VTAM/TCAM 
o NCP 
o CICS/IMS/TSO 
o NCCF 
o NPDA 
o NLDM 
o RES/POWER/JES2/JES3 

The gen process is a batch process. Input is provided 
in card image format. The input consists of macros and 
parameters describing the macros that create a version 
of software that is tailored to the user's configura­
tion. 

The gen process involves three libraries that were 
created during the installation. They are: 

o Macro library 
o Object library 
o Load library D Ust:R 

CODED 
MACRO . MACROS 

ES / 
~ASSS9Lvl OBJECT 

SMP 
APPLY i----EYI 

~LINKAGE 
LOAD EDITOR 

~ 
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INTERFACING TO THE SNA ENVIRONMENT 

MACRO LIBRARIES 

SYSTEM GENERATION OVERVIE 

Macro libraries contain the master set of macro 
statements that will be used to define the software. 

The systems programmer coded macro statements are 
processed (assembled) with the master macro statements 
(in the macro library) during the generation process. 

The output of this assembly is put into the object 
library. 

OBJECT LIBRARIES 

Object libraries (known as relocatable libraries in 
DOSNSE), contain machine readable code. 

The object library is created during the installation 
process. It intially contains code that is machine 
readable at the installation time, but must still be 
combined (link edited) with other code before it is 
usable. 

During the assembly process, the macro statements are 
converted to machine readable code and are placed in 
the object library also.· 

The object library is the Input for the linkage editor. 

LOAD LIBRARY 

The load library is also initially created during the 
installation process. 

Certain modules of code from the source tape are · 
machine readable at installation time and do not need 
to be combined with other modules before they can be 
executed. These are placed immediately in the load 
library. 

The load library also contains the code that defines 
the user's network. This code was created by the user 
defined macro state-ments being assembled and link 
edited. 

l~ 
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LINKAGE EDITOR 

SYSTEM GENERATION OVERVIE 

The linkage editor reads object code produced by the 
assembler or another compiler and produces an 
executable module which It places in a load library. 
It also resolves any external references. 

SOURCE PROGRAM 

MAIN PROGRAM 
START 

• • • 
CALL RTN A 

• • • 

RTNA 
• • • 

RETURN 

CALLRTN B RT!" C i 
• • • • • RETURN 

RTNX 
• • • 

RETURN 

A source program consists of a main program which calls 
various modules to perform certain tasks. Each of 
these modules may return control to the main program or 
may in tum call yet another module. 

The linkage editor resolves these external references 
(calls to modules) by creating pointers to specific 
addresses for the starting point of the called module. 
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LINKAGE EDITOR 
OBJECT PROGRAM CODE 

MAIN PROGRAM 
......-~ 

-.... 

-..... 

RTNA 

... .... 
RTNB -..... 

... .... 
RTN X 

--
RTNC 

-• 
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INTERFACING TO THE SNA ENVIRONMENT 

SINGLE-STAGE GEN 

SYSTEM GENERATION OVERVIE 

The simplest generation is usually composed of an 
Assembly step and a Link Edit step. This is referred 
to as a Single Stage Gen. 

Products such as CICS and VTAM use many tables, which 
reflect the configuration of the system. These tables 
may be used to track active or inactive terminals,_ keep 
a record of active sessions within the network, and 
etc. The systems programmer must code, as input to the 
gen process, all the necessary table entries using the 
appropriate macros and parameters. 

At one step in the gen process, these macros and 
parameters are compiled. This is known as Table 
Assembly. 

A single-stage gen usually involves only the Table 
Assembly and Link Edit steps. The gen typically takes 
less than a half-hour to execute, but the coding done 
prior to execution takes somewhat longer. 

~Si MACRoF=1 

~ 6.Q. UBRARYL.J 

r--------L; 
I I 
I ASSEMBLY I 
I I 
I OBJECT I 

STAGE 1 IUBRARv I 
I I 
I I 
: I UNKEDIT I : 
;-------b.J 

F=1 LOAD a:· L__J UBIWIY USTINQ 

vr AM and CICS, once installed and generated, require 
that certain tables be modified often. These 
modifications reflect such changes as different user 
programs, terminals, network nodes, and passwords. The 
changes are made through single-stage gens. 
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TWO-STAGE GEN 

SYSTEM GENERATION OVERVIE 

Some products, such as NCP, require a more involved 
generation process. This process Is referred to as a 
Two-Stage Gen. 

e 
LOAD 

LIBRARY 

LINK 
EDIT 

QQI, 

UNKEDIT 
USTING 

OUTPUT a 
ERROR UST 

Configuration parameters are coded for the first stage 
macros and then fed Into the assembler. The purpose of 
this assembly Is to check for syntax errors and basic 
parameter conflicts In coding. Errors must be 
corrected and the Stage 1 assembly rerun until. the 
output Is error free. Stage 2 will not run to comple­
tion H there are any errors in stage 1. 

i 
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When Stage 1 runs error free, it produces another set 
of macro parameters. It places these macro parameters 
on a disk file to be used as input for the second 
stage. 

Stage 2 is usually made up of two execution steps, an 
Assembly and a Link Edit. Stage 2 runs approximately 
an hour when the system is quiet If the system is 
busy, it may take two or more hours to run to cemple­
tion. For this reason, Stage 2 jobs are often run 
overnight. 

The assembly (or assemblies) in Stage 2 produces at 
least one machine-code object module. This object 
module must have external references resolved by the 
linkage editor before it can be executed. 

STAGE 2 OUTPUT LISTINGS 

• PAPER 

• MAGNETIC TAPE 

• MICROGRAPHICS 
• MICROFILM 

• MICROFICHE 

-
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INTERFACING TO THE SNA ENVIRONMENT 

SYSTEM NETWORK CONTROL CENTER 

SYSTEM GENERATION OVERVIE 

The System Network Control Center (SNCC) is a host site 
organization with the objective of providing end user 
satisfaction through the following: 

- System availability 
Consistent response time 
Timely problem resolutioon 

The major functions performed by the SNCC are: 

- User Help Desk 

I 

System Control 
- Network Control 
- Technical Support 
- Service Control 
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INTERFACING TO THE SNA ENVIRONMENT 

USER HELP DESK 

SYSTEM GENERATION OVERVIE 

The major function of the Help Desk is to provide 
efficient and timely respoonse to the problems of 
the end user. It provides the user with a single 
point of contact within the host system 
environment when all local procedures and 
expertise have been exhausted at the remote site. 
The Help Desk compiles manaagement information 
about the problems and collects information for 
each call, such as received date and time, user 
name, call category and type, Help Desk personnel 
name, problem description and resolution. 

NETWORK CONTROL 

This group is responsible for the online 
communications system which involves initiaizing 
the network, the links, the controllers, and the 
terminals. This also includes the physical and 
logical connections to the application programs. 

SYSTEM CONTROL 

These responsibilities provide for the support of 
the system production process. This would include 
backup, recovery and bypass procedures. 

TECHNICAL SUPPORT 

Technical Support is responsible for providing 
problem determination assistance to the other groups. 
It has the tools and skills necessary to isolate and 
define the cause of system failures. 

SERVICE CONTROL 

This group provides management functions for all 
the other groups described. It does not provide 
one of the levels of support. It would be 
involved In service contracts with the user, 
reporting performances of the system, monitors the 
other levels of support and evaluates overall 
service to the user. 
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INTERFACING TO THE SNA ENVIRONMENT . SYSTEM GENERATION OVERVIE 

LEVELS OF SUPPORT 

/ 

First Level - includes the job responsibilities 
and skills related to problems in 
procedures, applications or user 
terminal operaations. 

Second Level -Includes the job responsibilities 
and skills relating to problems of 
failing network and system 
components such as hardware, 
software and applications. 

Third Level- includes the job responsibilities and 
skills related to problems which 
cross multiple technical specialties, 
or are of an intermittent nature and 
are not easily isolated. 
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MAINTENANCE 

SYSTEM GENERATION OVERVIE 

The operating system systems programmer is usually the 
person responsible for maintaining the product 
components . 

J VTAM 
DEV ..___,..__.., 

J VTAM 
LEVEL2 
~ 

INFOSYS 

1DATrK1 

e 
FIX DATASET 

When a problem occurs within an IBM product, the 
systems programmer consults the Information System 
database to see H that problem has been previously 
reported to the IBM Support Center. 

To report a problem, the customer must contact the 
Support Center. If a similar problem is located on the 
Information System database, the Support Center ships 
the fix for that problem to the customer by mail, 
express, or datalink. 

H no similar problem has been reported, the Support 
Center refers the customer to Support Level 2. If 
level 2 cannot identify the problem, they refer it to 
the Product Development team. By the time the Product 
Development team is involved, the customer has 
collected considerable information about the problem, 
and has probably sent dumps, traces, symptoms, and 
other information to the Level 2 location. This 
information is used to determine the problem and 
develop a Program Temporary Fix (PTF) for the customer. 
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LESSON 14: NCP GENERATION 

PURPOSE 

This lesson will provide the student with the information necessary to 
contribute to the generation of a Network Control Program for both an 
IBM and an NCR Comten controller, which will support an NCR SNA PU-T2 
communications product. 

OBJECTIVES 

After completing this lesson, the student will be able to: 

o List the information that must be provided to the NCP Systems 
Programmer in order to gen NCP to support NCR SNA products. 

o Given a description of a PU T2 product provide the GROUP, LINE, PU, 
and LU macros for the prodUct on a dedicated line and on a switched 
line. 

REFERENCES 

o ACF/NCPNS Installation, IBM SC30-3154 

o ACFNTAM Planning and Installation Reference, IBM SC27-0610 
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INTERFACING TO THE SNA ENVIRONMENT 

NCP INSTALLATION OVERVIEW 

A systems programmer must have the following to 
properly define the network and all the devices 
attached to It: 

o Network Configuration Information 
-

o Documentation for Library Installation and Reference 
Manuals 

o Libraries 

o VTAM Parameters 

o Device Features 

o NCP Parameters 

This lesson will primarily be concerned with the device 
features and the NCP parameters which define them to 
the network. 

/ 
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NETWORK CONFIGURATION 

The systems programmer who is responsible for the 
network keeps a copy of the network configuration for 
reference. Whenever the network changes, the configu­
ration listing or drawing will be modified to reflect 
the change. 

Below is a simple network example for which the NCP is 
to be generated. 

N J T c R N I c 
c E s I E c M I 
c s 0 c s c s c 
F 2 s F s 

VTAM VTAM 
SA~ SA·1 

NCP 
SA·S 

The following information must be defined for each NCP: 

o All Link Stations 
o All PUs in each peripheral node 
o The SDLC address for each peripheral node PU 
o All LUs for each dial-up peripheral node 
o The local address for each dial-up Logical Unit (LU) 
o All adjacent subareas and their identification number 
o Explicit route definitions 
o Which SSCP owns the NCP 
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PROCESS TO BUILD NCP 

Achieving an operating Network Control Program is a 
three-step process: 

o Define the program: consists of macro 
instructions and the appropriate job control 
statements defining the elements of the 
network. 

o Generating the program: the source macro 
statements are compiled in an assembly and 
link-edit process, the output being the 
required control program. 

o Loading the Network Program: a loader utility 
program in the host will download the NCP to 
the local or remote controllers. 

During the generation (sysgen) phase, NCP will create 
the following: 

o Network address for each line, PU, and LU in 
its subarea 

o Address table mapping the network address to 
the appropriate line, SDLC address, and local 
address for each NAU (element number) 

During Dally processing, NCP creates: 

I , 

o Session tables for each of its active NAUs 

- identifies which NAUs are in an SSCP type 
session and which are in LU-LU sessions 

- identifies the network address of the 
session partner 
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THIS PAGE LEFT BLANK INTENTIONALLY 
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NCP MACROS 

The network configuration is described to NCP through a 
set of generation macros. Each macro describes a 
portion or unit of the network. Following is a list of 
the major NCP macros. 

I 

' 

BUILD 
- DEFINES NCP TO VT AM 

HOST 
- DEFINES ACCESS 

METHOD TO NCP 

PATH 
- DEFINES ROUTE TO 

OTHER SUBAREAS 

GROUP 
DEFINES A GROUP OF 
LINES WITH COMMON 
CHARACTERISTICS 

LINE 
- DEFINES ONE LINE OF 

THE GROUP TO NCP 

PU 

- DEFINES THE PU 
A TT ACHED TO THE LINE 

LU 

- DEFINES EACH LU 
WITHIN A PU 
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INTERFACING TO THE SNA ENVIRONMENT 

NETWORK NCP MACROS 

NCP GENERATION 

BUILD: macro occurs only once in an NCP generation 
input. The BUILD macro defines general 
characteristics of the network such as 

- size of the buffers In the buffer pool 
- the number of subareas 

subarea ID of the NCP. 

HOST: macro occurs once for each access method in 
the network to which an NCP may be connected. 
It specifies the characteristics of the access 
method that the NCP will be communicating with 
and identifies such things as: 

- the number of NCP buffers for receiving data 
from the access method 
the size of the access method's buffers 

- subarea address of the host 

Neither of these macros is dependent upon the types of 
devices or the characteristics of the device connected 
to the NCP.· 

PATH: macro is used to describe the route to other 
subareas. The path is defined in terms of: 

- the final destination subareas for the message 
- the intermediate adjacent subareas 
- the explicit route to use 
- the transmission group number for the explicit 

route 
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NCR SNA DEVICE INFORMATION 

It will be necessary to communicate to the systems 
programmer all the information about the devices being 
adcfed to the network. 

Using the following PU-T2/2. 1 Cluster Controller as an 
example, the following is the type of information the 
Systems Administrator needs to know: 

o Cluster Controller 

- PU Type 2 or Type 2.1 
- Buffer size 
- SDLC Address 
- Line speed 
- Modem features 

o CRT Terminal Display Station 
- Special Features 
- SLU Logon Methods 
- Local address 

o Printer 

- Pacing 
.. Local address 

The GROUP, LINE, PU and LU macros are used to describe 
the path to the PU-T2 device and Its terminals. 
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INTERFACING TO THE SNA ENVIRONMENT 

GROUP MACRO 

The GROUP macro describes the physical characteristics 
common to a group of communication lines. The 
following is a partial list of GROUP macro parameters 
and incfudes those which are most relevant to the PU-T2 
example. 

label GROUP DIAL=YES or~ 
LNCTL=SDLC or BSC or .S.S 
REPL YTO=count or NONE 
TYPE=NCP, EP or PEP 

DIAL = YES or NO • specifies whether the lines are 
switched or dedicated. YES Indicates switched. The 
default is NO. 

LNCTL = SDLC or BSC or SS - specifies link protocol for 
the line or group of lines. SS is the default unless 
the previous group specified SDLC. 

NCP GENERATION 

REPL YTO = count or NONE • specifies the reply timeout ~-
value in seconds for the lines in this group. H NCP . · . 
does not receive a response to a poll or selection 
before the seconds expire, then appropriate error <'· 

recovery procedures are initiated. Max value is 1632 
seconds. If omitted, default is 1 second. · 

TYPE = NCP, EP or PEP • specifies whether all lines in 
this group are SNA or whether some may be pre-SNA. The 
default depends on what was coded in the BUILD macro. 
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LINE Macro 

The LINE macro defines the characteristics of a single 
communications line attached to a communications 
controller. The following is a partial list of LINE 
macro parameters including those most relevant to the 
PU-T2 example. 

label LINE ADDRESS=line addr, 
SPEED=rate, 
CALL=llia OUT, or INOUT, 
CLOCKNG=INT or fKL 
DUPLEX=.l::IAL.E or FULL. 
MAXPU=count, 
NEWSYNC=YES or NO, 
NRZl=YES or NO, 
PAUSE=t or 0, 
RETRIES=none or N, 
SPDSEL=YES or & 

ADDRESS = line addr - three digit hexadecimal 
communications port number to which the line being 
defined is attached. This is a required operand. 

SPEED = rate - specifies the data rate of the 
communications line. This should match the modem 
speed. This is a required operand. 

CALL= IN, OUT, or INOUT - H the link is switched 
specify whether the NCP, the PU T2, or both can 
initiate the calls. Valid only If O"IAL=YES on GROUP 
level. 

CLOCKNG = INT or EXT= specifies whether the modem or 
the communications controller (scanner) provides the 
clocking for this line. For SDLC line speeds over 2400 
bits per second, clocking is usually done by the modem 
(EXl). For SDLC lines, EXT is default; INT If S/S line. 

DUPLEX = HALF or FULL - specifies whether the 
communications line and modem constitute a half-duplex 
or full duplex facility. This should not be confused 
with data transfer mode. DUPLEX=operand specifies only 
the physical characteristics of the line and modem. 

MAXPU ~ount - specifies the maximum number of physical 
units associated with the link. Maximum is 255. If 
the line is switched the count must be 1. If the 
parameter is omitted, the default is the actual number 
of PUs on the line. 

I 
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NEWSYNC = YES or NO - This specifies whether the 
modem attached to this line has the NEWSYNC feature. 
NEWSYNC reduces the line turnaround. The default is NO 
unless the following parameters have these values: 

DUPLEX=FULL, CLOCKNG=EXT, DIAL=NO 

NAZI = YES or NO - Specifies whether the communi­
cations controller and the terminal connected by the 
line are operating in non-return-to-zero (NAZ) mode or 
Non-return-to-zero inverted (NRZI} mode. 

Generally, NRZl=YES is specified if no modems or 
asynchronous modems are used. 

NRZl=NO is specified if synchronous modems are used. 

NCP GENERATION 

(BSC & SDLC only) 

(SDLC only) 

PAUSE = t or .2 - Specifies the duration of the (NCP mode only) 
polling cycle in seconds or seconds and tenths of 
seconds. The polling cycle extends from the time NCP 
checks the first entry in the Service Order Table to 
the moment polling next begins at the same entry. If 
the polling cycle equals or exceeds the t value, the 
next polling cycle will be initiated immediately. 
However, if the polling time is less than t seconds, 
the full number of seconds are allowed to elapse before 
the next cycle begins. This is valid only for leased 
lines. The max t value may be 0 - 25.5 seconds. If 
operand is omitted, the default is .2 seconds. 

RETRIES = none or m - Specifies the number of times ~.. (NCP mode only) 
the NCP will attempt to recover from any link errors. 
An error exits when NCP does not receive a positive 
indication that a frame It sent was received 
successfully. NCP will repeat the retransmission until 
frame was sent successfully or until max number of 
retries have been attempted. Values of m may be from 0 
- 128. Default is 15. 

SPDSEL = YES or NQ - Specifies for an externally (NCP mode only) 
clocked modem capable of transmitting at either of two 
data rates, whether or not the host access method may 
request a data rate change. 

I 
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SERVICE Macro 

This macro defines the polling sequence for a non­
switched line with multiple PUs and is required. The 
SERVICE macro is not needed when only one PU will be on 
a dedicated line. 

label SERVICE ORDER=(PU name, PU name, ... }, 
MAXLIST=M 

o ORDER = (PU name, ••• ) - specifies the network 
name of the PUs in the sequence in which they 
should be polled. Each ORDER may be followed 
by a maximum of 255 characters including 
parentheses and commas. If more than 255 
characters are needed, then additional SERVICE 
macros may follow the first. 

o MAXLIST = n - identifies the number of entries 
in the service order table. Max value is 256. 
If operand is omitted, default is number of 
entries in the ORDER operand as described. 
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PU Macro 

The PU macro specifies a physical unit in the network 
that is connected by a switched or nonswitched SDLC 
link. The following is a partial list of PU macro 
parameters including those most relevant to the PU-T2 
example. 

label PU ADDR=chars, 
ANS=SIQf or CONTINUE 
MAXDATA=size, 
MAXLU=count, 
MAXOUT=n, 
PASSUM=n, 
PUDR=NO or YfS, 
PUTYPE=N, 
SRT=(m,n) 

ADDR = chars - specifies the hexadecimal value of the 
SDLC address of the physical unit. 

ANS= STOP or CONTINUE - specifies whether or not the 
station represented by this PU and in session with an 
adjacent subarea is to continue its session if the NCP 
enters automatic network shutdown mode. If omitted, 
STOP is default for PU-T2; CONT default if PU-T 4. STOP 
must be coded for switched links. 

MAXDATA = size - specify the number of bytes that the 
PU can physically receive in one PIU segment. 

Size = amount of RU data + 5 for PU-T1 
Size = amount of RU data + 9 for PU-T2 

MAXLU = count - Identifies the maximum number of LUs 
that may be on this PU. For a dedicated link, if 
omitted, the count defaults to the value of the number 
of LUs defined for this PU. 

MAXOUT = n - specifies the maximum number of PIUs or 
PIU segments to be sent by the NCP to the PU before 
requesting a response from the PU. This can be an 
integer value between 1 and 7. 
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PASSLIM = n - specifies the maximum number of PIUs or 
PIU segments NCP is to send to the PU for a given entry 
in the Service Order Table. Maximum value between 1 
and 254 possible. If operand omitted, default is 1 for 
a PU-T2. 

PUDR = NO or fil - specifies whether this PU can be 
deleted from the network by dynamic reconfiguration. 
Default is YES. 

PUTYPE = n - specifies the PU type. 

SRT = (m,n) specifies a threshold value for the total 
number of transmissions and total number of error 
retries for this PU. A RECFMS is sent to the SSCP when 
the thresholds are reached. Default is 32,766. 

I 
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LU MACRO for NON-SWITCHED LINES 

NCP GENERATION 

The LU macro specifies a logical unit for a nonswitched 
SDLC link that is associated with a type 1 or type 2 
physical units. The following is a partial list of LU 
macro parameters including those most relevant to the 
PU-T2 example. 

label LU LOCADDR=n, 
BATCH=YES or NQ 
LUDR=NO or YES, 
PACING=(n,m) 

LOCADDR = n - specifies the local address in decimal 
notation. For PU-T1 , the value in the range 0-63 may 
be specified. For PU-T2, the value can be in the range 
2-255. Addresses must be in ascending order following 
the PU macro. 

BATCH = NO or YES - If the LU is identified as a batch 
device it is given a lower priority for transmission. 

LUDR = NO or YES - specifies whether the LU can be 
deleted from the network by dynamic reconfiguration. 
Default is the same as that specified for the PUDR 
macro. 

PACING = (n,m} - specifies that the LU is to be paced ~­
and that N number of PIUs will be sent before NCP must 
receive a response from the LU. The second value, m, 
is the number of the PIU which will contain the pacing 
request indicator. If PACING is omitted, the LU is not 
paced.The minimum is 1; the maximum is 255. 

SWITCHED DEVICES 

If the GROUP macro says DIAL=YES, the LU macro is not 
coded in the NCP gen. 

However, the GROUP, LINE, and PU macros are coded as 
defined above, but the LU will be coded in the VTAM gen 
only. 

'1 
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INTERFACING TO THE SNA ENVIRONMENT 

Coding Consideration 

The coding of macro statements can be highly 
repetitive. A hierarchy exists between the GROUP, 
LINE, PU, and LU macros. Under this hierarchy, certain 
operands could be specified in more than one macro. 

To take advantage of this SIFT-DOWN feature, an operand 
coded on a higher-level macro statement, automatically 
implies the same value for all subordinate level 
macros. 

H an operand is coded on a subordinate level, that 
value overrides the value for the same operand on a 
higher level macro. 

Changes made at the LU level do not support the 
siftdown feature. A change in operand value at the LU 
level wlll override only that value for that 
definition. 

OPERAND NCP GEN MACROS 
LEASED LINE SWITCHED LINE 

GROUP LINE PU U1 ! PU U1 

---------------------------------!---------------
BATCH-NO x x x R 
LOCADDll ll 
MAXDATA x x ll 
MAXUJ x x R ll 
MAX OUT x x R 
PACING x x x R 
PASSLIM x x R 
PUTYPE x x R R 

NOTE: 

I 

X • operand can be specified here to take advantage 
of sift-down. 

R • operand applies to this macro and should be 
specified here, If not on a higher level macro. 

COURSE NO. 669005. (rev 5/93) 
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INTERFACING TO THE SNA ENVIRONMENT 

SAMPLE NCP PARAMETERS 

This is a sample of some parameters from a live NCP to 
demonstrate the relationship of some of the parameters. 

1h~J ~Ll!--tJ L11~·,' 
f{~ .t Fe.-f 

""0·1r~ 
tD 

I . 

(c l't hr v !{/Tr,_,.,,. 

{V\e, fEf 
BUILD 

HOST 

GROUP 

[,.c, titl \\~.;., ... .;•;;, 
CTLN03F LINE 

CTP3FP01 PU 

CTP01L01 LU 

CTP01Ul2 LU 

CTP01Ul3 LU 
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TYPGEN•NCP, 
BFRS•84, 
MAXSUBA•31, 
SUBAREA•5, 
NEWNAME•PRODNCP, 

• • 
SUBAREA•1, 
INBFRS=&, 
MAXBFRU=8, 
UNITSZ=15& 

• 
• 

DIAL•NO, 
LNCTL=SDLC, 
RE;PLYT0•5, 

• ' d • i.t l.i c;.,.,·,· 
I 

ADDRESS•(03F), 
SPEED•4800, 
CLOCKNG•EXT, 
• 
• 

ADDR=C2, 
MAXDATA=265, 
MAXOUT•7, 
PUTYPE=2, 

• • 
LOCADDR •02. 
MODETAB•LM327&, 
USSTAB•NCRUSSTB, 
• 
• 

LOCADDR•03, 
MODETAB•IM327&, 
USSTAB•NCRUSSTB, 
• • 

LOCADDR•04, 
MODETAB•LM7957, 
DLOGMOD=DSILGMOD, 
PACING•(2, 1), 

THIS IS AN NCP GEN 
NCP BUFFER SIZE 
ALLOW UP TO 2048 ELEMENTS 
SUBAREA OF THIS NCP 
NAME OF THIS NCP 

VTAM SUBAREA FOR THIS NCP 
INITIAL NCP ALLOCATION 
VTAM BUFFER UNIT ALLOCATION 
VTAM 10 BUFFER SIZE 

NON-SWITCHED LINE 
LINE PROTOCOL 
NO-POLL-RESP TIME-oUT 

XMT/RCV PORT ADDRESS 
LINE SPEED 
MODEM DOES CLOCKING 

LOCAL ADDRESS 
BUFFER+9 FOR PU-T2 
MAX CONSECUTIVE-PIUs SENT 
TYPE 2 PHYSICAL UNIT 

7958 IN FIRST POSITION 
VTAM 
VTAM 

7958 IN SECOND POSITION 
VTAM 
VTAM 

.. 
7957 IN THIRD POSmON 
VTAM 
VTAM 
PACING FOR SLOW DEVICE 

NCP GENERATION 
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INTERFACING TO THE SNA ENVIRONMENT 

REVIEW LESSON 14 

NCP GENERATION 

1. Code the GROUP and subordinate MACROS (and required operands) 
necessary to connect your PU-T2/2.1 Cluster Controller to the 
Host network. The following information is given for the 
configuration: 

o A dedicated line 
o Two display terminals with local ad~resses, 03 and 04. 
o Two printers with local addresses of 02 and 05. 
o NCP will be Instructed to send a group of 5 PIUs 

before expecting a response to the Pacing Request 
Indicator, located In the third PIU of each group. 
(for the printers only) 

o 2400 bps link connected at NCP UM address OBS. 
o Modem will do the clocking. 
o TOWER's cluster controller address Is C7. 
o Maximum RU data acceptable by the PU-T2 buffer is 256 bytes. 
o Synchronous modems . 

2. Using the same Information as above, code the macros and operands 
for the PU·T2/2.1 Cluster Controller as though It were on a dial-
up connection to the host. · 

COURSE NO. 669005 (rev 5/93) 
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LESSON 15: ACF/VTAM GENERATION 

PURPOSE 

This lesson identifies the information that musr be provided to the 
ACF /VT AM Systems Programmer in order to prepare the entries for the 
ACF/VTAM gen. to define NCR SNA products. 

OBJECTIVES 

After completing this lesson, the student will be able to: 

o List the different elements in the ACF /VT AM gen. 

o Identify and define the ACF /VT AM unique operands in the ACF /NCP gen. 

'1 

o Given sample gen listings including: 

USSTAB table, 
LOGMODETAB table, 
vr AM switched major node definition, 
NCP definition, and 
a description of the PU-T2 device, 

modify the gen listings to match the device characteristics. 

o Given: 

a vr AM AND NCP gen, 
USSTAB table, 
LOGMODETAB table for certain LUs, 

identify the valid logon commands that can be used with those LUs 
· to establish sessions with host applications. 

REFERENCES 

ACF/VTAM Planning and Installation Reference Rel. 3 IBM SC27-0584-1 
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INTERFACING TO THE SNA ENVIRONMENT 

ACF/VT AM INSTALLATION CONSIDERATIONS 

VT AM is an access method of the operating system and 
must be identified to and incorporated in the system 
during system generation. Thus VT AM becomes a part of 
the operating system. 

After generating the operating system with suppQrt for 
VTAM, installing VTAM and generating the NCP, the 
domain must be defined to VT AM. This includes: 

- Information on application subsystems 
- Descriptions and locations of channel-

attached devices 
- Information on switched devices 
- Logon mode table (LOGMODET AB) 
- Unformatted Systems Service table (USSTAB) 
- Interpret Table 
- Explicit/Virtual routing information 
- Cross domain resource managers 
- Exit routines 

PUT2 

CICS NCP 
NCP 

IMS 

TSO 36XO 

JES 

NCCF VTAM 

HOST1 CICS IMS 

When running, VT AM creates SNA information tables about 
the following: 

/ 

o Domain Resources 
o Node Resources 
·o Sessions 
o Cross domain resources 

COURSE NO. 669005 
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INTERFACING TO THE SNA ENVIRONMENT 

VTAM ROUTING 

The PATH macro instructs VT AM how to transmit or route 
a message to any subarea in the network. 

The routes are defined in terms of: 

o Transmission Groups 
o Explicit Routes 
o Virtual Routes 

The path to take is defined in terms of: 

o Destination subarea 
o Adjacent subarea 
o Explicit route 

The VT AM systems programmer is responsible for defining 
all route names and all paths. 

Format example: PATH DESTSA=n or (n1,n2,n3, ••• ) 
ERO=(Adjsuba, TG#) 

SA6RTE PATH DESTSA •6 
ER0•(2.1) 
ER1 •(3,1) 
VRO•O,VR1•1 

. 
VRO=ER# 

••• EXPLICIT & VIRTUAL ROUTES ••• 

ACF/VTAM GENERATION 

HOST1 HOST2 HOST3 

NCP 

SA2 

/ 

SA1 

NCP 

SA3 

PATH OESTSA•6 
ERO•(B,6) 

PATHOESTSA•6 
ER1 •(5,3) 

COURSE NO. 669005 

SM 

TG1 

NCP 

SAS 

PATH DESTSA•6 
ER0•(7,4) 

NCP 

SA7 

PATH OESTSA•6 
ER0•(6,1) 

NCP 

SA8 

PATH DESTSA·6 
ER1 •(6,1) 
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INTERFACING TO THE SNA ENVIRONMENT 

VTAM SESSION RELATED TABLES 

Four tables are defined to describe the user's unique 
installation. They are: 

o Unformatted Systems Services Table (USSTAB) 

o Logon Mode Table (LOGMODETAB) 

o Class of Service Table (COS) 

o Interpret Table 

i 
COURSE NO. 669005 
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INTERFACING TO THE SNA ENVIRONMENT 

Unformatted Systems Services Table 

The USS Table is required if a PU-T2 device does not 
issue an INITSELF to establish LU-LU sessions. It also 
is used to simplify the logon and logoff procedures at 
the terminal. Thus, the operator may enter a single 
logon command instead of a long version. 

VTAM will contain some IBM-supplied USSTAErs, and 
optionally, the user may redefine the commands in these 
tables or crea.te their own USSTABs. 

Also, if VT AM needs to send a message, it may access 
one of these USS tables to extract a particular 
message. 

label 

name 

name 

name 

USS Table entry format: 

USSTAB 

USSCMD 

USSPARM 

USS MSG 

TABLE = name of translation 
table to use 

CMD =name, 
FORMAT = BAL/ill, 
REP =name 
PARM = name/P#, 
DEFAULT = value, 
REP =name 
MSG =#, 
BUFFER = address, 
TEXT = text of message 

USS END 

DEFINITIONS 

CMD - user-defined 'logon' character string. (command) 

FORMAT - syntax of user-defined logon. 

REP - specifies keyword that is to replace the 
user-defined command, or keyword to be inserted 
into the format 

PARM -specifies user-defined keyword, system keyword, 
or positional parameter. 

o PARM= name - keyword 
o PARM= P# - identifies positional parameter 

DEFAULT - specifies default character-string value if 
one is not specifically entered. 

MESSAGE - specifies USS message number. 

1 COURSE NO. 669005 (rev 1/91) 
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INTERFACING TO THE SNA ENVIRONMENT ACF/VTAM GENERATION 

Example of an entry in the USSTAB required to define a 
logon message: 

CICS USSCMD 
USSPARM 
USSPARM 
USSPARM 

CMD = CICS,FORMAT = BAL,REP = LOGON 
PARM= APPUD,DEFAULT = CICS 
PARM = LOGMODE,DEFAULT = S3270 
PARM = P1,REP = DATA 

1. The operator keys in: CICS 

The USS table converts that to: 

2. H the operator keys in: CICS LOGMODE=RM3278 

The USS Table converts that to: 

3. If the operator keys in: CICS LOGMODE(RM3278) 

The USS Table converts that to: 

4. H the operator keys in: CICS ABC XY 

The USS Table converts that to: 

Another variation of the above entry in USSTAB : 

CICS USSCMD 
USSPARM 
USSPARM 
USSPARM 

CMD=LOGON,FORMAT=BAL 
PARM=P1 ,REP=APPUD 
PARM=ENTRY,REP=LOGMODE,DEFAULT =PCA 
PARM=P3,REP=DATA 

5. H the operator keys in: LOGON CICS ENTRY=PCB PASSWORD 

The USS Table converts that to: 

I 
I 
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INTERFACING TO THE SNA ENVIRONMENT 

USS MESSAGES 

The USS messages are used by various modules of VTAM. 
VT AM would issue a command to send a certain message 
number to the destination logical unit. The USS table 
sends that message. 

NOTE: The name of the USS table is specified in the 
JCL command instructions that causes the table to be 
assembled. 

Example: FILE: NCRUSSTB Source 

MSG=O (user-defined; USS command successfuQ 
MSG=1 INVALID COMMAND SYNTAX 
MSG=2 COMMAND UNRECOGNIZED 
MSG=3 PARAMETER UNRECOGNIZED 
MSG=4 PARAMETER INVALID 
MSG=S UNSUPPORTED FUNCTION 
MSG=6 SEQUENCE ERROR 
MSG=7 SESSION NOT BOUND 
MSG=B INSUFFICIENT STORAGE 
MSG=9 MAGNETIC CARD DATA ERROR 
MSG=10 (Automatically sent to a logical unit 

whenever the logical unit is active or 
powered on, or whenever a user session 
ends.) 

MSG=11 SESSION ENDED 
MSG=12 REQUIRED PARAMETER OMITTED 
MSG=13 IBMECHO 

COURSE NO. 669005 
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INTERFACING TO THE SNA ENVIRONMENT ACF/VTAM GENERATION 

USSTAB EXERCISE 

1. Given the following entry in the USSTAB, indicate 
the interpreted 'logons' by an operator at the 
terminal. 

RJEX USSCMD 
USSPARM 
USS PARM 
USSPARM 

If the operator keys in: 

(a) RUN 

CMD=RUN,REP=LOGON 
PARM=P1 ,REP=APPLID,DEFAULT =SYSRJE 
PARM=P2,REP=LOGMODE,DEFAULT =RM3278 
PARM=P3,REP=DATA 

(b) RUN APR03 RES1 RM3278 

(c) LOGON SYSRJE 

2. Create an entry for the USSTAB table with the following conditions: 
Operator is to logon to NCCF subsystem. The majority of the time 
the operator will wish to use the logmode entry of TESTC. 
Occasionally, the logmode entry of DSILGMOD will be needed. The 
operator will also need to enter their cost control number of 
GF5162 at logon time. 

I , 
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INTERFACING TO THE SNA ENVIRONMENT 

Logon Mode Table 

ACF/VTAM GENERATION 

The logon mode table provides information to VT AM 
that VTAM uses when preparing the BIND. 

IBM provides a table with predefined entries for many 
IBM products. The name of this table is ISTINCLM and 
is required by vr AM. This table can be modified or 
replaced, but the name must not be deleted from VTAM. 
There may be more than one logon mode table defined. 
Each table should have a unique name. _ 

Logon Mode Table format: 

name MODETAB 

name MODEENT 
[Byte and Default Setting] 

TYPE=Value, (byte 1 - 1 
FMPROF=Value, (byte 2 - 0 
TSPROF=Value, (byte 3 - 0 
PRIPROT =Value, (byte 4 - 0 
SECPROT =Value, (byte 5 - 0 
COMPROT =Value, (bytes 6 & 7 - 0) 
SSNDPAC=Value, (byte 8 - 2 
SRCVPAC=Value, (byte 9 - 0 
RUSIZES=Value, (bytes 10 11 - 0) 
PSNDPAC=Value, (byte 12 - 0) 
PRCVPAC=Value, !byte 13 - 0) 
PSERVIC=Value, bytes 14-25 - 0) 
ENCR=Value, byte 26 - 0) 
COS= Name 
LOGMODE=Name 

MODEEND 

Current l..ogon Mode Entry 

DSILGMOD MODEENT LOGMODE=DSILGMOD, FMPROF=X'03', TSPROF=X'03' 
PRIPROT=X'B1', SECPROT=X'AO', COMPROT=X'3080', 
SSNDPAC=X'01 ', SRCVPAC=X'02', RUSIZES=X'8787', 
PSNDPAC=X'02', PSERVIC=X'010000008100000000000000' 

00~~~~~ ~~~~~~~~00~~~~00~000000 
BIND PARAMETERS 
Q.e. command): 00 00 00 00 00 00 00 00 00 
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INTERFACING TO THE SNA ENVIRONMENT 

NCP DEFINITIONS 

VTAM Macro 

VT AM has one macro that it includes with each NCP gen. 
This is PCCU (Programmed Communication Control Unit). 

This macro identifies the Communications Controller 
into which a specific NCP is to be loaded and defines 
the VT AM functions that are to be provided for a 
specific NCP. 

For multiple VT AM hosts, there will be multiple PCCU 
statments. 

Some parameters included with the PCCU macro define: 

o symbolic name of NCP node 
o whether NCP is to receive an IPL 
o the name of the SSCP controlling this NCP 
o the subarea number of the host 

PCCU is not affected by the type of devices connected 
to the NCP. 

COURSE NO. 669005 (rev 1/91) 
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INTERFACING TO THE SNA ENVIRONMENT 

VTAM Macros IN NCP GEN 

Several of the NCP macros have operands that are used 
only by VT AM. The table below identifies these 
operands and the macros they may be used with. · 

-· 
OPERAND GROUP LINE pu· w 

DISCNT x x x 
DLOGMOD x x x x 
ENCR x x x x 
ISTATUS x x x x 
LOGAPPL x x x x 
LOGTAB x x x x 
MODETAB x x x x 
OWNER x x 
SESSION x x 
SSCPFN x x x x 
USSTAB x x x x 
VPACING x x x x 

DISCNT (YES,NQ) - Identifies whether or not the SSCP-PU 
and SSCP-LU sessions should be terminated when all 
LU-LU sessions are terminated. 

DLOGMOD - Default logon mode table entry if one is not 
otherwise indicated. If this operand is omitted and 
no specific entry is provided, default is to first 
entry in the named or defaulted logon mode table. 

ENCR (REOD, OPT, NONE) - Identifies whether the 
application program may use cryptography. 

ISTA TUS (ACTIVE. INACTIV~ - Identifies whether the 
device(s) will be activated when VTAM is 
initialized. O.e., SSCP-PU; SSCP-LU) 

LOGAPPL - Identifies the name of an application program 
which should be automatically logged on at 
initialization time. O.e., LU-LU) 

LOGTAB - Identifies the interpret table to use. 

MOD ET AB - Identifies the logon mode table name to 
search. If this operand is omitted and no other name 
has been provided, the default will be to an IBM­
supplied logon table. 

COURSE NO. 669005 (rev 1/91) 
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INTERFACING TO THE SNA ENVIRONMENT 

OWNER - Identifies the name of the SSCP that owns this 
GROUP or LINE. 

SESSION - Identifies the number of concurrent sessions 
on a link. Should equal number of terminals on the 
line. 

SSCPFM CESS., USSSCS) - Identifies whether the t:Us can . 
accept only formatted messages or character coded 
messages over the SSCP-LU session. 

USSTAB - Identifies the USS table. If this operand is 
omitted, an IBM-supplied USSTAB will be used for 
unformatted logon requests. 

VPACING - Identifies the number of messages to send to 
the NCP before requiring a pacing response. The 
default is 2. · 

COURSE NO. 669005 (rev.1/91) 
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INTERFACING TO THE SNA ENVIRONMENT 

SWITCHED MAJOR NODES 

Switched connections to NCP are partially defined to 
NCP in the NCP and partially defined to VTAM. 

NCP defines .only the GROUP, LINE, and PU of switched 
nodes. 

-
VT AM also has a PU macro that includes all of the NCP 
parameters that were invalid for switched devices on 
the NCP gen. VTAM then defines the LUs for that PU. 
The PU and LU definitions in VT AM are defined the same 
way for NCP. 

VT AM has extra parameters for the PU macro that 
identify the XID of the PU. These are IDBLK and IDNUM. 

o IDBLK - identifies the device that this PU is 
emulating (switched linkks only) 

o IDNUM - unique number that identifies the PU to 
VTAM (switched links only) 

The XID is an SDLC data link control command passed 
between adjacent nodes to identity themselves. link. 

VT AM also has an extra macro called the PATH macro that 
identifies the telephone number that is being used for 
the connection if VT AM is to place the call. 

Example: 

NCP GEN 

label GROUP ... 
label LINE ... 
label PU MAXLU =5, PUTYPE = 2 

VTAM SWITCHED MAJOR NODE 

ACF/VTAM GENERATION 

label PU ADDR=C1, MAXDATA=265, MAXOUT=7, PASSLIM=7, 
PUTYPE=2, IDBLK=017, IDNUM=00111, MODETAB=LMCASE 

label LU LOCADDR =2 

label LU LOCADDR=3 

label LU LOCADDR=4, PACING=(3,2) 
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INTERFACING TO THE SNA ENVIRONMENT 

Coding Considerations 

As with the coding of macros during the NCP gen, 
repetitious coding of macros may be reduced by taking 
advantage of the SIFT-DOWN feature. 

Under this hierarchy, an operand described on a- higher 
level macro (GROUP, LINE, PU) will be in effect on any 
lower or subordinate level macros, unless another 
operand value is entered on a lower level macro to 
specifically change a specific definition or override 
the "sift-down• value. 

OPERAND 

DLOGMOD 
IDNUM IDBLK 
I STATUS 
MODETAB 
US STAB 

NOTE: 

VTAM GEN MACROS 
DIAL-UP LINES 

PU LU 

x R 
R 
x R 
x R 
x R 

X = operand can be specified here to take advantage 
of sift-down 

R = operand applies to this macro and should be 
specified here, if not on a high level macro. 

COURSE NO. 669005 (rev 1/91) 
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INTERFACING TO THE SNA ENVIRONMENT 

SESSION ESTABLISHMENT 

How the BIND is located -

1. Formatted system services INITSELF command with 
logmode entry issued by programmable contrGller. 

2. Unformatted logon - · either long version or short 
version of user-defined logon is entered and the 
USS Table provides interpretation of entry. 

3. Log mode entry may be specified in VT AM gen 
(DLOGMOD=) 

4. If no logmode entries are input or generated from 
USSTAB, then first entry in the logon mode table 
specified in VT AM gen (MOD ET AB=) 

5. If no logmode entries are located AND no specific 
logon mode table mentioned, then defaults are to an 
IBM-supplied logon mode table and the first entry 
in that table. 

6. REMEMBER, the BIND parameters may be overridden by 
the application subsystems. 

COURSE NO. 669005 (rev 1/91) 
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INTERFACING TO THE SNA ENVIRONMENT 

HOW THE BIND IS LOCATED FLOWCHART 

ACFfVTAM GENERATION 

START 

CONT 

USS 

MODTAB 

/ 

COURSE NO. 669005 

Did SSCP receive an INITSELF? 

Go to USS 

Was a specific LOGMODE ENTRY entered? 

Go to MODTAB 

Does the VT AM gen indicate a default 
LOGMODE ENTRY, such as DLOGMOD= 

Go to MODTAB 

Is there a specific VTAM gen LOGON MODE 
TABLE specified, such as MODETAB= 

Use first ENTRY in the logmode table 
specified 

Use first ENTRY in default LOGON MODE TABLE 
(Default table is ISTINCLM which is required 
by VTAM) 

Did terminal operator enter a specific LOGMODE 
ENTRY, such as: logon applid(cics) logmode(S3270) 

Go to MODTAB 

Did USSTAB ENTRY specify particular LOGMODE ENTRY 

Go to MODTAB 

Go to CONT 

Is LOGON MODE TABLE specified in VTAM gen, such 
as MODETAB= 

Search LOGMODE TABLE specified 

Search a default logon mode table which is required 
by VTAM: MODETAB=ISTINCLM 

NOTE: If searches finds no entry - then search ends 
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INTERFACING TO THE SNA ENVIRONMENT 

PARAMETER CHECKLIST 

ACF/VTAM GENERATION 

The following information must be provided to the host 
systems programmers. 

Logon Mode Table Entry 

o FM, TS, PS profiles (FMPROF, TSPROF, P-SERVIC) 
o Chain rules (PRIPRCT, SECPROT, COMPROT) 
o Bracket rules (PRIPRCT, SECPROT, COMPROT) 
o Response rules (PRIPRCT, SECPROT) 
o Compression/compaction support (PRIPROT, SECPROT) 
o FM headers used (COMPROT) 
o Codeset (COMPACT) 
o Communication mode (COMPACT) 
o Pacing requirements (SSNDPAC, SRCVPAC, PSNDPAC) 
o Max RU size (RUSIZE) 
o Encryption (ENCR) 

VTAM Parameters (may be in the NCP gen) 

o default logon mode table (MOD ET AB) 
o default logon mode table entry (DLOGMOD) 
o pacing requirements (VPACING) 
o types of commands accepted (SSCPFM) 
o encryption (ENCR) 
o default USS table (USSTAB) 
o default interpret table (LOGTAB) 

USS Table 

o format of terminal logon/logoff 
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INTERFACING TO THE SNA ENVIRONMENT 

Class of Service Table 

The Class of Service Table (COS) assigns priorities to 
the Virtual Routes for the transmission of messages and 
associates groups of Virtual Routes together to form a 
single class of service. The format of a COS entry is: 

Format: 

Name cos 

Example: 

ISTSDCOS 
IMS 
CICS 
JES2 
ISTVTCOS 

COSTAS 
cos 
cos 
cos 
cos 
cos 
COS END 

VR = ((VR#,PRl),VR#,PRI), •....•.. ) 

VR = ((0,2),(1, 1),(2,0) ..... ) 
VR :'. ((1,2l 1 (3,0l,(2,2),(0,0) .... ) 
VR-((1,0 ,(0,0 ..... ) 
VR=((1,2 ,(0,2 ,(2,2) .... ) 
VR= ((1, 1),(2, 1) ...... ) 

The COSTAS must have the name of ISTSDCOS. 

The ISTVTCOS entry is used for all sessions with the 
SSCP. 

The entry with no name is used if there was no COS 
operand in the logon mode table entry for a particular 
LU-LU session. 
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LOCATING THE EXPLICIT & VIRTUAL ROUTE USING THE COS TABLE 

LU-LU session logon specifies log mode entry name: 

LOGON MODE TABLE 
MODETAB ENTRY 

IBMCICS MODEENT LOGMODE=S3270,COS·=CICS,FMPROF=2 .... 

Logmode entry specifies the COS entry that defines the 
possible virtual routes: 

COSTAS 
CICS COS VR= ((0,2),(3,0) •••••• ) 

COS table entry specifies virtual route number and the 
priority: 

SA6RTE PATH DESTSA=6 
ER0=(2,1) 
ER1=(3,1) 

. 
ER8=(3,1) 
VRO=O 
VR1=3 
VR2=1 

. 
VR8=1 

CLASS SERVICE TABLE 
ENTRY 

VTAM PATH STATEMENT 
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Interpret Table 

The Interpret Table was originally defined for use with 
an earlier version of VTAM. 

It is still used; however, the unformatted systems 
services table (USSTAB) performs many of th~ same 
functions as the Interpret Table. 

Since the USSTAB is most commonly encountered when 
installing new devices, the Interpret Table will not be 
discussed. 

VTAM uses the Interpret Table at session establishment 
time to determine which application subsystem to 
notify. 
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INTERFACING TO THE SNA ENVIRONMENT 

REVIEW LESSON 15 

ACF /VTAM GENERATION 

1. The following are entries in the NCP and VTAM gens. 

GROUP 
LINE 

SPU01 PU ADDA =C1 ,MAXDATA =265,MAXOUT = 7,PASSLIM = 7,PUTYPE = 2 
SLU01 LU LOCADDR=02,USSTAB=NCRUSS,MODETAB=LM3276 
SLU02 LU LOCADDR=03,USSTAB=NCRUSS,MODETAB=RB3770 

**************************************************** 

NCRUSS USSTAB 
CICS USSCMD 

USSPARM 
USSPARM 

TSO 

ANY 

JES 

USSCMD 
USSPARM 
USSPARM 

USSCMD 
USSPARM 
USSPARM 

USSCMD 
USS PARM 
USSPARM 

END USS END 

TABLE=TRANS10 
CMD = CICS,FORMAT =BAL, REP= LOGON 
PARM =APPLID,DEFAULT=CICS 
PARM=P1,REP=LOGMODE,DEFAULT=S3270 

CMD = TSO,FORMAT =BAL, REP= LOGON 
PARM=APPLID,DEFAULT=TSO 
PARM=MODE, REP=LOGMODE 

CMD = LOGON,FORMAT =PL 1 
PARM= P1 ,REP =APPLID 
PARM= P2,REP = LOGMODE 

CMD =JES2,FORMAT =BAL, REP= LOGON 
PARM =APPLID,DEFAULT =JES2 
PARM=P1,REP=LOGMODE,DEFAULT=S3790 

********************************************************* 
RB3770 MODETAB 

JES2 MODEENT LOG MODE= 83770 

MODEEND 

********************************************************* 
LM3276 MODETAB 

TSO MODEENT LOG MODE= S3271, •.. 

CICS MODEENT LOG MODE= S3270, ••. 

NCCF MODEENT LOGMODE = DSILGMOD, ... 

IMS MODEENT LOG MODE= S3272, ... 

JES2 MODEENT LOG MODE= 53790, ... 

MODEEND 
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Interpret the following logon messages that will be generated and 
indicate (1) if the logon was successful o.e. parameters from tables 
extracted) and (2), if the session was established (valid BIND 
received). 

+ LOGON? SESSION EST? 
1. terminal SLU01 LOGON TSO 

2. terminal SLU02 JES2 

3. terminal SLU01 LOGON NCCF 

4. terminal SLU02 CICS 

5. terminal SLU01 LOGON IMS S3272 

6. terminal SLU01 TSO MODE(S3271) 

7. terminal SLU01 CICS 53271 

8. terminal SLU01 NCCF 

9. terminal SLU01 LOGON CICS 

10. terminal SLU02 JES2 S3no 

11. terminal SLU01 LOGON NCCF OSILGMOD 

12. terminal SLU01 LOGON IMS 
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2. Following is the GROUP, LINE, and PU macro from NCP 
and the switched maior Node, USS Table and Logon 
Mode Table from vtAM. Based on the information 
below, modify those gen listings to match the 
system definitions below. 

The Cluster Controller emulates an IBM.. 3276 
controller using IBM 3278 CRTs. 

The transmission speed Is 2400 bps - on a switched 
connection. The modems are ordinary synchronous 
modems with no special features. 

The controller's SDLC address is •ca•. The XID Is 
"01800454 •. 

The systems programmer said to logon using the 
command "Tso·. . 

The only acceptable BIND parameters (command) are: 

31 01 03 03 81 BO 30 80 00 01 85 C7 02 00 

02 80 00 00 00 00 00 00 00 00 00 00 00 

The system consists of one PU-T2/2.1 and two LUs 
representing CRT terminals. The terminals have 
been defined as having local addresses of 02 and 
03. 

The USSTABLE is called CASUSSTB. 

The Logon Mode Table is called LMCASE. 

NCP GEN 

MVSGPSW 

LN56 

SC56PU 

GROUP 

LINE 

PU 

DIAL=YES,LNCTL=SDLC,NRZl=NO, 
REPLYTO=S, TYPE=NCP 

OWNER=SSCP01,ADDRESS=(056),SPEED=4800, 
ISTATUS=ACTIVE; CLOCKNG=EX't, NEWSYNC=YES 

MAXLU=S, PUTYPE=2 
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*** VT AM Switched Major Node 

CASP2 PU IDBLK=018,IDNUM=00455,DISCNT=NO, 
MAXDATA =265PUTYPE = 2,MAXOUT = 7, 
MODETAB=LMCASE,USSTAB=CASUSSTB 

CAS2L01 LU 

CAS2L02 LU 

*** CASUSSTB 

LOCADDR=2 

LOCADDR=3 

CASUSSTB USSTAB TABLE=C10TRANS 

LOGON USSCMD CMD=LOGON, FORMAT=PL1 

TSO 

CICS 

USSPARM PARM=APPUD 
USSPARM PARM=LOGMODE 
USSPARM PARM=P1, REP=DATA 

USSCMD 
USSPARM 
USSPARM 
USSPARM 

USSCMD 
USSPARM 
USSPARM 

CMD =TSO, FORMAT= BAL, REP= LOGON 
PARM=APPLID, DEFAULT=TSO 
PARM=LOGMODE, DEFAULT=S3278 
PARM=P1, REP=DATA 

CMD =CICS, FORMAT= BAL, REP= LOGON 
PARM=APPLID, DEFAULT=CICS 
PARM= LOGMODE, DEFAULT= RM3278 

*** LOGON MODE TABLES 

LMCASE MODETAB 

TEST MODEENT LOGMODE=RM3278, FMPROF=X'03',TSPROF=X'03', 
PRIPROT=X'B1', SECPROT=X'90', COMPROT=X'3080', 
RUSIZES =X'8587', 
PSERVIC =X'010000000000000000000200' 

IBMS3278 MODEENT LOGMODE =53278,FMPROF =X'02'TSPROF =X'03', 
PRIPROT =X'B1 ',SECPROT =X'90' ,COMPROT =X'3080', 
RUSIZES=X'8585', 
PSERVIC = X'020000000000000000000200' 
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LESSON 16: CICS GENERATION 

PURPOSE 

This lesson will teach the students about the specific sysgen macros 
and parameters needed to define the NCR PUT2 product to CICS. 

OBJECTIVES 

After completing this lesson the student will be able to: 

o List the CICS macros that define PUT2 products 

o Using the classroom materials, code an entry for the Terminal 
Control Table to define the NCR 7958 

o Given a description of an NCR product and a listing of a TCT, 
modify the TCT to match the characteristics of the NCR product. 

REFERENCES 

CICS/VS IBM 3270 Guide - IBM SC33-0096 

CICS/VS System Programmer's Guide - IBM SC33-0070 

CICS/VS System Programmer's Reference Manual - IBM SC33-00069-4 
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INTERFACING TO THE SNA ENVIRONMENT 

INTRODUCTION 

CICS is a transaction processing system. It was 
designed to support many c:Hfferent terminals running 
many different transactions and programs concurrently. 
To do this, all of the programs, files, terminals, and 
other elements must be defined to CICS. 

These definitions are made using tables. 

I 
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INTERFACING TO THE SNA ENVIRONMENT 

CICS TABLES 

CICS is a table driven system. Part of the CICS 
definition procedure consists of providing the proper 
entries for the CICS tables. Following is a list of 
all of the CICS tables. 

I 

* System Initialization Table (SIT) 

Contains CICS nucleus module and table 
suffixes, system initialization program 
options, and recovery/restart parameters. 

* Program Control Table (PCT) 

Governs the flow of control between 
application program in the CICS system; links 
user programs to another user's program; 
loads and erases program from memory. 

* Processing Program Table (PPT) 

Contains location on disc of programs; where 
program resides in memory; resident or 
dynamic; source language used. 

* Terminal Control Table (TCT) 

Interface between user application proQrams 
and the terminals; polls the terminals; 
handles code translation; validation of 
transaction. 

Application Load Table 
Destination Control Table 
File Control Table 
Journal Control Table 
Monitoring Control Table 
Nucleus Load Table 
Program List Table 
System Recovery Table 
Terminal List Table 
Temporary Storage Table 
Transaction List Table 

(ALT). 
(OCT) 
(FCT) 
(JCT) 
(MCT) 
(NLT) 
(PLT) 
(SRT) 

(TLT) 
(TST) 
(XLT) 
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TERMINAL CONTROL TABLE 

o The TCT describes the logical units to CICS. 
It does not contain network configuration 
Information. 

o Some of the parameters include the same 
information as VT AM and NCP. These parameters 
must agree with the VTAM/NCP parameters. 

o There are several different macro types in the 
TCT. The macro type that defines the SNA 
logical units is: Dl=HTCT TYPE=TERMINAL 

Other macro types are used, but these refer to 
the system in general or to non SNA elements in 
the network. 

o A knowledge of terminal hardware is required 
for choosing some of the terminal values. 

The following table includes the mandatory operands for 
the lYPE =TERMINAL macro as well as the operands that 
are dependent on the specific terminal. There are 
other operands that may also be used, but they refer to 
the applications being performed or to system unique 
characteristics. 

label DFHTCT 

; 

COURSE NO. 669005 

lYPE = TERMINAL, 
TRMIDNT = name, 
TRMTYPE = lutype-, 
ACCMETH = VTAM, 
BRACKET = yes or no, 
BUFFER = size, 
CHNASSY = yes or no, 
CONNECT = auto, 
DEFSCRN = (lines, columns), 
FEATURES= (feature, feature), 
FF = yes or no, 
GMMSG= _yes or no, 
LOGMODE = name, 
NETNAME = name, 
PGESTAT = autopage or page, 
RELREQ = (yes or no, yes or no), 
RUSIZE = size, 
TIOAL = (length1, length2), 
TRMMODL = model number, 
TRMSTAT = activities 
Pf PELN = last or pool, 
TASKNO = number, 
SESlYPE=type 
AL TSCRN= (lines.columns) 

CICS GENERATION 

PAGE 16.4 



INTERFACING TO THE SNA ENVIRONMENT 

TYPE = TERMINAL - This Is mandatory and is used to 
indicate the beginning of a new · terminal 
description. 

TRMIDNT = name - This is a unique four character id for 
the terminal. This is the terminal's name as far as 
CICS is concerned. 

TRMTYPE = type - This is mandatory. Informs CICS what 
values to place into the BIND RU. It identifies the 
LU type of this terminal or the specific terminal 
model. See Table 1 on page 16.8 oCthis lesson for 
specific values for this operand. 

SESTYPE = type - This operand required for some 
TRMTYPES. Together they describe the LU session 
type. The SESTYPE operand is required by only 
certain parameters in the TRMTYPE operand. Table 1 
shows the relationship between the two operands. 

· ACCMETH = VTAM - This identifies which access method 
will be used by the terminal. For SNA the access 
method will be VT AM 

BRACKET = yes or no - This indicates whether bracket 
protocol will be used. The default is YES. 3614 
logical units require NO; 3790 LUs require YES. For 
LU2 sessions, bracket protocol 'yes' is assumed. 

BUFFER = size - This operand identifies the largest RU 
size (in bytes) outbound from the PLU to the SLU. 
The suggested value for LU2 devices is 1536. The 
suggested value for LU1 printers and LU3 devices is 
256. This value is used by CICS for determining the 
use of chaining protocol. 

CHNASSY = yes or no - this defines whether the elements 
of a chain will be assembled before being passed to 
the application work area or whether each element 
will be passed to the work area as It is. received. 
For 3270 CRTs (LUTYPE2) CHNASSY must be YES. 

CONNECT = (auto) - This defines that the terminal will 
be automatically logged on by CICSNS at start of 
day. H an automatic logon is not required, the 
operand should not be included. This operand will 
cause CICS to attempt to establish an LU-LU session. 

DEFSCRN = (#lines, #columns) • This defines the screen 
size. The number of lines is followed by the number 
of columns. This refers to both CRT size and · 
printer page size. Default is 24 rows, 80 columns. 
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FEATURE = (feature, .•. ) This optional parameter 
identifies the capabil-lties of the LU device. Some 
of the more common are: 

AUDALARM - audible alarm 
PS - programmed symbols 
Color - color CRT 
HILIGHT - extended highlighting features 

FF = (yes or no) - This defines whether the SCS -printer 
(LU1) supports the form feed charact~rs. 

GMMSG = yes or no - This tells whether or not CICS 
should send a welcome message at session 
establishment time. 

LOGMODE = name - This entry is required for LUs that 
will be acquired (ex: printers) or that will be 
automatically logged on. 

NETNAME = name - VTAM gen label name identifying the 
logical name by which the device is known throughout 
the network. 

PGESTAT = (autopage or ~ - This identifies when 
output data will be sent to the terminal. Autopage 
causes all of the data to be sent to the terminal at 
once. PAGE causes data to be sent one page at a 
time. PAGE is the default. 

RELREQ = (yes or no, yes or no) - The first position 
identifies whether CICS will release the LU when 
requested by another subsystem. The second position 
identifies whether CICS will release the LU when 
requested by the LU (logoff, signoff, etc.) 

RUSIZE = size - This specifies the largest RU size (in 
bytes) outbound from the SLU to the PLU. 256 bytes 
is the default. 

TIOAL = Qen~h1, length2) - Length 1 specifies the 
normal chain size. length 2 specifies the maximum 
chain size. H the CH~ASSY operand Is NO, only 
length 1 is needed. This indicates the amount of 
buffer space to allocate In the CICS work area. 

TRMMODL = number - Optional parameter Identifying the 
model number of the LU device. 
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TRMSTAT = This identifies the type of activities that 
may be performed by the device. The possibilities 
are 

I TRANSACTION Onput/output) 

I INPUT {to CICS) 

I RECEIVE (from CICS) 

CICS GENERATION 

I TRANSCEIVE (input/output and CICS may start bracket) 

PIPELN = {last or pool) - This is only used when 
SESTYPE =PIPELN and TRMTYPE =3600. POOL means the 
LU is one of a pool of pipeline LUs. LAST means 
this is the last in the pool of pipeline LUs. 

TASKNO = number - This is required only if SESTYPE = 
PIPELN and PIPELN = LAST. It identifies the number 
of concurrent tasks that may run in the pipeline 
session. 

ALTSCRN - (# lines, # columns) - this defines an 
alternate screen size {CRT LU2) and reserves an 
extra buffer. 
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CLUSTER LOGICAL UNIT TRMTYPE·= SESTYP 
CONTROLLER 

3270 DISPI.AY STATION-LU2 LUTYPE2 
3270 DS PRINTER-LU3 LUTYPE3 
SCS PRINTER SCSPRT 

3600 3601 3600 
3614 3614 

3650 PIPELINE 3650 PIPELN 
HOST CONVERSATIONAL 3650 3270 
HOST CONVERSATIONAL 3650 3653 
INTERPRETER 3650 USERPROG 
HOST COMMAND PROCESSOR 3650 USERPROG 

3770 INTERACTIVE FLIP-FLOP 3770I or INTLU 
INTERACTIVE CONTENTION 3770C 
BATCH FLIP-FLOP 3770, 3770B, or BCHLU 
FULL FUNCTION 3770 or 3770B USERPROG 
BATCH DATA INTERCHANGE 3770 BATCHDI 

3790 FULL FUNCTION 3790 USERPROG 
INQUIRY 3790 
BATCH DATA INTERCHANGE 3790 BATCHDI 
3270 DISPI.AY 3790, LUTYPE2 3277CM 
3270 PRINTER 3790, LUTYPE3 3284CM,3286C 
SCS PRINTER 3790, SCSPRT SCSPRT 

TABLE 1 TRMTYPE and SESTYPE 

J 

' 
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PARAMETER CATEGORIZATION 

The TCT operands may be grouped according to their 
functions: 

0 Identification - TRMIDNT TRMMODL 
NETNAME SESTYPE 
TRMTYPE 

0 Data Flow - BRACKET BUFFER CONNECT 
RU SIZE RELREQ GM MSG 

0 Display - FEATURES 

0 Screen - DEFSCRN PG EST AT FF 
ALTSCRN 

o Transaction - TRMSTAT 
Processing 
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Sample TCT Entries For A Worksaver 

A typical terminal TCT entry emulating an IBM 3276 
display workstation. 

VLU2 DFHTCT TYPE= TERMINAL, 
TRMIDNT =VLU2. 
TRMTYPE=LUTYPE2. 
TRMMODL=2, 
ACCMETH=VTAM, 
TRMSTAT = TRA~SCEIVE, 
TIOAL=(1000,4000), 
BUFFEA=1536, 
RUSIZE=256, 
BRACKET =YES, 
CHNASSY=YES, 
RELREQ=(NO,YES), 
DEFSCRN=(24,80) 
NETNAME=LU2A 

A typical terminal TCT entry emulating an IBM 3287 DSC 
printer. 

VLU3 DFHTCT TYPE= TERMINAL 
TRMIDNT=VLU3, 
TRMTYPE=LUTYPE3, 
TRMMODL=2. 
TIOAL=(2000,4000), 
BUFFEA=256, 
RUSIZE=256, 
CHNASSY=YES, 
RELREQ=(NO,YES), 
ACCMETl-i=VTAM, 
NETNAME=LU3A 
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REVIEW LESSON 16 

1. Prepare a CICS Terminal Control Table (TCT) entry for the 
follwoing terminal which is emulating an IBM 3278 terminal. 

I Bracket and chaining protocol is required. -

I 

I 

The maximum outbound RU size 6f CICS is 1024 bytes. 

The normal chain size is 1000. The maximum chain size 
Is 2000. 

I The terminal screen is 24 lines with 80 columns per line. 

I The terminal is to be automatically connected to CICS at 
start-of-day, using session parameters found in the logmode 
entry of dsllymode. 

I The RU message size sent by the terminal cannot exceed 256 
bytes. 

I CICS should not release the logical unit when requested by 
another subsystem, but should release It when the SLU requests 
that the session with CICS be terminated. 

I CICS refers to this logical unit as CLUA. 

I VT AM refers to this logical unit as TSTCLUA. 

I The CRT will be used for transactions and should be able to 
receive messages from CICS at any time. 

I The CRT supports extended highlighting features and color. 
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2. The CICS TCT entry for CAS2L01 is below. Identify the changes 
that must be made so that the TCT entry will be correct. The 
maximum outbound RU size by either LU Is 512. The normal screen 
size is 24 x 80, and the alternate screen size is 32 x 80. 

CA 11 DFHTCT TYPE • TERMINAL 
ACCMETH = VTAM 
TRMTYPE = LUTYPE3 
NETNAME = CAS2L01 
TIOAL = (1000, 4000) 
GMMSG •YES 
RELREQ • (NO, YES) 
TRMIDNT = CA11 
BRACKET • YES 
TRMMODL = 2 
PGESTAT == AUTOPAGE 
RUSIZE =256 
BUFFER• 256 
CHNASSY == YES 
TRMSTAT = TRANSCEIVE 
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LESSON 17: NCCF GENERATION 

PURPOSE 

This lesson identifies the information that must be provided to the 
systems programmer to define NCR products to NCCF in an SNA network. 

OBJECTIVES 

After completing this lesson, the student will be able _to: 

o Identify the information necessary for the system programmer 
to properly describe NCR products in the network. 

REFERENCES 

o Network Communications Control Facility: 
Installation, IBM SC27-0430 

o Network Communications Control Facility: 
Terminal Use, IBM SC27-0432 

COURSE NO. 669005 PAGE 17.1 



INTERFACING TO THE SNA ENVIRONMENT 

INTRODUCTION 

NCCF has three major functions. They are: 

o Providing network management 
o Providing an Interface for a network console(s) 
o Providing a base for other network management 

software -

NCCF has several areas that must be defined during the 
sysgen process in addition to defining the devices that 
will access It throughout the network. 

These include: 

/ 

o Operators - identifies user of NCCF 
o Profiles - describes a network operator's 

control characteristics 
o Commands - limits operator's use of 

commands 
o Command Processors - program executed to 

perform an operation 
o User Exit routines - special purpose 

routines to handle processing for 
certain conditions in a pro~ram 

o Other CNMAs - network monitoring functions 
o System Information - information used by 

NCCF as a whole. 

-
--·-
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NCCF GEN STATEMENTS 

Defining NCR PU-T2 Products 

NCCF uses the VTAM information to determine what 
devices exist in the network. No extra coding is 
required for NCCF to define the PU-T2 products. 

You may set an operand called SPAN in the VTAM or NCP 
gens to organize NAUs into logical groupings for 
network control purposes. 

Defining OPERATORS: 

Two macros are used to define the operators that may 
use NCCF. 

op id OPERATOR 
PROFILEN 

PASSWORD= 
profile name, .•. 

opid - 1-8 character value for operator 
identification. 

password - 1-8 character value that serves as 
the operator's password. 

Defining PROFILES: 

Several macros may be used to define the PROFILES. The 
Profile identifies the scope of commands, the span of 
control, the device to output the hardcopy log to, and 
the NCCFs in different domains the operator may have 
sessions with. 

The macros include: 

PROFILE - defines profile name to the system 
DOMAINS identifies NCCF(s) in other domains 

that an operator may have a session 
with. 

AUTH -identifies the authority of an operator 
over ·the resources and message 
reception. 

OPCLASS - defines which NCCF an operator may use 
ISPAN - identifies the initial resources in the 

network an operator may access 
SPAN -identifies the resources that can be 

END 

effected after dynamically stopping the 
ISPAN and starting the SPAN 
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Defining CONSOLES to NCCF 

The POS and POSPOOL macros are used to Identify 
resources to NCCF, specifically which CRTs may be used 
to logon to NCCF. 

o POS -defines the terminals that may logon to 
NCCF -

o POSPOOL - identifies the maximum number of 
physical operators which may logon to NCCF 
at one time. 

POS identifies specifically which terminals may be used 
to logon to NCCF. 

label PCS terminal name, terminal name, •••. 

The terminal name is the VTAM network name. 

REMEMBER- NCCF requires an W2 session for CRT but an 
LU1 session for hardcopy log (printer). 

CUSTOMIZING NCCF 

CUSTs are coded using a special language and are 
stored in one of the NCCF libraries. 

Command processors and User Exit Routines are coded in 
assembler and must be assembled and link edited with 
NCCF. 
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16 

t 
t 

t6 
16 
t6 
16 

t 

' t6 
t6 
16 
16 

t 
t 

t6 
t6 
t6 
16 
16 

t 
t 

Hi 
t6 
16 
16 

t 
t 

tO 
16 
16 
t6 
16 
t6 
t6 
16 
16 
16 
t6 
16 
16 

1 
10 
t6 

t 
I 

t6 
t& 
t6 
t6 

HOSTt PCCU CUADDR•03t. 
BACKUP•YES 

:::-··:?Jit~!ii!!i~i~,~~t. 
• 
HOST2 PCCU CUADDR•032. 

BACKUP•YES. 
-- =--·· _,._., .. """.,....,'.OwNElt ··sseP4 .., ... 
> .. :->':::'.!ll~:d:::.11~1;: 

• 
HOST3 PCCU CUADDR•034. 

BACICUP•YES 

_-:·,-,::::::'T·:;]l.Jii!!i.!;ij~~~ 
;. 

HOST4 PCCU NCPLUB•SYS012 0 

CU"OOR•039. · ,.,, .. ,. ....... ,~,.'meA2icuP•vrs··*' 
-: "\ Y;f.1fi~:~i==:~~=~f#Ei:? 

• 
HOSTS 

• 
• 

MAXDATA•2114 

PCCU CUADDR•036 0 

-.. __ .'';:J~l·:fi~ii~! ff~~i:.: .. n:, 

-.8UfUHtrJADUl!ilDADUI 

-_··::·:~;nr!~!!i~!!'~=~·~tw~-.. -
OU•LI FY•SYS2. 
MAXSUBA•63 0 -....• ,, .• W\MAXSSCPta 1 · ·=~1~·,.'1:·~· 

... ~:t!'i'i: J~?i~;~f~::):i~I!.:'.~ji~ .. _ 
CHANTYP•TYPE4. 
TRANSFR• ti, 

• • 

• • 
~~t1,~~'i:1~~·~::1:?il~~~!~~:f:I~~r 

• • 

• • 

.1rn~llli1~::~1~i:1:=:_~J 
• • • 

~t~f ~Dl~!tm[f::\:··l:~,,11:t.~11,~~~·1r:~~~=·-· 
• • • 

• SY·~~~i~:~i~!imi,~t;'~:ij~~·i=~·~?~lPl1~~:~y·1~lW::rx. 
• 
HOST SN HOST SUBAREA•(t). 

;:::~:g~iii~i~i'f .::•:?!:'.::oc~~;·it~(: 
• 

::·t;;:-tr·:~;1!,~?,~J:i~lJlri1:;e;·.;a 

'J 

PROOEXT 

1:l,;;:~~r1:~·;tf'.~:~!t'.tl~/~:r:a~::'T'::i~:~t:::'-.T.~'.r':<?::::~f~-~;_'.;~;::~~: 

:i:E:r ;~:,:~;:f:f ;.~;::,t::~::tr:·,:· -_::;::-.:··.:~·-;:·_:··:·;--~--::.=,::.,".:~: _,_.;:~::::::~;};~~~~: 

i~~t~n~,~;t~'·::::::'.J]:;:·;:;:::·;:.· ··_·'_·:.·:=~ ·~: :':.:.'· ,- ·~:.:--._.,, .. , .-.·-· -: . ,i:\t::i~l~);;:·.:,:.~;·;·;:·; 

r.t·'..~:::j~:;r:;·:!f :;:.rn .. ::~:.:~;:::·::~:_::·:·:;:·,:/t ·?-' ::]:: .. ::r='"'}":':::;-:- .:::~:~:;:~·:,~~-

,11ri~:~~.~',!11·~~~:E;:·::··· .. '.::::::.;:::-=r:=:··:\· .-·: 

:r:r:·~!·'.!~'ffii~J~-~}r :=··,,:·,··\:':·;:.rr:::r:· -.-

:~r:'''Jt·m;~r::rt';r::::·;·=~·:::.,_ .• :.-... ,.-·.:-.--



'-. 

.,, 
> 
(i) 
ITI 

> . 
\JI 

DATASET: SYSf.VTAMlST U"''"• v~, •••--
MEMBER: PROOEXT TIME: tO:t9 

s~~~ r __ --~ --~·~··, _~·i:1t~·n~::l~~it·~r:,~ii~l~~}!I~~~I·~JiGrti!~(~~!~ia[~j;~~~:1~iiJ~~!ir~~.r.~.~I;f'J:f ,-·:;:·:"::i··:······ 
··:: 

16 
16 
16 

t 
t 

Hi 
1 
1 

to 
I 
t 
1 
1 
1 
t 

16 
• tG 

16 
16 
16 

t 
1 
t 

16 
16 
16 
16 

t 
I 

16 
I 
1 
t 

16 
16 
16 
16 

I 
t 

16 
I 
I 
I 

16 
Hl 
16 
16 

I 
t 

16 
I 
l 
t 

16 

• 
SUB21 

• 

DELAY•2. • 
STATMOO•YES, • 

.TORREM(3) 

: ........ ~~::~:~·:::;:::;~·~·!:~i~~1::;;~~.~;:?2:::!~~·~;;~1·f !t.:~~1~~:·~~1!~~~:~·~,··::(··:~~~r~]:;.l·:~·lm'.-:f :::r .• ····· 
• SWITCHED SDLC LINES ••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
MVSGPSW 

CR~:):·.~~;~~;~1!1·~~;~111~11:~~·'-.~lli!\·i!~l,;':.:·~;:'.·:·~·t i::~?1~:!~~ai;f.;·::~1.-·:::~.-r~:~~~~·::.:f ::.~·:::F1:~rr11I:~i:r1~:'~~:r.:·?·c·· · 
• • 

·/_._::)~· . . · 
-::: 

:·-::._ .. ···:·, .. _ .. 

• • 
LN47 

REPLYT0•9, 
TYPE•NCP 

ll~~·T~a:·~·l~~~~~,i'F~(;~~! r.1;r·: .:·:111~;;r·.·~'· ·-.:.~ii,;::·:!:~~'.1Emf ;.i .. :s::~~r;~.:~:::~·~·~?.J;~1~~~;\'.i:·;•;:: .. [:•·.··:···•·.;.·: .. ··.:··:::.;•·.:' ··· · · 
AODRESS•(047J. • 

• 
OAY47PU. 

• 
• 
LN4D 

\l/AHOPU 

• 
LN4E 

SPEED•2400. • 
CLDCKNG•EXT, • ... , .. ,,w,,l"S'tNC .HO.· .... ·«::·· .• , .. ~.,..DlttOH ·r1rLD SPY~£;;QUfNlilH ..... .,p .... ,,,.t/C . ..,,,,.--,,,~,~:·y0··~,.~·~:··:-.··:··· .. ··:.· ...... . 

PU ... ·t:fre!~~~:!i a·t~;~E~i:~!~lf~~· · ;~~*#ii~¥.~·;"·;.-:,~ ~~;·s'~~~;::Ji}: ... )%-t\~~:T~~'> · ;:~.~1::; .. ·:~~l~, '.·~i[: .:· ··:-:::- , , ..... . 

CLOCKNG•EXT, • 
NE.,SYNC•NO .NCR VATERLOO--NCR 9094'5 (IBM 3770 RJE) 

LINE OWNER•SSCPOt, • 
ADORESS•(04E). • 

·:·~~g~~!~f ;··:·.· ::7tT< .·· ·. .... ,:·:··.'::;:~::'~~··.·::.,····"·:·:····= ·~;:·•.r>:-='.···.: :>:· .. ::':::n~1:::;=: 
HEWSYNC•NO ·· · :·:\:: iNcll VATERi.OO--Net .6t>A41S (t8M 37to ltJt) .. · /ff:.· 

···::. 

:·. 

WAT4EPU PU MAXLU•8. 
.PUTYPE•(2) 

• 
• 
• 
l11150 LINE OVtlU•sscPOi•. 

AOORESS•(050), 

'•;;.· .. ·· ··:. 

.SVNDl?E-SVRJEPC 
:·:·: 

·: . • 

::.;.··.·· 

.··: 



START 
COl 

16 

' I 
f 
I 
1 
1 
I 
t 
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IG 
I 
I 
1 
t 
I 
1 
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16 
1 

u~ 
t 

IG 
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16 
I 

tt; 
t 

16 
1 

16 
I 

1(; 
t 
t 
I 

' I 
1(; 

I 
t 
I 
I 
I 

' t 16 
t 
I 
I 

-0 t 
)> I (i) 

I ,,, 
I 

)> . 
0\ 

DATASET: SYSl.VTAMLST DATE: 84/12/28 
MEMBER: PROOEXT TIME: 10:19 

___ ~~ ____ , ___ ~i~]::~~D:~~,~~·-j- ~~~ •. ~~~~~:~:~~M·~~~:z~.,~~--a·~~·+-:~~::.~~.-~~::,.:·rv · ., .. · ·. 
MODETAB•LMTABL,USSTAB•.JKTINCDT,ISTATUS•INACTIVE 

• . : :·:':·:::·-·;:·:···~·.'" . ·._ ·.:·;·: .. ·-:- ... · . ·_; '. ·.·. ··:·· . ···: ···:~:· .··.· ·:. ·.· . ····:::_::·:·.:.: ·-~:-~ ·. : .... ·_ .· .... ::; -:r:·:: ··:· ·.· . , . -.-.,_ : ::-·· ····:-:···:··: ·:-· 
..........•...• , •..... , •....•.•.• ~~~·~·····~···············~.,~ ..... ~~-
• COMM ENGINEERfNG! HCR towrA .AS"PU•T2 .... ,8.PHIPP~·JADVANCED ENO)>" 

TSO ACCESS 
TO CIRCUITS IO SECt7358 ANO 10 SECt7357, RESPECTIVELY 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
• .:-::?'. ::_:·_:; :·_ .. ·.. ·:·t~:t;~:-.= ::'. · · ·_'._?:<:::·:· :~:==~::··\::?:::::··:·· .. -. :.:rr::;:.::?:: :- ···. _: ·.:: ._: .=?~:'.~:rr.:· ·-.:· · .. _ . -=- :-· -·-:· 

LIN!• >0wNER•SSCPOf.~ADDRESS•(O!l8)lSPEEDti2400~ClOCKNG•liXt, 
· • ·-:::::N!WSYNC'NO ::';.:?:<' ·.: ·:;\\'::\''·" .... :t.}:)f .. ::• •. '•·'· : ·: ·:··::~:/({./· · .···.:. 

LN58 

• 
SOT058 SERVICE OROER•(CT58P1) . 
tTSBP t PO :·:;:::r:::ADbltiitl n fjUt'f Pf!i1, MAXOATA•HS ~ MAltt)lff~tlP' S$LtM•'f: 

~T58 I LO I LU '.-;{-:i)'tf~i6J~-~'j::::~lf .~~i:~~·''~'.~:::: ;-;:;lf~,:~:: ;:i~~:~r:~ 3:::~;. SP 
MOOETAB•LMTABL,USSTAB•'11<TINCOT 
LOCAOOR•3,PACING•(2,t). .NCR 7958 (IBM 3278 DISP) • 

cr•••LO• LU ·~~~ilii~W~r~~U~~~~mi~f ff ::J!iI;:~1r1·:;;&~«~~·~;· 
CT"581l02 LU 

CT581L04 lU 
MODETAB•LMTABL,USSTAB•.JKTINCDT . 

CT581L05 LU LOCADDR•6,PACJNG•(2,t), .NCR 7958 (IBM 3278 DISP) • 

CTS8 IL06 LU····::·-'~j~.:.~g*i!!l~:!t~;uai~iG1-::~·!~.~f.l'~J,~:::32~;.i·~~sP.·~:111::;.11;1·1:;;~:··:.·:····· 
CT581L07 LU .. LOCADOR•i,PACING•(:i, t). .NCR tisa··uaM 3278 "oisP) ...• 

MODETAB•LMTABL.USSTA8•'11<TJNCDT 
CT581L08 LU LOCADDR•9,PACING•(2.t), .NCR 7958 (IBM 3278 DJSP) • 

MVSGP2 GROUP DJAL•NO,L~TL•SDLC,CLOCKNQ•EXT,OUPLEX•FULL,SPEED•l200, • 

• E & M DAYTON -- F. MILLER XREF DAYLNOSO FDR NRZ SWITCH LINE 
• (LN ost TO DSECt76237) 
••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• • • • ·,.·.:-i:··:~~· "••: .. :-: • • ••::··~:s·:;:- ·.~ "• : .. :·::·'. ,•:·:··~:~.~-==·:,::r:·.;"•: • :!?-,'(.'~:·'':~'A'{-".h'•: ·.··~:··,•.;.;;!1m:~::::··•"•• ,,~ °!''~ '';,• :::• !" • v · ... '"?":.• ':'! ··:•''.'::• •••,'•'·'"·(-"-;;t;f..!::._:,_.·~:··.:-'t .. '."):· ••• • N' 

0As1 uN£ · 0WtleR•sicPot.At:1t>~£i·s~tai•J"~l~tfo•t~oci~rr .. :, ~ .• Nib faRooi»,·· .i .,.,,. ,,,, .. '\/ .. : ;_:_·., ".:. 
:·tLOCICNG•!Xt,NRZt•NO··>{«,·ffl:·:.:·.:·· <,.~.;i;:~:· .. \'fJ{ ·,, .·· ·,._ . ,· : .... ·": ··.'>'.'J+f!· .. "·:·:": •. '·:, .. , .. · 

• 
SOT5t SERVICE OROER•(OASIPl,DA5tP2,DAdtP3,0ASIP4) 
• 

~;;~;:: ~~~~~~-

. -:.: ··~.: .:-: .: ·. . 

·- · ~'.~'5'.:' __ : '.:::· ·:,:ff·:~-~'":·· 'i~~;::::rr~1~~:.1~:;~::·::;~·~ni ±:Y~ii:~·:;!}'.· ·; _,.'.:. :.:~~r3'..'._yti;;,~~,~:::T::~:· ·Z~:;~~t~:.1··:. :.;·-.·: .. ··~: _:=·::::i::·· .. , ., .. ,... . .·. _ .. 

PROOEXT 



START 
........ -~ I COL 

' ' t6 

' t6 
t 

t6 

' t6 

' u; 

' t6 

' , 
' t 
' ' ' t 

t6 

' t6 
t 

16 
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' 16 

' t6 
t 
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' ' t 
' t 
' 16 

' t6 
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u; 
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' 16 
t ,, 

-u t 
> t 
(j) ' ITI 

> . 
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DATASET: SYSt.VTAMLST DATE 84/12/28 
MEMBER: PAOOEXT TIME 10:19 ·, ··· ',_. .. ,. .... , ... ·.· ·.·.·.· ,., ....... :· ,, .. , ............ · ·... .. "·,,:'' ~ ·. PAQE 9 ... ,··.::··.·. 

--- -~- --- t----~~~~·2-·~:-~~.-i-- .. 3--~ii~~~ .. 4 ... ~.•---•s-'~~~i~-~~--~~·-.. ~-·~i ·--·+·~~ .. 1. 
OA51tl03 LU LOCADDA•3 
OA51tl04 LU. LOCAODA•4.PACING•(t.t),VPACING•t. LU.T2 IBM 3270 EM• 

MOD£TAB•lMTABL,USStA8•JlcTJNCDT · '.'%" .. > . ". ' . 
DASltL05 LU 

OA5t IL06 LU 

DA5 I 1L07 LU 

LOCAOOR•!5;PACJNG•(t1t).VPACINO•t, LUtt2 1814 3270 l!M • 
MOOETA8•LMTA8L.USSTA8•"9<TINCOT 
LOCAOOA•6,PACING•(l.t),VPACING•t. 
MOOETAB•LMTABL,USSTAB•JKTINCDT 

LU.T2 IBM 3270 EM • 

LOCADDA•7.PACING•(t,t),VPACING•t, LU.T2 IBM 3270 EM• 
.. ·:MooU.A8iilMU8l;USStA8•JKTINCDT · ... :<: . .. . .. ' . 

DA511l08 LU LOCADOR•8,.PACING•(t; t),VPACINQ•t. . 'LU~TI IBM 3270 EM • 
. MOOETAB•LMTABl;USSTAB•dlCTINCDT · . ,., . , ..... , .. . . . .. 

DA5ttL09 LU LOCA00A•9.PACIN0•(2.t), .IBM 3287 EMULATION PAT * 
MODETAB•LMTABL.DLOOMOO•S3287 

DA5ttlt0 LU LOCADDA•tO . .RJE IBM-LIKE 3770 
• · ·.·.·:: ·\·:·· · .. -:·· .··.:=.: . :···?=rt==:::::}~t~r/~-~- · ::·~;:r::r:·:t:~z~·~:::::;:~I~~::.::::: :· := :·:: ·.-~. . . ·:.:: ( ?"i·= .. _C)}}::- =· .· :· :: · :::=·::::-.- ··:: .... · ·· ·. :·. ·:··-::::--=·: ·=· :: · 

DAS IP2 PU : ' ·"AOOA•C~H~UtV~!--(2hMAXOAJA•26liMAXOUT.•1.;;"ASSLiM•1 .. ;::. : .· 
• ·· .. ·;. ·.:·:· ··: ; . ·~~~··:·t: :::.-/: ·:·: ·:=· .. ::-:-;::·;:~>:\/·::::~~;.-·:_::··. . ·• .. : . :- :.·;:::.:::_::.· ... ::; . 
DA512LOt LU LOCADDA•t LU.TO WORK STA 
DA512L02 LU LOCAOOA•2 LU.TO WORK STA 
DA512l03 LU lDCAOOA•3 LU.TO WORK STA 
DA512l04 LU·--;,:· :toCADDltiiiijf ·PAClNC*{'f"fr'VftACING~t·: "~:·:·:=n:;LU't2 ·JBM.:1270 :IM,,.·:: 

.::·::MOOETA8•tAUaL;USStA8•dicnNCoT •. ).:::;:::=:,:::<.·t· .... , :· . : ::.,o· :,·: ? .·. ·"''"'"'·'"'···· 
OAS 12Los LU .-,. LDCADOR•&~.t'A<;ING•t t, HaVPAcJNO•t, . .<:: .. :.LU~t2, IBM .321o·'=lM··•.: ",., ·"····' 

DA512l06 LU LU.T2 IBM 3270 EM • 

.... :::··· 

·::··:·.-..::·:·· 

.. 

:·~ 

MODETAB•LMTABL,USSTAB•JKTINCOT 
LOCADDA•6,PACING•(t,t).VPACINO•I, 
MODETAB•LMTABL.USSTAB•JKTINCDT 

:::::~:: ~~: .. ::·,·'.·:=:::·:gi5:;~Ti!ii~f!Hi~!=::::··~t~~J.~~!t~,~;:.::·-i~::::::J:7'·::':"·::·(::·:.'·:/;:·i,;.li:I~\:;.;· ___ ,.::.:,;·(,:·:~'_::::::"• .. :.'. 
MODETABeLMtABl.USSTAB•JICTINCDT 

DA5t2L09 lU LOCAOOR•9.PACJNG•(t,t),VPACING•t. LU.T3 IBM 3287 EM* 

•:.· 

MOOETAB•LMTABL,DLOGllllOO•S3217 

!::::~to ~:~~:~3~~~~~~~~~~j~~~~}'~~~(1, 
• 
DA5t3LOt LU LOCADDA•t LU.TO WORK STA 
DA5t3l02 LU LDCADDA•2 LU.TO WORK STA 

~~~~ ~:~~!~·~~:·~···· 
MOOETAB•LMTABL,USSTAB•JKTINCOT 

DA5t3L06 LU LOCAOOA•6,PACING•(l,t).VPACING•t, LU.T2 IBM 3270 EM* 
DA 5' 3L07 Ltl. =;·:.:::;-~:~::%~:~~~?fl~~!~~~~· ·~·'.~i:~i~~;1:~~ii:~f ¥:.''.'~-~:'.~2'i~:~:~~r,; ,;;:·:i:'.'\:~~;::5;j;'.'.';:_'':·:.'.':;e'.t\t;r::::::,:::--:;·:·, :. : ::.\ .•· . 
DA5;3LOB LU .; ~:g:.~~::~~~?f~~~)~!~~~.~ .... ,_:··::·~lo:ti •aM .. :b7o 't~ .• . :: ···:~:.·:.-"'":""'·>~:,:;·;.. '·'· 

MODET AB•LMTABL. USSTAB•\IKTINCDT . 
DA5t3L09 LU LDCAOOA•9.PACING•(t.t),VPACING•t 0 LU.T3 IBM 3287 EM* 

;:::: ' 0 ~·'.r;:~~~i~1filti5:fJ~~~!~:ifi~i~;13~JfA!i~;H: . , , "' 

PAOOEXT 

·.·.·•· 

···.·.·.·.::·:·.··-.:·· 

·········:'.·':": .. _:··. 

··::··," 

:·:.·.·· 

·: :' t''::;;~;;~~'\.:t~~~l:~}~'.~1%~:~ .. Jfii:':,:.:'.,:~$'.iilf,i~l!l~:~;;~~~~~;l~\1~~1~llt,m ,,!:';\'.l!-11]:;r-.;11:~:[1":·:·:~::~::;::):3!,::~::::'.';' ·,,_ · .. ,. ·::,···-:.• ··:·','!:=:ow•~'.':(·.,,, ... ,.,, ,:::;,::~':':W.'~;' 
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*********************************************************************** 00001000 * CASE SWITCHED MAJOR NOOE DEFINITIONS 00002000 * CONTACT MEL MARSH 00002100 * VALID 140CT85 00003000 * 00004000 
* 00005000 
**************~******************************************************** 00007000 

VBUILD TYPE•SWNET 00010000 
tAs·p1· PU AODR•C2,IDBLK•017, IDNUM=00~53,DISCNTeNO,MAXOATA•265, X00020000 

PUTYPE•2,MAXOUT•7,PASSLIM•7, .NCR 7954 (IBM3274) X00030000 

CAS1L01 LU 

CAS1L02 LU 

CAS1L03 LU 

CAS1L04 LU 

tASlLOS LU 

CAS1L06 LU 

* CASP2 

* CAS2L01 

PU 

LU 

CAS2L02 LU 

CAS2L03 LU 

CAS2L04 LU 

CAS2L05 LU 

CAS2L06 LU 

* CASP3 PU 

CAS3L02 LU 
CAS3L03 LU 
CAS3L04 LU 
CAS3L05 LU 
CAS3L06 LU 
CAS3L07 LU 
* CASP'4 PU 

CAS'4L01 LU 

CAS4L02 LU 

CAS'4L03 LU 

CAS'4L0'4 LU 

CAS4L05 LU 

/ 

SPAN•(SPAN10) 000~0000 
LOCAODR•2,SPAN•(SPAN10), X00050000 
MODETAB•LMCASE,USSTAB•CASUSSTB .NCR 7958 (IBM3278) 00060000 
LOCAODR•3,SPAN•(SPAN10), X00070000 
MODETAB•LMCASE,USSTAB•CASUSSTB .NCR 7958 (IBH3278) 00080000 
LOCADDR•4,SPAN•(SPAN10). xooo90000 
MOOETAB•.LMCASE,USSTAB•CASUSSTB .NCR 7958 (IBM3278) 00100000 
LOCAOOR•5,SPAN•(SPAN10),PACING•(2,1) ,v.PACING•2, XOOllOOOO 
MODETAB•LMCASE2 .NCR 7957 (IBH3287) 00120000 
LOCADDR•6,SPAN•(SPAN10), xoo130000 
MODETAB•LMCASE,USSTAB•CASUSSTB .NCR 7958 (IBH3278) 00140000 
LOCADDR•7,SPAN•(SPAN10),PACING•(2,1) ,VPACING•2, xoo150000 
MODETAB•LMCASE2 .NCR 7957 (IBM3287) 00160000 

00170000 
ADDR•C3,IDBLK•018,IDNUM•004S4,DISCNT•NO,MAXDATA•265, xoo180000 
PUTYPE•2,MAXOUT•7,PASSLIH•7,SPAN•(SPAN10) 00190000 

.NCR WORKSAVER (IBM3276) 00200000 
LOCADDR•2,SPAN•(SPAN10) ,MODETAB•LMCASE, X00210000 
USSTAB•CASUSSTB .NCR WORKSAVER (IBM3278) 00220000 
LOCADDR•3.SPAN•(SPAN10) ,HODETAB•LMCASE, xoo230000 
USSTAB•CASUSSTB .NCR WORKSAVER (IBM3278) 00240000 
LOCADOR•4,SPAN•(SPAN10) ,HODETAB=LHCASE, xoo250000 
USSTAB•CASUSSTB .NCR WORKSAVER (IBM3278) 00260000 
LOCADDR•5,SPAN•(SPAN10) ,MODETAB•LMCAS£,PACING•(2,1)' xoo270000 
USSTAB•CASUSSTB,VPACING•2 .NCR WORKSAVER (IBM3287) 00280000 
LOCADDR•6,SPAN•(SPAN10). xoo290000 
MODETAB•LMCASE,USSTAB•CASUSSTB .NCR 7954 (IBM3278) 00300000 
LOCADDR•7,SPAN•(SPAN10) ,PACING•(2,1) ,VPACING•2, xoo310000 
MODETAB•LMCASE .NCR 7957 (IBM3287) 00320000 

00330000 
ADDR•C4,IDBLK•018,IDNUM•00455 1 DISCNT•NO,MAXDATA•265, X00340000 
PUTYP£•2,MAXOUT•7,PASSLIM•7,SPAN•(SPAN10). xoo350000 
MODETAB•LMCASE,USSTAB•CASUSSTB .NCR ITX (IBM3276/3770) 00360000 
LOCADDR•2 .NCR ITX (IBM3278) 00370000 
LOCADDR•3 .NCR ITX (IBM3278) 00380000 
LOCAODR•4,PACING•(2.1) ,VPACING•2 .JES RMT8,IBM 3770 RJE 00390001 
LOCAODR•S .NCR ITX (IBM3278) 00390100 
LOCADDR•6 .NCR ITX (IBM3278) 00390200 
LOCADDR•7 .NCR ITX (IBM3278) 00390300 

AODR•C5,IDBLK•017,IDNUM•00'456,0ISCNT•NO,MAXDATA•512, 
PUTYPE•2,MAXOUT•7,PASSLIM•7 .NCR 7954 (IBM3274) 
LOCADDR•2, 
MODETAB•LMCASE,USSTAB•CASUSSTB 
LOCADDR•3, 
MODETAB•LMCASE,USSTAB•CASUSSTB 

.NCR 7958 

.NCR 7958 
LOCADDR•4, 
MODETAB•LMCASE,USSTAB•CASUSSTB .NCR 7958 

(I BM3278) 

(I BM3278) 

(I BM3278) 

00391000 
X00400000 
00410000 

X00430000 
00440000 

xooi.50000 
00'460000 

X00470000 
00480000 

X00'490000 LOCADDR•S,PACING•(2,1) ,VPACING•2 • 
MODETAB•LMCASE2 
LOCADDR•6, 

• NCR 7957 (IBM3287) 00500000 
xoo510000 
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MODETAB•LMCASE,USSTAB•tASUSSTB .NCR 7958 (IBM3278) 00520000 
lS4L06 LU LOCAODR•],PACING•(2, l) ,VPACING•2, X00.5~0000 

MODE1 AB•LMCASE2 .NCR 7957 (I 81'13287) 005 0000 
00550000 

~SP5 PU ADDR•C6,IDBLK•017,IDNUM•00457,DISCNT•NO,MAXOATA•265, X00560000 
FUTYPE•2,MAXOUT•7,PASSLIM•7,SPAN•(SPAN10) I X00.5~0000 
MOOElAB•LMCASE,USSTAB•CASUSSTB 005 0000 

~S~LO 1 LU LOC:ADDR•2 00590000 
"S5L02 LU LOC:ADDR•i 00600000 
"S5L03 LU LOCADDR• 00610000 
"S.5L04 LU LOCADDR•5 00620000 
"S5LOS LU LOCAODR•6,PACING•(2,1) ,VPACING•2 .JES (RHT32) 006~0000 
flS5LOf. LU LOCflDDR•~,MODETAB•LMCASE2 006 0000 
AS,5L07 LU LOC:ADDR• ,MODETAB•LMCASE2 00650000 

00660000 
ASP6 PU ADDR•t7,IDBLK•017,IDNUM•00458,DISCNT•NO,MAXDATA•265, X006~0000 

PUTYPE•2,MAXOUT•J,PASSLIM•7,SPAN•(SPAN10), xoo6 0000 
MOOETAB•LMCASE,USSTAB•CASUSSTB 00690000 

AS6L01 LU LDCADDR•2 00700000 
AS6L02 LU LOCADDR•~ 00710000 
AS6L03 LU" LDC AD DR• 00720000 
AS6L04 LU LOCADDR•~ 00730000 
AS6L05 LU LOCADDR• ,PACING•(2,1),VPACING•2 .JES (RHT33) 007i.oooo 
AS6L06 LU LOCADDR•~,MDDETAB•lMtASE2 00750000 
AS6L07 LU LOCADDR• ,MODETAB•LHCASE2 00760000 

007~0000 
ASP7 PU AODR•t8,IDBLK•Ol8,IDNUM•00459,DISCNT•NO,MAXDATA•265, X007 0000 

PUTYPE•2,MAXOUT•7,PASSLIM•7,SPAN•(SPANIO), xoopoooo 
MODETAB•LHCASE,USSTAB•CASUSSTB 00 00000 

.AS7L01 LU LOCADOR•2 00810000 

.AS7L02 LU LOCAODR•~ 00820000 
:AS7L03 LU LOCADDR• 00830000 
:AS]LOli LU LOCADDR•S oosi.oooo 
:AS7L0.5 LU LOCAODR•6,PACING•(2,1},VPACING•2 .JES (RHT3'6) 00850000 
:AS7L06 LU LOCADDR•~,MODETAB•LMCASE2 00860000 
:AS7L07 LU LOCADDR• ,MODETAB•LMCASE2 00870000 
I 008~1000 
:ASPS PU ADDR•C9,IDBLK•018,IDNUM•00'660,MAXDATA•265,HAXOUT•7, xoo8 0000 

PUTYPE•l,SPAN•(SPAN10), xoo890000 
M00£1AB•LMCASE,USSTAB•CASUSSTB 00900000 

:AS~LO I l ll l OC:AllllR .. 2 00910000 
:AS8L02 LU LOCAUDR•3 00920000 
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1 LE: LMl:ASE SUU~l:E A I VM/SP CUINEl~SAllUIML MUIUIUU SYSIEM 

/sr:ifHllll'E \..l(JP (IH.~ l!i,r. lflG). 'Yl\ll!,/,fJ-.<:;r:'!R' ,,'1Ul IFY•SP3B, 
/ 1lMErPP,Cll\55•1\,MSUl:ll\SS-E,MSULEVEL•(t,t), 
/ u~ER•Sr:JE',PllS!'WUIW"'SPJOPW 
/•1HIS IS A 1flRLE Cl7EAlElJ tm to AUG 84 run C/\SE SIM Clf\SSES 
/•JT WILL INCLUDE Ofll> LUGMUUES run LEl\RlolHIG rur~PUSES H rolELSOH 
/•,\l1l1EU F.NlllY rtm RJE ("RJE"') t2/IB/B4. (SPY) 
•nuu1E rnINJ ,..,nun 
/MU~E EXEC flSMFCl, 
/ REGJON.flSM•I024K, 
/ rr.RM.l\SM•'LISf,NUUECK,OBJECT,lERM,BUFSlZE(MAX)', ~ XREF(FULL),REHf 
/ ne~JuN.LKEU·~U4K, 
I rAnM.LKEtle'LISf,XUEr,REFR.REUS,SlZE•(320K,t2K)' NUT RENT 
/ASM.SYSTERM Dll SYSUUJ•E 
'/ASP·LSYSPRJNT 00 SYSOUT•E 
'/t.SM.SYSf'UNCll DIJ ttUMMY 
'/l\SM. SYSLIB ""' llSN•SYS I .Ml\Ct.rn ,UJ Sf'"'Slln 
'/• OU OSN•SYSt.VTAMLlB.lJlS.J'•SllR 
'/ASM.SYSJN DO* 
MCASE MOOETAB 
BMS3270 MOOEENT LOGMODE•S3270,FMPROF•X'02',TSPROF•X'02', 

PRIPROT•X'71',SECPROT=X'~O',COMPROT•X'2000 1 

SILGMOD MOOEENT LOGHODE•OSILGMOO,FMPROF•X'03',1SPROF•X'03', 
PRIPROT•X'Bl',SECPROl•X'AO',COMPROT•X'3080 1 , 

RUSIZES=X'8787'.PSERVIC•X'020000000000000000000200 1 

BMS3278 MODEENT LOGMODE=S3278,FMPROF•X'03',TSPROF•X'03'. 
PRIPROT•X'Bl 1 ,SECPROT•X'90',COMPROT•X'30BO', 
RUSIZES•X 1 8587 1 ~PSERVIC•X'020000000000000000000200 1 

tM3278 MODEENT LOGMODE•RM327~.FMPROF•X'03',TSPROF•X'03', 
PRIPROT•X'B1',SECPROT•X'90',COMPROT=X'3080', 

'ESTA 

iESTB 

rESTC 

rESTD 

RUSIZES=X'8800',PSERVIC•X'020000000000000000000000' 
MODEENT LOGMODE•TESTA,FMPROF•X'03',TSPRUF•X'03', 

PRIPROT•X'Bl',SECPROT•X'90',COMPROT=X'3080', 
RUSIZES=X'F8F8',PSERVIC•X'020000000000000000000200' 

MOOEENT LOCMODE•TESTB,FMPROF•X'02',TSPROF=X'02', 
PRIPROT•X'B1',SECPROT•X'90',COMPROT•X'3080', 
RUSIZES•X 1 8587 1 ,PSERVIC•X 1 020000000000000000000200 1 

MODEENT LOGMODE•TESTC,FMPROF•X'03',TSPROF•X'03'. 
PRIPROT•X'71',SECPROT•X'~O',COMPROT=X'3080', 
RUSIZES•X 1 8587',PSERVIC•X'020000000000000000000200' 

MODEENT LOGMODE•TESTD,FMPROF•X'03',TSPROF•X'03'. 
PRIPROT•X'Bl',SECPROT•X'90' ,COMPROT=X'3080', 
RUSIZES•X 1 8587',PSERVIC•X 1 010000000000000000000200 1 

PRT3287 MODEENT LOGMOOE=PRT3287,FMPROF=X'03',lSPROF•X'03', 
PRIPROT•X'21' ,SECPROT•X'90' ,COMPROT=X'3080', 
RUSIZES•X 1 8587 1 ,PSERVIC•X'030000000000000000000000 1 

PRT7401 MODEENT LOCMODE=PRT7401,FMPROF=X'03',TSPROF•X'03', 
PRIPROT=X'Bl',SECPROT•X'AO',COMPROT•X'3080', 

PCA 

PCB 

RJE 

j 

RUSIZES=X 1 8587',PSERVIC=X'OlOOOOOOEl00000000000000 1 

MODEENT LOGMODE•PCA,FMPROF•X'03',TSPROF•X'03', 
PRIPROT•X'B1',SECPROT•X'90',COHPR01=X'3080', 
RUSIZES=X'87F8',PSERVIC•X'02C000000000185000007EOO' 

MODEENT LOGHODE•PCB,FMPROF•X'03',TSPROF•X'03', 
PRIPROT•X'A1',SECPROT•X'Al',COMPROT•X'7080', 
RUSIZES•X'8S85',PSERVIC•X'OllOOOOOF100COOOOOOI00~0 1 

MODEENT LOGHODE=RJE,FMPROF•X'03',TSPROF•X'03'. 
PRIPROT•X'A3',SECPROT=X'A3',COMrROTsX'7080', 
SSNDPAC=X'OO',SRCVPAC=X 1 0l',RUSIZES=X 1 8585 1 , 

PSNDPAC=X'Ol',PSERVIC=X'01112000rtoocoooooo100~0·. 
ENCR=X'OO' 

MOO EE NO 

VVV,VVVI 

00030001 
ooolioooo 

xooo50000 
00060000 

xooo70000 
xoooBoooo 
00090000 

XOOlOOOOO 
xoo 110000 
00120000 

XOOl30000 
xoo1ltoooo 
00150000 

X00160000 
XOO 170000 
00180000 

xoo190000 
X00200000 
00210000 

X00220000 
X00230000 
0021.0000 

xoo250000 
X00260000 
00270000 

xoo280000 
xoo290000 
00300000 

xoo310000 
xoo320000 
00330000 

xoo3tioooo 
xoo350000 
00360000 

xoo370000 
xoo3Boooo 
00390000 

xooLooooo 
XOO!ilOOOO 
XOO!i20000 
XOO!i30000 
oo4Loooo 
00450000 
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FILE: LMCASE2 SOURCE A1 VM/SP CONVERSATIONAL MONITOR 

//SP3BMOOE JOB (8615,6f96),'YAHN,N=SP38',NOTIFY=SP38. 
II TIME=99,CLASS=A,MSGCLASS=E,MSGLEVEL=(1,1), 
II USER•SP38,PASSWORD=2954 
//*THIS IS A TABLE CREATED ON 12/18/84 FOR CASE SNA CLASSES. (SPY) 
/*ROUTE PRINT MYROR 
//MODE EXEC ASMFCL, 
II REGION.ASM=1024K, 
I/ PARM.ASM='LIST,NOOECK,OBJECT,TERM,BUFSIZE(MAX)', ~ XREF(FULL),RENT 
/I REGION.LKE0=384K, 
II PARM.LKEO•'LIST,XREF,REFR,REUS,SIZE•(320Kr12K)' NOT RENT 
/IASM.SYSTERM DD SYSOUT•E 
//ASM.SYSPRINT DO SYSOUT•E 
l/ASM.SYSPUNCH DD DUMMY 
l/ASM.SYSLIB DD DSN•SYS1.MACLIB,DISP•SHR 
II* DO OSN•SYS1.VTAMLIB,DISP•SHR 
//ASM.SYSIN OD * 
LMCASE2 MOOETAB 
DSILGMOO MODEENT LOGMODE•DSILGMOO,FMPROF=X'03',TSPROF•X'03', 

PRIPROT•X'Bl',SECPROT•X'AO',COMPROT•X'3080', 
PSNDPAC=X'02',SSNOPAC•X'02', 
RUSIZES=X'8787'~PSERVIC=X'OJOOOOOOB100000000000000 1 

RM3278 MODEENT LOGMODE•RM327~.FMPROrr.X'03',TSPROF=X'03', 
PRIPROT•X'Bl',SECPROT=X'90',COMPROT•X'3080', 
RUSIZES=X 1 8800',PSERVIC•X'020000000000000000000000' 

RM32B7 MODEENT LOGMODE=RM3287,FMPROF=X'03',TSPROF•X'03', 
PRIPROT•X'71',SECPROT•X'40',COMPROT=X'2000 1 

MODE END 

i 

00010001 
00020001 
00030001 
00040000 

xooo50000 
X00060000 
xooo70000 

00080000 
xooo90000 
XOOlOOOOO 
00110000 

X00120000 
00130000 
00140000 
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FJLE: CASUSSI~ SOURCE A1 VMISP CONVERSATIONAL MUtUlUR Sf'Sll 

llSP3BUSST JOB (8615,6196), 'YAlttJ,NeSrJB',REGION•1024K, 
11 l'lSGL E VEL e ( 1 , I ) . MSGCLA SS= E , CLll SS= A, 1 I ME =4, 
II usrn.-sr-Je,Pr.sswoRosxxxx 
/•JonrARM t-1~~.cpo 
l•RUUIE rRJNI MYRDR 
llUSSTAB EXEC ASMFCL, 
II REG10N.ASM•I024K, 
II F'ARM.ASM.,.'LIST,NUOECK,OBJECT,TERM BUFSIZE(MAX)' -. XREF(FULL),RErH 
II REGION.LKED•384K, ' ' 
II PARM.LKEO='LlST,XREF,REFR,REUS,SIZEs(320K,12K)' NOT RENT 
//ASM.SYSUT1 DD UNIT•VIO,SPACE•(CYL (2 2)) . 
llASM.SYSlERM DD SYSOUT•E • • 
//ASM.SYSPRINT DD SYSOUT•E . 
//ASM.SYSIN DD • 
CASUSSTB USSlAB TABLE•C10TRANS 
LOGON USSCMO CMD•LOGON,FORMAT•Pll 

USSPARM PARM=APPLID 

TSO 

TSOB 

~ICSl 

NCCF2 

VCNA 

USSrARM PARM•LOGMODE 
USSPARM PARM•Pl,REP•DATA 
USSCMO CMD•TSO,FORMAT•BAL,REP•LOGON 
USSPARM PARM•APP[ID,DEFAULT•TSO 
USSrARM PARM=LOGMODE,DEFAULT•S3278 
USSPARM PARM•Pl,REP•DATA 
USSCMO CMO•TSOB,FORMAT•BAI ,REr•LOGON 
USSrARM PARM•APPLID,DEFAUl.1•150 
ussrARM PARM=LOGMODE,DEFAUll•lESTB 
USSPARM PARM•Pl,REP•DATA 
USSCMD CMD•CICS,FORMAT•BAL,REP•LOGON 
USSPARM PARM=APPLID,DEFAULT•CICS 
USSPARM PARM•LOGMODE,DEFAULl=RM3278 
USSPARM PARM=Pl,REP•DATA 
USSCMO CMO•NCCF,FORMAT=BAL,REP=LOGON 
USSPARM PARM=APPLID,DEFAULl•NCCf 2 
USSPARM PARM•LOGMODE,DEFAULT•DSILGMOD 
USSPARM PARM•Pl,REP•DATA 
USSCMP CMD•VCNA,FORMAT•BAL,RFP~LOGON 
ussrARM PARM~APPLID,DEFAUL1PVMVCNACB 
ussrARM PARM=LOGMODE,DEFAUll=RM327B. 
ussrARM PAR,.\•r 1 'REP•DATA 

I BMTEST USSCMU CHO• I BMTEST, FORMAT=BAL 
USSPARM PARM=Pl,DEFAULT•lO 
USSPARM PARM•r2,DEFAULT•ABCDEFGHIJKLMNOPQRSTUVWXYZ0123~56789 

LOGOFF USSCMD CMD•LOGOFF, FORMAT•PL 1 
ussrARM PARM•APPLID 
ussrARM PARM=TYPE,DEFAULl•U"CUND 
llSSl'ARtl rARM,.llOLD, DEF AUL l eY[ S 

ooosoooo 
00060000 
00070000 
00080000 
00090000 
00100000 
00110000 
00120000 
00130000 
00140000 
00150000 
OOl600UO 
00170000 
00180000 
00190000 
00200000 
00210000 
00220000 
00230000 
002'i0000 
00250000 
00260000 
00270000 
00280000 
00290000 
00300000 
00310000 
00320000 
00330000 
0031toooo 
0035001JO 
003&0000 

MESSAGES USSMSG MSGrO,lEXl•' THANK YOU -- ' WILL 
E t\Dt\ENTAR IL Y.' 

USSttSG HSG~l,TEXT•' i INVALID COMMAND SYNTAX' 
USSMSG MSG=2,lEXT•'? ••• l COMMAND UNRECOGNIZED' 

COHHENC*00370000 
00380000 
00390UCJO 
OO!tOOOOO 

@IC 
@SFi 
@SBA 
@RA 

USSMSG MSG•3.TEXT•'? ••• i PARAMETER UNRECOGNIZED' 
USSMSG HSG•!t,TEXT•'I ••• 'PARAMETER INVALID ('NOT ACTIVE)' 
USSMSG HSG•S,TEXT•'I ••• l'UNSUPPORTED FUNCTION' 
USSHSG HSG•6,TEXT•'' SEQUENCE ERROR (PLEASE BE PATIENT)' 
USSHSG HSG•7,TEXT•'SESSION NOT BOUND (TSO/APPL ID NOT AVAIL.)' 
USSHSG MSG•8,TEXT•'INSUFFICIENT STORAGE TO PROCESS REQUEST' 
USSMSG MSG•9,TEXT•'MAGNETIC CARO DATA ERROR' 
USSf'ISG HSG•IO,BUFFER•LOGBUr I "WELCOME TO COHTEN" MESSAGE 
USSMSG HSG•ll,TEXT•'SESSION ENDED l' 
USSMSG HSG•l2,TEXT .. 'l REQlllRElJ rARAME1ER OMITTED' 
USSMSG MSG•l3,BUFFER•LOGBUF2 TEXT•'IBHECHO ,, 
USSMSG HSG=14,TEXT•'USS MESSAGE l NOT DEFINED' 
EJECT • 

@ATTREQU , 
SPACE I 

DEFINE 3270 SCREEN 
SPACE l 

DEFINE 3270 FULLSCREEN EQUATES 

001'10000 
OO'i20000 
OOL3CJOOO 
ooi.lioooo 
001.50000 
OOL60000 
001'70000 
001t80000 
001'90'J00 
005r:.ioooo 
0051ouoo 
00520000 
00530000 
0051ioooo 
00550000 
00560000 
00570000 
nn~Boooo EQU X'l3' 

EQU X'lD' 
EQU x I 11' 
EQU X'3C' 

CONTROL CHARACTER EQUATES 

INSERT CURSOR (NO OPERANDS) 
START-OF-FIELD (2 OPERANDS) 
START BUFFER ADDRESS PAGE A.15 
REPEAT TO ADDRESS (3 OPERAND 



@ESC EQU X'Cl' 
@ESCBEEP EQU X'C7' 

SPACE 1 

3270 ESCAPE CHARACTER (lST IN BUFFER) 
3270 ESCAPE CHARACTER ( + ALARM ) 

@U 
@UH 
@P 
@PS 
@PH 
@PNH 
@INV 
@INVS 

DEFINE 3270 ATTRIBUTE CHARACTER EQUATES 
SPACE 1 
EQU X'liO' 
EQU X'C8' 
EQU X'60' 
EQU X'FO' 
EQU X'E8' 
EQU X1 F8 1 

EQU X'liC' 
EQU X'7C' 
SPACE 3 

UNPROT, NO-SHIFT, NORMAL INTENSITY 
UNPROT, HIGH-INTENSITY 
PROTECTED, NO-SHIFT, NORMAL INTENSITY 
PROTECTED, SKIP, NORMAL INTENSITY 
PROTECTED, HIGH-INTENSITY 
PROTECTED, NUMERIC, HIGH-INTENSITY 
INVISIBLE 
I NV IS IBLE, SK IP (UNUSUAL) 

*THIS REPRESENTS THE SCREEN LAYOUT FOR THE USSMSG MSG•lO,BUFFER• ••• * IT WORKS FOR ACF/VTAM Vl.R3 (UNDER MVS & VSl) AND ACF/VTAM V2.Rl • 
LOGBUFl OS OF 

DC Y(LLOGBUFl) 
LOGBUFlX DC X'F5' ERASE-WRITE (SEE PART 2 OF INST. REF.) 

DC x' c2 • wee (RESTORE KEYBOARD) 
DC All (@SBA),X'4040' SET BUFFER ADDRESS TO BUFFER START 
DC All (@SF,@P) PROTECTED NORMAL-INTENSITY 
DC C'MVS/SP ACF/VTAM VERSION 2 RELEASE 1 ONLINE ' 
DC All (@SBA),X'C5D9' SETUP 2ND LINE - ROW 5 COL 26 
DC C'NN NN CCCCCC RRRRRRR' 
DC All (@SBA),X'C6E9' SETUP 3RD LINE - ROW 6 COL 26 
DC C'NNN NN CCCCCCCC RRRRRRRR' 
DC All (@SBA),X'C7F9' SETUP 4TH LINE - ROW 7 COL 26 
DC C'NNNN NN CC RR RR' 
DC All (@SBA),X'C9C9' SETUP 5TH LINE - ROW 8 COL 26 
DC c I N c R • 
DC C'NN NN NN CC RR RR' 
DC All (@SBA),X'4AD9' SETUP 6TH LINE - ROW 9 COL 26 
DC C'NN NNNN CC RRRRRRR' 
DC All (@SBA),X'4BE9' SETUP ]TH LINE - ROW 10 COL 26 
DC C'NN NNN CCCCCCCC RR RR' 
DC All (@SBA),X'4CF9' SETUP 8TH LINE - ROW 11 COL 26 
DC C'NN NN CCCCCC RR RR' 
DC All (@SBA) ,X'4EC2' SETUP 9TH LINE - ROW 12 COL 19 
DC C'CCCC OOOD M M TTTTT EEEEEE N N' 
DC ALl{@SBA),X'ltFDl' SETUP lOTH LINE - ROW 13 COL 18 
DC c I c c 0 0 M MM T E NN NI 
DC All (@SBA),X'5061' SETUP 11TH LINE - ROW 14 COL 18 
DC C'C 0 0 M M M M T EEEEE N N N' 
DC All(@SBA),X'Dlfl' SETUP 12TH LINE - ROW 15 COL 18 
DC c I c 0 0 f'\ M f'\ T E N N NI 
DC AL1(@SBA),X'D3C1' SETUP 13TH LINE - ROW 16 COL 18 
DC c I c c 0 0 f'\ f'\ T E N NN I . 
DC AL1(@SBA),X'04D2' SETUP 14TH LINE - ROW 17 COL 19 
DC C'CCCC 0000 M M T EEEEEE N N' 
DC Ali (@SBA),X'06F4' SETUP 15TH LINE - ROW 19 COL 21 
DC C'WELCOME TO THE NCR SNA PROBLEM DETERMINATION CLASS' 
DC All (@SBA) ,X'D8C2' SETUP 16TH LINE - ROW 20 COL 19 
DC C' IBM OS/VS2 RELEASE 3.8 (SP1 .3), SERVICE LEVEL "J"' 
DC All (@SBA) ,X'5AE4' SETUP 17TH LINE - ROW 22 COL 21 
DC AL 1 (@SF ,@PH) 
DC C'PLEASE ENTER YOUR VTAf'\ LOGON SEQUENCE' 
DC All (@SBA),X'585F' SETUP LOGON LINE - ROW 22 COL 80 
DC All (@SF,@UH,@IC) UNPROTECTED HIGH-INTENSITY CURSOR 
DC All (@SBA),X'5CFO' SETUP END OF LOGON - ROW 24 COL 1 
DC All (@SF,@P) PROTECT REMAINDER OF SCREEN 

00620000 
00630000 
006liOOOO 
00650000 
00660000 
00670000 
00680000 
00690000 
00700000 
00710000 
00720000 
00730000 
007lioooo 
00750000 
00760000 
00770000 
00780000 
00790000 
00800000 
00810000 
00820000 
00830000 
00840000 
00850000 
00860000 
00870000 
00880000 
00890000 
00900000 
00910000 
00920000 
00930000 
00940000 
00950000 
00960000 
00970000 
00980000 
00990000 
01000000 
01010000 
01020000 
01030000 
01040000 
01050000 
01060000 
01070000 
01080000 
01090000 
01100000 
01110000 
01120000 
01130000 
01140000 
01150000 
01160000 
01170000 
01180000 
01190000 
01200000 
01210000 
01220000 
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********************************************************************** 
* * CICS 1.7 TERMINAL CONTROL TABLE (MACRO DEFINITIONS) 
* ********************************************************************** 

TITLE 'SNA 3270 NCR DAYTON - CASE' 
********************************************************************** * SNA 32 70 - NCR DAYTON * 
* VALID * * TERMINAL TYPE • 'LUTYPE2' * * CICS LOGICAL UNIT NAME• 'CAOl' * * VTAM & ACF/NCP LU NAME• 'CAS1L01' * 
* * ********************************************************************** 
CAOl DFHTCT TYPE•TERMINAL, 

ACCMETH•VTAM, 
TRMTYPE•LUTYPE2, 
NETNAME•CAS1L01, 
TIOAL•(l000,~000), 
Gf'\MSG•YES, 
RELREQ•(NO,YES), 
TRM I DNT•CAO 1 , 
BRACKET•YES, 
TRMMODL•2, 
PGESTAT•AUTOPAGE, 
RUSIZE•256, 
BUFFER•256, 
CHNASSY•YES, 
TRMSTAT•TRANSCEIVE 

TITLE 'SNA 3270 NCR DAYTON - CASE' 
********************************************************************** * . SNA 3270 - NCR DAYTON * 
* VALID * 
* TERMINAL TYPE • 'LUTYPE2' * * CICS LOGICAL UNIT NAME• 'CA02' * * VTAM & ACF/NCP LU NAME • 'CAS1l02' * 
* * ********************************************************************** 
CA02 DFHTCT TYPE•TERMINAL, 

ACCMETH•VTAM, 
TRMTYPE•LUTYPE2, 
NETNAME•CAS1L02, 
TIOAL•(l000,4000), 
GMMSG•YES, 
RELREQ•(NO,YES), 
TRMIDNT•CA02, 
BRACKET•YES, 
TRMMODL•2, 
PGESTAT•AUTOPAGE, 
RUSIZE•256, 
BUFFER•256, 
CHNASSY•YES, 
TRMSTAT•TRANSCEIVE 

TITLE 'SNA 3270 NCR DAYTON - CASE' 
********************************************************************** * SNA 3270 - NCR DAYTON * 
* VALID * * TERMINAL TYPE • 1 LUTYPE2' * * CICS LOGICAL UNIT NAME • 'CA03' * * VTAM ' ACF/NCP LU NAME • 'CAS1L03' * 
* * 

00010001 
00020001 
00030001 
00040001 
00050001 
00060000 
00070000 
00080001 
00090000 
00100000 
00110000 
00120000 
00130000 
00140000 

*00150000 
*00160000 
*00170000 
*00180000 
xoo190000 
*00200000 
*00210000 
*00220000 
•00230000 
*002~0000 
*00250000 
*00260000 
*00270000 
*00280000 
00290000 
00300000 
00310000 
00320001 
00330000 
00340000 
00350000 
00360000 
00370000 
00380000 

*00390000 
•ooltooooo 
*00410000 
*00420000 
X00430000 
*004~0000 
•ooi.50000 
*00460000 
*00470000 
*00!+80000 
*00490000 
*00500000 
•00510000 
•00520000 
00530000 
005~0000 
00550000 
00560001 
00570000 
00580000 
00590000 
00600000 
00610000 
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CHNASSY•YES, 
TRMSTAT•TRANSCEIVE 

iliLE 'SNA 3270 PRINTER NCR DAYTON - CASE' 
********************************************************************** * SNA 3270 - NCR DAYTON * 
* VALID * * TERMINAL TYPE • 'LUTYPE3' * * CICS LOGICAL UNIT NAME • 'CA06' * * VTAM & ACF/NCP LU NAME • 'CAS1L06' * * LOGMODE MOD IF I ED ON 26AUG85 KRUG * 
********************************************************************** 
CA06 DFHiCT TYPE•TERMINAL. 

TRMIDNi•CA06. 
NETNAME•CAS1L06. 
RUSI ZE•256, 
ACCMETH•VTAM. 
TRMTYPE•LUTYPE3, 
TRMMODL•2, 
FF•YES. 
BUFF ER•256, 
TCTUAL•255, 
RELREQ• (YES, YES), 
CHNASSY•YES, 
LOGMODE•DSILGMOD, 
TRMSiAT•(TRANSCEIVE,NOINTLOG), 
PGESiAi•AUTOPAGE 

TITLE 'SNA 3270 NCR DAYTON - CASE' 
********************************************************************** * SNA 3270 - NCR DAYTON * 
* VALID * * TERMINAL TYPE • 'LUTYPE2' * * · CICS LOGICAL UNIT NAME• 'CAil' * * ViAM & ACF/NC:P LU NAME • 'CAS2L01' * 
* * ********************************************************************** 
CA11 DFHTCT TYPE•TERMINAL, 

ACCMETH•VTAM, 
TRMTYPE•LUTYPE2, 
NETNAME•CAS2L01, 
TIOAL•(l000,4000), 
GMMSG•YES, 
RELREQ•(NO,YES) • 
TRMIDNT•CAll, 
BRACKET•YES, 
TRMMODL•2. 
PGESTAT•AUTOPAGE, 
RUSIZE•256, 
BUFFER•256, 
CHNASSY•YES, 
TRMSTAT•TRANSCEIVE 

TITLE 'SNA 3270 NCR DAYTON - CASE' 
********************************************************************** * SNA 3270 - NCR DAYTON * * VALID * * TERMINAL TYPE • 'LUTYPE2' * * CICS LOGICAL UNIT NAME • 'CA12' * * ViAM & ACF/NCP LU NAME • 'CAS2L02' * 
* * ********************************************************************** 
CA12 DFHTCT TYPE•TERMINAL, 

ACCMETH•VTAM, 

•01230000 
01240000 
01250000 
01260000 
01270001 
01280000 
01290000 
01300000 
01310000 
01320000 
01330000 

X01340000 
xo1350000 
X01360000 
*01370000 
xo1380000 
xo1390000 
XOl"OOOOO 
X01410000 
X01420000 
X01430000 
X01440000 
X01450000 
*01460000 
X01"70000 
01"80000 
01490000 
01500000 
01510001 
01520000 
01530000 
01540000 
01550000 
01560000 
01570000 

•01580000 
•01590000 
*01600000 
1<01610000 
X01620000 
•01630000 
*01640000 
•01650000 
*01660000 
•01670000 
•01680000 
•01690000 
•01700000 
•01710000 

01720000 
01730000 
01740000 
01750001 
01760000 
01770000 
01780000 
01790000 
01800000 
01810000 

*01820000 
•01830000 
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*********************************************************************** * (C) COPYRIGHT I BM CORP. l 986 * * LAST CHANGE: 05/13/86 17:25:17 SSl=62462036 * * IEBCOPY SELECT MEMBER=((CNMS1007,DSIOMN,R)) * 
* DESCRIPTION: SAMPLE OSIPARM - SYSTEM LEVEL PARAMETERS FOR SA•Ol * 
* CNMSl007 CHANGED ACTIVITY: * * CHANGE CODE DATE DESCRIPTION * 
* ----------- -------- ------------------------------------------* * OCRl263 05/15/87 ADDEO TASK STATEMENT FOR CNMCSSIR * * $0l•OYl1745,NETR2 XA,01/27/88,SL: APAR TO INCLUDE THE FOLLOWING * 
tt FIXES P051265 * 
*********************************************************************** 

NCCFID DOMAINID•NCCF2,DMNPSW•NCCF2,DROP•NO,SUPPCHAR•/ 
* NCCF IC I C•SETPPT 
*************************************************************** * IF ALERT AND MESSAGE FORWARDING IS REQUIRED, COMMENT OUT * * 'NCCFIC IC•CNME1034' ANO UNCOMMENT ONE OF THE FOLLOWING: * 
* * FOR A FOCAL POINT NODE, UNCOMMENT 

· * FOR AN INTERMEDIATE NODE, UNCOMMENT 
* FOR A DISTRIBUTED NODE, UNCOMMENT 

'NCCFIC 
'NCCFIC 
'NCCFIC 

IC•FPIC' 
IC•INIC' 
IC•DNIC' 

* 
* * * * * * ONLY ONE NCCFIC STATEMENT IS ALLOWED AT A TIME * 

*************************************************************** 
NCCFIC IC•CNME1034 

* NCCFIC IC•FPIC * NCCFIC IC•INIC * NCCF IC I C•DN IC 
*************************************************************** * NOTE: A TRANSTBL STATEMENT IS NEEDED FOR A CHARACTER SET * * THAT IS REQUIRED FOR INPUT/OUTPUT, * * WHERE DSIXXXXX IS THE NAME OF THE TRANSLATE TABLE. * * DSIEBCDC IS USED FOR EBCDIC SUPPORT AND * * IS THE PRECODED (DEFAULT) VALUE. * * DSIKTKNA IS USED FOR KATAKANA SUPPORT AND * 
tr OSIKANJI IS USED FOR KANJI SUPPORT. * * ONLY ONE TRANSTBL STATEMENT SHOULD BE CODED. * 
*************************************************************** 

TRANSTBL MOD•OSIEBCOC 
* TRANSTBL MOD•OSIKTKNA * TRANSTBL MOD•DSIKANJI 
*************************************************************** * NOTE: THE FOLLOWING STATEMENT SHOULD BE COOED IF USING * 
* THE VSAM LSR OPTION. SEE THE MEMBER CNMSJMOl TO * * ASSEMBLE ANO LINKEDIT DSIZVLSR. * 
*************************************************************** * VSAMLSR DSIZVLSR * SPECIFY LOGON CHECKING 

OPTIONS VERIFY•RACF 
COMNSESS 5 
f'\AXSPAN 8 
MAXAB£ND S 
MAXLOGON S 
STORPOOL SIZE•l 
POSPDOL 10 

RALNC RRD 
* NAME THE NETWORK OPERATOR TERMINALS 

POS CAS 1LO1 
POS CAS1L02 
POS CAS1L03 
POS CAS1L05 

00420000 
00430000 
00440000 
00450000 
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POS CAS2L01 
POS CAS2L02 
POS CAS2L03 
POS CAS2L05 
POS CAS3L02 
POS CAS3L03 
POS CAS5L01 
POS CAS5L02 
ros CAS5L03 
POS CASbLOl 
POS CAS6L02 
POS CAS6L03 
POS CAS7LOl 
POS CAS7L02 
POS CAS7L03 
HAROCOPY CASlLO~ 
HARDCOPY CAS1L06 
HARDCOPY CAS2L04 
HARDCOPY CAS2L06 
HARDCOPY CAS5L06 
HARDCOPY CAS6L06 
HAROCOPY CAS7L06 

*************************************************************** * NOTE: THE FOLLOWING TASK STATEMENT IS NECESSARY FOR THE * 
* NETVIEW LOGGING FUNCTION. * 
*************************************************************** 

TASK MOO•DSIZDST,TSKID•DSILOG,MEM•DSILOGBK,PRl•l,INIT•Y 
*************************************************************** * NOTE: THE FOLLOWING TASK STATEMENT IS NECESSARY FOR THE * 
* NETVIEW CNM ROUTER FUNCTION. * 
*************************************************************** 

TASK MOD=DSIZDST,TSKID•DSICRTR,MEM=DSICRTTD,PRl•6,INIT•Y 
*************************************************************** * NOTE: THE FOLLOWING TASK STATEMENT IS NECESSARY FOR THE * * TRACE LOGGING FUNCTION. * 
*************************************************************** 

TASK MOD~DSIZOST,TSKIDrDSllRACE,MEM:OSITRCBK,PRl•l,INIT•N 

*************************************************************** * NOTE: THE FOLLOWING TASK STATEMENT IS NECESSARY FOR THE * * MVS/370 AND MVS/XA SUBSYSTEM INTERFACE (SSI) ROUTING.* 
*********************************************************~***** 

TASK MOD=CNMCSSIR,TSKID•CNMCSSIR,PRl•5,INIJ•N 
*************************************************************** * NOTE: THE FOLLOWING TASK STATEMENT IS NECESSARY FOR THE * 
* ALIAS FUNCTION. * 
*************************************************************** * TASK MOD•DSIZDST,TSKID•ALIASAPL,MEM•DSIALATD,PRl•5,INIT•N 
*************************************************************** * NOTE: THE FOLLOWING TASK STATEMENT IS NECESSARY TO * 
* OBTAIN THE NETWORK PRODUCT SUPPORT FUNCTION * 
*************************************************************** 

TASK MOO•DSIZDST,TSKID=OSIGDS,MEM=OSICPINT,PRl•l,INIT•N 
*************************************************************** * THE FOLLOWING TASK STATEMENT IS NECESSARY FOR USER EXIT * * EXTERNAL LOGGING SUPPORT. * * NOTE: THE LOGSVC IS USED FOR MVS AND MVS/XA ONLY. CHANGE * * THE NNN TO THE USER SVC NUMBER ASSIGNED TO DSIELSVC.* 
* NOTE: FOR VM/SP: PRl•6 FOR THE TSKID•DSIELTSK. * 
* NOTE: FOR MVS AND MVS/XA: PRl•2 FOR THE TSKID•DSIELTSK. * 
*************************************************************** 

TASK MOD•DSIZDST,TSKIO•DSIELTSK,MEM•DSIELMEM,PRl•2,INIT•Y 

00460000 
00470000 
00480000 
00490000 
00500000 
00510000 
00511000 
00512000 
00513000 
00514000 
00515000 
00516000 
00517000 
00518000 
00519000 
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COL ----4---- t--~·.t:~~~-2-~~~:4:~~.:·2-~ ... ~~-!~it-~~· ... ---:c~!--.-:-:~ .. ··-a~~~~··~-~~:-1:..~ .. -·~~--~a·.· FLAG$:.:;: ··: 

' t4 
14 

t 
u 

t 
t4 

' 14 
t 

.14 

' t4 
t 

14 
t 

t4 
t 

t4 ' . 
14 

t 
14 , ... 
' 14 

t4 

' 14 
t4 , 
t4 
t4 , 
14 

' , ... 
t 

14 
1 

14 

' 14 
t 

t4 
t 

14 
t 

t4 
t 

14 
t 

t4 

' 

AJ20 OPERATOR PASSVORD•AJ20 00010006 • 
PROFILEN PROF3 00020014 • 

·.··!~i~!{5:1~~!Lt~~J:i~i ;;·;~»~1;,;;~f::,~~~~fl*mE··;'W.?~¥,;~·······•. · AJ21 

AJ24 
PROFILEN PROF3 00060006 • 

AJ27 OPERATOR PASSVOAD•AJ27 00070006 • ... ·.· .. · .. ·.~~~iti~ll!*~~i~J~ijzr~;:~:;~,r~~&r:5g5 .• 1frT, .. ···· AJ33 

AJ34 
PRDFILEN PRDF4 00102009 • 

AJ35 OPERATOR PASSWOAD•AJ35 00t03009 • 

AJ37 OPERATOR PASSWOAD•AJ37 • . 00107009 • 
PROFILEN PROF• 00108009 • 

AJ3B OPERATOR PASSVOAO•AJ31 . . 00109009 • 

•J•O • ·'"" "· · •· ;:im!J~~:~J:~l?~~}ii:1:t1~11ne::m:i:~~::·-:_.·; · .. ·· . 
PROFILEN PROFS 00109414 • 

AJ4t OPERATOR PASSVORD•AJ4t 00t095t4 • 
PROFILEN PROF4 . 00t096t4 • --· ~ ;~~l~~~~~-
PROFJLEN PROFS OOt 100'4 • 

AJ42 

AJ43 OPERATOR PASSVORO•AJ4:1 OOtt0tt4 • 
PROFILEN PROF4 00tt02t4 • 

-·~;;~~~li~~~~~--~ 
OPERATOR PASSVORD•CAFO 00tt1006 • 

AN03 

CAFO 
PROFILEN PROF2 00120006 • 
OPERATOR PASSWORO•CAFt 00t30006 • 

····~5~;l:11~~i=~~:.~r,;;?i'j'.'f'."l~r*:~~iii:B~~:ee:;~:·::·r·······:-:·.:···.· 
OPERATOR PASSWORO•CA19 00161008 • 

CAFt 

CAF:Z 

CAi9 
PROFILEN PROF3 001620t0 • 
OPERATOR PASSWORD•CA23 00170006 • 

m=~~~:·,;·:m?;~~~•"":r···~···:~~·r·::~~F~~~~1=·i:1~r·,,, ·.·,.··.····· 
OPERATOR PASSWORO•CA27 00210006 • 

CA23 

Cl26 

CA27 
PROF I LEN PROF 4 00220006 • 
OPERATOR PASSWORD•CA37 00221012 • mmi: ::,~· ::~~~~:-d~:::e: " · ·: ;::; ···· , , ::~r: ·J;.~t~. ~~~~gi: ··; :~'I? 
OPERATOR .· PASSVORD•CS442 . . . . . ... . ... . .. .. . .. . 00225020 . ..• . 

CA37 

CCO:J 

CS.142 

• 



JES2 DEFINITIONS 
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•••• T •••• 
i C~UM.~E • 

.Jr.E GPOUtJD HhROCOPY 
,7.SDSr.FIXC:S 

. :: .. :· .. .·.·.··· 
; 

• t'0050~0 
• FULL DESCRIPTIONS OF '1ES2/NJE I"iITiALiZATJo~.: OOOGOOOO 
• PARAMETERS ANO DEFAULTS ARE r.ONTAJNED JN: C0070~n~ 
• OS/VS2 SPL: JES2 JNSTAU..ATION, INITIALIZAT!".iN, l"'O'JeC'•,00 

: : ANO TCN~~G. SC23-0046 . : .:.\·~ :'.:/~·_,:c:;: .... : g~:ggggg ."·· .... '::'. 
i ,. •••••••••• • .. •~•••• 11 •·••••••"·•••••*•••'•'" •••••••• ... • 11 ••••••••• ... ••111'"'-• ~· 001 tOOOO -::.-:.· · I • . .. . . . ... 00120000 ..... 

I • NOTE: CHANGING HIE VALUE OF THE FOLLOWING FORCC:S A JES2 COLD START. 0013CYJ00 
j • SBUFSI ZE &M.\X\JOBS &MIN"ICJES &NUMJOES &NUMNOOE COt40000 
t • &tJUMRJE &f..tUMTG &OWNNOOE · f.REClf'JCR ·';': &SPOLMSG ,.:::/ ., ... (. •· OOH,0000 .... :.· ·: I. &SPOOL &TCELSIZ &TG~tZE .,. ..,,,.. ' 00t60(1f)C) :; .·:·;., 
j • CO f7U~OO 
. • ..................................... ;. .................... ; • .. • • • • • • • • • • • • .. 00 t 80000 
! !ESTLNCT•SOO 2 OtFAUL T ESTIMATED PRINT ourrµT 02AUC~D4 00200000 i &ESTPUN•SOOOOO 100 DEFAULT ESUf.tATED PUNCH OUTPUT 02AUG84 0021CCOO 
· &C'.JTX$•5000 ·: 200C"• MESSAGE· INTERVAL FDR EXCEEDING. E$t: OUTPLIT 00' fr.)tO:> ····:;·,-.,._';' ::·. 
I &OUTPOPT• f :· . : 0 .. OPTION FOR EXCEEDING EST. JOB OUTPUT. '-""~~.l·t~l'4 00210200 x {.:}:·:' 
i 6.JCOPVLM,..30 • • ·: 3 ':MAX t.JUMBER OF COPIES ALLOWED (JCL/JODPARFA) 00220000 ·:.(:<"".:' 
J &t.iAX\JOBSr ( 2400, 80) 100 MAX NUMBER OF JOBS ALLOWED IN SVSl Hf O!ifAUC.84 00:30044 

&MAXPART•21 18 / 3 ~AX LOGICAL INITIATORS 23JUL84 2~NQV64 00240042 
[:.tJUMCLAS• 10 8 SVSOUT CLASS LIMIT FOR PRTR OR F'UN 0_1JUN84 00260000 
&f\'UMCr.IBS=( f92,B5) 15 .' ,::;.""\ i.it'.52. CCNSCLt surFERS . . . . . co21on14 ';':":::,.;:-: 
$.NtJl.~SMFB.a(fS.85) (5.BO); fAl,Y. tJl;Mi31.::R OF SMF BUFF'E~S FOR JES2 USt 0027t014 ·.:'> 
&tJUMTPlH"•(S0,85) .. 80 .. :JNUMBtR OF JES2 Tr BUFFERS (SNA•NJE+BSC) JUNS.¢ 002711i4 .. :._,,.:;,_."::;:·: 

I &~~UMJOES•{ 1600,85) SEE SPL NUMBER OF JOB OUTPUT ELEMENTS 09AlJG84 00290t00 ........ .. 
&TP6FSIZ•3976 400 P.JF./t.IJE TP BUFFER SIZE 03JIJL84 00292100 

i &NUMIN~S• 15 2 NUl.IBER OF INTEr?NAL READERS 00360000 
·: Gt\lJMi-'FHS:S 3/" 2 . : MAX NW~EER OF' PRINTERS ·.: .... "·': ::·.;_·. :; ·. :··3ootc8< ('03800~6 .':··:::;:~:·::.:;'}' 
I sr.:•11.~l"Uf..tS=O t MAX ,.,.,,~aER OF rUNCHES . o.esr:l""t\4 00'3!1001 t. : :' 
, ~~.:111.~r.tiRs• 1 1 t-tAX ~.ruMBER oF ~E~OERS · .:··... ·: .. · ··''· . c.asrP£J4 00100011 .·.-.:::-··:)::. 
&N~MRJE,..24 . NUi~BER OF RJE LINES 00420015 

! l INE 1 UNI T•SNA 00430000 
l UJE2 UNIT•SNA 00430 too 
ltNE3 UNil•44D~lOWSPUD. CNA OFF·Slf£ tP ~Er.tot! Ot~Ao>c:~100>.,.c~~UOS4" 00430200 "\"•'.·~··;·:.:··:: 
LtNE·I LOWSPEEO .COMP, TRANSP ,UNIT •OAS . . . · . · ·• · • · 00450012 ;-::: ·· ... ~ .: . 
••••••• CTCA NJE ....... CTCA NJE ........ CTCA NJE:·_,~._, ••• n .. ::: .. ··;:;·.>· 0045::>too··;;.:,:,.;: ... ·:;:··< 
LINES HI SPEED. TRANSP,UNiT•F 10.REST•O,NOADiSC .. . ' 004S1000. ····· ·;:. 
LlNE6 HI SPEED, TRANSP ,UNJT•039, REST• 10.NOAOJ SC 0046C..'000 
LINE7 UNIT=SNA . 00461015 

ti ~i ~ o ~~ i ~: i~i --:> =.: :_:. :. ·:.=:,:j:·,::;i:-::., . · .< .: ..... -(.-}' ':·/:.):,: i :_.·. · ::·, · .. ·. ·' '.= .. . t\\~:~:;~:i:~~:~~;i~:1:~:r):;~'.:,.:,'.::::_~:::,:_;:;~;;:~·i~i::~~:;'.;;;'.i~i~!t: ;<;N.:11~':, gg: i ; i ii , .~'.;:~:~i~'.;::;~:~;:J:;'.,.: 
LlNE11 UNJT•SNA 004614f5 
LINE12 UNIT•SNA 00461515 
&NUMLNES•12 NUMLNES • NUMRJE 4 NETLNES 00470015 
• • • • • • • • • • • • NJE PARAMETl:RS · •• • • ·~-~ • •.*.~ • • n •. u ~ ~ •·.~ ~ ~~~-• ~~·-• ~~~ t~.~~ t.•1!i.'.~:;:·.- 004 80000 ')}::::~:::'.}=~::: 

i~~~~ggi: ~ s , .. · .. ·=:,;:, >:·, · , ~~·~~~M:G:~~f ~~o~s· .. ::-":,':::>':='°.:-~,.: '..,'.f!:;·;;~:~:~·::~:\<:}I}~{\};~'.'~i;~,:;:;:: ~>:·;:;~.:::·:::· ggi~~g .::·::~r·-:;~'.:-:?:~::: 
&NETLNES•3 NUMBER OF NJE LINES (INCLUDING CTCA'S) 00520000 
&NUMNAT•105 MAX INTERCONNECTIONS OF 15 NODES 00530000 
& NOD~ Es T • t ocr=: :; ·:. u:··:t;: :'\·''' :{': DEFAULT .. . . . • :··::-:" . .: . ,:-·:··: : ·. . ... :;--.: .... :.::_;:·;;. :·:·: ··:·:-;::!>::.:-::.:";:;.'. ~,:;;·:.~:~:::··: 005 4 0000 .... :~·:~::::··:-.:·::t:,:: 
&MAXREST• 12000. :.·:-; :-. ."· ·: DEF.AUL TS Tri. BOOOOO ·. : ·:-., . ::: ·. · .. , .. ::.:'._ "··'ofiJtita·) jfts'"\'·:::{: 005.i fOOO :·Jf:~'~;f::~r{ 
• REMOTE 1 IS SOFTWARE TRAINING'S OFF-SITE 7957 CLUSTER PRINTER::.it'':::;::=t::,:::. 0054t100 .):d:'(''.J}~:.: 
RMT1 LUTVPELBliFSIZE•256,NOCON.M.IMPR•f,NUMPU•O.NUMRO•O ........... 00542040 .......... . 
Rt.PRt CCTL,CKPTLNS•66.CKP1PGS•t,CLASS•AST,LIMIT•O-tooo. 00544035 

. ·.:. :.:::·;·}t :~y;~ . 
. · :· ... · .. ;:·. 
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NOSUSPND, LRE CL"' 133 . 0054 5031 
• REMOTE 2 IS sorTWARE TRAINING'S OFF-SITE 7957 CLUSTER PRINTER 0054510( 
RMT2 LUTVPEl.BUFSIZE•256,NOCON,NUMPR•1~NUMPU•O,NUMRD•O . 005'16031 

ROUTECDE,.t · ... :··" ·: . · · OOS4704C 
R2.f'Ri ccn. cKPTLNS=-6G. CKPTfias• 1, ci.Ass=AST; L1M1 r•o- tooo, ... . . oos480JE 

NOSUSPND,LRECLa:133 00549031 
• REMOTE 3 IS NCR CORP. REMOTE PC WORKSTATION (W. BROOKS) FOR CPCS. 0054910C 
RMT3 LUTVPE 1. BUFS I ZE •256, NOCON, NUMPR• 1, NUMPU•O, NUMRD:- t '···· . .. ... ... .. .. . . 00540300 

R3.PRf 
• REMOTE 
RMT4 
R4.PRt 
• REMOTE 
RMtS . 

RS.ROt 
R5.PR1 
RS.PR2 
R5.PU1 
• REMOTE 
RMT6 
S::G. PR t 
R6.PU1 
• REMOTE 
RMT7 
R7 .PRt ·. 

LUNA ME =WAT 4EL02 •· . . : . . . . ·:.:~:·::::•:·t.='}:\::•:·::· ., ':: 005'19400 
LIMlT "'0- 10000 CLASS•AE - . .. ·: .. :.::.: ·· · . 00549516 
4 IS FOR OFF-SITE.CNA .<:HAMc~JTR> •. (XEROX 2700 lASElf PR.INTE~): 00£549600 
37BO,LJNE•3,BUFSIZE•5t2,NOCON,NUMPR•1,NUMPU•O,NUMRO•O 00549700 
LIMIT•0-12500,CLASS•OAEST 00549828 
S IS FOR NCR COMTEN (+ NCR) TORREY PINES 00549900 
M20-2, MULTI. BUFS I ZE•85~, NUMt'R•2•NUMPU•1. NIJMl'?Oir t (:::·:·~=.•:::·.T;::=::•.:=:· •·, · . . 00tl50038 
SETUPINr.CONSOLE.TRANSP,LINE•4 . ::::·.//\ .. (:·:.::·.. 00550113 
CLASS•A MSGCLASS•J . . ';.<:,:::;_:.:::::::<•:./: .. :; .o7N:>\/o4 00550230 
L IMI T•o:250000. PRWIDTH• 132. uts•TN. cLASS•AENsf , .... ,.. ··•"==·=·· 2so::re4 00550328 
LJM1T•0-250000,PRWIOTH•t32,UCS•TN,CLASS•AENST t9NJV84 00550438 
LlMIT•0-50000,CLASS•BF 00550501 
6 . . . . . .-:· . . .. . :.=:·,=·-.·: .. : .. : .. '/)::::v.;·r:rx·= 00550G t3 
3780, BUFSI ZE•E!56; uocoN. NUMPR• t; NUMPU• 1,NUMRD•1. TRANSP.: •(:.\t:·... 005507 t2 
Ll MIT •O- 10000, CLASS•Al S · . . .. :.:.,:.\:::•.\:\/". 00550635 
LIMlT=0-50000,CLASS•BF 00550906 
7 JS FO~ NCR CORP. DAYTON REMOTE FOR JES328X 00551234 
LUTYPE1,BUFSIZE•256,NOCON,NUMPR•1,NUMPU•O,NUMR~·O 00551341 

. CCTL ,CKPTLNS=66. CKPTPGS• 1. CLASS•Ast, llMlT•o-1000,.:\'F':'}(·::·:·=··: .. ·: 0055 t535 
NOSUSPNO, LRECL• 133 . . . :,::./:=} ', · .: . : : 00551632 

• REMOTE 8 . (NCR DAYTON --: CASE). .. . . . . . . ... . . . . . ":.\)•:?fr•'' :07Nl>V84 00551730 
RMT 8 LUTYPE 1, BUF SIZE •256, NOCON, NUMPR• 1, NUMPU• t .NUMR0• 1, 00551830 

LUNAME•CAS3L04 00551951 
R8.R01 START,NOHOLD,CLASS•A,MSGCLASS•J 00552030 
~D. PR 1 '. :"." llMI r:o-soooo; CLASS:At. . . . .· . :: :'"'.::· '):: \::·:;::;:_-:·::':".: ..-:,:::-.}'.:}'i§?f~'.~/'./(iff?\::. 00~52130 
RB. ru 1 ; LI MIT 0-50000. CLASS BF.. . : .. '=·.-.::. _.: ·::: __ :::;',.:·:: :, ... ::';;-... . .. · ·.-,.:.,.::,; ... ,:-.'::;::::::::·::::::·:·:,.:: ::·:~:;:::.:.,. OO.l522 30 
• REMOTE 9 . . . . . . '.. . . .. . .. :·: .. : . .. . ..... : . ; . ; ...... :,_:_;:~r=r:mrn•;::;:,:::;:<f :::::-:~·==:=:- 00552300 
RMT9 LUTYPE1,BUFSIZE•256,NOCON,NUMPR•1,NUMPU•O,NUMRD•t 005~2400 
R9.PRt LJMIT•0-10000,CLASS•A 00~52535 
• REMOTE 10 00552600 
RMTtO ·:: .. LUTYPE i, BUFS tzE•2Sti; NOCON. NU,..P~• t, NUMPU•O,NUMRD• t.':'/;•.=::}:/}':~:f')-::/:f(::::: OO!:i52700 
R 10. PR 1 ·. CCTL, CKPTLNS•66. CKPTPGS• 1, CLASS•AST, LIMIT•0-10001/)::.:::'::'::(f't:\•'•"'' .:::·: 00552835 

. NOSUSPND LRECL • 133 :· · . . . : ::r.=·::::=:::::-:·::•: "::<: .-. .. : 00552935 
• REMOTE 11 JS FOR CENTRAL SUPPORT I CENTRAL SUPPORT SERVICES (i6NO\f84) 00553137 
RMT11 LUTYPE1,BUFSIZE•256,NOCON,NUMPR•t,NUMPU•O.NUMRO•O 00553233 
Rt1.PRt CCTL,CKPTLNS•66,CKPTPGS•1,CLASS•AST,LIMIT•O-tOOO. 00553335 

• REMOTE 
RMT12 
R12.PR1 

• REMOTE 
RMT13 
R 13. PR 1. 
• REMOTE 
RMTl4 
R14.PRt 
• REMOTE 
~MTt6 
R15.PR1 
• REMOTE 
RMT16 
R16.PR1 

. /: .. 
· •... ;, .:· . .. 

NOSUSPNO,LRECLzi33 .. :. . . . . .. ... ·.: ...... ·· .. ·:·::::-=··::':}:-::::r:·::=·x:·::•::"":".:; 00553435 
t2 IS FOR CENTRAL surPORT I c~NTRAL SUP~ORT SERVJC!l"(~6N0\~4) 00553537 
LU TYPE 1. BUFS I ZE•256 •NOCON, r.JUMPR• t, NUM~U•O, NUMRO•O ·,}::~:?{;:/'t:.-;::::;.:, :'.::--: ... 00553733 
CCTL,CKPTLNS=66,CKPTPGS•t,CLASS•AST.LIMIT•0-1000, 00553835 
NOSUSPND.LRECL•t33 00553935 
t3 00554135 
LUT\'PE 1. BUF s r ZE •256 i NOCON. NUMPR• t. NlJMPU•O,NUMRD•O ·::<;:ut:Y?'?'.:':'••:-."·:,=": :·:·: 00554235 
~~ MJTeO• 1000, CLASS~AST: .: _-:· ... :_. O':'• '-_ .: ..... :··. : . ·. · .. ·•. · .. ,'.'::;.:~J;;j;1;;=;:jj;:::}~:f:itt-::.=.;1:'.:·:/·.= gg;~:~~:. 
LUTYPE1.BUFSJZE•256,NOCON,NUMPR•t.NUMPU•O.NUMRD•O 00~54535 
LIMIT•0-1000,CLASS•AST 00554635 
15 0055~735 
LUTYPEl.BUFSYZE•256,NOCON,NUMPR•1,NU~PU•O,NUMR0r0 00554635 
L lMI T=-0-1000, CLASS=AST · .. 00554935 
16 . ·• . . . . . 00555.)35 
LUTYPE1,BUFSIZE•256~NOCON,NUMP~~1.NUMPU•O,NUMRO•O nn~~~•35 
LIMIT•0-1000,CLASS•AST 35 
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GLOSSARY 

- A -
ACB - Access Method Control Block. A control block that links an 
application program to VTAM. 

ACF - Advanced Communications Function. IBM's proprietary program 
products based on SNA Release 3 or higher. 

ACTLINK - Activate Link 

ACTLU - Activate Logical Unit 

ACTPU - Activate Physical Unit 

API - Application Program Interface 

APL - a Programming Language 

ASCII - American National Standard Code for Information Exchange. A 
standard code set consisting of control characters used for 
information exchange between data processing equipment. 

Access Method - a method for facilitating input and output operations 
bet~een application programs in the host and remote network 

acquire - In VTAm, the operation in which an application program initiates 
and establishes a session with another logical unit; the application acting 
as primary. 

adjacent nodes - In SNA, two nodes that are connected by one or more links 
wilth no intervening nodes. 

Application Program - a user written program to solve a particular 
user related problem. 

Application program exit routine - In VTAM, a user-written exit routine 
which performs functions for a particular application program. 

Assembly - compilation of gen macros and parameters; a gen step. 

asynchronous - a line protocol in which a group of signals 
representing a character are preceded by a start bit and followed by a 
stop bit. After the stop bit, the receiving device is idle pending 
the next start bit. Also called async or start-stop(S/S). 

Automatic activation - In VTAM, the activation of links and link stations in 
adjacent subarea nodes as a result of an activation command. 

Automatic deactivation - In VTAM, the oppposite of automatic activation. 

Auxiliary storage - data storage other than main storage. 
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BB - Begin Bracket 

BC - Begin Chain 

- B -

BIU - Basic lnforamtion Unit. Consists of RH and RU 

BLU - Basic Link Unit. Consists of LH, PIU, LT 

BMS - Basic Mapping Services. Provides screen formatting control and 
high level language interpretation. 

BSC - Binary Synchronous Communication - a link protocol in which 
synchronization of characters is controlled by timing signals 
generated by the sending and receiving devices. 

BTAM - Basic Telecommunication Access Method. A non-SNA, host-resident 
access method. 

BTU - Basic Transmission Unit. Consists of two or more PIUs to form 
an extended message. 

Basic Mapping Services - Provides screen formatting controls and high 
level language translation. 

BID - an . SNA command or technique used by a BIDDER requesting 
permission of the FIRST SPEAKER if it (the bidder) may begin 
transmitting messages. Used in HDX-FF protocol. 

Bidder - in an LU-LU session, the half session that must ask 
permission of the other half session H It can have permission to 
begin transmission. 

BIND - the SNA command used to activate an LU-LU session. 

Boundary Function - a software component of subarea nodes that routes 
messages to devices belonging to the same subarea and for converting 
network addresses to local addresses and vice versa. 

Bracket - a series of requests or multiple RUs that comprise a unit of 
work between two haH-sessions. 

2 
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- c -

CCITT - Consultataive Committee International Telegraph and Telelphone 

CORM - Cross Domain Resource Manager. 

CICS - Customer Information Contro System. A general purpose 
communications monitor supporting terminal oriented transaction input 
by an operator. 

CNM - Communication Network Management 
-

CNMA - Communication N~twork Management Application. 

CNMI - Communication Network Management Interface. 

CNMS - Communication Network Management Services. 

COS - Class of Service. 

Chain - a series of related requests treated as forming a complete 
message. 

Change Level Data - data pertaining to the release level of the 
hardware/software/firmware. 

Change Management - is the process of defining the elements of an SNA 
network and implementing changes in that network. 

Channel - control and data transfer operations on the S/360 and S/370 
between the host processor and directly attached controllers. 

Character-coded - pertaining to commands (such as LOGON or LOGOFF) entered 
by an end user and sent by a logical unit in character form. 

Class of Service - A virtual route number and transmission priority 
value used to assign a priority of message transmission during LU-LU 
sessions. 

Cluster Controller - device that controls the 1/0 operations of 
multiple terminals or devices attached to It. May be a PU_ T2.0, 
PU_T2.1 or PU_T1. 

Command List (CLIST) - is a command or sequence of commands defined through 
NCCF that can be executed by an operator, a network event, or another 
CUST. 

Command Processor - a software module or routine that processes commands 
sequentially. 

Communications adapter - an optional hardware feature available on some 
processors that permits communication lines to be attached to the processor. 

I 
I 
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Communications Controller - a unit that supports the attachment and 
control of data transmission over telecommunicatin links. 

Communications Network Management Application - a host resident application 
which processes only data concerned with network management. 

Communications Network Management Interface (CNMI) - a VTAM Interface which 
allows the passing of CNM RUs (data) from SSCP to the CNMA. 

Communications Network Management Services - network components (PU Svs 
Mgr, counters, etc) that collect CNM data for a node, and transfer this 
data to the proper CNMA. 

Compaction - packing of two characters in one byte. - Only the most 
frequently sent characters are compacted. 

Cross-domain - another term of operations occurring between two 
domains. 

Cryptography - encoding of data during transmmission to conceal its 
real meaning. 

4 
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- D -
DACTLINK - Deactivate Link 

DACTLU - Deactivate Logical Unit. 

DACTPU - Deactivate Physical Unit. 

OAF - Destination Address Field 

DASO - Direct Storage Device. A data storage device (usually disc) in 
which the access of data is independent of the location of the data. 

DCA - Document Content Architecture 

DCF - Data Count Field. A binary count of the number of bytes in the 
RH and Ru. 

DIA - Document Interchange Architecture. Describes page protocols for 
office automation products, such as top of page and bottom of page 
margins, left margin, right margin, footings, etc. 

DOS - Disk Operating System. Proprietary of IBM. 

DOS/VS - a virtual storage operating system for small medium size 
processors. 

DPPX - Distributed Processing Program Executive. Operating System for 
IBM 8100. 

DPCX - Distributed Processing Control Executive. Operating System for 
IBM 8100. 

Data Flow Control - the software layer responsible for chaining, 
bracket protocol, transmission mode, request and response modes, and 
assigning of sequence numbers. 

Data Management - A major function of operating systems that involves 
organizing, cataloging, locating, storing, retrieving, and maintaining 
data. 

Dataset - another name for library or file 

Data stream - all data transmitted in a single read or write operation 
to a display station or printer. 

Data Link Control layer - Path Control Network components responsible 
for transferring SNA messages between nodes via the SD~C link. 

I 
I 
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Data stream - a general term used to refer to data being transmitted 
using a defined format for presentation on a display terminal or 
printer. 

dedicated line - a temporary physical connection, facilitated by 
dialing into a port via telephone lines. 

Definite response - a positive or negative type response that must be 
issued by the receiver of a message. 

Delayed-request mode - an operational mode whereby the sender continues to 
send request untts on the normal flow after sendin~ a definite response on 
thast flow, without waiting for a response to that charn. 

[)lagnostlc modems - modems that have the added clpbilities of monitoring 
the line and themselves to evaluate the quality and to sense when problems 
have been encountered. They have improved problem determination 
capabilities of remote devices tremendously. 

Domain - all subareas and associated resources under the control of a 
single SSCP. 

Downstream Load - the capability of the host (PU-T5) node or the NCP (PU­
T 4) to IPL another node in the network. Typiclly PU-T2 node would be 
downstrem loded. 

6 
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- E -

EBCDIC - Extended Binary Coded Decimal Interchange 

EBI - End Bracket Indicator 

EC - End Chain 

EP - Emulation Processing - a software product which allows connection 
of non-SNA terminals by emulating the characteristics of various non­
SNA terminals. 

ER - Explicit Route or exception response 

Element - that portion of the network address that uniquely identifies 
the NAU within a given subarea. 

End-user - an application program, terminal user, or 1/0 device that 
makes use of the services that SNA offers. 

Error Log - record thata is maintained of errors detected, usually by the 
PU Svs Mgr. . 

Exeeptlon response - a negatiave response issued by the receiver of a 
corrupted message. 

·Expedited flow - a data flow that permits messages to bypass other 
messages waiting to be transmitted. Pertains only to SNA commands. 
User data flow is excluded. 

Explicit Route - a physical path between an originating subarea and 
the destination subarea consisting of a set of transmission groups. 
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FCS - Frame Check Sequence 

FOX - Full Duplex. 
simultaneously. 

• F. 

Two-way. bi-directional transmission 

FF - Flip-Flop. Alternating direction of message flow between two 
session partners. 

Fl - Format Indicator 

FID - Format Identification. The first four bits of all THs which 
specify the type of the TH. 

FM - Function Management 

FMH - Function Management Header. A header that allows a session 
partner to select a destination partner, control the way data is sent, 
change the destination or characteristics of the data during the 
session, and transmit user information. 

First speaker - The half session that is designated at session 
establishment as having the priority to begin a bracket without 
seeking permission from the other half-session. 

Fix - the solution to a software problem. 

FM Headers - headers Inserted into requests containing end-user data 
to convey control information to a device. Generally found in LU1 and 
LU6.2 sessions. 

FM profiles - predefined rules governing the session protocols 
governing Data Flow exchanges between two haH-sessions. 

Full-duplex - a transmission mode whereby both haH-sessions may 
transmit and receive normal-flow requests at the same time. 

I 
' 
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- G -

Generation - the process of making a software product executable. 
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• H -

HDLC - High-Level Data Link Control 

HDX - HaH-duplex 

HDX-FF - HaH-duplex flip-flop. Session partners alternate turns in 
transmitting data. 

Half-duplex - transmission mode when either haH session may transmit 
or receive normal-flow requests at any time. Simultaneous transmit 
and receive is not permitted. 

Host - a computer controlling a total, or a part of a network 
environment. 

Host node - general term for a Type 5 node. 

10 



- I -

IMS - Interactive Management Subsystem. A comprehensive database 
management system. 

IPR - Isolated Pacing Response 

ISO - International Standards Organization 

Immediate-response mode - a method for regulating the order in which 
responses can be issued. Responses will be issued in the same order 
as the requests to which they reference. 

Implementation - the modification of a software product to suit a 
particular site configuration. 

Implied Bid - a technique used by session partner, asking the other 
partner's permission to begin transmitting by sending a request with 
"begin bracker indicators turned on. Receiver may accept or reject 
the implied bid. 

Input/Output Control - In an operating system, a group of routines 
proyided with the operating system for handling the transfer of data 
between main storage and auxiliary storage devices. 

Installation - the loading of a new software product into the operating 
system libraries. 

Intermediate node - a subarea whose path control component is 
responsible for routing messages to another subarea node. 

Isolated pacing response - an indication that additional requests may 
be transmitted. It is issued by the receiving device to the sender as 
a specific request, rather than combining the pacing response with a 
response to data or a command . 

I 
I 
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- J -

JCL - Job Control Language. A language used to communicate with the 
operting system abouJ resources needed to process a job. 

JES - Job Entry Subsystem. Facility responsible for spooling, job 
queuing, 1/0 management and controlOng the exchange of data with 
other computer systems. 

12 
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- L -

LPDA - Link Problem Determination Application 

LU - Logical Unit 

LU-LU session - One of the six types of sessions, this one serving two 
end-users. 

LU type o - a type of LU that uses SNA defined transmission and data 
flow protocols, but allows end-user to define presentation protocols. 

LU type 1 - a type of LU for an application program that communicates 
with a single or multiple device(s) in an interactive, batch data 
transfer, or distributed processing environment. 

LU type 2 - a type of LU for an application program and a single 
display terminal in an interactive environment using 3270 data stream 
{DSC). 

LU type 3 - a type of LU for an application program that communicates 
with a single printer using 3270 data stream(DSC). 

LU .type 4 - a type of LU for an application program communicating with 
a single or multiple device(s) in an interactive, batch transfer, or 
distributed environment. May also support two display terminals 
communicating with each other. Uses SNA character string(SCS). 

LU type 6 - a type of LU for an application subsystem that is to 
communicate with another application subsystem tn a distributed 
processing environment. 

LSID - Local Session Identification. 

Library - a collection of data records related to a specific purpose. 

Link - the combination of the link connection and the link station joining 
network nodes. 

Link connectin - the physical equipment providing two-way communication 
between one link station and one or more other link stations. 

Link edit - a gen stelp which resolves all pointers in the object program 
and translates to machine language, therelby creating a load library as 
output. 

Link header - control information for data link control component of 
the Path Control Network, consisting of flag, address of secondary 
station, and SDLC control field. 

I 
I 
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Link station - the combination of hardware and software that allows a node 
to attach to and provide control for a link. 

Link trailer - control information for data link control component of 
the Path Control Network, consisting of FCS(frame check sequence) and 
flag. 

Load - the process of reading a mag tape containing code into the system. 

Load library - output from the link edit step, in machine language. 

Local - a device that is channel-attach to the processor. 

Local Address - addressing scheme used between a subarea node and a 
peripheral node to identify the resources within that peripheral node. 

Logical Unit - One of three types of NAUs. A port through which an 
end user accesses the SNA network into order to communicate with 
another end user. 

Logoff - an unformatted request that a session be terminated. 

Logon - an unformatted request that a session be established between an 
application program and a logical unit. 

Logmode - an entry in the Lo~on Mode Table defining the protocols to 
be used during the LU-LU session. Protocols are exchanged by means of 
the BIND command. 

Logon Mode Table - a table containing sets of named predefined session 
characteristics and protocols. . · . 
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- M -

MVS - Multiple Virtual Storage 

Macro library - collection of assembler language program source statements 
and parameters. 

Major node - din VTAM, a set of minor nodes that can be activated and 
deactivated as a group. 

Message unit - a general term used to refer to either a request or 
response unit. 

Minor node - In VTAM, a uniquely-defined resource within a major node. 

Modem - a device that modulates and demodulates signals transmitted over 
data communication facilities. 

Multi-domain environment - an environment containing multiple SSCPs. 

Multi-point link - shared communication link between a controlling 
device (primary) and two or more devices designated as tributary 
(secondary). 

I , 
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- N -

NAU - Network Addressable Unit. 

NCCF - Network Communication Control Facility. An IBM supplied 
program product used as the basis for network management services and 
for the collection storage and retrieval of network errors. 

NCP - Network Control Program. A control program that executes in a 
communications controller that provides the functions. of Path Control. 
Generally referred to as a Type 4 node. 

NOSP - Network Opertor Support Product 

NLOM - Network Logical Data Manager. 

NPA - Network Performance Analyzer. 

NPDA - Network Problem Determination Application 

NTO - Network Terminal Option. Enables certain non-SNA devices to 
exist in an SNA environment as though they were in fact SNA devices. 

Negative response - a response indicating that request unit did not 
arrive successfully or was not processed properly by the receiver. 

Negotiable BIND - ability that permits two LU-LU half sessions to 
negotiate the rules for the session when It is being initialized. 

Network address - an address consisting · of a subarea node identifier 
and an element number identifying a link, a link station or a network 
addressable unit. 

Network Logical Data Manager (NLDM) - a host resident CNMA that solicits 
and analyzes data regarding network problems. 

Network name - the symbolic identifier by which end users refer to a 
network addressable unit, a link station or a link. 

Network operator - a person or program responsible for controlling the 
operation of a part of the network or the entire network. 

Network Performance Anaalyzer (NPA) - a host resident CNMA that differs 
from other CNMA in that It collects its data using LU-LU sessions. 

Network Problem Determination Application (NPDA) - a host resident CNMA 
that requires the existence of NCCF to operator. 

No response - one of the three possible type of responses expected for 
a specified request. 

Node - the end point for a single link or the convergence of multiple 
links. 

I 
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Node operator - a person or program responsible for controlling the 
operation of a node. 

Non-negotiable BIND - inability for the SLU to request any changes to 
the BIND command received from the PLU at the time the LU-LU session 
is being established. 

Non-SNA device - a device that does not use SNA protocols. 

Non-switched link - a leased or dedicated telecommunication link. 

Normal flow - a data flow used primarily to carry only end-user data. 

17 



- 0 -

OAF - Origin Address Field. 

OSI - Open Systems Interconnection 

OSNS - Operating SystemNirtual Storage 

Object library - the output from assembly, which must yet be put through 
the link edit steps. 

Operating System - Software which controls the execution of computer 
programs and which may provide scheduling, debugging, input/output 
control, accounting, compilation, storage assignment, data management 
and related services. 

I 
I 
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- p -

PIO.- Program Information Department. The department in IBM that 
distributes all machine readable information for IBM program products. 

PSNDPAC - Primary Send Pacing Count. A logmode entry term defining 
maximum number of requests that may be sent by the PLU to the boundary 
Communications Controller before a response is anticipated and more 
requests sent. 

PRCVPAC - Primary Receive Pacing Count. A logmode entry term defining 
maximum number of requests that may be sent by the boundary 
Communications Controller to the PLU before a response is anticipated 
and more requests sent. 

PEP - Paritioned Emulation Processing. A function of NCP that enables a 
communication controller tto operate some lines in NCP mode wile 
concurrently operating others in emulation mode. 

PIU - Path Information Unit. A combination of TH, RH and RU. 

PLU - Primary Logical Unit 

. PU - Physical Unit 

POWER - Priority Output Writers, Execution Processor and Input 
Readers. An office automation facility supported by DOSNS systems. 
A batach job entry subsystem that allows both remote and local job 
entry. 

Pacing - a technique permitting a receiving device to regulate the 
rate at which data is transmltted to it which prevents overflow 
conditions from occurring. 

Pacing request - a mechanism used by a sender of requests to inform 
the receiver that it will not issuse any further requests until having 
detected some indication from the receiver. 

Pacing response - a mechanism used by the receiver of requests to 
notify the sender that it is now capable of accepting additional 
requests. 

Pacing window size - the maximum number of requests that can be 
accepted by the receiver at any one time. 

Page - (1) in virtual storage systems, a fixed-length block of 
instructions, data, or both that can be transferred between real 
storage and external storage, (2) to transfer instructions, data, or 
both between real and external page storage. 

Page Frame - An area of real storage that can store a page. 

Page Data Set - in S/370 virtual storage systems, a file in external 
storage in which pages are stored. 

19 
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Parallel links - two or more links between adjacent subarea nodes. 

Parallel sessions - two or more concurrently active sessions between 
the same two logical units (LUs) using different pairs of network 
addressable units. Each session may be operting using a unique set of 
protocol parameters. 

parallel transmission - in which data is transmitted one byte at a 
time over a host 1/0 channel 

Path - overall route through the network that messages will follow as 
they travel from one NAU to another. 

Path Control layer - component of Path Control Network responsible for 
routing messages between nodes, using the proper data link components. 

Path Control Network - a set of path control and data link control 
components responsible for transmitting messages between NAUs. 

Peripheral node - a general term for type 1 , type 2 and type 2.1 

Physical unite - a component within a physical unit that provides 
maintenance and control of operation of the nodes resources. 

Point-to-point link a non-shared data link with only one device on 
It. 

Positive response - a indication that the associated request can be 
and is being successfully processed. 

Presentation profile - a set of profiles that specify . the various 
presentation services, either display or printed, used in an LU-LU 
session. 

Presentation Services layer - that component responsible for 
converting and reformating data to be printed or displayed between two 
end-users. 

Problem Determination - the process of determilning that a problem exists, 
and then having the capability to isolate It to the failing component(s). 

Problem Management - includes problem determination and one additional 
step, problem resolution. This involves correcting or bypassing the 
problem once it has been detected and isolated. 

Processing Management - facilitates the normal day to day operations of an 
SNA network. This Is accomplished by Operator Interface Management, 
Unattended Operations, and Network Control Language. 

Program function key - a key that passes a signal to a program, 
indicating a particular operation. 
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Primary llnk stations - the station responsible for controlling all 
data transfer over a . 

Prime compression character - a character in a repetitive sequence 
that is represented as a single byte in the data stream. 

Protocol - a set of conventions for achieving error-free, orderly and 
efficient data transfer between two components. 
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RES - Remote Entry Services. A batch job entry subsystem designed 
specifically for remote job entry. 

RH - Request/Response Header 

RPL - In VTAM, Request Parameter List 

RU - Request/Response Unit 

Real Memory - The storage from which the CPU cao directly obtain 
instructions and data and to which it can directly return the results. 

Request - a message that conveys data or initiates a data transfer or 
control operation. 

Request Parameter List - In VTAM, a control block that contains the 
parameters necessary for processing a request for transfer, establishing or 
terminating a session, or some other operation. 

Request Unit - a message unit that contains a request. 

Resource Hierarchy - In vr AM, the relation among network resources in which 
some are subordinate to others as a result of their position in the overall 
network definition and architecture. 

Response - a message that indicates that a request arrived at its 
destination and whether the receiver of that request can or cannot 
process the request. 

Response Unit - a message unit that contains a response. 

Request Header - a three byte prefix preceding all RUs. 

Response Header - a three byte prefix preceding all RUs that indicates 
whether the response is positive or negative and may also contain a 
pacing response. 

Route Extension - the portion of a path between a subarea node and the 
adjacent peripheral node. · 

Routing - the forwarding of a message along a particular path through 
the network, based on parameters in the message. 
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SCS - SNA character string. A device and product independent data 
stream based on EBCDIC control code. 

SDLC - Synchronous Data Link Control. A synchronous, bit-oriented 
data link protocol. 

SLU - Secondary Logical Unit. The logical unit that consists of one­
half of the session partners and under the control of the primary 
logical unit. 

SNA - Systems Network Architecture 

SRCVPAC - Secondary Receive Pacing Count. A parameter in the logmode 
entry that defines the number of requests that may be received by the 
SLU before It will send a response indicating that It is now able to 
receive more requests. 

S/S - (start-stop) see asynchronous 

SSCP - Systems Service Control Point The NAU that controls and 
manages the phycical configuration of all resources in a network. 

SSCP-LU - session between SSCP and logical unit for purpose of 
enabling or disabling LU-LU sessions. 

SSCP-PU - session between SSCP and a physical unit allowing SSCP to 
send requests to and receive status information from individual nodes 
for purposes of controlling the network. 

SSCP-SSCP - sessions between SSCP in one domain and the SSCP in 
another domain for purpose of cross-domain LU-LU sessions. 

SSNDPAC - Secondary Send Pacing Count. A parameter in the logmode 
entry that defines the number of requests that may be sent by the SLU 
to the boundary Communications Controller before a response is 
anticipated and more requests may be sent. 

Schedule - The part of a control program that coordinates the use of 
resources and maintains the flow of CPU operations. 

Scope of command - the capability of NCCF that allows a network operator or 
class of network operators to use certain commands. By restricting the 
scope of a operator, you restrict the impact that the operator can have on 
the network. 

SDLC tests - These are tests that are performed at the link level to ensure 
the integrity of message transmission. 
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Segmentation - an option function of Path Control Network which will 
divide a Basic Information Unit into two or more BIU segments if the 
transmission of messages between nodes is required for overall 
transmission efficiency or due to buffer requirements. 

Sequence numbers - a numeric identifier assigned to contiguous 
requests in a given direction. 

Session - a temporary connection between end-users to permit the 
conveyance of data through the SNA network. 

Session-level pacing - control technique that permits the receiving 
half-session to control the data transfer rate on normal flow 
requests. Used to prevent overflowing a receiver when the receiver 
performs at a slower rate than the sender. 

Session partner - one of the two NAUs having a session. 

serial transmission - in which data is transmitted one bit at a time 
between terminal and communications processor. 

Simulated logon - a session intiation request generated by a VTAM 
application program specifying a particular LU; the requesting application 
program will act as the primary. 

Single-domain network - a network with only one SSCP. 

SNA Character String - a data stream composed of EBCDIC controls, 
intermixed with user data. 

. Solicited - specific requests for information (as opposed to unsolicited 
requests) 

Span of control - this is a caplabllity of NCCF which allows certain 
resources to be controlled by one or more network operators. These 
resources may be an NCP. a link, a link stations. a PU or an LU. 

Stage - a group of gen steps: some products require a single stage gen; 
others require two or more. 

Storage dumps • this is a hardcopy output of certain areas of memory which 
can include main storage, counters. registers. etc. 

Subarea • a subarea node and all the peripheral nodes attached to it. 
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Subarea address - the unique address assigned to each subarea in an 
SNA environment which is also found in the first part of the network 
address. 

Subarea node - a general term referring to either a PU_ T5 or PU_ T 4 
node. 

Switched link - a point-to-point telecommunclation link between a 
communications controller and another device using telephone dial 
connections. 
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TAF - Terminal Access Facility. 

TCAM - Telecommunication Access Method 

TCU - Transmission Control Unit. A non-programmable device, incapable 
of storing programs, and under the control of the host. (ex: IBM 
2701,2702,2703) 

TGN - Transmission Group Number 

TH - Transmission Header 

TSC - Transmission Subsystem Component. In VTAM, the component that 
comprises the transmission control, path control, and data link control 
layers of SNA. 

TSO - Time Share Option. An interactive editor and job entry 
subsystem that is part of the MVS operating system. 

Tally - a count maintained to record the number of times an event occurred. 

Terminal - a device with an operator interface, such as a CRT, as 
opposed to a device such as a disc or magnetic tape unit. 

Terminal Access Facility - a feature of NCCF versions 2 and 3. It allows a 
network operator to logon to several applications from the same network 
terminal concurrently. It eliminates continually having to log on and log 
off applications while monitoring network performance. 

Terminal node - a peripheral node that is not user-programmable, 
having less processing capability than a programmable cluster 
controller. (ex: IBM 3277, 3767,3614, and 3624). 

Threshold - a threshold is a preset value that when exceded violates the 
standard set for the system. In the case of network management, this could 
be when the quality of the line is degraded to a point when retransmissions 
reach an unacceptable level, and the retransmission counter exceeds the 
preset value that identifies what the user has defined as being 
unacceptable. 

Transmission Control layer - component responsible that paces traffic, 
determines normal vs expedited data flow.validates sequence numbers of 
requests and enciphers/deciphers end-user data. 

Transmission Group - logical connection between two subarea nodes, 
consisting of one or more links, but appearing as a single link. 

Transmission Header - used by Path Control to route the message unit 
through the network. 
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Transmission Priority - a value used by Transmission Group control to 
determine the order m which to transmit messages to the next adjacent 
subarea. 
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USSTAB - Unformatted System Services Tables 

unformatted - another word for 'character coded' or user data. 

Unformatted system services - a set of functions within SSCP used for 
translating character-coded requests into a recognizable SNA format 
(field-formatted). 

Uninterpreted name - In SNA, a character string that an SSCP is able to 
convert into a network name of an LU. 

Unsolicited - used to describe a message that travels from a CNMS to a CNMA 
that the CNMA has not requested. This could be to alert the CNMA of 
somethilng that has happened that may require immediate attention. 

USS tables - ACTNTAM table used to convert character-coded logon 
requests from non-standard format to standard format. 
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VM - Virtual Machine 

VPACING - a parameter in VTAM or NCP gen defining the PLU pacing count 
for an LU-LU session. 

VR - Virtual Route 

VSAM - Virtual Storage Access Method. An IBM program which allows 
users access to data files on direct access storage devices. It 
allows relative file access. 

VSPC - Virtual Storage Personal Computing program 

VTAM - Virtual Telecommunications Access Method 

Virtural Route - a logical connection between two subarea nodes, 
imposed over an explicit route, which imposes the transmission 
priorities on the route. 

Virtual Route pacing - a flow technique used by the Virtual Route 
components for traffic over the Virtual Route. 

Virtual Storage - Addressable space that appears to the user as real 
storage from which instructions and data are mapped into real storage 
locations. The size of virtual storage is limited by the addressing 
of the computing system (or virtual machine) and by the amount of 
auxiliary storage available, rather than by the actual number of real 
storage ·locations. 
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Window size - used with pacing and refers to the number of requests 
that may be forwarded by the sender before a pacing response indicator 
must be expected from the receiver. 
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XID - Exchange Station Identification. A data link control command and 
response passed between adjacent nodes that allows the nodes to exchange 
their unique identification and other information necessary for operations 
over the data link. 
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