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Mini-C:ourse 8. Data Flow Control on LU-LU 
Sessions 

Introduction 

BIND Request 

SNA defines the end user function and the logical unit function as two separate 
components: 

1. End user function. End users process user application data. The end user does 
not get involved in controlling or managing sessions. It gives its data to a 
logical unit for transmission to another end user. It also accepts data from its 
associated logical unit that was sent by another end user. 

2. Logical unit: function. The logical unit manages the exchange of dat:-.. between 
end users. Two logical units (LUs) must be designed so that they can 
communicate intelligently. The LUs must be able to send and receive at the 
appropriate times, recognize an entity of data, and process errors. They also 
must be able to resynchronize communication after an error. 

SNA formally identifies the required functions for two end users to exchange 
information and has defined indicators and commands to be used by an LU-LU 
session to accomplish the required functions. We refer to these communication 
requirements be1tween LUs (LU-LU sessions) as protocols or the rules that each 
session partner must abide by to carry out the functions of an LU-LU session. The 
BIND request c<mtains session parameters that identify the protocols (rules) for a 
session. The BIND request is sent from the primary logical unit to the secondary 
logical unit and if the secondary logical unit can support the specified protocols, it 
returns a positive rerponse to establish the LU-LU session. 

LUs transmit commands and indicators between each other to implement the 
protocols agreed to in the BIND request. All commands are transmitted in a 
request unit (RU). Indicators are transmitted in the request/response header 
(RH). 

We will now take a look at the structure and content of the BIND request to gain a 
better understanding of its purpose and use. As we just said, the BIND request is 
sent by the primary logical unit to the secondary logical unit to establish an LU-LU 
session. The BIND request contains session parameters which describe how the 
session will behave. 

Session parameters can be supplied by a user table called a mode table, or the 
primary logical unit can supply some or all session parameters. Most Logical units 
are designed to support a subset of LU-LU protocols. Therefore, the appropriate 
session parameters must be selected for two logical units to be able to go into 

-session and communicate with each other. 

The BIND request is divided into fields and these fields must be set to appropriate 
values before the request is sent to the secondary logical unit. 
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Negotiable BIND Requm: Some logical units have the capability to negotiate 
session parameters. For example, the primary logical unit sends the BIND request 
to the secondary logical unit and the request contains the primary logical unit's 
choice for session parameters. The secondary logical unit can examine the 
parameters and if they are unacceptable, it can send its choice of session 
parameters back to the primary logical unit in a positive response. If these 
parameters are acceptable to the primary logical unit, it sends the start data traffic 
(SOT) request to allow data requests to flow on the session, otherwise the primary 
logical unit terminates the session. This is called a negotiable BIND request. 

Non-negotiable BIND Request: Typically, a non-negotiable BIND request is used to 
BIND· a session. A primary logical unit sends a non-negotiable BIND request to a 
secondary logical unit and its options are to either accept with a positiv(: response 
or reject with a negative response. 

Now we will discuss the structure and content of a BIND request. Refer to 
Figure 8-L 

I BIND FM TS PAI. SEC. COMMON TS PS PS 
~:--P_R_o_F_1_L_E __ P_R_o_F_1_L_E_.__P_R_o_T_. __ P_R_o_T~·.__PR __ o_T_. __ .._u_s_A_G_E ___ PR_o __ F_1L_e __ u_s_A_G __ e _______ ~------~----

FM - Function Management 
PS Presentation Services 
TS - Transmission Services 

Figure 8-1. BIND Request 
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FM USAGE 

We said earlier that logical units usually implement a subset of protocols. There are 
three broad categories of protocols for LU-LU sessions: 

1. Function Management protocols. 

2. Transmission Services protocols. 

3. Presentation Services (PS) protocols. 

We will m>w look at the structure of a logical unit and the services that it provides. 
One layer~ the (Transmission Control) provides services for transmitting requests 
and responses into the path control network. It also provides for receiving requests 
and responses from the path control network. The protocols that are associated 
with these functions are called transmission services (TS) protocols. For each 
LU-LU session we select a subset of these protocols and this subset is called a 
transmission services (TS) profile. Look at Figure 8-1 and you will see a TS profile 
field in the BIND request. 

Other layers in the logical unit provide services which we call function management 
(FM) services. The protocols that are associated with these services handle 
communication between two logical units. We can select a subset of these 
protocols for a session and we call this subset the function management {FM) 
profile. Look at Figure 8-1 to see an FM profile field. 



Another logical layer of the logical unit is called presentation services (PS). 
Presentation services handles communication with the end user, e.g., formatting 
data to be sent to the end user. Protocols associated with these services are called 
presentation services protocols and we can select a subset of these protocols for a 
session (called PS profile). 

We specify an PM profile, a TS profile, and a PS profile for each session which 
specifies three subsets of protocols that the two logical units are capable of abiding 
by. However, all the protocols do not have to be used for this particular session. 
Other fields in the BIND request (FM usage, TS usage, and PS usage) specify 
exactly what protocols the primary logical unit will abide by and what protocols the 
secondary logical unit will abide by. Some protocols apply to the whole session 
while other protocols apply to an individual logical unit. For example, the primary 
logical unit may be specified to support definite-response protocol and the 
secondary logical unit may be specified to support exception-response protocol. A 
send/receive prntocol applies to both logical units. Thus we could not have one 
logical unit performing in full-duplex mode and the other logical unit performing in 
half-duplex mode. 

There are three FM usage fields: ( 1) primary protocol, (2) secondary protocol, and 
(3) common protocol. They supplement the FM profile specifications. The 
primary protocol field specifies protocols for the primary logical unit to abide by. 
The secondary protocol field specifies protocols for the secondary logical unit to 
abide by. Finally, the common protocol field specifies protocols that both logical 
units are to abide by. 

The TS usage specifications supplement the TS profile specification. TS usage 
specifies pacing values and maximum request unit sizes. 

The PS usage field supplements the PS profile specification. PS usage specifies 
function management header usage. It also specifies types of character strings 
used, and the type of code, EBCDIC or ASCII. 

Now we will discuss some of the protocols that are implemented by LU-LU 
sessions, starting with a discussion on send/ receive modes. 

Normal-F1ow Send/Receive Modes 

In an LU-LU session both logical units are responsible for maintaining the integrity 
of data flow within the session. SNA defines three send/receive modes for data 
flow control: 

l. Full-duplex. 

2. Half-duplex flip-flop. 

3. Half-duplex contention. 

Regardless of which mode is used for a session, the two session partners (logical 
units) enforce the protocol. SNA describes how each session partner is to act for 
each send/receive mode. SNA also defines an indicator (change direction 
indicator) that is used by session partners to enforce the half-duplex send/receive 
mode. 

You should keep in mind that full-duplex and half-duplex, as they pertain to an 
LU-LU session, are independent of the physical properties of the network. For 
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HOST 
NODE 

example, the requests that flow on this session may travel over several data links, 
some of which may be half-duplex. The fact that requests can flow in only one 
direction:at a time over the half-duplex data links does not mean that the two 
session partners cannot send to each other at the same time. Thf! requests flowing 
in opposite directions can pass each other at buffered points in the network. 

Full-Duplex: First we will discuss the full-duplex send/receive protocol. In 
full-duplex mode, both session partners can send requests at the same time. The 
requests tlowing in both directions are independent of each other. We will now 
consider the application example where inquiries are being made against an 
inventory data base. Figure 8-2 illustrates a configuration with a peripheral logical 
unit tliat is connected to a display terminal and a printer. LU21 is in session with 
LUI. 

--1 

BBB PERIPHERAL 
NODE .,,,, 

/ 
/ ' I / 

' I / 

',~r---
/ 

/ 
/ a ,. 

SESSION .,..> 
~------t-

'....; 
..... 

Figure 8-2. f'ull-Duplex Application 

8-4 SNA Fundamentals 

...... 
....... ...... 

...... 
....... 

....... .... 

PRINTER 

The host logical unit (LU I) is associated with several application programs that 
process inquiries against the inventory data base. 

The operator at the display terminal submits inquiries one after another to the 
peripheral logical unit (LU) which sends them to the host logical unit. Each inquiry 
is given to the appropriate application program which generates a reply to be sent 
to the peripheral logical unit. 

In full-duplex communication, the peripheral logical unit is sending requests to the 
host logical unit at the same time that the host logical unit is sending requests to the 
peripheral logical unit. 

The nature of many applications·, and probably most, prohibit such unrestricted 
exchange ,of data. SNA defines half-duplex protocols that allow each session 
partner to exert varying degrees of control over each other's ability to send data. 

Half-Duplex Flip-Flop: In half-duplex flip-flop mode, only one session partner is 
allowed to send at a time. At any given time, one session partner is a sender and 
the other session partner is a receiver. The sender sends normal-flow requests and 



LJHOST 
LU ----

the receiver replies with responses if the sender asks for responses. The receiver is 
not allowed to send requests on the normal-flow. When the sender needs to permit 
its session partner to start sending, it sets a change-direction indicator (CDI) in the 
request header (RH) of the last request that it sends. The logical unit that sends 
the "CDI" switches from sender status to receiver status. The logical unit that 
receives the request that contains a "CDI," switches from receiver status to sender 
status. ; 

The two logical units continue to switch between send and receive status as 
required. 

The session parameters, in addition to specifying that half-duplex flip-flop mode is 
to be used, also specify which logical unit is to be the first sender and the first 
receiver. Figure 8-Jillustrates half-duplex flip-flop communication between a 
peripheral logical unit and a host logical unit. The peripheral logical unit is 
designated first sender. The BIND also specifies that multiple element request 
chains can be used. 

TH RH RU 

PERIPHERAL 
LU 

,i--------1 BCl,ECl,DR11,CDI USER DATA 

+ DR1 
--------------------~------------------~ 

BCI, ERi, DR11 

ERi, DR11 

ERi, DRll 

ECI, DRll, COi 

+ DR1 
~----------------------------------------

BCI -· Begin Chain Indicator 
ECI -· End Chain Indicator 
DA 11 -· Definite Response 1 Indicator 
EAi Exception Response Indicator 
COi -· Change Direction Indicator 

Figure 8-3. Half-Duplex Flip-Flop Mode 

The peripheral logical unit (first sender) sends a request to the host logical unit. 
The request header (RH) contains a begin chain indicator (BCI) and an end chain 
indicator (ECI) which designates this as a single element request chain. The 
response indica~or "DRU" specifies that the receiver is to return either a positive 
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or a negative DR 1 response, depending on whether the request is acceptable. The 
change direction indicator (CDI) specifies that the host logical unit is to become a 
sender and the peripheral logical unit is to become a receiver. Upon sending this 
request,, the peripheral logical unit switches from sender to receiver. The host 
logical unit sends a positive DR 1 to the peripheral logical unit indicating that the 
received request was acceptable and then switches from receiver to sender. 

The host logical unit now sends requests until it needs to receive from the 
peripheral logical unit. Our figure shows the last of several multiple element 
request chains sent in reply to the request received from the peripheral logical unit. 
The chaining indicators, BCI and ECI, identify the first and last chain elements. 
The niiddle elements are identified by neither chaining indicator being set. The 
response indicators specify an exception DR 1 for all requests except the last 
element of the chain. A definite DRl is specified for the last chain element. The 
change direction indicator (CDI) is included in the last request element of the last 
chain causing the host logical unit to become the receiver and the peripheral logical 
unit to become the sender. 

The role of each session partner continues to alternate between sender and receiver 
until the session is terminated. 

Half-Duplex Contention: In half-duplex contention mode both session partners are 
in conte11tion mode when neither partner is sending. That is, either session partner 
is allowed to begin to send a request chain. While one session partner is sending a 
request chain, the other session partner is not allowed to send a request chain on 
the normal-flow. 

Session parameters, in addition to specifying half-duplex contention, also specify 
one session partner to win contentions. Contentions occur when one session 
partner begins to send while its partner is already sending. The contention is won 
by the logical unit that was designated contention winner. Figure 8-4 illustrates 
send/receive sequences when half-duplex contention protocol is used. The BI~1D 
request designates the secondary logical unit as the contention winner. 



PRIMARY 
LU 

REQUEST BCI, DR11, ERi 

REQUEST DR11, ERi 

REQUEST ECl,DR11 

+ DR1 

REQUEST BCI, DR1 I, ERi 

.. 
411 

-DR1 

+ DR1 

BCI - Begin Chain Indicator 
ECI - End Chain Indicator 
DR 11 - Definite Response 1 Indicator 
ERi - Exception Response Indicator 

REQUEST 

x 

SECONDARY 
LU 

BCI, ECI, DRll 

Flgure 8-4. Hall-Duplex Contendon Protocol 

Bracket Protocol 

In this illustration, the primary logical unit is the first to send a request chain. The 
secondary logical unit is in contention state (It is not sending or beginning to 
send.), therefore it accepts the request from the primary logical unit. Now neither 
logical unit is in contention ~tate and the secondary logical unit is not allowed to 
send a request chain until the primary logical unit completes sending its chain. 

Once the secondary logical unit receives the last request chain element and returns 
a response to the primary logical unit, it goes into contention mode along with the 
primary logical unit. Both logical units are now allowed to begin to send a request 
chain as illustrated in Figure 8-4. Since the secondary logical unit is the designated 
contention winner, it rejects the primary logical unit's request chain by returning a 
negative response. 

The primary logical unit receives the request from the secondary logical unit after 
having sent a request. The primary logical unit queues the request for processing. 
When the negative response is received, the primary logical unit goes into receiver 
state and deque.ues the request and processes it. 

The contention winner reverts to contention state when it sends the last element of 
the request chain. The contention loser reverts to contention state when it receives 
the last element of the request chain. 

The bracket protocol helps the user to separate one unit of work from another unit 
of work. A unit of work consists of related sequences of requests that flow 
between pairs of logical units. For example, a terminal operator submits an inquiry 
to a data base program and the reply is displayed on the terminal. The inquiry and 
the sequence of requests that make up the reply are a unit of work. 
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It would be unacceptable for unrelated messages to be displayed on the terminal at 
the same time the reply to the inquiry is being displayed. The brackets protocol 
facility can prevent this from happening. Brackets identify the beginning and the 
end of a unit of work. This is called a bracket. A bracket includes the first request 
through the last request of related request sequences or units of work. 

SNA defines indicators and commands to implement bracke·Ls protocol. Two 
indicators that reside in the request header (RH) are used to identify the beginning 
and the end of a bracket: 

1. Begin bracket indicator (BBI). The begin bracket indicator is set in the request 
header of the first request of a bracket. 

2. End bracket indicator (EBI). The er.j bracket indicator is set in the request 
header of the last request of a bracket. 

Command requests provided to manage each bracket include: 

1. BID. In an LU-LU session that supports brackets, one of the logical units is 
defined as a first speaker and the other logical unit is defined as the bidder. 
The first speaker is allowed to initiate a bracket by sending a request that 
contains a begin bracket indicator. The bidder is required to get permission 
from the first speaker to initiate a bracket. The bidder can use the BID request 
to get permission to initiate a bracket. Later we will see a second way for a bid 
to initiate a bracket. 

2. Ready to receive (RTR). The first speaker sends the RTR request to the 
bidder. This lets the bidder know that it is allowed to initiate a bracket. We 
will discuss when this request is used, shortly. 

Figure 8-5 illustrates the use of bracket indicators to identify the beginning and the 
end of a bracket. It is assumed that the secondary logical unit is the first speaker. 
That is, it is allowed to initiate a bracket without getting permission from the 
primary lo;gical unit. 
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LU 

• BCI, ECI, BBi, 

BCI, ECI, EBI, 

BCI, ECI, BBi 

BCI, EBI 

ECI 

BCI, ECI, 881 

BCI 

REQUEST 

REQUEST 

REQUEST 

REQUEST 

REQUEST 

REQUEST 

REQUEST 

SECONDARY 
LU 

ECI REQUEST ~~~~~~~~~~~~~-~~~.... BRACKET3 

BCI, EBI REQUEST • ECI REQUEST 

BCI, ECI, 881 REQUEST 

BCI REQUEST 

ECI REQUEST 

BCI, ECI REQUEST 
BRACKET 4 

BCI, EBI REQUEST 

ECI REQUEST 

BCI Begin Chain Indicator 
ECI End Chain Indicator 
BBi Begin Bracket Indicator 
EBI End Bracket Indicator 

Figure 8-5. Idendfyfrng a Bracket 

Response protocols and send/ receive protocols are not illustrated here. However, 
keep in mind that: both protocols are defined for all sessions. 

Four sets of related sequences of message units are identified as brackets (ref erred 
to as brackets 1, 2, 3, and 4) in this figure. Bracket 1 consists of two requests, one 
sent by the secondary logical unit and one sent by the primary logical unit. We can 
assume that the request sent by the secondary logical unit is an inquiry and the 
request sent by the primary logical unit is the reply to the inquiry. Each request is a 
single element chain indicated by the chaining indicators, BCI and ECI. The 
secondary logical unit initiates the bracket by including the begin bracket indicator 

· (BBi) in the request header of its request. The primary logical unit terminates the 
bracket by including the end bracket indicator (EBI) in the request header of its 
request. The two requests, identified as a bracket, are a unit of work. The inquiry 
request and the reply request complete the transaction. 
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Bracket 2 includes three requests, an inquiry sent by the secondary logical unit and 
two requests from the primary logical unit that make up the reply. The reply is a 
two element request chain. The end bracket indicator (EBI) is set in the first chain 
element even though the bracket is not terminated until the last element of the 
chain is transmitted. The end bracket indicator as well as the begin bracket 
indicator is always included on a first chain element. 

Bracket 3 shows a reply that consists of two request chains and each chain contains 
two elements. The end bracket indicator is included in the first element of the last 
chain of the bracket. 

Bracket 4 shows that a bracket can consist of multiple request exchanges between 
the primary :logical unit and the secondary logical unit. The secondary logical unit 
submits the mquiry which initiates the bracket and receives a partial reply by a two 
element request chain. The secondary logical unit submits another request asking 
for additional data. The primary logical unit sends a reply which completes the 
inquiry, therefore it ends the bracket. 

These bracket examples should make the point that a bracket consists of related 
sequences of requests. Two logical units participate in a dialogue until the inquiry. 
transaction, 1.or unit of work is completed. This dialogue can consist of one or more 
request chains sent by each logical unit and the request chains can be single and / or 
multiple element chains. 

Now that we know how the bracket indicators, BBI and EBI. are used to initiate 
and terminate brackets, we will define two bracket terms in preparation for further 
discussion on implementing brackets: 

1. In-bracket (INB). Once a bracket has been initiated by the begin bracket 
indicator and before the bracket is terminated by the end bracket indicator, the 
LU-LU session is considered to be in a state called in-bracket (INB). A 
bracket cannot be initiated by a logical unit when the session is already in the 
in-bracket state. 

2. Between-bracket (BETB). An LU-LU session is in a between-bracket (BETB) 
state if a bracket has not been initiated or if the last bracket has been 
terminated. When a session is in the between-bracket state, the first speaker 
can initiate a bracket and the bidder can bid to initiate a bracket. 

Both logic~J units of an LU-LU session must provide logic that manages br~cket 
protocol (called bracket state manager). Each bracket state manager must keep 
track of whether the session is in the in-bracket state or in the between-bracket 
state. The two brar,i\.et state managers participate in the implementation of bracket 
protocol. 

Bidding: Figure 8-6 shows an LU-LU session that is to use brackets. 
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' I / 
' I / 

't~r--- SESSION t------

PRINTER 
I 

The BIND request that established the session specified bracket protocol. It 
specified LU21 (secondary logical unit) as the first speaker, and specified that the 
primary logical unit (LU 1) be allowed to end the bracket. Session parameters can 
specify that either or both logical units can end the bracket. Typically, the host 
logical unit is specified to end the bracket. 

LU2 I is allowed to send a request any time the session is not in the in-bracket 
state. This includes a begin bracket indicator to initiate a bracket. LUI must ask 
the first speaker (LU2 l) for permission to initiate a bracket, called bidding. LUI 
can bid two different ways. 

1. Send a BID request to the first speaker. Normally the first speaker replies with 
a positive response indicating that LUI can initiate a bracket. A positive 
response to die BID request indicates that LU2 I will not begin a bracket, but 
will wait on LUI to begin a bracket. LUI begins a bracket by sending a data 
request chain containing a begin bracket indicator. The bracket must be 
terminated by LUI, because LUI is defined as the one to send the end bracket 
indicator. 

LU2I can reject the BID request from LUI with a negative response. The 
negative respcmse will contain one of two sense codes to indicate why the 
request was rejected. One sense code specifies that the BID request is rejected 
and that LUI can BID again latter. The other sense code specifies that the 
BID request is rejected and also specifies that LU21 will notify LUI when it is 
allowed to begin a bracket. LU2I sends the ready to receive (RTR) request to 
LUI notifying LUI that it is now allowed to begin a bracket. All logical units 
are not implemented to send an RTR request, therefore, they would send the 
negative response that informs the bidder to bid later. 

2. LUI can also bid by sending a request that contains a begin bracket indicator. 
The request must specify definite response because LUI is bidding with the 

, request and needs the response which specifies whether the bid was successful. 
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One possible drawback to this method of bidding is that a data request is 
usually much larger than a BID request. If the chances of being rejected are 
high, then the longer request chain will require more overhead. 

Typically, the first speaker only rejects a bid when it is in the in-bracket state. 
For example, assume that LUl has just sent a request to LU21 that contains an 
end bracket indicator (EBI). The EBI terminates the bracket and both bracket 
state managers are in a between-bracket state. LUI (bidder) can send a BID 
request to LU21 with some assurance that it will be accepted. However, LU2 I 
may send a request at the same time that LUI sends the BID request. LU2 l's 
bracket state manager stores a status of in-bracket at the time it sends the 
request, therefore, it rejects the BID request when it is received. 

Figure 8-7 .illustrates the use of the BID request and the RTR request. LU2 I is 
defined as the first speaker and LUI is allowed to end brackets. Study the figure, 
then read tlhe discussion that follows. 
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BCI - Begin Chain Indicator 
ECI - End Chain Indicator 
BBi - Begin Bracket Indicator 
EBI - End Bracket Indicator 
OR 11 - Definite Response 1 Indicator 
ER I - Exception Response Indicator 

Figure 8-7. Use Of The BID and RTR Request 

Items 1 through 5 make up one bracket that was initiated by LU2 l. After the first 
bracket is terminated, LUI sends a BID request to LU21, but LU21 is sending a 
request to LUI at the same time (items 6 and 7). The moment that LU2 l sends its 
request it goes into in-bracket state because it is the first speaker. Therefore, 
LU2 l rejects the BID request and returns a negative response with a sense code of 

. "0814." This sense code indicates that the BID was rejected and it also indicates 
that LU2 l will send an RTR request to notify LUl that it can initiate a bracket. 

LUl receives the data request before it receives the negative response to its BID 
request. The received request causes LUl to go into in-bracket state because the 
first speaker always wins any contention. Now the session is in the in-bracket 
state. 
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LUI generates a reply to the request and sends a two element request chain to 
LU21 and terminates the bracket (items 6 through 11). 

Next, LU21 .sends the RTR request to LUI indicating that it can initiate a bracket 
(item 12). LU21 will not initiate another bracket until LUI initiates a bracket or 
declines the 1opportunity to initiate a bracket. When LUI receives the RTR 
request, it can either initiate a bracket or it can decline by sending a negative 
response to LU21. If LU 1 sends a negative response to LU21 then LU2 l can 
initiate a bracket and LUI must bid to initiate a bracket. 

Our example. has LUI sending a data request to LU21 and initiating a bracket. 
The bracket consists of a three element request chain. 

Bracket Termination Rulef: A BIND request that specifies bracket protocol also 
specifies one of two bracket termination rules. 

1. Bracket termination rule 1 (conditional termination). If BBi and EBI appear 
on the same chain, the bracket is unconditionally terminated when the last 
request is processed. For example, the primary logical unit sends a definite 
response chain containing BBi and EBI to the secondary logical unit. The 
bracket ends for the primary logical unit when it sends the last element of the 
chain. The bracket ends for the secondary logical unit when it receives and 
processes the request. The secondary logical unit returns a positive response 
but the riesponse has no effect on the termination of the bracket. 

For the chain that contains only EBI (no BBi), bracket termination is 
controlled by the form of response requested (definite, exception, or no 
response). If a definite response is requested, the bracket is not terminated 
until the positive response is processed. However, if a negative response is 
returned for one of the requests, termination of the bracket varies depending 
on whether the negative response occurred for the last request or other than 
the last r1equest. A negative response for the last request (marked definite 
response) causes the bracket to be continued. There is an option to either 
continue or terminate the bracket if a negative response occurs for a request 
other than the last request (marked exception response). 

If the chain requests exception response or no-response, the bracket is 
terminated uncondi~ionally when the last request of the chain that has EBI in 
its first e]ement i~ processed. 

2. Bracket termination rule 2 (unconditional termination). The bracket is 
terminated unconditionally when the last request of the chain whose first chain 
eleme:,c contains EBI is processed. This happens regardless of the form of 
r~sponse requested. 

• Please turn to Mi11i-Cou~ 8 in J'Olll' PersoltOI R~/et'Olla GllU:le QM/ read tlte SllnllfltlU)'. 
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Mini-Course 9. Suspending Data Flow on LU-LU 
Sessions 

Introduction 

Quiesce Protoc:ol 

A logical unit can request its session partner to suspend transmission by sending a 
data flow control (DFC) request to the partner. A logical unit sends one of these 
requests f ~r one of two reasons: 

1. The logical unit is ready to terminate the session. 

2. The logical unit needs to temporarily suspend normal-flow traffic from its 
partner. 

The quiesce and shutdown protocols can be used to suspend session traffic 
temporarily or permanently: 

1. The quiesce protocol can be used to temporarily suspend traffic on the 
normal-flow either in preparation to terminate the session or because a session 
partner is running low on some resource,such as a buff er pool. 

2. The primary logical unit can use the shutdown protocol to suspend its partner's 
normal-flow traffic in preparation for an orderly shutdown of the session. 

The quiesce protocol provides a means for a logical unit to stop its partner from 
sending normal-flow requests. Requests on the expedited-flow are not affected. 
This protocol may be used for several reasons, e.g., a session partner wants to 
terminate the session, or a session partner is unable to handle the rate at which 
requests are being sent by the other logical unit. 

Typically, the quiesce protocol is used to temporarily stop the flow of 
normal-requests in one direction. Either logical unit can quiesce its session partner. 
SNA defines three command requests to implement the quiesce protocol: 

1. Quiesce at end of chain (QEC). 

2. Quiesce complete (QC). 

3. Release quiesce (RELQ). 

Figure 9-1 illustrates the use of these requests by a session partner to quiesce the 
other partner. 
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Shut do" n Protocol 
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PRIMARY 
LU 

REQUEST BCI 

REQUEST 

QEC REQUEST 

REQUEST 

REQUEST ECI 

QC REQUEST 

RELO REQUEST 

BCI - Begin Chain Indicator 
ECI - End Chain Indicator 
QC 
OEC 

Quiesce Complete 
Quiesce At End Of Chain 

RE LO - Release Quiesce 

Figure 9-1. Quiesce Protocol 

SECONDARY 
LU 

The primary logical unit is sending request chains to the secondary logical unit and 
the secondary logical unit wants to quiesce the primary logical unit until the 
received requests have been processed. The secondary logical unit sends the QEC 
request on the expedited-flow to quiesce the primary logical unit. 

Once the primary logical unit receives the QEC request and sends the last element 
of the present request chain, it is not allowed to send another request on the 
normal-flow (except the QC request). After sending the last element of the 
present request chain, the primary logical unit sends the QC request to inform the 
secondary logical unit that it is quiesced. A quiesced logical unit can send 
responses on the normal-flow and can send requests and responses on the 
expedited-flow. 

Some time later, when the secondary logical unit is ready to receive more requests 
on the normal-flow, it sends the RELQ request to remove the primary logical unit 
from the quiesced state. 

The shutdown protocol is useful for the situation wl)ere a secondary logical unit 
initiates the session, starts transactions, and submits a logoff for session 
termination. In this situation, there are occasions when the primary logical unit 
wants to terminate the session. 

We will use the example where an IMS logical unit has sessions with many 
peripheral logical units and the IMS master terminal operator submits a command 
to terminate IMS. IMS needs to terminate all of its LU-LU sessions, but it is not 
appropriate to send an UNBIND request to a secondary logical unit while there is 
work being done on the session. 
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IMS can send the SHUTDown (SHUTD) request to each secondary logical unit 
requesting them to stop communicating on the normal-flow. Each secondary 
logical unit, when it completes a unit of work, should send the 
SHUTdown-complete (SHUTC) request to the primary logical unit. 

Once a SHUTC request is processed, the secondary logical unit is not allowed to 
send requests on the normal-flow. (It may send responses and expedited-flow 
requests.) The primary logical unit will send the UNBIND request to each 
secondary logical unit upon completion of each SHUTC request. Figure 9-2shows 
an orderly shutdown sequence. Study the figure, then read the discussion that 
follows. 

SSCP LU21 

AEQ 

+ASP ----------1-------
___________ ,,, • AEQ 

+ASP ------------- - ---- --------- --- ... 
SHUTD ....... 

+ RSP 
..... 

---- ------- 1--------------- - ~-
AEQ 

CHASE 

+ASP (REG) - 1-- -- ---- ---·- ----- 1------ -- - -- r.. 
+ ASP (CHASE) --1--------- --1 1-- - -- - ---- ---- - - - • ......_ SHUTC 

.....-
+ASP - 1----------- -- - - - ------- -- ....... 
UNBIND ....... --.,,,, 

+ RSP ... -------- -- ---- 1----------- 1--

SESSEND ..... ......_ * SESSEND 
--,,,,, ......-

* LU21 's boundary function sends SESSEND 

Figure 9-2. Shutdown Protocol 

This orderly session closedown process is not assisted by the SSCP. When LUl 
(primary logical unit) is ready to close the session down, it sends the SHUTD 
request to LU21. LU21 acknowledges the acceptance of the request with a 
positive respons(~. LU2 l notifies LUI with the SHUTC request when it is ready 
for the session to be terminated. 

Non-programmable secondary logical units are ready for session termination if they 
are not in the process of sending or receiving a request chain or waiting for a 
response, or if they are not in bracket state. 

Programmed secondary logical units that have the capability, may use the CHASE 
request to verify whether they are ready for the session to be terminated. The 
secondary logical unit uses the CHASE request to determine if there are any 
outstanding requests to be processed. LU21 sends the CHASE request to LUI and 
LUI returns a p<·>sitive response for the CHASE request only after all requests 
received from LU21 have been processed to completion. LU21 knows that there 
are no outstanding requests when the positive response for the CHASE request is 
received. 
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When LU21 is ready for the session to be terminated it sends the SHUTC request 
to LUl. LU21 is quiesced and is not allowed to send requests on the normal-flow. 
Now LUI knows that there are no requests flowing on the session and that there 
are no requests to be processed. LU1 sends the UNBIND request to LU21 and 
LU21 returns a positive response and the session is terminated. LU1 notifies its 
SSCP that the session with LU21 is terminated with the SESSEND req·uest. 
LU21's boundary function sends the SESSEND request to the SSCP. 

Although not typical, LUl can send the RELQ reque~t to LU21 while it is quiesced 
which allows it to send requests on the normal-flow again. 

• Please tum to Mini-Course 9 in your Personal Reference Guide and re.ad the summary. 
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Mini-Course 10. LU-LU Data Streams 

Introduction 

Building The Request Unit 

User application data is transmitted between logical units (therefore, between end 
users) in request units. The data is represented in either EBCDIC or ASCII 
interface codes. Typically, the EBCDIC interface code is used although there are 
some terminals that can accept and transmit data that is represented in the ASCII 
interface code. For this discussion we will assume that all data is represented in the 
EBCDIC interface code. 

The data stream that flows between two logical units may be a 3270 data stream or 
an SNA character string (SCS). Most logical units in the 3270 family support the 
3270 data stream. Peripheral logical units that support the SNA character string 
includethe8100,3767,3600,3630,3770,S/32,S/34,S/38,Serles 1,andcertain 
3270s. SCS is also used in sessions between programmed logical units such as, 
CICS and IMS. The graphic characters in the two character strings are essentially 
the same but the defined control characters are different. The control functions 
defined by SCS are appropriate for printers, displays, storage mediums, and word 
processors. 

A data stream can contain control information in addition to user data. The control 
information can be used for such things as: 

Formatting of data. 

• Specifying the destination device for the data. 

Compression and expansion of data. 

Specifying ithe application program that is to process the data. 

Some of the control information can be interspersed within the data stream at 
appropriate places and other control information must precede the user data. SNA 
has defined sev1eral headers, called function management headers (FMHs), that are 
included in request units and are processed by logical units. Each FMH has a 
specific format and is used to convey specific kinds of information to a destination 
logical unit. This provides a standard for logical units to communicate control 
information to 1each other. 

A data stream that is printed contains control characters that format the printed 
page and the data streams that are displayed contain control characters that format 
the display screen. Either the sending logical unit inserts the control characters or 
the receiving logical unit inserts the control characters. Typically, a 
non-programmable logical unit (secondary logical unit) is not capable of inserting 
control characters at the appropriate places, therefore, the sending logical unit 
(primary logical unit) must insert the characters. 

A secondary logical unit in a type 1 or type 2 node may be associated with several 
devices, such as a printer, display, or a diskette. Data sent from the primary logical 
unit may be for any one of the devices and the logical units make that decision. 
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APPLICATION 
PROGRAM 
(END·lJSER) 

PRIMARY 
LOGICAL 
UNIT 

The primary logical unit can include control information in the request unit along 
with the user-data to specify the destination device. 

Figure 10-· 1 illustrates the flow of user-application data from a primary logical unit 
that resides in a type 5 subarea node to a secondary logical unit that resides in a 
type 1 or type 2 peripheral node. 

SECONDARY 
LOGICAL 
UNIT 

- - - - - - - ---------·--
1 
I 

: I USER DATA I 
I 

END-USER 

I RH I USER DATA~ 

----- - -----------
I TH IRH I USER DATA I 
4 • 

Figure I 0-1. User-Application data stream 

10-2 SNA Fundamentals 

The user aJPplication program gives data to the primary logical unit to be 
transmitted to the secondary logical unit and the secondary logical unit is to deliver 
the data to its end user. Our figure does not identify the end user. This means that 
the data could go to a display or printer device for an operator, a disk or diskette, a 
card device, a tape device, or if the secondary logical unit resides in a word 
processing device, the information may be printed on a page. 

If we assume that the sec6nqary logical unit is associated with a single display 
device, chances are that the display screen is to be formatted rather than to display 
a continuous string of characters. In which case, the user data that goes to the 
display device must include control information in addition to the graphic data to 
be displayed. For example, three columns of data are to be displayed: 

Part Name Part Number Price 

Hand Saw 102367 $ 12.95 
Hammer 103752 $ 9.95 
Tape 117583 $ 14.99 

0 

0 

0 

As you can surmise some control information must be sent to the display device to 
format the display. Spaces must be included between the three fields and a new 
line must be started at the appropriate place. The control information can be 
included in the data stream at the appropriate places to format the display. 

What resource in this LU-LU session supplies the control information? What 
resource causes user-data to be presented to the end user in the appropriate 
format? This function is called presentation services and can be performed by the 
sending end user, the sending logical unit, or the receiving logical unit. If we are 



Selecting Data Stream Types 

going to have the end user perform the application function and nothing else, then 
one of the logical units must provide presentation services. For example, CICS and 
IMS logical units provide presentation services for formatting data on display 
screens, called Basic Mapping Support and Message Formatting Services. 

If our secondary logical unit resides in a 3270 controller, the primary logical unit 
must provide presentation services. The primary logical unit includes control 
information in the user data stream at the appropriate places. 

A data stream to a 3270 device can be either a 3270 data stream or an SNA. 
character string (SCS) depending on which data stream the logical unit supports. 
Control characters are different in the two data streams, therefore the primary 
logical unit must know which data stream to use to provide presentation services 
for the secondary logical unit. The logical units find out at BIND time what data 
stream is to be used. One field in the BIND request identifies the logical unit type. 
One of the definitions of a logical unit type indicates the type of data stream. 
Logical unit types are discussed in the Mini-Course entitled "Logical Unit Types." 

We now know that a user data stream contains user data and probably control 
information for presenting the data to the end user in the appropriate format. 
Presentation services may be provided by the sending end user, the sending logical 
unit, or the receiving logical unit. Presentation services capability within terminal 
logical units vary from almost none to considerable. Programmed logical units can 
have minimum to maximum capability based on the implementation. 

Terminal Logical Units With Multiple End Users 

APPLICATION 
PROGRAM 
(END-USER) 

PRIMARY 
LOGICAL 
UNIT 

We will now consider an LU-LU session in which a secondary logical unit is 
associated with three devices (end users) as shown in Figure 10-2. 

SECONDARY 
LOGICAL 
UNIT 

------· ------------- ------------PR INTER 
1 
I 

: I USER DAT~ 
I 

I RH I USER DATA I I RH I USER DATA I --DISKETTE 

----- - -----------
[rH IRH I useR DATA I 
~ . -------------DISPLAY 

Flgure 10-2. Terminal LU With :\-fultlple End Users 

Requests sent by the primary logical unit may be for any of the three end users 
(printer, diskette, display). Each request chain received by the secondary logical 
unit must be given to the appropriate device. Information included in the data 
stream is used in selecting the end user. 

Function Management Headers (FMHs): SNA has defined several header formats to 
assist session partners in making decisions of this nature. These headers are called 
function management headers (FMHs). Each FMH is defined to provide particular 
kinds of information for the destination logical unit. 

Not all logical units support function management headers (FMHs) but for those 
LU-LU sessions that do, data transmissions can look like those in Figure 10-3. 
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APPLICATION PRIMARY 
P.ROGRAM LOGICAL 
(END-USER) UNIT 

I TH I RH I FMH I DATA I 
I TH I RH I FMH,FMHI DATA I 

REQUEST UNIT (RU) 

FMH - Function Management Header 

Figure I 0-3. Data Streams With FMHs 

A BIND field in the BIND request specifies whether FMHs can be used in th.! 
LU-LU session. Assuming that FMHs are allowed, not all requests will ccmtain an 
FMH. A receiving logical unit recognizes the presence of an FMH by two request 
header (RH) indicators (request category indicator and format indicator). The 
request category indicator specifies a function management data (FMD) request 
and the format indicator specifies that the request unit is formatted. On an LU-LU 
session, a formatted FMD request contains a function management header (FMH). 

An FMH appears first in a request unit and each FMH type has a specific format. 
A logical unit can determine whether a second FMH is incJuded by inspecting the 
concatenation field of the first FMH. Figure 10-3 shows two concatenated FMHs. 

We will now take a look at our LU-LU session that is repeated in Figure 10-4. 

SECONDARY 
LOGICAL 
UNIT 

I RH I USER DATA I --DISKETTE 
[ ~u~~~ ;~T ~ ~--~~l~R~H~l _u-S~E~R~D-A-T~A~tr ~H I RH I USER DATA~ 

------------PRINTER 

------------DISPLAY 

Figure I 0-4. Secondaf')' LU With Multiple End Users 
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Compression and Compaction 
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Several kinds of information can be included in the FMH sent to this secondary 
logical unit. An FMH-1 can specify the destination device (printer, diskette, 
display) for the data. Requests for the diskette could include FMH-2s which 
specify data management activities that include: 

• Creating a data set. 

• Scratching a data set. 

• Erasing data set records . 

• Adding r_ecords . 

• Replacing records . 

A sending logical unit could compress or compact a data stream to shorten network 
transmissions. The receiving logical unit expands or decompacts the data stream 
before giving the data to the end user. 

Compression of data eliminates gaps, empty fields, or redundancies. One 
technique is to select one character, called the prime compression character, and 
replace repetitive sequences of that character with a string control byte (SCB). 
Unless otherwise specified, a blank (X'40') is the prime compression character. 
Figure 10-5 shows a request sequence sent by the primary logical unit in which the 
prime compression character is a blank. 

SECONDARY 
LOGICAL 
UNIT 

TH RH I FMH-1 J 
TH Is s s 

RH C HAND SAW C 102367 C $12.95 
_B B B 

FMH - Function Management Header 
SCB - String Control Byte 

Figure t 0-5. Compressllon 

The sending logical unit uses the FMH-1 to notify the receiving logical unit that the 
. request unit contains compressed data. For a prime compression character other 

than blank, the sending logical unit sends an FMH-2 or FMH-3 to identify the 
character. SCBs are included in the data stream to specify the number of repetitive 
blanks that are compressed. Once compression has started, all following requests 
received by the secondary logical unit are considered to contain compressed data 
until an FMH-1 is received to specify the end of compressed data. 
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Compaction is used to shorten the length of transmissions. A technique used is to 
compact two bytes of data into one byte. Up to 16 characters (called master 
characters) can be specified to be compacted. The sending logical unit compacts 
the data and sends it to the receiving logical unit which decompacts the data before 
giving it to the end user. The sending logical unit must notify the receiving logical 
unit that the data is compacted and what characters may be compacted. An 
FMH-1 is included in the data stream to indicate that the data is compacted. A 
compaction table is sent via an FMH-3 to the secondary logical unit to identify 
master characters that may be compacted. String control bytes (SCBs) must also 
be included in the data stream to identify the beginning of each block of compacted 
data. 

Data Stream For Two Programmed LUs· 

10-6 SNA Fundamentals 

Two programmed logical units (e.g., CICS and IMS) can use FMJ-:-4, FMH-5, 
FMH-6, FMH-7, and FMH-10 to communicate control information to each other. 
For example, a sending CICS logical unit can include an FMH-5 in a request unit 
that tells the receiving CICS logical unit which application program is to pr1)cess 
this transaction. An FMH-7 is used to supply additio11~J information on a 
previously sent negative response. An FMH-10 is sent to prepare the session for a 
sync point. 

This Mini~Course has mentioned only some of the many uses of function 
management headers. But you now know that they exist, you know what resources 
use them, you know that they reside in request units that flow on LU-LU sessions, 
and you are aware of some of their uses. 

• Please tum to Mini-Course 10 in your Personal Reference Guide and read the summary. 
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lVIini-Course 11. Logical Unit Types 

Introduction 

The logical unit is the means by which end users communicate with other end 
users 1• A logical unit provides the following services within an LU-LU session: 

• End use~ services. The logical unit must be able to accept data from an end 
user and also give data to an end user in the appropriate format. One category 
of end user service is called session presentation services. Session presentation 
services formats data that is sent to the end user (e.g., displays, printers, disk, 
tape, and card punches). 

Data flow control services. A pair of logical units must be able to maintain the 
integrity of the data flow within their session. Some of the functions supported 
by data flow control services include: 

Send/Receive modes (full-duplex and half-duplex). 

Chaining. 

Brackets. 

Response options. 

Earlier we discussed a set of SNA requests (called data flow control requests) 
which are used by data flow control services to assist in maintaining the 
integrity of the data flow within the session. 

Transmission control services. Transmission control routes requests and 
responses into the path control network and receives requests and responses 
from the path control network. Transmission control keeps track of the status 
of the session, helps pace the flow of requests within it, assures the correct 
sequencing of requests within the session, and can encipher and decipher end 
user data. 

Figure 11-1 illustrates the SN A layers within a logical unit that provide end user 
services, data flow control services, and transmission control services. 

We previously defined an end user as either an application program or a person. Information that 
is destined for a printer, disk, or tape is for use by a person who is the end user. In this discussion, 
we will refer to a printer o: storage medium (e.g .• disk or tape) as an end user. 
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LOGICAL 
UNIT 

END USER 
I 
I 
I 

_l 

LU SERVICES 
MANAGER 

PATH CONTROL NETWORK 

LU 

SPS Session Presentation Services 
DFC Data Flow Control 
TC Transmission Control 

Figure 11-1. Logical Unit Services 

The logical unit services manager controls the end user activities. It is responsible 
for sending data to and receiving data from the end user. 

The information flow is from an end user to the LU services manager, from the LU 
services manager to data flow control services, to transmission control services, and 
into the path control network. A request travels through the path control network 
to a destination logical unit. Transmission control services within that logical unit 
receives the request from the path control network, processes it and gives it to data 
flow control services. Data flow control services processes the request and gives 
the data to session presentations services to be formatted for the end user. The LU 
services manager handles the transfer to the end user. 

The formatting by session presentation services can be done at either the origin 
logical unit or the destination logical unit. 



SNA Profiles 

We have discussed some of the SNA functions provided by Io&ical units within an 
LU-LU session. Some of the SNA functions are provided by session presentation 
services, some are provided by data now control services, and some are provided by 
transmission control services. 

SN A defines more functions than are needed or can be used by some end users. 
Consider an operator using an IBM 3767 Communications terminal to 
communicate witth an application program in a host subarea node. The logical unit 
in the 3767 terminal only needs to support a subset of SNA functions. Certain LU 
functions are mandatory for this logical unit, some are optional, and some are not 
supported. 

Each SNA product provided by IBM supports a subset of SNA functions. SNA 
defines each subset of SNA functions as a profile by assigning a profile number. 
SNA defines three profile categories as illustrated in Figure 11-2. 

LOGICAL 
UNIT 

END USER 
I 
I 

LU SERVICES 
MANAGER 

SPS ~---+-PS PROFILE 
AND USAGE 

____ FM PROFILE 

AND USAGE 

~---+-TS PROFILE 
AND USAGE 

PATH CONTROL NETWORK 

LU 

SPS - Session Presentation Services 
DFC Data Flow Control 
TC - Transmission Control 

Figure 1 t-2. BIND ProfUes 

1. Presentation services (PS) profile. This subset of SNA functions is 
implemented by the session presentation services component of the logical unit. 
The functions that can be selected include: 
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• Function management (FM) header usage. 

• SNA character string usage. 

• Code to be used (e.g., EBCDIC or ASCII). 

2. Function management (FM) profile. This subset of SNA functions is 
implemented by the data flow control (DFC) services component of the logical 
unit. The functions that can be selected include: 

• Send/receive modes (half-duplex or full-duplex). 

• Re.quest and response modes. 

• Brackets and chaining rules. 

3. Transmission !i~rvices (TS) profile. This subset of SNA functions is 
implemented by the transmission control services compo~,ent of the logical 
unit. The functions that can be selected include: 

• Pacing. 

• Allowable session control requests. 

• Request unit size. 

• Cryptography options. 

SNA defines several FM profiles, PS profiles, and TS profiles. The BIND request 
that establishes an LU-LU session must specify an appropriate profile (FM, PS, 
and TS) for the two logical units. We will take a look at an FM profile (FM profile 
3) to get an idea of the functions selected. 

FM Profile 3 

Both session partners use immediate response mode. 

Both session partners support the following 
data flow control requests: 

CANCEL 
SIG 
LUSTAT 
CHASE 
SHUTD 
SHUTC 
RSHUTD 
BID and RTR (only if brackets are used) 

FM usage, TS usage, and PS usage further define the functions that are supported 
by a pair of logical units for their LU-LU session. 



Fields in the BIND request are set to select profiles. Figure 11-3 shows the fonnat 
of the BIND command. 

Byte Field Description 

0 Identifies this RU as a BIND command 

1 Negotiable or non-negotiable BIND 

2 FM Profile 

3 TS profile 

4-7 FM usage 
primary protocols 
secondary protocols 
common protocols 

8-13 TS usage 
pacing 
maximum RU size 

14 PS profile (identifies type of LU-LU session) 

15-25 

26-27 

28-n 

PS usage 
primary logical unit 
FM headers 
Data streams 

Cryptography 

names and end user data 

Flgure 11-3. BIND Command Format 

The fields located in bytes 0 through 13 were discussed in the Mini-Course entitled 
"Data Flow Control on LU-LU Sessions" and earlier in this Mini-Course. The 
presentation services (PS) profile field (byte 14) identifies logical unit types. We 
are going to discuss logical unit types next. 

The fields located in bytes 15-25 specify function management (FM) header usage, 
if any, and identify data streams to the destination end user. Bytes 26 and 27 
specify whether cryptography is supported, and if it is supported, which 
cryptography options. Bytes 28-n contain the BIND sender's name and any user 
data. 
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SNA products are classified according to the SNA functions that they support. The 
logical unit(s) that reside in each product assume(s) that classification. The 
classification type of each logical unit designates a particular subset of SNA 
functions that the product can perform when its logical unit is in session with a 
logical unit in a!.tother product. 

SNA defines logical unit types 0 through 7. The logical unit type designation is a 
convenient way of classifying SNA products according to the subsets of SNA 
functions they perform. It is useful in selecting a set of SNA products to use in a 
particular application. 

Some SNA products support more than one logical unit type. For example, the 
logical unit provided by CICS can participate in LU-LU sessions with logical unit 
types 0 through 6. It can participate in LU-LU sessions with peripheral logical 
units &.nd subarea logical units. In contrast, a logical unit in an IBM 3767 
Communication Terminal is classified as a type 1 logical unit and can participate in 
an LU-LU session with another logical unit that supports the same protocols. 

Logical unit types are characterized by their associated profiles. Figure 11-4 lists 
each logieal unit type and the allowable subsets that can be specified by the TS, 
FM, and PS profiles. 



PS Proftle 
(Session Type) FM Profile TS Profile FM Proflle PS Characteristics 

0 2,3,4,7 

1 3,4 

2 3 

3 3 

4 7 

5 

6 4 

7 7 

2,3,4,7,18 

3,4 

3 

3 

7 

18 

7 

Any option desired 

SN A character string 
FM Headers usage 
Data processing media supported 

3270 data stream 
No FM headers 
Display support 

3270 data stream 
No FM headers 
Printer support 

SN A character string 
FM headers usage 
Data processing and word 

processing support 

Reserved 

SN A character string or 
field format 

FM headers usage 
Program-to-program support 

for data bases, files, 
queues, and programs 

5250 Data Stream 
FM headers usage 
Display support 

Figure 11-4. Logical V nJt Types 

TYJM 0 Logical Unit: Type 0 logical units are implementation-dependent and do 
not fall within the groupings of profiles defined by SNA. IBM 3271 Information 
Display Systems (models 11 and 12) are defined to SNA networks as type 0 logical 
units. 

TYJ¥ l Logical Units: Type 1 logical units are for application programs that 
communicate witli1 terminals. They support single or multiple devices in interactive, 
batch, or distributed processing environment. Devices may include consoles, 
printers, diskettes, disks, and card units. This session uses the SNA character string 
(SCS). Three types of function management (FM) headers (FMH-1, FMH-2, and 
FMH-3) are allowed for this session. The IBM 3767 Communication Terminal is 
an example of a type 1 logical unit. It does not support FMHs. 

TYJM 2 Logical Units: Type 2 logical units are for application programs that 
communicate with single display devices in an interactive environment. The session 
uses the SNA 327'0 data stream and operates in half-duplex flip-flop mode. 
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Function management (FM) headers are not supported. The IBM 3274 controller 
contains type 2 logical units. 

Type 3 Logical Units: Type 3 logical units are for communication between 
application programs and a single printer (without a keyboard) using the SNA 3270 
data stream. Function management (FM) headers are not supported. The printer 
logical unit can accept multiple element chains but does not send multiple element 
chains. The printer logical unit operates only in half-duplex flip-flop mode and it 
returns a change direction indicator (CDI) immediately when the primary logical 
unit sends a CDI. A logical unit in an IBM 3274 controller that is associated with a 
3287 printer can be bound as a type 3 logical unit. 

Type 4 /..og:ical Units: Type 4 logical units are for data communication between two 
terminal logical units or between an application program and a terminal that 
supports single or multiple devices. Type 4 logical units are similar to type 1 logical 
units. 

Type 4 logical units do not require a network with a separate SSCP if the session 
partners handle required SSCP functions. If the logical urlits are part of a network 
with an SSCP, both logical units must be in session with the SSCP before there can 
be an LU-LU session. 

Function management (FM) headers are allowed and the SNA data stream is used. 
The type 4 logical unit can use the controls for data processing and word 
processing provided by the SNA data stream. 

The IBM 6670 Information Distributor is an example of a type 4 logical unit. 

Type 6 Log,ical Units: Type 6 logical units are for data communication between 
application subsystems. CICS and IMS are examples of type 6 logical units. A 
CICS logical unit can establish a session with another CICS logical unit or with an 
IMS logical unit. An IMS logical unit can establish a session with another IMS 
logical uni1t as well as with a CICS logical unit. 

Type 7 Logical Unit: A type 7 logical unit is for an application program that 
communicates with a single display terminal in an interactive environment, for 
example, ai session involving an application program in a System/34 and an IBM 
5251 Display Station. 



LU Type 2 Exampl'e 

Now that we have discussed logical unit (LU) types, the profiles that characterize 
LU types, and the BIND request that establishes sessions between equivalent LU 
types, we will discuss a session example whose session partners are type 2 logical 
units. We will use CICS and a 3274 controller as our type 2 logical units (see 
Figure 11-5). 

TYPE 5 
NODE 3274 

3279 

I B Jt-----~G-Lu_:-__.___.g_? 
BIND 

+RESPONSE 

SOT 

+RESPONSE 

fo'lgure 11-5. Type 2 Logical Unit Example 

The BIND request that is sent by CICS to the 3274 logical unit must specify 
appropriate session parameters for type 2 logical units as shown in Figure 11-6. 
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0 

1 

2 

3 

4-7 

4 

5 

6-7 

8-13 

14 

15-25 

Byte Description 

BIND code (X'31 ') 

Nonnegotiable BIND 

FM profile 3 

TS profile 3 

FM Usage 

Primary Protocols 
Chaining 
Request Control Mode 
Chain Respor1se Protocol 
Compression Indicator 
Send End Bracket Indicator 

Secondary Protocols 
Chaining 
Request Control Mode 
Chain Response Protocol 
Compression Indicator 
Send End Bracket Indicator 

Conunon Protocols 
FM Header Usage 
Brackets Usage 
Alternate Code Set 
Send/Receive Mode 
Recovery Responsibility 
Contention Winner /Loser 

TS Usage 
Pacing 
Maximum RU Size 

PS Profile 
LU Type 2 

PS Usage 
Screen Size 

Figure 11-6. BIND Request For Type 2 Logical Unit Session 

Byte 0 identifies this as a BIND request. Byte 1 specifies that this is a 
nonnegotiable BIND. Negotiable BIND is not valid for a type 2 logical unit. 

Byte 2 specifies the function management (FM) profile for this session (FM profile 
3). This profile specifies that CICS and the 3274 logical unit use immediate 
response mode, that is, responses are always returned in the order that requests are 

· received. When request 1 is received before request 2, the response to request 1 



must be returned before the response to request 2. This profile also specifies that 
the following datta flow control (DFC) requests can be used by both session 
partners. 

CANCEL 
SIGNAL 
LU STAT 
CH.a.SE 
SHUTD 
SHUTC 
RSHUTD 
BID 
RTR 

Both session partners can send CANCEL and SIGNAL requests. Only CICS 
sends the requests, CHASE, SHUTD, and BID. Only the 3274 logical unit sends 
the requests, LUST AT and SHUTC. RTR is not used by the type 2 3274 logical 
unit. 

Byte 3 specifies transmission services (TS) profile 3. This profile allows pacing 
from prirnary-to .. secondary and secondary-to-primary and specifies that data traffic 
is controlled by the CLEAR and SDT requests. A BIND request and an associated 
positive response establishes a session in the data-traffic-inactive state allowing 
only certain control requests to flow on the session. The SDT request must be sent 
by CICS to the 3274 logical unit to change the session to "data traffic active" 
state. Then traffic, including user-data, can flow on the normal-flow. CICS can 
send the CLEAR request to reset the session to the data-traffic-inactive state. 
Error recovery and resynchronization of sequence numbers are performed when 
the session is in the data-traffic-inactive state. 

Bytes 4, 5, 6, and 7 provide FM usage for CICS and the 3274 logical units. FM 
usage is supplemental information to the FM profile. Byte 4 specifies protocols for 
CICS (the prima11y logical unit) and byte 5 specifics protocols for the 3274 LU (the 
secondary logical unit). Bytes 6 and 7 specify protocols that are common to both 
logical units. 

Byte 4 specifies protocols for the primary logical unit (CICS). 

The primary logical unit (CICS) may send multiple-element request chains. 

Immediate request mode is used which means that only one definite response 
can be outstanding at a time. The response must be received before the 
primary logical unit can send another request. 

The primary logical unit may ask for exception-only responses, definite 
responses, or exception or definite responses. 

• The primary logical unit cannot send compressed data. 

• The primary logical unit will send the end bracket indicator if brackets are 
used. 
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Byte 5 specifies protocols for the secondary logical unit (the 3274 logical unit). 

• The secondary logical unit may send multiple-element request chains. 

• Immediate request mode is used which means that only one definite response 
can be outstanding at a time. The response must be received before the 
secondary logical unit can send another request. 

• The secondary logical unit may ask for exception-only responses, definite 
responses, or exception or definite responses. 

• The secondary logical unit cannot send compressed data. 

• The secondary logical unit cannot send the end bracket indicator. 

Bytes 6 and 7 specify protocols common to both logical units. 

• FM headers cannot be used. 

• Brackets are used. 

Alternate code set (e.g., ASCII) may be used by CICS and the 3274. 

• The send/receive mode must be half-duplex flip-flop. 

• CICS is responsible for error recovery. 

The 3274 logical unit is the brackets first speaker. 

Any contentions (simultaneous transmissions by CICS and the 3274 logical 
unit) are resolved in favor of the 3274 logical unit. CICS accepts the 
transmission from the 3274 logical unit but the 3274 logical unit rejects the 
transmission from CICS. 

Bytes 8 -13 (TS usage) supplement the information supplied by the TS profile field. 
TS usage specifies whether pacing is to be used from primary-to-secondary and 
from secm1dary-to-prirnary, and and if pacing is to be used, it specifies the pacing 
count. 

TS usage also specifies the maximum request unit (RU) size that can travel from 
primary-to-secondary and the maximum RU size that can travel from 
secondary~to-primary. 

Byte 14 (PS profile) specifies logical unit type 2. 

Bytes 15-25 (PS usage) supplement the PS profile field. PS usage specifies screen 
size of the display associated with this secondary logical unit. 

e Please turn to Mini-Course 11 in your Personal Ref ere nee Guide and read th~ summary 



SNA FundamentaJs 

Mini-Course 12 
Multiple Domains 



Copyright © Science Research Associates, Inc. 1983. All rights reserved. No pan of this 
publication may be reproduced, stored in a retrieval system, or transmitted, in any form or 
by any means, electronic, mechanical, photocopying, recording, or otherwise, without the 
prior written permissiori of Sc~ence Research Associates, Inc. 

Printed in the United States of America. 



Mini-Course 12. Multiple Domains 

Introduction 

Subareas and Domains 

A single domain network includes one SSCP. That SSCP owns and controls all the 
SNA resources in the network. The SSCP assists its logical units to establish 
LU-LU sessions. 

A multiple d9main network includes two or more SSCPs, that is, two or more SNA 
access methods. A multiple domain network may include one host node or multiple 
host nodes. For example, ACF /VT AM and ACF /TCAM can reside in the same 
host node. Also, a host node that is controlled by VM can support multiple 
ACF /VT AMs and/ or multiple ACF /TCAMs. 

Some SNA resowrces in an SNA network can be owned by more than one SSCP at 
the same time. Other SNA resources can be owned by only one SSCP at a time 
and logical units fall in this category. When two logical units are owned by 
different SSCPs, both SSCPs must communicate with each other to establish a 
session between the two logical units. We will discuss how this is accomplished. 

A domain is made up of an SSCP and the SN A resources that it controls. An SSCP 
controls physical! units, logical units, and links. An SNA domain includes one or 
more subareas. A subarea is a collection of SNA resources directly controlled by a 
type 5 subarea node (SSCP) or a type 4 subarea node (network control program -
ACF /NCP /VS). 

Figure 12-1 shows two SNA domains, each containing two subareas. For easy 
ref ere nee we will call one domain A and the other domain B. 
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DOMAIN A 

TYPE '5 
NODE 

TYPE4 
NODE 

SA1 

SSCPl 

SA11 

T 
SDLC LINK 

(3767) P11A67 
L11A67A 

(3274) P11C74 
L11C79A 
L11C79B 

(6670) P11R70 
L11 R70 

DOMAIN B 

TYPE 5 
NODE 

TYPE 4 
NODE 

SA2 

SSCP2 

SA21 

T 
SDLC LINK 

P21867 
L21867A 

P21D74 
L21D79A 
L21D79B 

P21F40 
L21F40 

(3767) 

(3274) 

I 
(8100) 

I 

I 

I 
I 

_J 
Figure 12-1. SNA Domains 

Domain A inc1udes a type 5 subarea node (subarea 1) and a type 4 subarea node 
with attached peripheral nodes (subarea 11 ). Domain B includes a type 5 subarea 
node (subarea 2) and a type 4 subarea node with its attached peripheral nodes 
(subarea 21). 

Domain A and domain Bare independent, non-attached domains. There is no way 
that logicail units in domain A can communicate with logical units in domain B. 
There are several benefits of connecting domains to form one SNA network rather 
than leaving them as independent networks. One of the main benefits is that end 
users associated with peripheral logical units in each domain can have access to 
host application programs in all domains. Also, application programs associated 
with host logical units in each domain can have access to host application programs 
in all domains. 



Connecting Domains 

Another benefit of multiple domain networks is that there are more similar network 
components in the network. These provide more backup for failing components. 
For example, in a multiple domain network that includes two or more host nodes 
and one of the host nodes fails another host node may be able to take over the 
resources controlled by the SSCP in the failed host node. SNA resources need a 
controlling SSCP in order to participate in LU-LU sessions. Also, applications that 
were running in the failed host node may be able to be started in a backup host 
node. 

Now we will discuss how to connect multiple domains to form a multiple domain 
network. Also, we will discuss what must be done to allow logical units in one 
domain to communicate with logical units in another domain. 

Domains can be connected by SDLC links or by processor channels. Figure 12-2 
illustrates the ways that domain A can be connected to domain B. 

DOMAIN A 

TYPE 5 
NODE 

TYPE 4 
NODE 

SAl 

SSC Pl 

SA11...-:: 

I 
SDLC LINK 

(3767) 

(3274) 

(6670) 

P11A67 
l11A67A 

P11C74 
L 11C79A 
L 11C79B 

P11 R70 
L11 R70 

Figure 12-2. Connectina Domains 

TG52 

TG51 
I 
I 
I 

' 

DOMAIN B 

TYPE 5 
NODE 

SSCP2 

TYPE 4 

SA2 

NODE SA21 

SDLC LINK 

P21867 (3767) 
L21867A 

P21074 (3274) 
L21079A 
L21079B 

P21F40 (8100) 
L21F40 
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SDLC links connect the two type 4 subarea nodes. For this type of connection the 
components of domain A and domain B can be located in the same room, in 
different buildings, or in different geographical locations. Another connection is 
that both host nodes are connected to both type 4 subareas nodes by processor 
channels. With this type of connection the four nodes must be located close to 
each other. The other connection is the processor channel that connects the two 
host nodes. Here the two nodes must be close to each other. 

Any or all of the connections shown in Figure 12-2 can be used to connect 
domains .. One processor channel or a single SDLC link can be used to connect the 
two domains. 

Establishing SSCP-SSCP Sessions 

12-4 SNA Fundamentals 

An SSCP manages the process of establishing LU-LU sessions between logical 
units contrnlled by that SSCP. When a logical unit in one domain is to establish an 
LU-LU session with a logical unit in another domain, both controlling SSCPs 
manage the process of establishing the session. There must be an SSCP-SSCP 
session between the two SSCPs before they can handle the proces~ of establishing 
LU-LU se~ssions. 

An SSCP has two logical components: 

1. One logical unit is called the SSCP. It has a unique network address. We have 
already discussed the functions of the SSCP. 

2~ The other logical component is called a cross domain resource manager 
(CDRM) and it has a unique network address. The SSCP manages sessions 
within its domain. Cross domain resource managers manage the process of 
establishing and terminating LU-LU sessions between logical units in different 
domains, called cross domain sessions. 

Figure 12-·3 identifies a CDRM for each domain. 



DOMAIMA ' I 
I 

TYPE 5 I 
I 

NODE SA1 I 
I 

I 
SSCP1 I 

TG1 
CDRM1 

TYPE 4 
NODE SA11 I 

----TG52 

----TG52 

----TG51 

SDLC LINK 

(3767) IP11 A67 
L11A67A 

(3274) P11C74 
L11C79A 
L11C79B 

(6670) P11R70 
L11 R70 

Figure 12-3. CroM-Domaln Resource Managen (CDRMs) 

DOMAIN B 

TYPE 5 
NODE SA2 

SSCP2 
CDRM2 

TYPE 4 
NODE SA21 

SDLC LINK 

P21B67 
L21B67A 

P21 D74 
L21D79A 
L210798 

P21F40 
L21F40 

(3767) 

(3274) 

(8100) 

The network definer must define to each domain its own cross domain resource 
manager (CORM) as well as CDRMs in other domains that the CDRM will 
communicate with. We will assume that the name CDRMl is defined in both 
domains to represent the cross domain resource manager in subarea 1 and that the 
name CDRM2 is defined in both domains to represent the cross domain resource 
manager in subarea 2. 

Domain A 

CDRMl SUBAREA 1 
CDRM2 SUBAREA 2 

Domain B 

CDRMl SUBAREA 1 
CDRM2 SUBAREA 2 

The above definitions represent definitions in both domains. Domain A recognizes 
CDRMl as the name of its CORM because the definition specifies that it resides in 
subarea 1. The other CORM is external to this domain because it is defined to be 
in another subarea.. In domain A CDRMl is called the host CORM and CDRM2 
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the external CORM. In domain B CORM2 is called the host CDRM and CORM I 
the external CORM. 

In domain A CORMl must be active before a session can be established with 
CORM2. In domain B CORM2 must be active before a session can be established 
with CDRMl. That is, a host CORM must be active before it can go into session 
with an external CDRM. 

The CORM definitions can specify that the host CDRM be activated when the 
SNA access method is initialized. Thehost CDRM can also be activated by the 
network operator submitting an activate command to the SSCP. We will assume 
that both host CDRMs are active. Now we need to establish a session between 
CDRMl and CDRM2. The activation process can be initiated in either domain. 
We will assume that the network operator in domain A submits an activate 
command that specifies that a session be established between CDRM 1 and 
CDRM2. Figure 12-4 shows the command request that establishes the 
CDRM1-CDRM2 session. 

CDRM1 CDRM2 

ACTCDRM REQUEST 

+RESPONSE 

Figure 12-4. Establishing CDRM-CDRM Session 

CDRMl sends an ACTivate Cross Domain Resource Manager (ACTCDRM) 
request to CDRM2. If CDRM2 is active and if CDRM 1 is defined to CDRM2, 
then CDRM2 returns a positive response to establish the CORM 1-CDRM2 
session. Now the two CDRMs can handle the process of establishing and 
terminating LU-LU sessions between logical units in their domain and logical units 
in the other domain. 

We have not discussed virtual routes (VRs) and explicit routes (ERs), but at least 
one VR and one ER must be defined between subarea 1 and subarea 2 in order for 
the CDRM1-CDRM2 session to be established. Our configuration (Figure 12-3) 
includes several paths between the two subareas. There are five channel 
transmission groups (TGs) and two SDLC link TGs (TG51 and TG52). Any of 
the paths can be used for the CORM 1-CDRM2 session as long as ERs and VRs 
are defined over those paths and the session initiation process selects one of the 
routes. 

Establishing Cross Domain LU-LU Session 

12-6 SNA Fundamentals 

Now that the two CDRMs are communicating, we can establish cross domain 
LU-LU sessions. We will assume that logical unit "L21D79A" in domain Bis to 
establish a session with logical unit "CICS" in domain A (Figure 12-5). 

At this time, we know that all the SNA resources in subareas 2 and 21 are defined 
to and controlled by SSCP2. Also, the SNA resources in subareas 1 and 11 are 
defined to and controlled by SSCP 1. SSCP2 and CDRM2 know nothing about the 
logical units in domain A. Also, SSCP 1 and CDRM 1 know nothing about logical 
units in domain B. 



Now assume that L21D79A submits a logon request to its SSCP (SSCP2) as shown 
in Figure 12-5. 

DOMAIN A I 

I 
DOMAIN B 

I 

TYPE 5 I TYPE 5 I 
NODE SA1 I NODE SA2 

I 
I 

SSCP1 I SSCP2 
CORM1 TG1 CDRM2 
CICS I TSO I 

I 
I 

.,.G 1 I 
~ 

TYPE 4 TYPE 4 
NODE SA11 I NODE SA21 

TG52 
:c 
m 
0 

TG52 c 
m 
CJ) 

TG51 -1 

I n 
I (") 

I SDLC LINK ~ 
I 

SDLC LINK 

(3767) P11A67 P21B67 (3767) 

L11A67A L21 B67A 
(3274) P11C74 P21074 (3274) 

L 11C79A L21D79A 
L11C79B L21D79B 

(6670) P11 R70 P21F40 (8100) 

L11 R70 L21F40 

Figure 12-5. Logon Cross Domain 

The logon request asks for a session to be established between L21 D79A and 
CICS. Since CICS is not defined to SSCP2, it gives the logon request to CDRM2. 
CDRM2 finds out that CICS is not defined to it and the logon request is rejected. 
In the domain that initiates an LU-LU session, we must define what are called 
cross-domain resources. A cross-domain resource is a logical unit that is owned 
and controlled by another SSCP. 

In order for L2 ll D79A to establish a session with CICS, CICS must be defined to 
CDRM2 as a cross-domain resource. CDRM2 must know in which subarea CICS 
resides so that CDRM2 can send requests to the CORM in that subarea. 
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PLU (CICS) 
SA1 

ell CINIT 

Domain l 

CICS CDRSC CDRMl 

The defirultion above specifies that CICS is a cross domain resource and that 
CDRMl is the owner of that resource. CDRM2 knows about CDRMl (There is a 
CDRM1-CDRM2 session.) and knows its subarea. 

Now we will try the logon request from L21 D79A again. SSCP2 receives the log on 
request and since SSCP2 does not own that resource, it assumes that CICS is a 
cross-domain resource, and gives the logon request to CDRM2. CICS is defined to 
CDRM2, therefore CDRM2 can initiate the session cross domain. 
Figure 12~6shows the request sequence to establish a session between L21D79A in 
domain A and CICS in domain B. Study the figure, then read the discussion that 
follows. 

SSCP1 /CDRM1 
SA1 

SSCP2/CDRM2 
SA2 

-1 
SLU (L21079A) i'. 

SA21 

.._ LOGON (CICS) 

~ COINIT (PLU & SLU NAMES & SLU ADDRESS) 

+RESPONSE 

... CDCINIT (SESSION PARAMETERS) 

+RESPONSE 

BIND (SESSION PARAMETERS) 

'1111 +RESPONSE 

SESSST 

SOT 

CDSESSST 

+RESPONSE ... 

flpre 12-6. Request Sequence to Establish a Cross-Domain LU-LU Session 

12-8 SNA Fundamentals 

SSCP2 reeeives the Jogon request and gives it to CDRM2. CDRM2 determines 
that CICS is owned by CDRMl in subarea 1 and sends the Cross-Domain INITiate 
(CDINITJ1 request on the CDRM1-CDRM2 session to CDRMl. The CDINIT 
request informs CORM 1 that CDRM2 would like a session established between 
L21D79A (in subarea 21) and CICS. 



CDRMl returns a positive or negative response to accept or reject the CDINIT 
request. If CDRMl is allowing sessions with L21D79A, and if CICS is active and 
accepting logons, and if there is a route defined from subarea 1 (CICS's subarea) 
to subarea 21 (L21D79A's subarea) then CDRMI returns a positive response. 

CDRM2 now sends the Cross-Domain Control INITiate (CDCINIT) request to 
CDRMI. The CDCINIT request includes the session parameters that specify the 
protocols for the CICS-L21D79A session. These BIND parameters were obtained 
from a mode table associated with L21 D79A. 

CDRMI accepts the CDCINIT request by returning a positive response and then 
notifies CICS about the logon request with a Control INITiate (CINIT) request. 
The CINIT request contains the network addresses of L21 D79A and CICS, the 
secondary logical unit name (L21D79A), and the session parameters that were sent 
byCDRM2. 

CICS now has enough information to decide whether to BIND the sesskn CICS 
rejects logon requests from logical units that are not defined to CICS. 

Typically, CICS supplies session parameters rather than using the ones from the 
CINIT request. 

Assuming a route is defined and is available between subareas I and 21 and that 
the CICS-L2 l D79A session can be assigned to that route, then CICS sends a 
BIND request to L21 D79A. The BIND request does not flow to CDRM2, it flows 
to L21D79A. If the session parameters are acceptable to L21D79A, it returns a 
positive response to establish the session, otherwise a negative response is returned 
to reject the session. 

Once CICS receives the positive response to the BIND, it notifies its CORM 
(CDRMl) with a SESSion STarted (SESSST) request that the CICS-L21D79A 
session has been r.!;>tablished. CDRMl then sends a Cross-Domain SESSion 
STarted (CDSESSST) request to CDRM2 notifying it that the CICS-L21D79A 
session has been established. Now both owning SSCPs know that the session is 
established. 

Our discussion on the two domain network applies to a network that consists of 
many domains. Each domain must define its own cross~domain resource manager 
(CORM) as well as any other CORM with whiCh it is to communicate. A host 
CORM must be active before it will go into session with external CDRMs. 
Cross-domain resources must be defined in the domain that initiates a session. If 
peripheral logical[ units always logon to host logical units, then host logical units 
must be defined as cross-domain resources in the domains of the peripheral logical 
units. 

Host logical units can initiate cross-domain sessions the same as peripheral logical 
units. If CICS in domain A initiates a session with L21D79A in domain B, 
L21 D79A must be defined as a cross-domain resource in domain A. 

· Once the CICS-L21D79A session is established, the two logical units can 
communicate as though they were in the same domain. Neither SSCP/CDRM gets 
involved in the c0mmunication between the two logical units. An SSCP gets 
involved if one of the logical units fails or if a resource in the route used by the 
session fails. Also, SSCPs can assist in a session termination process. 

Mini-Course 12. Multiple Domains 12-9 



Terminating a Cross-Domain LU-LU Session 

PLU (CICS) 
SA1 

.... CTEAM 

+RESPONSE 

UNBIND 

~ +RESPONSE 

SESSEND 

Now we will terminate the session between CICS and L21 D79A. Either of the 
logical units can initiate the termination process or a network operator can initiate 
the process. The session can be terminated with or without assistance from the 
SS CPS. 

We will discuss one method that does not require SSCP assistance and one method 
that does. Figure 12-7 shows the request sequence to terminate the 
CICS-L21D79A session with SSCP assistance. Study the figure, then read the 
discussion that follows. 

SSCP1/CDRM1 
SA1 

~ CDTERM 

+ RESPONSE (CDTERM) 

CDSESSEND 

-4 +RESPONSE 

SSCP2/CDRM2 
SA2 SA21 

SLU (L21079~~1 
LOGOFF (CICS) i 

~ * SESSEND 

* L21079A's Boundary Function Sends SESSEND. 

Figure J 2-7. Tennlnating 1 Cross-Domain LU-LU Session With SSCP Assistance 

12-10 SNA Fundamentals 

L21D79A submits a logoff to its owner (SSCP2). SSCP2 gives the request to 
CDRM2 and it sends a Cross-Domain TERMinate (CDTERM) request to 
CDRMl. The request is given to SSCPl and it notifies CICS with a Control 
TERMinate (CTERM) request. When CICS reaches a logical termination point, it 
sends the UNBIND request to L21D79A. CICS and L21D79A send a SESSion 
ENDed (SESSEND) request to their SSCP notifying it that the CICS-L21D79A 
session has been terminated. CORM 1 which is located in the domain of the 
primary logical unit sends a Cross-Domain SESSion ENDed ( CDSESSEND) 
request tto notify CDRM2 that the CICS-L21D79A session has been terminated. 

Figure 12-8 shows the request sequence to terminate a cross-domain LU-LU 
session without SSCP assistance. 



PLU (CICS) SSCP1/CDRM1 SSCP2/CDRM2 SLU (L21 D79A) 
SA1 SA1 SA2 SA21 

SHUTD 

... +RESPONSE 

-Ill 
SHU TC 

+RESPONSE 

UNBIND 

-111 
+RESPONSE 

SESSEND .. -4 * SESSEND 

CDSESSEND .. 
-111 

+RESPONSE 

* L21 D79A's Boundary Function Sends SESSEND. 

F'agure 12-8. Terminating a Cross-Domain LU-LU Session Without SSCP Assistance 

Shared Control 

When CICS is ready to terminate the session with L21D79A it sends the 
SHUTDown (SHUTD) request. If the session is in the "between bracket" state, 
and if L21D79A is not sending or receiving a request chain or waiting for a 
response, L21D79A sends the SHUTdown Complete (SHUTC) request to CICS 
indicating that it is ready for the session to be terminated. CICS sends the 
UNBIND request to terminate the session. Then both SSCPs are notified that the 
CICS-L21D79A session has been terminated. 

Up to this point we have assumed that the SNA resources in subareas 1 and 11 are 
defined to SSCPl but not to SSCP2. We have also assumed that the SNA 
resources in subareas 2 and 21 are defined to SSCP2 but not to SSCP 1. 
Figure 12-9 shows two domains based on these assumptions. 
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DOMAIN A I 

I 
DOMAIN B 

I 
TYPE 5 I 

I 
NODE SA1 I 

TYPE 5 
NODE SA2 

I 
I 
I 

SSCP1 TG1 SSCP2 
i 
I 
I 
I 

.,.GI I 
~ 

TYPE 4 TYPE4 
NODE SA11 

I 
NODE SA21 

TG52 

TG52 

TG51 
I 
I 

SOLC LINK I SDLC LINK 
I 

(3767) P11A67 P21867 (3767} 
L11A67A L21 B67A 

(3274) P11C74 P21074 (3274) 
L11C79A L21D79A 
L 11C79B L210798 

(6670) P11R70 P21F40 (8100) 
L11R70 L21F40 

Figure 12-9. Two Domains 

Now we will say that the SNA resources in subarea 11 are defined to SSCP2 and 
that the S.NA resources in subarea 21 are defined to SSCPl. 

It is now possible for SSCP 1 to activate and control all SNA resources in subareas 
1, 11, and 21. Also, SSCP2 can activate and control all resources in subareas 2, 
11, and 21. An SSCP cannot become an owner of SNA resources in another host 
subarea node. 

The following SNA resources can have multiple owners: 

• Type 4 subarea nodes (ACF/NCP/VS). 

• Non-switched SDLC links. 

• · Link stations. 

All other SNA resources can have only one owner at a time. 



The two domains as shown in Figure 12-9 have SSCPl owning and controlling the 
resources in subareas 1 and 11 and SSCP2 owning and controlling the resources in 
subareas 2 and 21. That means that both SSCPs have activated all the physical 
units, logical units, links, and link stations shown in their domain. 

Now we will have both SSCPs obtain ownership of resources in ot'.1er domains. 
Th~ network operator in domain 1 submits activate commands to 5SCP1 to 
activate the type 4 subarea node in subarea 21 and the attached peripheral link. 
Once these resources are activated by SSCPl they have two owners, SSCPl and 
SSCP2, and they reside in both domains. The network operator in domain B 
submits activate commands to SSCP2 to activate the type 4 subarea node in 
subarea 11 and ~he attached peripheral link. Now these two resources have two 
owners and reside in both domains. 

The peripheral physical units (PUs) and logical units (LUs) can have one owner at 
a time, therefore, they can be in only one domain at a time. If SSCPI, for example, 
sent an ACTivate Physical Unit (ACTPU) request to P21F40 in subarea 21, the 
type 4 subarea node in subarea 21 w~uld send a negative response to SSCPI 
rejecting the ACTPU request. TyiJe 4 subarea nodes maintain a record of 
ownership of their peripheral PUs and LUs. Their maximum ownership count is 1. 

We will assume that SSCP2 deactivates L21F40 and P21F40. Once the two 
resources are deactivated, they are not in either domain, that is, they have no 
owner. The type 4 subarea node (subarea 21) reduces the ownership count of 
P21F40 to 0. N0w an ACTPU request from SSCPl to P21F40 will be successful. 
Once P21F40 has been activated by SSCPl it is in SSCPl ·s domain as shown in 
Figure 12-10. 
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DOMAIN A I DOMAIN B 
I 
I 

TYPE 5 I 
TYPE 5 I 

NODE SA1 I NODE SA2 
\ 
\ 
\ 

SSCP1 
\ 

SSCP2 TG1 

TYPE 4 
NODE SA11 SA21 

I TG52-z_ \ 
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SDLC LINK 

(3767) P11A67 
L11A67A 

"(3274) P11C74 
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L11R70 

Figure 12-rn. Mod.if ying Domains 
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P21F40 (8100) 
- L21F40 

--""" 

Although L21F40 is not activated it is effectively in SSCPI 's domain. Once its 
associated PU is activated by an SSCP, only that SSCP can activate that LU. Next, 
we have SSCPl send an ACTLU request to establish ownership of L21F40. 

Now let's assume that L21F40 is to logon to a logical unit in subarea 2, but where 
does L21F40's logon go to? Does it go to SSCP 1 or SSCP2? --------The logon 
flows to SSCPI because SSCPl is the new owner. Therefore this is a cross-domain 
logon because the primary logical unit is in subarea 2 (domain B). If L21F40 
submits a logon for a logical unit in subarea l, that logon is a same-domain logon 

We will now go back to our original domain boundaries as shown in Figure 12-9. 
We will assume that the peripheral logical units in subarea 21 are in cross-domain 
sessions with CICS in subarea 1. Also, Lt 1C79A and L11C79B in subarea 11 are 
in same-domain session with CICS. Ll 1A67A in subarea 11 is in cross-domain 
session with IMS in subarea 2. Now assume that the host node in subarea 2 fails 
(See Figure 12-11). What happens to all cross-domain sessions and the resources 
owned by SSCP2? 



DOMAIN A 

TYPE 5 
NOOE SAl 

I 

I 
I 
I 
I 
I 

' I 
I 

·--TGl===:t 

DOMAIN B 

SA21 

HOST 
NOOE 
FAILS 

LU-LU ~ LIU-LU 
~SESSION 

LU-LU SESSIONS 
SESSIONS 

(3767) 

(3274) 

(6670) 

Flgure 12-11. Host Node Falls 

p 1A67 (3767) 
11A67A 

4 (3274) 

0798 
Pl 1 R70 0 (8100) 

Ll 1 R70 L21F40 

The cross-domaini sessions from subarea 21 to subarea 1 can continue even though 
the physical units and logical units lose their owning SSCP. Their type 4 subarea 
node reduces their ownership count to 0. The cross-domain session from subarea 
11 to subarea 2 is lost because the host node in subarea 2 failed. The same domain 
sessions from subarea 11 to subarea 1 continue. 

The cross-domain sessions from subarea 21 to subarea 1 can continue as long as 
there are no failures that affect the sessions. Physical units and logical units need 
an owner for error recovery. If one of the cross-domain sessions failed because of 
an error, that peripheral logical unit would not be able to participate in another 
session because it has no owner. All logical units require an owning SSCP to assist 
in establishing a LU-LU session. Also, if one of the cross-domain sessions was 
terminated by either of the session partners, the peripheral logical unit would not 
be able to participate in another LU-LU session. 
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SSCPl can take over ownership of the peripheral physical units (PUs) and logical 
units (LUs) in subarea 21 by first sending an ACTPU request to their type 4 
subarea node to establish ownership of that node. Then SSCPl can send ACTPU 
requests and ACTLU requests to the PUs and LUs respectively. When ownership 
of the PUs and LUs is established, some of the cross-domain sessions can continue 
and some can not, depending on the level of support in the SNA access method and 
in the peripheral resources. An example is, ACTPU ERP and ACTLU ERP, and if 
the physical units and their associated logical units support the erp option, then 
their LU-LU sessions will not be terminated when an SSCP establishes ownership. 

Once SSCP 1 takes over ownership of the peripheral resources in subarea 21, those 
logical units can establish and terminate sessions with logical units in subarea 1. 
Obviously~ sessions cannot be established with IMS because its host node failed. 
However, if it is practical to start IMS in subarea l, t!1en all of the peripheral logical 
units (LUs in subareas 11 and 21) will have access to CICS and IMS. 

When the host node in subarea 2 has been restored to working order, SSCP2 can 
reenter the~ network. SSCP2 can establish ownership of both type 4 nodes without 
any disruption. However, there can be disruption if SSCP2 is to establish 
ownership of the peripheral PUs and LUs in subarea 21. 

For those PUs and LUs that are now owned by SSCPJ. SSCPl must deactivate 
those PUs and LUs which it now owns so that SSCP2 can activate them. If any of 
the LUs aFe in session, the sessions will be terminated. The practical thing to do is 
to wait until each logical unit terminates its LU-LU session, then SSCPl can 
deactivate the LUs and associated PUs allowing SSCP2 to activate them. 

If some of the PUs and LUs in subarea 21 are not owned by SSCPI, then SSCP2 
can activate them. If any of the LUs are in session and if either the PU or LU does 
not support ACTPU ERP, then the LU-LU session will be terminated. 

• Please turn to Mini-Course I 2 in )'Our Personal Reference Guide and read the summary. 
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Mini-Course 13. Error /Status Reporting and 
Processing 

Introduction 

Network errors, e.g., link errors, are reported to the owning SSCP and the SSCP 
sends an error~message to the network operator. The physical unit in each node 
reports errors concerning the resources managed by that physical unit. The error 
reports flow on the SSCP-PU session. 

Recovery by the network is possible for some errors and exception conditions. The 
SSCP is responsible for recovering resources when errors are reported to it. For 
errors such as a failed link, the SSCP does not try to recover, it sends a mes~age to 
the network operator. Once the link is repaired the network operator issues 
activation requests to' activate the link and other resources that were affected by 
the failed link. For some error conditions, the SSCP attempts to recover the 
affected resour,ces. 

Network errors can affect existing sessions (SSCP-PU, SSCP-LU, and LU-LU). A 
failing component that is used by an LU-LU session, or any other session, causes 
that session to be terminated. 

Errors that are reported on an LU-LU session do not indicate a failing component 
in the path between the two logical units. Logical units use responses to report to 
their session partner about the acceptability of received requests. If indicated in 
the received request, a receiving logical unit returns a response (negative or 
positive) to its session partner. A negative response indicates that information in 
the transmission header (TH), request header (RH). or in the request unit (RU) 
was not acceptable. For example, the request sequence number in the TH was not 
one higher than the sequence number of the previous received request. The RH 
could contain a begin bracket indicator (BBi) which indicates that a bracket is to 
be started. If ti1e session is already in the in-bracket state, the BBI is an error and 
the receiving logical unit returns a negative response indicating that a bracket state 
error has been violated. An error violation in the RU could be a function 
management header (FMH) that is the wrong format, contains wrong information, 
or is the wrong FMH type. 

Another example in which a negative response is returned is when a logical unit 
receives data that is to be sent to its printer and the printer is presently out of 
forms. This is an exception condition rather than an error. Once the printer has 
forms, requests can flow from the sending logical unit to the logical unit that is 
associated with the printer. 

Recovery on an LU-LU session is possible for some errors and exception 
conditions. Usually the primary logical unit is responsible for recovery activity. 
The LU-LU session is terminated for those errors that are not recoverable. Once 
the error condition has been corrected, the LU-LU session can be reestablished. 

We will now discuss network errors that are reported to the owning SSCP and 
errors that occuir on an LU-LU session. 
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Repo~: Errors on the SSCP Session 

PU.TS SA1 PU.T4 

I SSCP I 
L TG1 L 

~ s s 
A B 

PU1 

I LS - Link Station 

Flpre 13-1. ldendfylng Error Types 

13-2 SNA Fundamentals 

We have said that errors and exception conditions are reported by physical units on 
the SSCP-PU session. The SSCP has the responsibility for doing something about 
the error. The network configuration shown in Figure 13-1 will be used for this 
discussion. 

SA21 PU.T4 SA12 PU.T2 SA12 

TG72 .DISPLAY ,,. ,,,, 
ILU12[ 

..... .... 
"PRINTER 

The network is defined and is operating correctly and the following sessions exist: 

• SSCP-PU21 . 

• SSCP-PU12 . 

SSCP-PUl 2A. 

• SSCP-LUl . 

• SSCP-LU12 . 

LU1-LU12. 

Component failures can occur in any node. The physical unit in each node 
manages its links and link stations and reports errors for those resources. A node 
can fail or a link that connects nodes can fail. For example, PU12's node fails and 
PU21 in subarea 21 will detect the failure. PU21's link station "LSC" polls link 
station "LSD" and there is no response. Each link station is defined to timeout 
after a specified time duration which indicates that contact has been disrupted with 
the physical unit. Upon timeout, LSC's physical unit (PU21) sends an INOPerative 
(INOP) request to its owning SSCP to report the lost-contact. 

The SSCP knows from its network status tables that contact with PU12A is also 
lost. The SSCP does not consider this a permanent error, it tries to reestablish 
contact with PU 12. The SSCP sends a CONT ACT request to PU21. PU21 causes 
link station uLSC" to send a link control contact request to link station "LSD." If 
the node is still not operational, LSD will not respond and LSC will timeout. LSC 
will continue: to send the contact request to LSD until it responds or until the 
network operator issues an deactivate command that causes PU21 to stop the 
contact prooedure. 

The SSCP's network resource status tables maintain a desired status for each 
resource. n1e desired status for links, link stations, PUs and LUs is active when 



those resources are active. For our situation where PU l 2's node failed, the desired 
status for link station "LSD," PU12, link L2A, link station "LSF," PU12A, and 
LU 12 is active:. Therefore the SSCP tries to reactivate all of those resources. 

We will now assume that all network resources are active, there is a session 
between LUI and LUl 2, and that requests and responses are being sent on the 
session. We will also assume that link errors occur on link L2A that connects 
PU 12 and PU li 2A. Keep in mind that this type of error is reported to the SSCP 
not to a logical unit. The request that is to be transmitted across link L2A will 
either make it error-free or it will not make it at all. 

Link station "LSE" transmits a request (path information unit) over link "L2A" 
and link station "LSF" detects an error. LSF reports the error to LSD and LSD 
retransmits the request. The network definer supplies definitions that specify the 
number of transmission retries for each link station. If the request cannot be 
transmitted error-free to LSE in the specified number of retries, LSD assumes a 
pennanent failure and PU12 sends an INOP request to its SSCP indicating a 
permanent failure of link "L2A." The SSCP reports the failure to the network 
operator and does not attempt recovery because it is a permanent error. 

The SSCP also notifies all logical units that have LU-LU sessions across the failed 
link. In our example, LUI must UNBIND the session to cleanup the status 
maintained by the SSCP for this session. Once the link is operational. the network 
operator can issue the appropriate activation commands to activate the affected 
resources. The SSCP sends a CONT ACT request to PUl 2 to contact link station 
"LSF." Then an ACTPU request is sent to PU12A and an ACTLU request is sent 
to LU12. The ACTPU and ACTLU requests will reset any session status in the 
peripheral node that was left over from the previous session. Next, the LU1-LU12 
session can be Feestablished. 

The only error reporting to LUI was by the owning SSCP indicating that the 
session route was inoperative. What happened to the request that could not be 
transmitted acrnss link "L2A"? That request was lost and LUl is responsible for 
resending it. 

Reporting Errors on the LU-LU Session 

A request sent ~y a logical unit and received by its session partner is unchanged. 
Errors that occur in that part of the network between the two logical units do not 
change requests flowing between the logical units. Requests arrive at their 
destination unchanged or they don't arrive at all. So if a received request is 
unacceptable to a logical unit it is because the sending logical unit put something in 
the request that is unacceptable. 

The contents of the transmission header (TH), request header (RH), and/or the 
request unit (RU) may not be acceptable to the receiving logical unit. The 
receiving logical unit sends a negative response containing sense information to 
notify its session partner that the request is unacceptable and indicates why it is 
unacceptable. The logical unit that sent the request is responsible for sending an 
error-free request so it is responsible for correcting the error. 

Certain errors occur because of logic errors in the logical unit. A programmed 
logical unit (LU) could send an invalid request to its session partner because of a 
coding error in the LU. For that type of error, the only option is to UNBIND the 
session. Someone must correct the program code in the logical unit. 
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Other en·ors do not bring the session down. For example, a programmed logical 
unit is sending data to a peripheral logical unit to be printed. The printer is out of 
forms and the peripheral logical unit cannot accept the data, therefore the 
peripheral logical unit returns a negative response to the sending logical unit 
indicating that the printer is out of forms. This is not a permanent error, once the 
operator puts forms in the printer data can be sent to the peripheral logical unit for 
printing. I'f the peripheral logical unit has the capability, it will send a logical unit 
status (LUST AT) request to its session partner indicating that data can now be 
sent to the printer because forms have been put in the printer. If the LUSTAT 
request is not used then data requests can be sent after a time delay. 

A negative response includes four bytes of sense data in the response unit (RU). 
The first byte specifies an error category which is defined by SNA. 

X'OO' 
X'08' 
A I 10 I 
X'20' 
X'40' 
X'80' 

User sense data only. 
Request reject. 
Request error. 
State error. 
RH usage error. 
Path error. 

The second byte, a modifier value, is defined by SNA and it specifies why the 
associated request was unacceptable. The third and fourth bytes are user-defined 
and are useful for reporting errors that aren't defined by SNA. When user defined 
sense information is included, the category is X'OO' and the modifier is X'OO'. 

rror on a Multiple Element Request Chain 

PU.TS SA1 PU.T4 

I SSCP I 
L TG1 L 

~ s s 
A B 

PU1 

LS - Link Station 

We have said that for some negative responses the only option is to UNBIND the 
session and fix the logical unit. Other negative responses report a type of exception 
condition tihat is temporary and can be remedied without taking the session down. 
We discussed the negative response when the printer was out of forms. Now we 
will look at recovery when an exception condition occurs while a multiple element 
request chain is being sent. 

Figure 13-2 shows our network configuration and we can assume that LUl is 
sending a ten element request chain to LUI 2. 

SA21 PU.T4 SA12 PU.T2 SA12 

TG72 .. DISPLAY .,,. 
"' 

ILu12( 
..... ..... 

'PRINTER 

fleurt: 13-l. Sending • Multiple Dement Request Chain 

13-4 SNA fundamentals 

LUI 2 finds the third request unacceptable and returns a negative response to LUI 
indicating why the request is unacceptable. By the time that the response arrives, 
LU 1 has sent requests four and five. The receiving logical unit purges all chain 
elements received after detecting the error, including the error request. 



SynchroniLing Two Logical Units 

Assuming that the session can recover from this error, the sending logical unit 
(LU 1) has options when it receives the negative response. It can send the 
remainder of the chain elements and then perform recovery activities or it can 
terminate the chain without sending the remaining chain elements and then perform 
recovery activities. 

Recovery can not be accomplished while the session is in chain state. A request 
must be sent to LU 12 that contains the end chain indicator (ECI) to terminate the 
chain. LUl can terminate the chain by sending an FMD request whose request 
header contains ECI or it can send a CANCEL request whose request header 
contains ECI. Once the chain is terminated recovery can be performed. 

The request chain is the recovery entity, not just the request element that was in 
error. LUl must send t~.e ten request elements. Assume that LU12 was sending 
each request to a priater as it was received, which means that the first two requests 
of the chain were printed. What does LU 12 do with the first two requests that are 
resent by LUl? That depends on the capability of LU12. If LU12 is a 
programmed LU, it could have the capability to purge the first two requests and 
send the f<!maining requests to the printer. If LU12 is implemented by hardware, it 
may not have the capability of purging the first two requests. Therefore the 
sending logical unit (LU 1) must include appropriate controls in the data stream to 
position the printer forms for printing the entire request chain. 

We know that data requests on the normal-flow are sequence numbered. Each 
logical unit maintains a send and a receive sequence count. The primary logical 
unit's send sequence count must match the secondary logical unit's receive 
sequence count and vice versa. A receiving logical unit returns a negative response 
if it receives a request whose sequence number doesn't match its r~ceive sequence 
~m~~ . 

If sequence numbers get out of sync, they must be resynchronized ~fore data 
traffic can resume on the session. One way is to reset all sequence counts to zero 
and then resume session data traffic. This can be accomplished by the primary 
logical unit sending the CLEAR request to the secondary logical unit, in which case 
the primary logical unit is responsible for making sure that no requests are lost. 
The CLEAR reqi1est puts the session in the data-traffic-reset state which does not 
allow traffic on the normal-flow. Therefore the primary logical unit must send the 
start data traffic ~SOT) request to put the session in data-traffic-active state. 

Some programmed logical units maintain a log of sequence numbers for 
maintaining session traffic integrity. For example, two IMS logical units maintain 
send and receive sequence counts that can be used for synchronizing the session 
when there is a failure. Also, these sequence counts can be used for checking 
synchronization when the LU-LU session is established each time. 

The configuration in Figure 13-3 shows LUI in one host subarea node and LU2 in 
another host subarea node. The two logical units are in session with each other. 

_ The send and received counts shown above each logical unit indicate that LU 1 has 
sent 120 requests. and LU2 has received 120 requests. Also, LU2 has sent 20 
requests to LUI and LUl has received 20 requests. 
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SEND COUNT - 120 
RECEIVE COUNT- 20 

.. 

RO, BCI, ERi, DR11 

RO, ERi, DR1 I 

RO, ERi, DR1 I 

R 0, ER I, DR 11 

RO, ECI, DR 11 

INOP 

( 121) 

(122) 

(123) 

(124) 

(125) 

RECEIVE COUNT- 120 
SEND COUNT - 20 

UNBIND 
SEND COUNT - 125 
RECEIVE COUNT- 20 

RECEIVE COUNT- 122 
SEND COUNT - 20 

) BIND 

STSN (TEST) 

~ 
+ ASP (120, 20) 

STSN (SET 120) 

SDT 

RO, SCI, ERi, DRll (121) 

RO, ERi, DR11 (122) 

R 0, ER I, DR 11 (123) 

RO, ERi, DR11 (124) 

RO, ECI, DR1 I (125) 

RO - Request 
DR 11 - Definite Response 1 Indicator 
ER I Exception Response Indicator 
ECI End Chain Indicator 
BCI Begin Chain Indicator 

flaure 13-3. Using STSN Request 
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LUI is sending a five element request chain to LU2 as shown below LUI. The 
requests are queueing up in the PU 12 node because there are link errors on the link 
connecting PU 12 and PU31. PU 12 is attempting to transmit the request with 
sequence number 121 across the link. After maximum retries PU12 sends an INOP 
request to the SSCP in subarea 1 indicating a permanent failure of the link. PU31 
sends an INOP request to the SSCP in subarea 2 indicating a link failure. 



The LUl-LU2 session is terminated because the route is no longer available. LUI 
now has a send count of 125 and LU2 still has a receive count of 120. LUI did 
not get a positive acknowledgement for the last request chain sent. 

After the link is I!epaired and the network resources are activated, the LUl-LU2 
session is established. Assuming that LU 1 is the primary logical unit, it can send a 
set and test sequence number (STSN) re~uest to LU2 asking for its send and 
receive sequence count. LU2 returns its send and receive count in the positive 
response. Now LU 1 knows which request LU2 last processed and LUI knows that 
the five element request chain must be sent again. LUl must set the sequence 
counts so that they match. This is done by the STSN request. The STSN request 
specifies that ~he sequence numbers be set to 120 and 20. Now LUI 's send 
sequence count is 120 and its receive count is 20. LU2's receive sequence count is 
120 and its send sequent";~ count is 20. LUI 's send sequence count and LU2's 
receive sequence couut could have been set to 125 if LUI had been coded to do 
that. 

Once the se~uence numbers are set to match, LUI sends the SOT request to LU2 
to change. tne data-traffic state of the session from data-traffic-reset state to 
data-traffic-active state. Now the five element request chain can be sent to LU2. 

You should understand from this discussion that the primary logical unit can reset 
all sequence numlber counts to 0 by sending the CLEAR request to the secondary 
logical unit. For some secondary logical units this is the only possible way to 
resynchronize. H send and receive sequence number counts are to be tested or 
changed, the session must be in data-traffic-reset state which does not allow 
function management data (FMD) and data flow control (DFC) requests to flow. 
The primary logieal unit changes the session from data-traffic-active state to 
data-traffic-reset state by sending the CLEAR request to the secondary logical 
unit. Then the primary logical unit uses the STSN request to test and/ or change 
send and receive sequence number counts. 

Reporting Status Information and Signaling The Session Partner 

Logical units can communicate with each other on the normal-flow and on the 
expedited-flow. Logical units can always send on the expedited-flow but they 
cannot always send on the normal-flow. A logical unit that is in a receiver state or 
is quiesced, can only send responses on the normal-flow. Any request must be on 
the expedited-flow. 

Generally we think of the normal-flow being used for transmission of end user 
data. The two session partners can use certain data flow control requests (e.g., 
BID, RTR, and CANCEL) to manage end user traffic. A logical unit can also 
report status information to its session partner on the normal-flow. This can be 
done with a data request or a LUST AT request can be used. 

In general, LUSTAT is used to report about exception conditions, failures, and 
error recovery conditions for a local device of a logical unit. For example, there is 
a session between a host logical unit and a 3274 logical unit and that logical unit is 
associated with a 3279 display. The terminal operator turns power off to the 3279 
display and the associated logical unit sends a LUST AT request to the host logical 
unit. The LUST AT request contains a code that indicates power off. If the 
operator turns power on to the display, the associated logical unit sends another 
LUST AT reques1t to the host logical unit and the code in the request indicates that 
the component is now available. 

Mini-Course 13. Error/Status Reporting and Processing 13-7 



13-8 SNA Fundame.ntals 

The request unit (RU) format of the LUSTAT request allows four bytes of status 
information. The RU can contain either end user information or logical unit status 
information. If the first two bytes of the RU are 0, the low order two bytes carry 
end user iinformation and may be set to any value. 

SNA has defined several logical unit status information codes. The code for the 
powered off status is X '083 lxxxx'. The value "0831 "indicates the powered off 
condition, and the last two bytes (represented by "xxxx") identify the resource that 
is powered off. (In this case it specifies that the logical unit component, display, is 
powered off, and includes the address of the component (3279 display)). 

A logical unit that is in a receiver state or is quiesced, cannot send requests on the 
normal-flow, therefore it cannot send the LUST AT request. Orice the logical unit 
is released from the quiesced state or changed from receiver to sender state, it can 
send the LUST AT request. 

A logical unit that is in the receiver state and would like to be in the sender state 
can send the SIG request to its session partner requesting the session partner to 
send a change direction indicator (CDI). 

SIG is an expedited request that carries a four-byte value in its request unit (RU). 
The first two bytes are the signal code and the last two bytes are user-defined 
information. SNA has defined three signal codes: 

1. X'00010000' Request to send. 

2. X' Q002uuuu' A.ssi~tance requested. User information is required in the bytes 
represented by "uuuu'' to indicate what assistance is desired. 

3. X'0003uuuu' Intervention required. User information is required in the bytes 
represented by "uuuu" to indicate what assistance is required. 

A logical unit that is presently in the receiver state can send the SIG request 
containing X' 00010000' to its session partner which requests the session partner 
to send the change direction indicator (CDI). Assume that a host logical unit is in 
session with a 3274 logical unit and the logical unit is associated with a 3279 
display. The 3274 logical unit is in receiver state and the operator wants to send 
information to the host logical unit. The operator depresses the A TIN key and the 
associated logical unit sends A SIG request containing the code X' 00010000' to 
the host logical unit requesting the host logical unit to send a change direction 
indicator i(CDI). 

When we talk about the user supplying code information for the SIG request or 
LUSTAT request, we are talking about the implementer of the logical unit. For 
example, IBM builds the 3274 Information Display System, which means that the 
IBM developers decided what SNA protocols and user defined codes to support. 

The person or persons who code a program that implements a logical unit decides 
what SNA protocols and user codes will be supported. For example, CICS can go 
into to session with a wide range of terminals and application subsystems. It must 
be able to support the protocols and user cod.es that those terminals and subsystems 
support. 

• Please turn to Mini-Course 13 in your Personal Referenc~ Guide and read the summary. 
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