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PClset Product Overview 

• PClset Host Bus Support 
- Supports Pentium® Pro Processor 

at 60 MHz, and 66 MHz Bus Speeds 
64-Bit Data and 36-Bit Address Bus 
Parity Protection on Control 
Signals 
ECCProtectionon Host· Data Bus 
(450GX) 
Dual-Processor Support (450KX) 
g~.a~~J=lr()c~~~()r~~pp()-:t(45qG~) 
Up to Eight Deep In-Order Queue 
Four Deep Outbound Request 
Queue 
Four Cache Line Read and Write 
Buffers 
GTL+ Bus Driver Technology 

• Host-to-PCI Bridge (PB) 
Combines Both the Control and 
Data Path in a Single Chip 
IntemarBridge'ArbiterForTwo PBs 
in a system (450GX) 
Synchronous PCllnterface 
32-bit Address/Data PCI Bus (64-bit 
Dual Cycle Address Support) 
Parity Protection on All PCI Bus 
Signals 
Four Deep Inbound Request Queue 
Data ColiectionlWrite Assembly of 
Line Bursts. 
Support for 3.3V & 5V PCI Devices 
Available in 304 Pin QFP or 352 pin 
BGA 

• Memory Controller (MC) 
1 GB Maximum Memory (450KX) 
4GBsMaximum. Main. Memory (per 
~~4~~~X) ........ . ...•..•.•.•..••..••.....• 
2-Way interleaved and Non­
Interleaved Memory Organizations 
4:.Wayand2-Way·· interlea\led,an~ 

~f~~I~~~:iciri~e~~~~).r~ .•..•......•. : .•.••...•......•.•.•.•••••. ; .•...•••••.••••..•••..•• 
Up~()IVIf()··MCs'IJ··aSystem ... (45Q~)(:) 
Supports 3.3V and 5V SIMMs . 
Supports Standard 32- or 36-bit 
SIMMs or 72-bit DIMMs 
Supports 4 Mbit, 16 Mbit, and 
64 Mbit DRAM Technology 
Single Bit Error Correction, Double 
Bit and Nibble Error Detection 
Memory Array Power Management 
Recovers DRAM Memory Behind 
Programmable Memory Gaps 
Read Page Hit 8-1-1-1 (at 66 MHz, 
60 ns DRAM) 
Read Page Miss 11-1-1-1 (66 MHz, 
60 ns DRAM) 
Read Page Miss + Precharge 14-1-1-
1 (66 MHz, 60 ns DRAM) 
Available in 208-Pin QFP for the DC; 
240-Pin QFP or 256-Pin BGA for the 
DP; 144-Pin QFP for the MIC 

• On-Chip Digital PLL (Both PB and MC) 
• Test Support (JTAG) (Both PB and MC) 

The Intel 450KX/GX PClsets provide a high-performance system solution for Pentium® Pro processor-based 
PCI systems by combining high integration, high performance technology with a scalable architecture that is 
capable of high throughput for up to four Pentium Pro processors. Scalability provides a wide range of system 
solutions from cost-effective uniprocessor systems to high-end multiprocessor systems without sacrificing 
performance. For systems requiring extensive I/O (e.g., file servers), a second PB can be easily added 
providing two high-performance PCI bus structures. The flexibility of the memory controller permits easy 
expansion from a simple non-interleaved organization to a 2-way or 4-way interleaved organization to increase 
performance. Extended error checking and logging, ECC, and the ability to build in redundancy (e.g, multiple 
processors and dual PCI bridges) provides a comprehensive solution for systems requiring high reliability. 

The PClset may contain design defects or errors known as errata. Current characterized errata are available 
upon request. 

1lliscJ0cument.describesbothlheJnteI450KXand.··.450(3X •. PCIsets~ ·Unshadedareasapplyto.· bothtl]9 
pp'sets; ~ha.ded areas; like Ulisone, describe the450GXgperations that differ from. the450~; 
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4 

APIC Bus Pentium® Pro 

PCI-to-ISA Bridge 

Rql~tg_:I;I~AB.Mg~ 

ISA Bus 

ISA Device 

EISADevice 
••• 

EISA Device 

Note: 450KX: Supports one PS, one MC, and up to two processors. 

Pentium® Pro 

450GX: Supports up to two PBs, two MCs, and four processors on the host bus. 

Figure 1. 450KXlGX Simplified System Block Diagram 
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1.0 INTEL 450KX pelSET 

The 450KX desktop PClset consists of the 82454KX PCI Bridge (PB) and the Memory Controller (MC). The MC 
consists of the 82453KX DRAM Controller (DC), the 82452KX Data Path (DP), and four 82451 KX Memory 
Interface Components (MIC). The system configuration using the Intel 450KX PClset supports one PB, one MC 
and up to two Pentium Pro processors (Figure 1). An ISA sUbsystem is also located below the PB. For Pentium 
Pro processor bus error detection, the 450KX generates and checks parity over the address and 
requesVresponse signal lines. This feature can be enabled/disabled during system configuration. 

KX PCI Bridge (PB) 

The PB is a single-chip host-to-PCI Bridge. A rich set of CPU-to-PCI and PCI-to-CPU bus transaction transla­
tions optimize bus bandwidth and improve system performance. AIlISA and EISA regions are supported. Three 
programmable memory gaps can be created-a PCI Frame Buffer Region with specialized frame buffer 
attributes and two general-purpose memory gaps (called the Memory Gap Region and the High Memory Gap 
Region). 

The PB takes advantage of the Pentium Pro processor ratio clocking scheme to assure modularity now and 
upgradability in the future. The PB has a synchronous interface to the Pentium Pro processor bus and supports 
a derived clock for the synchronous PCI interface. The PB derives either a 30 or 33 MHz PCI clock output from 
the Pentium Pro processor bus clock. The PB PCI Signals are 5 volt tolerant and can be used with either 5 volt 
or 3.3 volt PCI devices. 

KX Memory Controller (MC) 

The combined MC (DC, DP, and four MICs) act as one physical load on the Pentium Pro processor bus. The 
DC provides control for the DRAM memory subsystem, the DP provides the cata path, and the four MICs are 
used to interface the MC datapath with the DRAM memory subsystem. 

The memory configuration can be either 2-way inter1eaved or non-inter1eaved. Both single-sided and double­
sided SIMMs are supported. DRAM technologies up to 64 Mbits at speeds of 50ns, 60ns, and 70ns can be 
used. Asymmetric DRAM is supported up to two bits of asymmetry (e.g., 12 row address lines and 10 column 
address lines). The maximum memory size is 1 Gbyte for the 2-way inter1eaved configuration and 512 Mbytes 
for the non-inter1eaved configuration using 16 Mbit technology. In addition to these memory configurations, the 
MC provides data integrity features including ECC in the memory array. These features, as well as a set of 
error reporting mechanisms, can be selected via configuration of the MC. Each inter1eave provides a 64-bit 
data path to main memory (72-bits including ECC). 

The MC is PC compatible. All ISA and EISA regions are decoded and shadowed based on programmable 
configurations. Regions above 1 Mbyte with size 1 Mbyte or larger that are not mapped to memory may be 
reclaimed by setting the appropriate configuration in the MC. Three programmable memory gaps can be 
created and are called the Low Memory Gap Region, the Memory Gap Region and the High Memory Gap 
Region. 
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2.0 INTEL 450GX PCISET 

3.0 HOST BUS EFFICIENCY 

The Pentium Pro processor bus achieves high bus efficiency by providing support for multiple, pipelined trans­
actions. A single Pentium Pro processor may have up to four transactions outstanding at the same time, and 
can be configured to support up to eight transactions active on the Pentium Pro processor bus at anyone time. 
The PB and MC support a choice of one or eight active transactions on the Pentium Pro processor system bus 
at one time (In-Order Queue depth). 

The number of transactions that can target a particular bus client is configured separately from the total number 
of transactions allowed on the bus. Each PB can accept up to four transactions into its Outbound Request 
Queue that target its associated PCI bus. The PB also contains a four deep Inbound Queue that holds PCI 
initiated requests directed to the Pentium Pro processor bus. Each MC can accept up to four transactions that 
target its associated memory space. 

6 PRELIMINARY I 
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Both the PB and MC provide four 32-byte buffers for outbound data and four 32-byte buffers for inbound data. 
For the PB, the outbound data refers to CPU-to-PCI writes or PCI reads from the CPU bus and inbound data 
refers to PCI-to-CPU writes or CPU reads from PCI. For the MC outbound data refers to CPU writes to main 
memory and inbound data refers to CPU reads of main memory. 

The maximum data transfer that is supported by the Pentium Pro processor bus is four 64-bit wide transfers. 
This transfer satisfies the 32-byte cache line size of the Pentium Pro processor interface. The Pentium Pro 
processor supports operations that are not completed in the order in which they were requested. This 'deferred 
response' capability allows the Pentium Pro processor bus to be freed to execute other requests while waiting 
for the response from a request to a device with relatively long latency. Note that the 450 PClset does not defer 
requests to itself, nor does it (the PB) allow its transactions to be deferred. 

4.0 SYSTEM MEMORY MAP 

A Pentium Pro processor system can have up to 64 Gbytes of addressable memory. The lower 1 Mbyte of this 
memory address space is divided into regions that can be individually controlled with programmable attributes 
such as disable, read/write, write only, or read only. 

At the highest level, the address space is divided into four conceptual regions as shown in Figure 2. These are 
the 0-1 Mbyte Compatibility Area, the 1 Mbyte to 16 Mbyte Extended Memory region used by ISA, the 16 
Mbyte to 4 Gbyte Extended Memory region used by EISA, and the 4 Gbyte to 64 Gbyte Extended Memory 
introduced by 36 bit addressing. Each of the regions are divided into subregions, as described in the following 
sections. 

for the 45P(3X;uPtoit\V()~Cs.can~eplaced .. i.n theaddr~s$Sp~CI;!$par,ln~dbythes.ereglons;ln(l~C~rc~H 
tecture,t~eonly·restflctions.·on· .• memoryplacement .. are.that.therE3be.mernOrystartlngat.addressOar,ldth~H 
~herebe·. e~oughmE3mory •. tOioperateasystem. TheM9s in·. a .• systemn~~dnot haveco~tiguqus~99rE3~~ 
sPCic:es; ..•. E~ch.tvt9·.alsq .. supportstwolTle~oryrangesJorthemeITl<?rycO.r1ne.c:tl;!~J9 •• thl;!.MC,bypr()vi~ingc;\.~.igg 
memory gap range register that. defines thE3sp~cegetVieen. the. tworangE3s of lTlem9ry.JhisrangeE!ff~ctiyeIY 
definest~etop .a~dressf9r .the lowerm emory range an~ .th~ •• ba~E!. ~~~res~f9:rthE!UppE!r":l~'!loryrange; 

1_0000_0000 
FFFF_FFFF 

100_0000 
FF_FFFF 

10_0000 
F_FFFF 

o 

Extended 
Memory 

(above 4GB) 

Extended 
Memory 
(EISA) 

Extended 
Memory 

(ISA) 

Compatibility 
Area 

64GB - 4GB 

4GB -16MB 

15MB 

1MB 

Figure 2. Pentium Pro Processor Memory Address Space. 
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4.1 Compatibility Area 

The first region of memory is called the Compatibility Area because it was defined for early PCs. This region is 
divided into 5 subregions, as shown in Figure 3. 

1_0000_0000 

FFFF_FFFF 

Extended 
Memory 

(above 4GB) 

Extended 
Memory 
(EISA) 

Extended 
Memory 

(I SA) 

Compatibility 
Area 

1MB 

System BIOS 

Extended 
System BIOS 

ISA 
Expansion/ 

Memory 

Graphics 
Adapter 
Memory 

DOS 
Region 

64KB 

64KB 
-.......... -...................... r-------.. 

.. 

128KB 

ISA 
Channel 110 

Video BIOS 

--............................... r------, 

... 

ISA Window/ 
Memory 

DOS Area 

.......................................... "----_ .......... 
Figure 3. Expanded View of Compatibility Area. 

DOS Region 

The DOS Region is 640 Kbytes in the address range 00000h-9FFFFh. DOS applications execute here. This 
region is further divided into two parts. The 512 Kbyte area at 00000h-7FFFFh is always mapped to memory 
on the Pentium Pro processor bus (enabled in the MC), while the 128 Kbyte area from 80000h-9FFFFh can be 
mapped to memory on the Pentium Pro processor bus or PCI memory (enabled in the PB). This region can be 
programmed as disabled, read/write, write only, or read only. 

Graphics Adapter Memory 

The 128 Kbyte Graphics Adapter Memory region at AOOOOh-BFFFFh is normally mapped to a video device on 
the PCI bus. Typically, this is a VGA controller. If there are no graphics compatible devices, this region can be 
used as system memory. The range AOOOOh-AFFFFh (64 Kbytes) is also the default region for SMM space. 
The SMM region can be re-mapped by programming the SMM Range Register in the PB and MC. 

ISA Expansion 

The 128 Kbyte ISA expansion region is divided into eight 16 Kbyte blocks that can be independently 
programmed as disabled, read/write, write only, or read only providing the capability to "shadow" these regions 
in main memory. Typically, these blocks are mapped through the PB to ISA space. 
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Historically, the 32 Kbyte region from COOOOh-C7FFFh has contained the video BIOS located on a video card 
in the ISA Expansion Area. However, in the high integration portable and desktop market video BIOS is more 
likely to be located in the Extended System BIOS or System BIOS regions that start at EOOOOh. 

The 96 Kbyte area from C8000h-DFFFFh has usually been made available to expand memory windows in 
16 Kbyte blocks, depending on the requirements of other channel devices in the corresponding ISA space. 
More recently, PCMCIA devices for the portable market have been assigned within this region. 

This region could also be used as System Management Mode (SMM) memory. 

Extended System BIOS 

This 64 Kbyte region from EOOOOh-EFFFFh is divided into four 16 Kbyte blocks and may be mapped either to 
the memory controller or the PCI bridge. This region can be programmed as disabled, read/write, write only, or 
read only, providing the capability to shadow these regions in main memory. Typically, this area is used for RAM 
or ROM. 

System BIOS 

The 64 Kbyte region from FOOOOh-FFFFFh is treated as a single block. After power-on reset, the PB (Compat­
ibility PB in an 450GX dual PB system) has this area RIW enabled to respond to fetches during system initial­
ization. The MC(s) and Auxiliary PBs (450GX PClset) have this area RIW disabled. This region can be 
programmed as disabled, read/write, write only, or read only, providing the capability to shadow these regions 
in main memory. 

4.2 Extended Memory (ISA) 

The ISA Extended Memory region in Figure 4 covers 15 Mbytes ranging from 100000h-FFFFFFh. There are 
three programmable ranges that may be mapped to the ISA Extended Memory region of the MC-the Low 
Memory Gap range, the Memory Gap Range, and the High memory Gap Range. Memory in these ranges, that 
would normally be "Iosf', is recovered by the MC by extending the effective top of system memory, if reclaiming 
is enabled. The Memory Gap Range and High Memory Gap range are also programmable ranges in the PB. 
The PB also has a programmable PCI Frame Buffer Range. 

Low Memory Gap Range (MC Only) 

The Low Memory Gap range can start on any 1 Mbyte boundary in the ISA or EISA Extended Memory region, 
and can be 1, 2, 4, 8, 16, or 32 Mbytes. This region defines a "hole" in system DRAM space where accesses 
can be directed to the PCI bus. The Low Memory Gap Range is used by ISA devices such as LAN or linear 
frame buffers which are ma·pped into the ISA Extended region, or by any EISA or PCI device. The Low Memory 
Gap Range must reside at the lowest address of the three memory gaps, if it is enabled. 

PCI Frame Buffer Range (PB Only) 

The PCI Frame Buffer range can start on any 1 Mbyte boundary in either the ISA Extended Memory region or 
the EISA Extended Memory Region, and can be 1, 2, 4, 8, 16,or 32 Mbytes. 
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Memory Gap Range (MC and PB) 

The Memory Gap Range can start on any 1 Mbyte boundary, above 1 Mbyte, and can 1, 2, 4, 8, 16, or 32 
Mbytes. This region defines a "hole" in system DRAM space where accesses can be directed to the PCI bus. 
The Memory Gap Range is used by ISA devices such as LAN or linear frame buffers which are mapped into 
the ISA Extended region, or by any EISA or PCI device. The Memory Gap Range must reside above the Low 
Memory Gap Range and below the High Memory Gap Range, if it is enabled. 

High Memory Gap Range (MC and PB) 

The High Memory Space Gap can start on any 1 Mbyte boundary in either the ISA Extended Memory region, 
EISA Extended Memory Region, or the Extended Memory Region above 4Gbyte, and can extend up to 64 
Gigabytes. It is defined by specifying a start and end address, both on 1 Mbyte boundaries. The High Memory 
Gap Range is provided as additional support for memory mapped 110. The High Memory Gap Range must 
reside at the highest address of the three memory gap range registers, if it is enabled. 

Extended 
Memo~ 

(above 4 B) 

FFFF_FFFF 
Extended 
Memory 
(EISA) 

Extended 
Memory 

(ISA) 

Compatibility 
Area 

15MB 

System Memory 
(Memory or PCI) 

r-------., 
Memory I 

r _G2~ R..a~g!l _ ... 

11:-------., ~ PCI Frame I 
r ~u.!f~ B~n9:e _ ... 

p. Low Me~o;' - ~ 
, _G2~ F1.a~g2 _ ... 

PB Only 

MCOnly 

Note: If the PCI Frame Buffer Range is enabled in the PB (accesses forwarded to PCI), the Low Memory 
Gap in the MC can be used to create a gap in main memory for the corresponding memory address 
range (MC ignores these accesses). 

Figure 4. Expanded View of Extended Memory (ISA) 

4.3 Extended Memory (EISA) 

The EISA Extended Memory region covers the 16 Mbyte to 4 Gbyte range (1000000h-FFFFFFFFh). This 
region is divided into three sections-System BIOS, APIC configuration space, and system memory. The APIC 
configuration space is contained within the system memory region (Figure 5). The Low Memory Gap, Memory 
Gap, and High Memory Gap ranges can also be enabled in this region. 
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Extended 
Memo~ 

(above 4 B) 

Extended 
Memory 
(EISA) 

Extended 
Memory 

(ISA) 

com~atibility 
rea 

.............. ···FFFF _FFFF System BIOS 

............... FFFE_OOOO System Memory 

(Memory/PCI) 
FECO FFFF ",.,.".,.".-, •• "-,--,-,-"----,."' 

- I/O APIC 
Configuration 

Space 

PClset Overview 

128KB 

High -Memory - ~ 
_G2~ f!a~g2 _ " 

64KB 

Note: If the PCI Frame Buffer Range is enabled in the PB (accesses forwarded to PCI), the Low Memory 
Gap in the MC can be used to create a gap in main memory for the corresponding memory 
address range (MC ignores these accesses). 

Figure 5. Expanded View of Extended Memory (EISA). 

System BIOS 

The top 2 Mbytes of the EISA Extended Memory region is used for System BIOS (High BIOS). This is where 
the Pentium Pro processor begins execution after reset. If the PCI bus is bridged to an ISA bus, this region is 
aliased to the top 128 Kbyte of the ISA Extended Memory range. 

The actual address space required for system BIOS is less than 2 Mbytes. However, the minimum Pentium Pro 
processor MTTR range for this region is 2 Mbytes. This establishes the minimum size for this gap. The MC 
supports enabling or disabling this region for access to the MC memory via the HBIOSR Register. 

UO APIC Configuration Space 

The FECOOOOOh (4GB minus 20 MB) to FECOFFFFh range is reserved for APIC configuration space which 
includes the default I/O APIC configuration space. Note that there is no I/O APIC unit in either the MC or PB. 
The default Local APIC configuration space is FEEOOOOOh-FEEOOFFFh. 

Pentium Pro processor accesses to the Local APIC configuration space do not result in external bus activity 
since the Local APIC configuration space is internal to the Pentium Pro processor. However, an MTRR must be 
programmed to make the Local APIC range uncacheable (UC). The Local APIC base address in each Pentium 
Pro processor should be relocated to the FECOOOOOh (4GB minus 20 MB) to FECOFFFFh range so that one 
MTRR can be programmed to 64 Kbyte for the Local and I/O APICs. 
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I/O APIC units (there should be at least one for each I/O subsystem) are located beginning at the default base 
address FECOOOOOh. The first I/O APIC (unit #0) is at FECOOOOOh. Each I/O APIC unit is located at 
FECOxOOOh where x is 110 APIC unit 0 through F. 

The address range between the APIC Configuration space and the High BIOS (FEDOOOOOh-FFDFFFFFh) is 
always mapped to local memory unless the range is above top of physical memory or The High BIOS and APIC 
Range are disabled in the PB and the range falls within a memory gap range. The MC supports enabling or 
disabling this region for access to the MC memory via the I/O APIC Range Register. 

4.4 Extended Memory (above 4 Gbytes) 

The Extended Memory region is from 4 Gbyte to 64 Gbyte (100000000h-FFFFFFFFFh). The PB and MC can 
be mapped into this range. The Memory Gap Range and High Memory Gap Range are both available for use 
within the Extended memory region (above 4 Gbyte). 

4.5 System Management Mode (SMM) 

A Pentium Pro processor asserts SMMEM# in its Request Phase if it is operating in System Management 
Mode. SM code resides in SM memory space. SM memory can overlap with memory residing on the Pentium 
Pro processor bus or memory normally residing on the PCI bus. The MC and PB determine where SM memory 
space is located through the value programmed in their respective SMM Range Registers. 

5.0 1/0 SPACE (PB ONLY) 

The PB optionally supports ISA expansion aliasing (Figure 6). When ISA expansion aliasing is enabled, the 
ranges deSignated as I/O Expansion are intemally alia sed to the 10Q-3FFh range before the I/O Space Range 
registers are checked. Note that all devices on the Pentium Pro processor bus that are mapped into I/O space 
must have I/O aliasing consistently enabled/disabled. 

F9r~~~<IIl~~14~0(3.X.gCls~.t,t~.~g.I:3 .•. ·al.rg'!!~Vpa~~~~;s~~s'O~em.~pp~qJgm~l;)~mi~.trlrl;)tg·. ptgce~.~.9<t~H~9~ 
mrpughxp$sigQ~t~q.·.·.~~ciges.ifl~ ... ·rn.~Jti •. ·.~.~cig~}~yst~m;T~0 .. r(8.)§p~~eA~ng~·.~~.gi~t~r~ •••• ~llp»,·th~ ... ··e~t()d~~9P.~ 
t\V()V9~dciJe~sr~ng~s;I.fJh~~pqr~~s~Cl:flge.is~Il~~leq,<~r~fls~?ti9nst~rg~tlllgmat .. r~Qg~ .. ·.c:lre~0~c:lrciecit().t~~ 
PClbVs.lftlleadqressrangeJsdisabled.the·t(ansacti()l'lis.·lgrlored~ . < 

12 PRELIMINARY I 



intel· PClset Overview 

6.0 MEMORY MAPPED I/O 

The PB allows memory addresses to be mapped to the host bus, or for the 450GX PClset, through the other 
bridge in a dual PB system. Memory mapped I/O devices can be located anywhere in the 64 Gbyte address 
space. The Frame Buffer Range allows the PB to decode memory mapped I/O space extending up to 4 Gbyte. 
The Memory Space Gap and High Memory Gap registers allow the PB to decode two address ranges 
extending up to 64 Gbytes. 
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Disabled 

FFFF ~--------, 

I/O Space 

-- -,jo---~ 

,. Space Gap2 I - -.- ._._.- _ ..... 

• ,- ... ""j/o ... ·• --.1 
Space Gap 1 I 
_"_'. __ : .. _., _ _ .. .A 

0000 L.-_____ --' 

FFFF 

COO 
BFF 

900 
800 

7FF 

500 
400 
3FF 

100 

0000 

ISA Alias Mode 
Enabled 

Remaining 
I/O Space 

and Aliases 

ISA Expansion 

~ 

(aliased to 100-3FF) 

I/O Space 

ISA Expansion 
(aJiased to 100-3FF) 

I/O Space 

ISA Expansion 

I/O Space 

, -}7J107'''71 
SpaceGap2,} -,,_.- -.. -... -.-.~ 

-· .. ~'-li6"'."'11 
t3PflceC:3ap 1\. ."'-"'-"-': -: _:'-"" 

Note: The·Co/TlpatibllityPI3.default.9toclalmingalll/Otrflnsactiql1s;lfarangei~enabll:}dir:lthl:}~4)(i1iary 
PS, the sa'1le ra~ gem~stb~disabll:}din t~e9?mp~ti~lJit¥FI3' 

Figure 6. View of I/O Space 
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Chapter 2 

82454KXlGX PCI Bridge (PB) 
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82454KXJGX PCI Bridge (PB) 

• Supports the Pentium® Pro Processor at 
60 MHz and 66 MHz Bus Speeds 

• PCI Specification 2.0 Compliant 
• 64-Bit Data Bus and 36-Bit Address Bus 

• Parity Protection on Control Signals 
....:..~ ...... ECC protecliorlorl·· Oatil Bus 

(450GX) 
• Up to Eight Deep In-Order Queue 
• Four Deep Outbound Request Queue 

• Dual-Processor Support (450KX) 
........••......• ·.Qy~~~pt~~~s~or.$yppo~~ ... ·(450GX) 

• Four Cache Line Size Read and Write 
Buffers 

• GTL+ Host Bus Interface 
• Synchronous PCI Interface 

• 32-bit Address/Data PCI Bus (64-bit Dual 
Cycle Address Support) 

• Parity Protection on All PCI Bus Signals 

• Four Deep Inbound Request Queue 

• Data CollectionlWrite Assembly of Line 
Bursts. 

• Single Chip: Combined Controller and 
Data Path in a 304-Pin QFP or 352 BGA 

InternaIBridgeArbit~r·ForT\V()PBs; 
ina system (450G)() . ......<> 

• Support for 3.3V and 5V PCI Devices 

• On-Chip Digital PLL (DPLL) 

• Component and In-System Connectivity 
Test Support (JTAG) 

The 82454KX/GX PB are single-chip PC-compatible host-to-PCI bridges. A rich set of Host-to-PCI and PCI-to­
Host bus transaction translations optimize bus bandwidth and improve system performance. All ISA and EISA 
regions are supported. Three programmable memory gaps can be created-a PCI Frame Buffer Region and 
two general-purpose memory gaps (the Memory Gap Region and the High Memory Gap Region). The PB has 
a synchronous interface to the Pentium Pro processor bus and supports a derived clock for the synChronous 
PCI interface. The PB generates and checks ECC over the host data bus (82545GX only), and generates and 
checks parity over the address and request/response signal lines (both 82454KX and 82454GX). The PB also 
checks address and data parity on the PCI bus. For the 82454GX, two PBs can be used in a system. 

The Intel 450KX/GX PClsets may contain design defects or errors known as errata. Current characterized 
errata are available upon request. 

Thlsg9qume~r.cJ~scrilj~s· •. b()th.tl1.~··8215~.~)(al]q.8g494~)(f§~;Yr$~?decJar~ti~c:f~$grilJ~f~~tyr.esq.9mmpnt9 
th.e8g454K)(?ncJ.··~g454~)( .•. Sfla.ded?reas;·.·like.thi$ •. Ol]e;desc~b,etfle •• ·8.2454G)(·operation$th?tdifferfr()lT)tfl~ 82454KK . . . . .... . 
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BPRI# 
ADS# 

LOCK# 
A[35:3]# PCI 

REQ[4:0]# Interface 
RP# Host 

AP[1:0]# Bus 
AERR# Interface BNR# 

HIT# 
HITM# 

DEFER# 
RS[2:0]# 

RSP# 
TRDY# 
DRDY# 
DBSY# 

0[63:0]# 
D£;P{7;O]# 

FLUSH# 
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BCLK Clock, 

RESET# Reset 
CRESET# and 
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PCLKIN Support 

PCLK 
PWRGD 

PCIRSTit 

Figure 1. 82454KX1GX Simplified Block Diagram 
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1.0 PB SIGNAL DESCRIPTIONS 

This section contains a detailed description of each signal. The signals are arranged in functional groups 
according to their interface. 

Note that the '#' symbol at the end of a signal name indicates that the active, or asserted state occurs when the 
Signal is at a low voltage level. When '#' is not present at the end of a signal name, the signal is asserted when 
at the high voltage level. 

The terms assertion and negation are used extensively. This is done to avoid confusion when working with a 
mixture of 'active-low' and 'active-high' signals. The term assert, or assertion indicates that a signal is active, 
independent of whether that level is represented by a high or low voltage. The term negate, or negation 
indicates that a signal is inactive. 

The following notations are used to describe the signal type. 

I 
o 
VO 
GTL+ 
CMOS 
PCI 
Analog 

Input is a standard input-only signal. 
Totem Pole Output is a standard active driver. 
Input/Output is bi-directional, tri-state signal. 
GTL+ Processor bus signal defined for 1.SV operation. 
Rail-to-Rail CMOS Tolerant to SV levels. 
CMOS signal specifically meeting PCI Specification 2.0. 
Reference Voltage. 

1.1 PB Signals 
Table 1. Host Bus Interface Signals 

Signal Type Description 

A[3S:3]# I/O, ADDRESS BUS. A[3S:3]# contains the transaction address on the clock cycle with 
GTL+ ADS# asserted. Byte enables, deferred ID, and additional transaction information 

are encoded on these lines during the cycle following ADS#. Note that the PB never 
asserts Defer Enable when it is a bus master. 

ADS# I/O, ADDRESS STROBE. ADS# is asserted during the first cycle of the Request Phase 
GTL+ to indicate valid address and command signals. 

AERR# I/O, ADDRESS ERROR. AERR# is asserted by any agent that detects an address parity 
GTL+ error, If enabled in the EXERRCMD Register. 

AP[1:0]# I/O, ADDRESS PARITY. AP1# covers A[3S:24]# and APO# covers A[23:3]#. AP[1 :0]# is 
GTL+ valid on both cycles of the request. 

BERR# I/O, BUS ERROR. BERR# is asserted by any agent that observes an unrecoverable bus 
GTL+ protocol violation, if enabled in the EXERRCMD Register. 

BINIT# I/O, BUS INITIALIZATION. BINIT# is asserted to re-initialize the bus. The PB 
GTL+ terminates any ongoing PCI transaction at this time and resets its inbound and 

outbound queues. No configuration registers or error logging registers are affected. 

BNR# I/O, BLOCK NEXT REQUEST. BNR# is asserted by an agent to prevent the request 
GTL+ bus owner from issuing further requests. 

BPRI# I/O, PRIORITY AGENT BUS REQUEST. BPRI# is issued by the high priority bus agent 
GTL+ to acquire the request bus. The high priority agent is always the next bus owner. 
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Signal Type 

D[63:0]# 11O, 
GTL+ 

DBSY# 11O, 
GTL+ 

DEFER# 11O, 
GTL+ 

Table 1. Host Bus Interface Signals (Continued) 

Description 

DATA BUS. The data bus consists of eight bytes. All bytes are valid for line 
transfers. The valid bytes are determined by the byte enables that are asserted in 
the second cycle of the request phase. 

DATA BUSY. DBSY# is asserted by the data bus owner to hold the data bus for the 
next cycle. DBSY# is not asserted for single cycle transfers. 

DEFER. DEFER# is driven by the addressed agent to indicate that the transaction 
cannot be guaranteed bus completion. 

<i!i/ .. ··'io) 10~0"'0 .. ~~fpn.tnA ............... ..'::.:.;"::"::, "~::"::Ft:;" ........ r~~:;.;;iii"'oc2~ic .••. It:.rcll:vJl'" •• ' ";:-: ..•...•... ,. Iltl:)IUllal~ 
..........< ·.····i'iTt1:> ···)«· ... <i..:·.··<i~.·.· .. ·.·.·.····.~ .. · .. ·<··.···.·.·.( .. ··.··· .. ··· .. · .. ·· ... }·.)· .. · ... ·.·.·.·.·.ii.i ... ····.i»·.>".<>;-:···.·.··· ... ·.>i 

<i.< I.~£;'.:I·· .•.• ·.• jLs::~.> .••• · .. :L<:<><l±<±·.······ .. ·.<.~i ...••....•....•..• _~~ .•.. ···•·· .• ··•· •.•... <i .... · .. ».< 

DRDY# 110, DATA READY. DRDY# is driven by the data bus owner for each cycle that contains 

FLUSH# 

HIT# 

HITM# 

LOCK# 

REQ[4:0]# 

RP# 

RS[2:0]# 

RSP# 

SMIACT# 

TRDY# 

20 

GTL+ valid data. DRDY# is negated to indicate idle cycles during the data phase. 

0, FLUSH. The PB asserts FLUSH# to cause the processor to stop caching new lines, 
CMOS writeback all cache lines in the Modified state, and disable further caching until 

FLUSH# is negated. 

11O, 
GTL+ 

11O, 
GTL+ 

11O, 
GTL+ 

11O, 
GTL+ 

11O, 
GTL+ 

11O, 
GTL+ 

11O, 
GTL+ 

0, 
CMOS 

1.~/~~·····~g~1~X •.• ~y~rFl~.··.·sy~t~~·.·tBi~~·ig6·~I.·J~.·.q~ly.· •. ~vail~~I~· •. ·phtH~q6mRatitiiiity •.• ·e? 
and.isnotavallableontheAuxili(lryJ~E3; . . 

HIT. The PB asserts HIT# and HITM# together to extend the snoop window of a 
transaction targeting its PCI bus. Since the PB is not a caching agent, it never 
asserts HIT# alone. 

HIT MODIFIED. The PB asserts HIT# and HITM# together to extend the snoop 
window of a transaction targeting its PCI bus. Since the PB is not a caching agent, it 
never asserts HITM# alone. 

LOCK. The LOCK# signal is asserted for an indivisible sequence of transactions. 

REQUEST TYPE. REQ[4:0j# contain the command on the clock with ADS# 
asserted and data size/length information on the next clock. 

REQUEST PARITY. RP# is even parity that covers REQ[4:0]# and ADS#. RP# is 
valid on both cycles of the request. 

RESPONSE. RS[2:0]# encode the response to a request. 

RESPONSE PARITY. RSP# provides response parity for RS[2:0]#. 

SMI ACKNOWLEDGE. SMIACT# is asserted when the PB detects a host SMI 
Acknowledge special transaction (regardless of its initiator) with SMMEM# asserted. 
Once asserted, SMIACT# remains asserted until the PB detects a host SMI 
Acknowledge special transaction with SMMEM# negated. 

In.arl.~2.4:S1~':<.d~~IR.E3~Y~t~¥t6i~~igHc1Ji~b~iyaV~ir.able·ontheCOlllpatibilitY .• RB. 
an~Hs notavailable.onthe.A.uxiliaryPE3~ ' ... 

110, TARGET READY. TRDY# is driven by the target of the data to indicate it is ready to 
GTL+ receive data. 
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Table 2. PCI Interface Signals 

Signal Type Description 

AD[31:0] 1/0, PCI ADDRESS/DATA. Addresses and data are multiplexed on this bus. The 
PCI physical byte address is output during the address phase and the data follows in 

the subsequent data phase(s). 

C/BE[3:0]# 1/0, BUS COMMAND AND BYTE ENABLES. C/BE[3:0]# contains commands during 
PCI the address phase and byte enables during the data phase. 

DEVSEL# 1/0, DEVICE SELECT. DEVSEL# is driven by the device that has decoded its address 
PCI as the target of the current access. 

FLSHBF# I, FLUSH BUFFERS. This sideband signal is typically generated by a standard PCI 
CMOS bus bridge (e.g., ISA or EISA bridge) to command the PB to flush all write post 

buffers pointed toward the PCI bus and disable further posting. Once all buffers are 
flushed, the PB asserts MEMACK# until FLSHBF# is negated. 

FLSHBF# MEMREQ# Function 

0 0 No Action. 

0 1 Reserved. 

1 0 APIC Flush. Flush buffers pointing toward PCI. 

1 1 Guaranteed Access Time (GAT) mode. Guarantee PCI 
bus immediate access to the CPU bus. Flush all buffers, 
request queues, empty in-order queue, and retain host 
bus ownership. 

FRAME# 1/0, PCI FRAME. FRAME# is driven by a master to indicate the beginning and end of a 
PCI transaction. 

IRDY# 1/0, PCIINITIATOR READY. IRDY# is asserted by the master to indicate that it is able 
PCI to complete the current data transfer. 

MEMACK# 0, MEMORY ACKNOWLEDGE. MEMACK# is generated in response to FLSHBF# or 
CMOS MEMREQ# generated by a standard bus bridge. 

MEMREQ# I, MEMORY REQUEST. This sideband signal is typically generated by a standard 
CMOS bridge (e.g., ISA or EISA bridge) to guarantee access latency from standard bus 

masters to main memory (see FLSHBF# description). Once all buffers have been 
flushed, the PB asserts MEMACK# continuously until MEMREQ# is negated. 

PAR 1/0, PCI PARITY. PAR is driven to even parity across AD[31 :0] and C/BE[3:0]# by the 
PCI master during address and write data phases. The target drives PAR during read 

data phases. 

PERR# 1/0, PCI PARITY ERROR. PERR# is pulsed by an agent receiving data with bad parity 
PCI one clock after PAR is asserted. 

PGNT# I, PCI GRANT. PGNT# indicates to the PB that it has been granted the PCI bus. 
CMOS 

PLOCK# 1/0, PCI LOCK. PLock# is asserted by an agent requiring exclusive access to a target. 
PCI 
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Table 2. PCllnterface Signals (Continued) 

Signal Type Description 

PREO# 0, PCI REQUEST. The PB asserts PREO# to the PCI arbiter requesting the PCI bus. 
CMOS 

PTRDY# 110, PCI TARGET READY. PTRDY# is asserted by the target to indicate that it is able to 
PCI complete the current data transfer. 

SERR# 0, PCI SYSTEM ERROR. SERR# is asserted by the PCI bridge to alert the system of 
PCI serious errors. Several events (e.g., address parity errors, data parity errors, etc.) 

can optionally result in an SERR#. In a typical system, SERR# causes an NMI (e.g., 
by a PCI-to-ISA or PCI-to-EISA bridge). 

STOP# 110, STOP. Stop# is a request from the target to stop the current transaction. 
PCI 

Bridge to Bridge Sideband Signals 

[~~\I.QRr=qftfllrl~ •• ··IP~t'JJ#··$igrl~ls.clr~irl9t····~r!yen()r~ampl~dri.r'I.···~>si~gl~I.~ric:ig~~y~t~·m;P9riT)g~p(jW~r~~rl 
resE!1;lq~~q~f;lrldl<?qN!#l?r()ylc:i~PClXt .• of.the.·.P.,?'seqtt:3ricfge.[)~yiqeN~rlq~yS~e .•• S~c::tl()n~gford~tClU~; 

Signal Type 

BCLK I, 
CMOS 

CRESET# 0, 
CMOS 

GTLREFV I, 
Analog 

22 

Table 3. Bridge to Bridge Sideband Signals 

119.ij.~.9q~~!1~.?1.§1.~.Xr9Nijy.j.Ih~S§fu·p~M~liiW •.• e:.~·r~th~ .. ~ri~g~~iFlt~i~6dfhrs 
slgQf;l.ti~aQ9§t·.~l!~.·grClptJr()lTl~h~q()mpCl!i.~!I~ye.§it()·.mE:)Ay}d'iCllYeE3~ 

Table 4. Clock, Reset, and Support Signals 

Description 

BUS CLOCK. BCLK is the host bus clock input to the PB. All host bus timings are 
referenced to the rising edge of this clock. Note that the BCLK input to the PB must 
be running for 10 clocks before the assertion of PWRGD. 

CMOS RESET. CRESET# is a CMOS version of RESET#. RESET# and CRESET# 
are asserted simultaneously. The negation of CRESET# is delayed two clocks from 
the negation of RESET#. CRESET# can be used to control an external mux to 
select the Pentium Pro processor clock ratio during RESET#. 

Ih";;';QI)Ae::Anv~;,~i' 
.. . .....• ; .... , ... ; ... './ ................................. 

ioC';';"'1-I1 ~ni\tt{;;.:;112 i~'C~ 71':: ~C:'::' I. ~~99.1~ .1!.C1I .• ,;,~ ..........< ....... 
.....•... ;............ ............. • ....................................... '................ rv' .•...•..•• ; ... : •• : ......... .. 

GTL REFERENCE VOLTAGE. This voltage is the 1.0 Volt reference for the GTL+ 
receivers. This should be created by a voltage divider from VTT (1.5V) 
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Table 4. Clock, Reset, and Support Signals (Continued) 

Signal Type Description 

INIT# 0, INITIALIZATION. INIT is asserted by the PB (Compatibility PB in an 82454GX dual 
CMOS PB system) to generate a soft reset to the processor. If INIT is asserted on the 

falling edge of reset, BIST executes in the CPU before the processor boots from 
ROM. 

Iri.an.82454GXdLJal.PBSYstem,·.thi~~lh~~li~··oMIY·~0ail~bl~~6t~~:C6rT1p~tibllltY 
PB andlsnotavailable ontheAuxiliaryPB. . ....... 

. ..... 
PCIRST# 0, PCI RESET. PCIRST# is asserted by the PB to reset PCI bus devices for power-on 

CMOS reset, programmed hard reset (TRC Register), and programmed PCI reset 
(PCIRST Register). 

PCLK 0, PCI CLOCK. This signal is an output that is derived from the processor clock 
CMOS (derived frequency is 1/2 the host bus frequency). The derived PCI clock should be 

externally buffered with a low skew clock driver. An external pull-down resistor is 
required on this signal. 

PCLKIN I, PCI CLOCK INPUT. PB reference clock for all PCI bus transactions in both PB PCI 
CMOS clock modes. All PCI timing is referenced to the rising edge of this clock. PCLKIN is 

provided by an external low skew clock driver and should be coincident with PCLK 
at the PCI slots. This can be achieved by adjusting trace lengths. 

PWRGD I, POWER GOOD. PWRGD provides a power-on reset to the PB (see Section 3.7). 
CMOS The PB asserts PCIRST# when PWRGD is not asserted to tri-state the busses to 

prevent contention of active output buffers on the PCI bus. 
I···.···:·· ............... : ...... :............ • ..•..... : ......••................. 

I~ an 82454GX dual PB system, aIIPBsassertPCIRST#whenPWR(3D is.n()t 
(isserted.Onlythe Compatibility PB uses ~WRGD as a power~onreset. .•... 

RESET# I/O, RESET. The PB resets the host bus devices (asserts RESET#) on power-up or 
GTL+ when programmed through the TRC Register. The PB initializes its internal 

registers to the default values, except for the Bridge Device Number Register and 
the Configuration Driven on Reset Register. 

In an 82454GX dual PBsystem, only the Compatibility PBdrivesthlssignal. For, 
Auxiliary PBs, this signal is an input .. 

I PRELIMINARY 23 



82454KXlGX (PB) intel· 
Table 5. Test Signals 

Signal Type Description 

GTLHI I/O GTL TEST HI. These signals must be tied to Vn using a 1 OKn resistor for proper 
GTL+ operation in both test and normal operating modes. 

TCK I JTAG Test Clock. When TMS is tied low, this signal has no affect on normal 
CMOS operation. 

TOI I JTAG Test Data In. When TMS is tied low, this signal has no affect on normal 
CMOS operation. 

TOO 0 JTAG Test Data Out. When TMS is tied low, this signal has no affect on normal 
CMOS operation. 

TESTHI I/O TEST HIGH. These signals must be tied high using a 10Kn resistor for proper 
operation in both test and normal operating modes. 

TESTLO I/O TEST LOW. These signals must be tied low using a 1 Kn resistor for proper 
operation in both test and normal operating modes. 

TMS I JTAG Test Mode Select. This signal must be tied low for normal operation. 
CMOS 

TRST# I JTAG Test Reset. When TMS is tied low, this signal has no affect on normal 
CMOS operation. 

RECVEN I RECEIVER ENABLE. Useful for component test. This signal is negated with 
PWRGOOO to disable GTL+ receivers and tri-state outputs for board test. 
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1.2 Signal State During Reset 

Table 6 shows the state of all PB output and bi-directional signals during a hard reset (RESET# asserted). 

Table 6. Signal State During Reset 

Signal State Signal State 

A[35:3]# Not Driven1 AD[31 :0] Not Driven 

ADS# Not Driven AERR# Not Driven 

AP[1:0] Not Driven BERR# Not Driven 

BINIT# Not Driven BNR# Not Driven 

BPRI# Not Driven C/BE[3:0]# Not Driven 

CRESET# Low5 D[63:0]# Not Driven 

DBSY# Not Driven DEFER# Not Driven 

DEP[7:0]# , Not Drive 11 DEVSEL# Not Driven 

DRDY# Not Driven FLUSH# High5 

FRAME# Not Driven HIT# Not Driven 

HITM# Not Driven IOR~Q#" .... Input2 .. · ••.• · •••..••. ' .........•.• , .. ....... , ..... , ........ , ..... , ............. 

INIT# High5 IRDY# Not Driven 

LOCK# Not Driven MEMACK# Not Driven 

PAR Not Driven PCIRST# Low 

PCLK Driven6 PERR# Not Driven 

PLOCK Not Driven PREQ# Not Driven 

PTRDY# Not Driven RESET# Low3 

REQ[4:0]# Not Driven RP# Not Driven 

RS[2:0]# Not Driven RSP# Not Driven 

SERR# Not Driven SMIACT# High5 

STOP# Not Driven TDO Tri-state during TRST# 

TRDY# Not Driven 

NOTES: 

1. During a power-on reset, A[12:5]# are inputs providing configuration information. For the 82454KXlGX, during a pro­
grammed hard reset (via the Compatibility PB's TRC register), the Compatibility PB drives these signals and the all other 
host bus devices sample these signals. 

2. For the 82454GX during a power-on reset, IOGNT# and IOREO# are inputs used to set the PB configuration mode. 

3. For the 82454GX after a power-on reset, RESET# is an output from all PBs until the PBs have read in their PBID from the 
IOGNT# and IOREO# signals. After the PBs receive their PBID, RESET# is an output from the Compatibility PB and an 
input to the Auxiliary PBs. 

4. During a power-on reset, INIT# is driven inactive. The PB can be programmed (via the TRC Register) to drive this signal low 
during a programmed hard reset to invoke CPU Built-In Self Test (BIST). 

5. These signals not used in the Auxiliary bridge in 82450GX systems. 

6. Tri·state during PWRGD inactive. 
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2.0 PB REGISTER DESCRIPTION 

The PB contains two sets of registers (I/O space registers and PCI configuration registers) that are accessed 
via the host CPU I/O address space. The I/O space registers provide access to the PCI configuration registers 
through an indirect address scheme. 

The PB internal registers (both I/O space registers and PCI configuration registers) are only accessible by the 
host bus and cannot be directly accessed by PCI masters. The registers can be accessed as Byte, Word (16-
bit), or Oword (32-bit) quantities, with the exception of CONFAOO which can only be accessed as a Oword. The 
following nomenclature is used for access attributes. 

RO Read Only. If a register is read only, writes to this register have no effect. 
RIW Read/Write. A register with this attribute can be read and written. 
RlWC Read/write Clear. A register bit with this attribute can be read and written. However, a write of 

a 1 clears (sets to 0) the corresponding bit and a write of a 0 has no effect. 

Some of the PB registers contain reserved bits. Software must deal correctly with fields that are reserved. On 
reads, software must use appropriate masks to extract the defined bits and not rely on reserved bits being any 
particular value. On writes, unless otherwise specified in the individual register descriptions, software must 
ensure that the values of reserved bit positions are preserved. That is, the values of reserved bit positions must 
first be read, merged with new values for other bit positions and written back. In some cases, software must 
program reserved bit positions to a particular value. This value is defined in the individual bit descriptions. 

In addition to reserved bits within a register, the PB contains address locations in the PCI configuration space 
that are marked "Reserved". The PB responds to accesses to these address locations by completing the host 
transaction. Software should not write to reserved PB configuration locations in the device-specific region 
(above address offset 3Fh). 

If RESET# is asserted (via either a power-on reset or by programming the TRC Register), the PB initializes its 
registers to the default value (except for the BONUM and CONFVR Registers). The default state represents 
the minimum functionality feature set required to successfully bring up the system. Hence, it does not represent 
the optimal system configuration. It is the responsibility of the system initialization software (usually BIOS) to 
properly determine the operating parameters and optional system features that are applicable, and to program 
the PB registers accordingly. The PB (Compatibility PB in an 450GX system) can generate a programmed hard 
reset via the TRC Register. 

In qual. EE3~ystem~;du.rlrga· •• n~(~I~~~.~ .••. ·(yt~.I:i.· P9~~r~.9rynar~.r~.~~t?rpyp~9gr~m mingtn§l.· .• q9tnp~~ibIIJty'R£?'$ 
;r:Aq···fl~gi~!er)~·b.9m.· •. ~ .. E3.~.··~~t.'n~iri~~~rlll:il.eollfig~ratioll· .. t~gisters .• t9 •. pr~9~~erfT1inEld~ef~~ltsen~i~iens; 

2.1 Initialization and Configuration 

The PB (and MC) contain a configuration space that uses the same access mechanism as described in the PCI 
bus specification. With the exception of address decoding for BIOS accesses, the PB does not respond to host­
initiated memory accesses until the associated registers are initialized. The device number for the PB is 
hardwired to 11001 for the 82454KX . 

. F.or·.·dLfaIPB·syste~s,?lhere.aretWo·· •. R.£?~()rlfigLJratiolls(C9rnp~~ibilityaryq~Lf.~ili~tyP£?);Frn~~~;~9~fig9t~ti(jn~ 
I:ire.definEl9b.yyaILJ.e.sprlthe·.IQGf'JT~a.ndlqREQI!.~igllClllj1l~~(~lgn.9r.J9Y'YOlt£lgEl·ley~ls)911tn~rj!;Jllge~g~ 
of".pWR(3D;JhElvalues·.·eTlJOGNT#alld·.IPBEQ#.dElfine.Jhe.Pl?ldentlfipCl~lorr(pE3.!Rl~ll~~~~rElP9n~·9.i!'rtnEl 
DBNlJ¥.·· •. I)Elgi~!~r·· •. (off~~t .. ~~~)·.P,nx~!q~I .. q9Pll~q~i9n~J9tm~J8(~.NTe/~1l9.IRRE:gei~ign~I~<~rEl~Jl.9Yi!TlnttJEl 
Section 3.5: The.PBIDyalue defines the lower)wobitsoftheJive:-b itdevlceniJrnber;' 
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The bridge that is in the path to the Boot ROM is always the PB with device number=11 001, and is referred to 
as the Compatibility PB. The Compatibility PB always decodes BIOS addresses after power-on reset. 

NOTE: 

When the address decode ranges of the 450KXlGX devices are being updated, no other host bus traffic is 
allowed. This means that the code that updates initial configuration must be non-cached (to prevent speculative 
reads). Further, in a multiprocessor system, precautions should be taken to assure that only one CPU is 
accessing configuration space at a time. 

2.2 110 Space Registers 

The PB has three registers located in I/O Space-the Configuration Address (CONFADD) Register, the Turbo 
and Reset Control (TRC) Register, and the Configuration Data (CONFDATA) Register. 

Note.·t~at.·.lna.~ual··.PBsysterTl(a2454GXonly),theTRCReglster.is.··.·only •• in.· •. thEfCompatibIUWPBanc1th~ 
Auxiliary .. PBign9x~~thl~a~9re~~. 

The CONFADD and CONFDATA Registers provide a window into the PB's configuration space registers (see 
Section 2.3 for additional details). A specific PCI bus, device, and register are selected by writing to the 
CONFADD Register. Data is read from or written to the selected register by accessing the CONFDATA 
Register. Note that the CONFADD Register is only selected by DWord accesses to CF8h. This allows the 
CONFADD Register to overlap other byte registers (e.g., the TRC Register at CF9h). The CONFDATA Register 
is not selected unless configuration accesses are enabled in the CONFADD Register. This allows the 
CONFDATA Register to overlap other registers as well. 

Table 7. I/O Space Registers 

I/O Address Mnemonic Register Name Access 

CF8h CONFADD Configuration Address RIW 

CF9h TRC Turbo and Reset Control (Compatibility PB only) RIW 

CFCh CONFDATA Configuration Data RIW 
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2.2.1 CONFADD-CONFIGURATION ADDRESS REGISTER 

Address Offset: OCF8h (Dword access only) 
OOOOOOOOh Default: 

Attribute: ReadlWrite 

The CONFADD Register contains the Bus Number, Device Number, Function Number, and Register Number 
for which a subsequent configuration access is intended. For example, a write of 8000C8B8h to the CONFADD 
register can be used to access the 82453KX SMM Range Register. 

Bits Description 

31 Configuration Enable (CSE). 1=Enable. O=Disable. 

30:24 Reserved. 

23:16 Bus Number (BUSNUM). This field selects 1 of 255 possible buses in a system. When 
BUSNUM=OOh, the target of the configuration cycle is a host bus device or the PCI bus directly 
connected to the PB (Compatibility PB in an 450GX system), depending on the Device Number 
field. The bus number for the PCI bus directly connected to a PB is programmed into the PBNUM 
Register (offset 4Ah). 

28 

If the PB (or MC) is not the target (DEVNUM~15) and the bus number matches the number in the 
PB's PBNUM Register, a type 0 configuration cycle is generated on the PCI bus. If the bus 
number is to a hierarchical PCI bus below the PB's PCI bus (BUSNUM is between the values 
programmed into the PCI Bus Number Register and the Subordinate PCI Bus Number Register), 
a type 1 configuration cycle is generated on the PCI bus with the Bus Number mapped to 
AD[23:16] during the address phase. 

15: 11 Device Number (DEVNUM). This field selects either an agent on the host bus (BUSNUM=OOh 
and DEVNUM~16) or an agent on the PCI bus selected by the bus number field. For the 
82454KX, the PB device number is hardwired to 11001. This number is reported in the BONUM 
Register. 

A device on the host bus has a device number greater than 16. Note that logically a PB can 
support up to 16 physical devices on the PCI bus connected directly to it. Thus, when 
BUSNUM=OOh and DEVNUM~15, a type 0 or type 1 configuration cycle is generated by the 
Compatibility PB. 

During a type 0 configuration cycle, this field is decoded and one of AD[31 :16] is driven to a 1. For 
device number n (O~n~15), AD[16+n] is driven to a 1. During a type 1 configuration cycle, this field 
is mapped to AD[15:11]. 

Ihah~?~~~~dG~lp~19$!~~lih~~~~i¢~hJ~~~~~6i~~dh,P~ISd~t~r~I~~d~~~pW~r~J~~?~(s 
~~p()~eqirlth,eBPf\JUM ·.Register (offset~9h );TtiePl?device nUrn perisalvvays 'equal to.or gr~?iter 
than.16. '. 
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Bits Description 

10:8 Function Number (FUNCNUM). This field Is mapped to AD[1 0:8] during PCI configuration 
cycles. This allows the configuration registers of a particular function in a multi-function device to 
be accessed. The PB responds to configuration cycles with a function number of OOOb; all other 
function number values attempting access to the PB (BUSNUM=OOh and DEVNUM matching PB 
device number) generate a type 0 configuration cycle on the PCI bus with no IDSEL asserted, 
which results in a master abort. 

7:2 Register Number (REGNUM). This field selects one 32-bit register within a particular bus, 
device, and function as specified by the other fields in the CONFADD Register. This field is 
mapped to AD[7:2] during PCI configuration cycles. 

1 :0 Reserved. 

2.2.2 TRC-nJRBO AND RESET CONTROL 

Address Offset: CF9h 
Default: 
Attribute: 

OOh 
ReadlWrite 

This register enables/disables BIST, provides software generation of hard and soft resets, and 
enables/disables deturbo mode. 

F()r.t~e82~~4GXinaduaLPB···systehl,thlsr~gisterlsonIYCi\faHablelntheCoh1patlbUltyPl3andisrlotpCirtof 

th~.A~~,iU~rY!e..~: 

Bits Description 

7:4 Reserved. 

3 CPU BIST Enable. 1=Enable. O=Disable. When enabled, the PB invokes CPU BIST when the 
CPU is reset (the value of this bit overrides the value of the CPU Hard Reset bit). Subsequent 
initiation of hard reset (through bit 2 of this register) causes the PB to perform a hard CPU reset, 
leaving INIT# asserted when RESET# is released initiating CPU BIST. 

2 Reset CPU. 1 =hard reset, soft reset, or hard reset with BIST (type is controlled by bits[3, 1] of this 
register). The transition from 0 to 1 of this bit triggers the PB to initiate the CPU reset. Therefore, 
bits[3,1] should be programmed before this bit is set. In addition, bit 0 must be 0 before 
programming this register. 

1 Hard Reset Enable. 1 =Hard reset. O=Soft reset. Reset occurs when the Reset CPU bit transitions 
from 0 to 1. 

0 Deturbo Enable. 1=Enable. O=Disable. Note that this bit must be set to 0 before setting bit 2 to 1. 
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2.2.3 CONFDATA-CONFIGURATION DATA REGISTER 

Address Offset: OCFCh 
OOOOOOOOh 
Read/Write 

Default: 
Attribute: 

CONFDATA is a 32-bit read/write window into configuration space. The 32-bit portion of configuration space 
that is referenced by CONFDATA is determined by the contents of CONFADD. The byte enables during the 
OCFCh access select which bytes of the 32-bit window are updated. 

Bits Description 

31:0 Configuration Data Window. If bit 31 of CONFADD=1 , an access to CONFDATA I/O space is 
mapped to configuration space using the contents of CONFADD. 

2.3 PCI Configuration Space 

The PB fully supports mechanism #1 for host accesses to PCI Configuration Space Registers (refer to the PCI 
Specification for details on mechanism 1). The PB can perform three types of configuration cycles. 

1. An internal access is performed if the Bus Number is 0, and the Device Number selects this PB. No PCI 
cycles are generated. 

2. A Type 0 translation is performed if the PCI device being configured is on this PB's PCI bus (the Bus 
Number matches the number in the PB's PCI Bus Number register), and the Device Number is less than 
or equal to 15. 

3. A Type 1 translation is performed if the device being configured is on another hierarchical PCI bus below 
the PB's PCI bus (the Bus Number is between the PB's PCI Bus Number and Subordinate PCI Bus 
Number). 

The PCI Configuration Space protocol requires that all PCI buses in a system be assigned a Bus Number. 
Furthermore, bus numbers must be assigned in ascending order within hierarchical buses. Each bridge must 
have a register that contains its PCI Bus Number and a register that contains its Subordinate PCI Bus Number. 
The PCI Bus Number and Subordinate PCI Bus Number must be loaded by POST code. The Subordinate PCI 
Bus Number is the bus number of the last hierarchical PCI bus under the current bridge. (The PCI Bus Number 
and Subordinate PCI Bus Number are the same in the last hierarchical bridge.) At the top of the hierarchy, peer 
bridges continue the ascending bus numbering scheme. Refer to the PCI specification for additional examples. 

For the 450KX/GX, the implementation of the PCI configuration protocol logically maps the configuration 
registers of the PB (and MC) to bus number O. These devices, which are on the host bus, use Device Numbers 
16 through 30 (Figure 2). Device numbers below 15 can be used on the PCI bus that uses bus number O. This 
allows a system to be designed with hierarchical PCI buses starting with bus number o. All bridges have 
programmable PCI bus numbers and programmable subordinate PCI bus numbers as described in the PCI 
CSE protocol for dual PCI bridge systems. A PB's bus number register should be programmed to the number of 
the PCI bus immediately beneath it. However, the PB's configuration registers remain at Bus number o. 

The PB is the response agent for CPU accesses to the CONFADD location. The MC snoops writes to this 
location. The device selected by the CONFADD Register responds to CONFDATA accesses. 

r;9"~Jh'~:~.~~~4~~;~.m~:Y2m~~.l!~.iII~r~.~:~~ln~'t~~E~n~~;~Q~g!;fOt·O~~.;~.~E~~~.ijS;t6 •• ·the'~~~F 
~,~~~g~l!.i~!y:g§:~~,~~2!t;~&Im~).Mg~.~Q2e8~!~~~9.;!tll~lp~c~!! '., '",".' .',', . , 
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The PB (both PBs in an 82454GX dual PB system) defaults to a PCI Bus Number equal to 0 after power-on 
reset. The MC is hard coded to bus number O. 

For the450GX, each·· PB and MC· must have a· unique I D assigned at power~on reset (Vlastrapping(jptions)~ 
The relation betweenthe ~Band MC number, the Device Number, and theHost Bus Agent NumberJsshown 
In Table 8. The PBID Isalso.used.as thePB AgentiD whenJt Is ahostbu smaster. 

Note that the 82454 does not support programmable special cycles of the PCI specification 2.0. 

i BUSNUM=1 ! ~ 

x, and y can be any number subject to: y>x, and y~255. 

Figure 2. Bus Number Assignments 

Table 8. Device Numbers for Bus Number 0 

Device Unique ID Loaded at Reset PCI Device Number Host Bus Agent ID 

CPU N/A 0000-0111 

MC 00 10100 NA 

Reserved All Others All Others All Others 
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2.4 PB PCI Configuration Registers 

Table 9. PCI Configuration Space Registers 

Address 
Mnemonic Register Name Access 

Offset 

0o-01h VID Vendor Identification RO 

02-03h DID Device Identification RO 

04-05h PCICMD PCI Command RIW 

06-07h PCISTS PCI Status RO, RIWC 

08h RID Revision Identification RO 

09-0Bh CLASSC Class Code RO 

OCh CLSIZE PCI Cache Line Size RO 

ODh PLTMR PCI Latency Timer RIW 

OE HEADT Header Type RO 

OF BIST BIST Register RIW 

1O-3Fh - Reserved -
4o-43h TSM Top of System Memory RIW 

44-47h - Reserved -
48h PDM PCI Decode Mode RIW 

49h BDNUM Bridge Device Number RO 

4Ah PBNUM PCI Bus Number RIW 

4Bh PSBNUM PCI Subordinate Bus Number RIW 

4C PBC PB Configuration RIW 

4D-50h - Reserved -
51h DCC Deturbo Counter Control RIW 

52h - Reserved -
53h CRWC CPU ReadIWrite Control RIW 

54-55h PRWC PCI ReadIWrite Control RIW 

5Sh - Reserved -
57h SMME SMM Enable RIW 

58h VBAE Video Buffer Area Enable RIW 

59-5Fh PAM[O:S] Programmable Attribute Map (7 Registers) RIW 

So-SFh - Reserved -
70h ERRCMD Error Reporting Command RIW 

71h ERRSTS Error Reporting Status RIWC 
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Table 9. PCI Configuration Space Registers (Continued) 

Address 
Mnemonic Register Name Access Offset 

72-77h - Reserved -
78-79h MGR Memory Gap Range RIW 

7A-7B MGUA Memory Gap Upper Address RIW 

7C-7Fh PFB PCI Frame Buffer RIW 

8D-87h - Reserved -
88-8Bh HMGSA High Memory Gap Start Address RIW 

8C-8Fh HMGEA High Memory Gap End Address RIW 

9D-97h - Reserved -
- Reserved (450KX) -

98-9Bh 
IOSR1 I/0SpaceR~~ge#1 (450GX) 

.... ....................... ..nl1·'i>i> 
. 

.. .. ... . ... .... ·.t1Ivv2i .................... 
9C PCIRSR PCI Reset RIW 

9 D-9 Fh - Reserved -
- Reserved (450KX) -

AO-A3h 
IOSR2 IIQSpaceRange lt2(450~)() .......... > ..... >. 

RIW . ..............•.. .... .> .... .. . 

A4h-A7h APICR I/O APIC Range RIW 

A8-AFh - Reserved -
BO-B1h CONFVR Configuration Values Driven on Reset RIW 

B2-B3h - Reserved -
B4-B5h CSCONFV Captured System Configuration Values RO 

8S-B7h - Reserved -
B8-BBh SMMR SMM Range RIW 

BC HBIOSR High BIOS Register RIW 

BD-BFh - Reserved -
CO-C3h EXERRCMD PB Extended Error Reporting Command RIW 

C4-C7h EXERRSTS PB Extended Error Reporting Status RIWC 

C8-CBh PBRTMR PB Retry Timers RIW 

CC-FFh - Reserved -
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2.4.1 VID-VENDOR IDENTIFICATION REGISTER 

Address Offset: 
Default: 
Attribute: 

00-{)1h 
8086h 
Read Only 

intel· 

The VID Register contains the vendor identification number. This 16-bit register combined with the Device 
Identification Register uniquely identify any PCI device. Writes to this register have no affect. 

Bns DescMption 

15:00 Vendor Identification. This is a16-bit value (8086) assigned to Intel. 

2.4.2 DID-DEVICE IDENTIFICATION REGISTER 

Address Offset: 
Default: 
Attribute: 

02-{)3h 
84C4h 
Read Only 

This 16-bit register combined with the Vendor Identification Register uniquely identifies any PCI device. Writes 
to this register have no affect. 

Description 

Device Identification. This is a16-bit value (84C4) assigned to the PB. 

2.4.3 PCICMD-PCI COMMAND REGISTER 

Address Offset: 04-{)5h 
0007h 
ReadlWrite 

Default: 
Attribute: 

This register controls the PB's ability to respond to PCI cycles. See PCISTS Register for corresponding error 
reporting. See ERRCMD Register (70h) for additional controls. 

Bits Description 

15:9 Reserved. 

8 SERR# Enable.1=Enable. O=Disable. When enabled, the PB asserts SERR#, if the corresponding 
bits in the ERRCMD Register are enabled. 

7 Wait Cycle Control. (Not Implemented). This bit is hardwired to O. 

6 Parity Error Response Enable. 1 =Enable PCI parity error checking (See ERRCMD Register for 
generation of PERR# signal.). O=Disable. Note that PCI parity errors will not be reported using 
SERR# unless both this bit and bit 8 are set to 1. 

5 Reserved. 

4 Memory Write and Invalidate Enable. 1=Enable. O=Disable. When disabled, Memory Write 
commands are used. 

3 Reserved. 

34 PRELIMINARY I 



intel· 82454KXlGX (PB) 

Bits Description 

2 Bus Master Enable-RO. The PB does not support disabling its bus master capability. This bit is 
hardwired to 1. 

1 Memory Space Enable. 1 =Enable PCI memory accesses to the host bus. O=Disable. 

0 VO Space Enable. 1 =Enable PCI 110 accesses to the host bus. O=Disable. 

2.4.4 PCISTS-PCI STATUS REGISTER 

Address Offset: 06-07h 
0240h Default: 

Attribute: Read Only and Read/Write Clear 

The PCISTS Register reports the occurrence of a PCI master aborVPCI target abort, system error, and parity 
errors. This register also indicates the DEVSEL# timing that has been set by the PB hardware. Software sets 
the bits labeled R/WC to 0 by writing a 1 to them. 

Bits Description 

15 Parity Error Detected-RlWC. 1 =PB detected a PCI address or data parity error. The PB checks all 
address cycles, regardless of the intended target, for address parity errors. When the PB is involved 
in a PCI transaction (as either master or target), it checks all data cycles for data parity errors. The 
Parity Error Detected bit is set independent of whether parity error reporting (bit 6 in the PCICMD 
Register) is enabled. 

14 Signaled System Error-RIWC. 1 =PB asserted the SERR# signal. 

13 Received Master Abort-RIWC. 1 =PB is PCI bus master and terminates its transaction (other than 
Special Cycle commands) with a master-abort. 

12 Received Target Abort-RlWC. 1=PB as a PCI bus master received a target abort. 

11 Signaled Target Abort-R/WC. 1 =PB issued a target abort. This only happens for invalid byte 
enables during an 110 access or a..tiard Failure from a host bus agent. 

10:9 DEVSEL# Assertion-RO. Bits[10:9]=01 (indicates medium timing when the PB responds as a 
target). 

8 Data Parity Error Reported-RIWC. This bit is set to 1 when all of the following conditions are met: 
1.) The PB asserted PERR# or sampled PERR# asserted. 2.) The PB was the bus master for the 
transaction in which the error occurred. 3.) The Parity Error Response bit is set to 1 in the PCICMD 
Register. 

7 Fast Back-to-Back Capable-RO. This bit is hardwired to 0 to indicate that the PB is not capable of 
accepting fast back-to-back transactions that are not to the same agent. 

6:0 Reserved. 
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2.4.5 RID-REVISION IDENTIFICATION REGISTER 

Address Offset: 
Default: 
Attribute: 

08h 
See stepping information in the 450 GXlKX Specification Update 
Read Only 

This register contains the revision number of the PB. 

Bits Description 

intel· 

7:0 Revision Identification Value. This is an 8-bit value that indicates the revision identification number 
for the PB. 

2.4.6 CLASSC-CLASS CODE REGISTER 

Add ress Offset: 
Default: 
Attribute: 

09-{)Bh 
060000h 
Read Only 

This register contains the device programming interface information related to the Sub-Class Code and Base 
Class Code definition for the PB. This register also identifies the Base Class Code and the function sub-class in 
relation to the Base Class Code. 

Bits Description 

23:16 Base Class Code (BCC). 06h=Bridge device. 

15:8 Sub-Class Code (SCC). OOh=Host Bridge. 

7:0 Programming Interface (PI). OOh=Hardwired as a Host-to-PCI Bridge. 

2.4.7 CLSIZE-CACHE LINE SIZE REGISTER 

Add ress Offset: 
Default: 
Attribute: 

OCh 
08h 
Read Only 

This register indicates the system cache line size. The value equals the number of 32-bit dwords in the cache 
line. 

Description 

System Cache Line Size. 08h=32 Byte cache line size. 
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2.4.8 PLTMR-PCI LATENCY TIMER 

Address Offset: 
Default: 
Attribute: 

ODh 
20h 
ReadlWrite 

This register controls the duration of a burst cycle. 

Bits Description 

7:0 PCI Master Latency Timer value. If PGNT# is negated during a PB initiated PCI burst cycle, the PB 
limits the duration of the burst cycle to the number of PCI clocks specified in this field. 

Masters capable of bursting multiple lines perform better with a higher value than the default. A 
value of 40h, for example, will allow a bursting master to always transfer at least four cache lines 
before a disconnect occurs. 

2.4.9 HEADT -HEADER TYPE REGISTER 

Address Offset: 
Default: 
Attribute: 

OEh 
OOh 
Read Only 

This register indicates the header type for the PB. 

Description 

Header Type (HTYPE). OOh=Basic configuration space format. 

2.4.10 BIST-BIST REGISTER 

Address Offset: 
Default: 
Attribute: 

OFh 
OOh 
ReadlWrite 

The Built-In Self Test (BIST) function is not supported by the PB. Writes to this register have no effect. 

Bits Description 

7 BIST Supported. This read only bit is set to 0 indicating that the 82454 does not support BIST. 

6 Start BIST. This function is not supported. 

5:4 Reserved. 

3:0 Completion Code. This read only field returns 0 when read. 
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2.4.11 TSM-TOP OF SYSTEM MEMORY REGISTER 

Add ress Offset: 40-43h 
OOOOh 
Read/Write 

Default: 
Attribute: 

This register permits the PB to respond to memory transactions above the main memory range of the MC(s) on 
the host bus. 

Bits Description 

31 Host Bus Top of Main Memory Default Enable. 1 =Enable. O=Disable. When enabled, the PB 
forwards all host bus memory space transactions between the Top of Memory (determined by bits 
[15:0] of this register) and 64 Gbytes to the PCI bus, except regions defined by the memory gap 
registers (MGR/MGUA and HMGSNHMGEA Registers). When disabled, the PB ignores these 
transactions. Note that when memory accesses are enabled to be forwarded from the host bus to 
PCI, the PB blocks (ignores the transaction) the corresponding memory accesses initiated on the 
PCI bus from being forwarded to the host bus. 

30:16 Reserved. Must be programmed to Os when writing this register. 

15:0 Top of Host Bus System Memory Address. Bits[15:0] of this register are compared to A[35:20]. 
The top of system memory is programmed in units of 1 Mbyte (Le., 00001 h=1 Mbyte, 00002h= 2 
Mbytes, 00003=3 Mbytes, etc.). 

2.4.12 PDM-PCI DECODE MODE 

Add ress Offset: 48h 
Default: 
Attribute: 

06h 
Read/Write 

This register masks AD[31:16] for host I/O transactions. In addition, this register enables/disables ISA aliasing 
for I/O addresses in the range 10o-3FFh. Note that the PB never forwards PCII/O addresses above 64 Kbytes 
to the host bus. 

Bits Description 

7:3 Reserved. 

2 VO Address Mask Enable. 1=Enable (default). O=Disable. When enabled, the PB forces PCI 
AD[31 :16] to zero for host bus to PCII/O transactions. (The processor may assert A 16 during I/O in 
real mode.) In all cases, the PB only decodes the lower 64 Kbytes of the host bus I/O address. 

o 

38 

VO Aliasing Enable. 1 =Enable ISA expansion aliasing (default). O=Disable. 

Aliasing Algorithm (bit 1=1) 

If A[9:8]=00, the address does not fall into an I/O alias range and A[15:4] are compared to the I/O 
space ranges defined by the IOSR1 and IOSR2 Registers (offsets 98-9Bh and AO-A3h, respec­
tively). If A[9:8]:#00h, the address is in an alias range so A[15:1 0] are masked (the address is 
aliased for decoding purposes) before comparing the address to the I/O space range registers. 
Note that, when I/O aliasing is enabled (bit 1 =1) and the I/O address mask enable feature is 
disabled (bit 2=0), the PB decoder aliases any bus I/O address above 64 Kbytes. 

;!6~h§~~§1~~~y~iR~· •• ·.~Y~i~m!:~?t~.~.~~ffiy~t~·~x~~6.1~i§lt.· •• ~.~~ •••• ~~~'~~m~;q!~~nyi~~ip91me.~~··········· 
l1J~yJ~~pgnd~9h9~lJ)U~··.~~~n~?lpMgQ~~~I$JEI!r.ng.l=lQ~I!l=l§~gl9~~~p~n§lgnJ!Q.~ggr~§~~ . 
Reserved. 
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2.4.13 BONUM-BRIDGE DEVICE NUMBER REGISTER 

Address Offset: 
Default: 

Attribute: 

49h 
0001 1001 h (82454KX) 
00011001h(Compatibility.82454GX) 
00011010h (Auxiliary 82454GX) 
Read ()nly , , 

This register contains the bridge device number. For the 82454KX this value is hardwired to 11001. 

For' the' 82454GX," this. number is • loaded . from ·the lOGNT# and IOREQ#' pins d~ring p()wer~up .• qnly ". ~he, 
p()':Tlp~ti~ilityRB(e~I [>,== .~l)r~~pon~~,~()lpitiClI ~'.9~ c()~~f,~!c~~~(~~!ClUlt~t()mi~~r.~a~~Clb.I~~)~ 

Bits Description 

7:5 Reserved. 

4:2 Fixed Value. The upper three bits of the PB Bridge Device Number are always 110. 

1:0 82454KX: Fixed Value. The lower two bits of the PB Bridge Device number are always 01 

~2454C3X: Pii,lcJe~tifi~~tlo~·.(PBlrij.+h~lo~~it~~i~its9f,th~.B~idg~i[)~~ib~~oriJ#~i~ndo~rngis 
defined asfollows: ' 

Blts[1 :0] FUl1ction 
o 0 Reserved. 
01 U~~cjJ)ytheCornptltlbiljty pp; 
10 l)$ecjbytheAuxiliaryPB inatwoPB~ysterri. 

III Reserved~ 
'" 

2.4.14 PBNUM-PCI BUS NUMBER REGISTER 

Address Offset: 
Default: 
Attribute: 

4Ah 
OOh 
ReadlWrite 

This register contains the bus number of the PCI bus that is immediately behind the PB. Note, this does not 
affect the Bus Number for the PB configuration registers. The PB configuration registers are always addressed 
as Bus Number O. 

Forthe82454<3X,both .. ·.PBsdefauIUo·.Bus·.Number.0.·.The.·auxinaPIPElmUst~~change~bef()reconfigurati0'1 
accesses are made to the PCI bus; , . 

Description 

Bus Number. The PCI Bus Number of the PCI bus immediately behind the PB. 
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2.4.15 PSBNUM-SUBORDINATE BUS NUMBER REGISTER 

Address Offset: 4Bh 
Default: 
Attribute: 

OOh 
Read/Write 

This register contains the bus number of the last hierarchical bridge under the current bridge. 

f8nm~· .. ~?1?4.<3~.;P9m.e~~~~f~.ulrt<?91JP9r~ipet~f3P~NPt'r1p~rg;.r~.~e9~ln~ryiP~··.·t'r19stiPe~ryljlryQ~.~.1?~f.<?rf:l 
9()n!lgy~~!19nE1E~~~~.S ..• ~~~ ... ·ma~.~ .• ··~9.··.tr.~B9Ipps: ' 

Description 

Last Bus Number. The bus number of the last hierarchical bridge under the current bridge. 

2.4.16 PBC-PB CONFIGURATION REGISTER 

Add ress Offset: 4Ch 
Default: 

",0.;, 

Attribute: 

39h (82454KX) 
3!:)h(QOrTIpatibiJitY··.fJB)······ 
3!A11· .•. (f\uxiU?trYRf3) 
Read/Write 

This register configures the PB for various operations. 

Bits 

7 

6 

5 

4 

3 

2 

40 

Description 

Long Watchdog Timer Enable (LWTE). 1 =30 ms. 0=1.5 ms 

Lock Atomic Reads. 1=Reads that cross a PCI Dword boundary are issued as locked reads. This 
bit must be enabled for systems containing a PCI to PCI bridge. 

Reserved. 

Branch Trace Message Response Enable. 1 =PB responds to the Branch Trace Message host 
bus command. (default). Used by external development tools that need to capture the processor 
Branch Trace Message. O=PB ignores this command. 
lr'la.·450GXduat. PB$ystelTl;theauxiliarybrldgelgnorestl1is bit .....• ............. ......... .....T 
INIT on Shutdown Enable.1=PB asserts the INIT# signal when receiving a Shutdown command. 
(default). 

F.<?rthf3~?4?4~0InadUalfJf3$ysterl'l; thlsblt.·is()nJyused •. ·inlh~·.·QorTIpatibIHtYPBand .• I$J'\()tU$ed 
in 1l'1eAuxiliarYPS; 

Reserved. 
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Bits Description 

1:0 82454KX: Reserved. Must be set to 01. 

82454GX: Bridge Arbitration Mode;These bits determine the arbitration mode the PB Lises before 
taking ownership of the processor BPRI# signal. 

Blts[1 :0] Function 
00 Noarbitratlon(singlebridge system) 
01 Arbitration mode (This PB provides thearbltratlon unit for an·Auxlliary PB) 
10 Extemalarbiter mode; (This setting is for the Auxiliary bridge) 
11 Reserved. 

2.4.17 DCC-DETURBO COUNTER REGISTER 

Address Offset: 
Default: 
Attribute: 

51h 
80h 
Read/Write 

In deturbo mode this register determines how many clocks BPRI# is asserted in order to throttle the host bus. 
The host bus pipeline is stalled at a rate determined by this register. The Deturbo Counter value is compared to 
an 8 bit counter running at the host bus clock (BCLK) divided by 8. 

Forthe 824S4GX In a dual PE3 system; thlsreglster/s onlY available In the COQlpatibllityRB aDd isnotavailabl~ 
int~~ALJxiliilry ~B. 

Bits Description 

7:0 Deturbo Count Value. When the counter value is greater than this register value, BPRI# is 
asserted by the PB. BPRI# is negated when the count value is less than or equal to this register 
value. Smaller values in this register result in slower deturbo emulation speeds. 

2.4.18 CRWC-CPU READIWRITE CONTROL REGISTER 

Address Offset: 
Default: 
Attribute: 

53h 
OOh 
Read/write 

This register enables/disables processor writes to PCI to be posted in the PB. 

Bits Description 

7:2 Reserved. 

1 Host-to-PCI Write (Outbound) Posting Enable. 1=Enable. O=Disable. 

0 Reserved. 
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2.4.19 PRWC-PCI READIWRITE CONTROL 

Address Offset: 54-55h 
OOh 
Read/write 

Default: 
Attribute: 

The PRWC Register enables/disables read pre-fetching on the host bus. This register also enables/disables 
the assembly of back-to-back sequential host-to-PCI memory space cache line writes into PCI burst cycles and 
enables/disables PCI-to-host (inbound) write posting. 

Bits Description 

15:10 Reserved. 

9 CPU Line Read Pre-Fetch for PCI Memory Read Commands Enable. 1 =Enable. O=Disable. 
When enabled, PCI Memory Read commands cause a fetch of a CPU cache line plus a pre-fetch 
of three or more CPU cache lines (Pre-fetching does not cross 4 Kbyte address boundaries). This 
bit has no affect unless CPU Line Read Enable (bit 8) is also set. 

8 CPU Line Read for PCI Memory Read Commands Enable. 1 =Enable. O=Disable. This bit is set 
to enable PCI Memory Read commands to fetch full CPU cache lines. When disabled, a PCI 
Memory Read command results in read partials on the host bus. 

7 Reserved. 

6 CPU Line Read Multiple Pre-Fetch for PCI Memory Read Multiple Commands Enable. 
1=Enable. O=Disable. When enabled, PCI Memory Read Multiple commands cause a fetch of a 
CPU cache line plus a pre-fetch of three or more CPU cache lines (Pre-fetching does not cross 4 
Kbyte address boundaries). This bit has no affect unless CPU Line Read Multiple Enable (bit 5) is 
also set. 

5 CPU Line Read Multiple for PCI Memory Read Multiple Commands Enable. 1=Enable. 
O=Disable. When enabled, PCI Memory Read Multiple commands fetch full CPU cache lines. 
When disabled, a PCI Memory Read Multiple command results in read partials on the host bus. 

4 CPU Line Read Pre-Fetch for PCI Memory Read Line Commands Enable. 1=Enable. 
O=Disable. When enabled, PCI Memory Read Line commands cause a fetch of a CPU cache line 
plus a pre-fetch of three or more full CPU cache lines. Pre-fetching does not cross 4 Kbyte address 
boundaries. This bit has no affect unless CPU Line Read Enable (bit 3) is also set. 

3 CPU Line Read for PCI Memory Read Line Commands Enable. 1 =Enable. O=Disable. When 
enabled, PCI Memory Read Line commands fetch full CPU cache lines. When disabled, a PCI 
Memory Read Line command results in read partials on the host bus. 

2 Reserved. 

1 Burst Write Assembly Enable. 1 =Enable. O=Disable. When enabled, back-to-back sequential 
CPU-to-PCI memory space cache line writes (USWC memory type) are converted to continuous 
PCI write bursts (write combining). This feature should only be enabled if the cache line writes are 
guaranteed not to cross component address boundaries. 

0 PCI·to-Host Bus Write (Inbound) Posting Enable. 1=Enable. O=Disable. (Caution: Do not enable 
if CPU to PCllocks split across component boundaries on the host bus.) 
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2.4.20 SMME-SMRAM ENABLE REGISTER 

Address Offset: 
Default: 
Attribute: 

57h 
OOh 
Read/Write 

This register enables the address range programmed into the SMMR Register (B8-BBh) and permits System 
Management Mode (SMM) RAM to overlay memory space normally mapped to the PCI bus. 

Bits Description 

7:4 Reserved. 

3 SMM RAM Normal Decode Range Override Enable. 1 =Enable. O=Disable. When enabled,. the 
PB ignores the SMM RAM Gap Range for all transactions and uses normal decode ranges (i.e., the 
SMMR Register has no affect on PB address decoding). When disabled, accesses to the SMM 
Range made when SMMEM# is asserted are ignored by the PB, even if the address is within the 
positive decode range of a different range register in the PB. Accesses outside of the SMM Range 
are not affected by the state of the SMMEM# signal. SMM RAM may overlay memory space 
normally mapped to the PCI bus. 

2:0 Reserved. 

2.4.21 VBAE-VIDEO BUFFER AREA ENABLE REGISTER 

Address Offset: 
Default: 

Attribute: 

58h 
02h (82454KX) 

02h(qompatiblllty.PE3),·90~(AlJ><IHaryPE3) 

Read/Write 

The VBAE Register selects where VGA Buffer requests are directed. This register defaults to Read/Write 
accesses directed to the PB (Compatibility PB only for the 82454GX). The MC and Auxiliary PB (82454GX 
only) default to this range disabled. 

Bits Description 

7:2 Reserved. 

1 Video Buffer Area Enable (AOOOO-BFFFFh). 1 = Host bus requests to the VGA Buffer range 
are forwarded to the PCI bus. O=Host bus requests to the VGA Buffer range are ignored. 

0 Reserved. 
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2.4.22 PAM[0:6]-PROGRAMMABLE ATTRIBUTE MAP REGISTER 

Add ress Offset: 
Default: 

PAMO (59h)-PAM6 (5Fh) 
PAMo-30h; PAM[1 :6]-33h (82454KX) 

···•··•·• ••. p~fy1~:39~.:(qpm~~tipilityp~);()9~(Ai.l~ili~ry~ .. ~r •• · •••. · .• · ..••• 
;,;P.~M[ts§]· •. ?~h.·.(9<?l'!lp~t!~,II!tyJ~~h92h(A~xlll~ryP~) 

Read/Write 

intel· 

These seven registers select read only (RE=1, WE=O), write only (RE=O, WE=1), or read/write (RE=1, WE=1) 
access attributes for 14 memory regions between the 512 Kbyte and 1 Mbyte address range. The individual 
memory regions can also be disabled (RE=O, WE=O). Each register controls two regions; bits [7:4] control one 
region and bits [3:0] control the other region. Note that the default for the system BIOS region is read/write 
enabled. The default for all other regions is readlwrite disabled. 

When a region is enabled, the corresponding host bus access is forwarded to PCI; the corresponding PCI 
access is ignored (not forwarded to the host bus). When a region is disabled, the corresponding host bus 
access is ignored (not forwarded to the PCI bus); the corresponding PCI access is forwarded to the host bus. 

~O{.Jt:l.e~59.~.~;mt?i.8~fa:yl.rf9r.tI)~<~y~t~mJ3.1.().?· •• ·.tt?gl<?I1···.·II) ••• tht?99mp~tIblli!y(Pf3 .•• · .• I.S.·;·rt?a:dlwriteit?na:Rlecj;Th5 
cjefa,LJltJorth.e .• ·auxi\ja,ryp(3/i~readZwritedisabled, . 

Note that the MC has corresponding PAM registers. Only one device (MC/PB) should have the same space 
enabled at one time to avoid access conflicts. 

PAM Attribute Bits Memory Segment Comments Offset 

Register 7,3 I 6,2 5,1 4,0 

PAMO[7:4] Reserved WE RE OFOOOo-OFFFFFh BIOS 59h 

PAMO[3:0] Reserved WE RE 08000o-09FFFFh 512-640 KB 59h 

PAM 1 [7:4] Reserved WE RE OC4000-0C7FFFh ISA Expansion 5Ah 

PAM 1 [3:0] Reserved WE RE OCOOOO-OC3FFFh ISA Expansion 5Ah 

PAM2[7:4] Reserved WE RE OCCOOO-OCFFFFh ISA Expansion 5Bh 

PAM2[3:0] Reserved WE RE OC8000-0CBFFFh ISA Expansion 5Bh 

PAM3[7:4] Reserved WE RE OD4000-0D7FFFh ISA Expansion 5Ch 

PAM3[3:0] Reserved WE RE ODOOOO-OD3FFFh ISA Expansion 5Ch 

PAM4[7:4] Reserved WE RE ODCOOO-ODFFFFh ISA Expansion 5Dh 

PAM4[3:0] Reserved WE RE OD8000-0DBFFFh ISA Expansion 5Dh 

PAM5[7:4] Reserved WE RE OE400o-0E7FFFh BIOS Extension 5Eh 

PAM5[3:0] Reserved WE RE OEOOOo-OE3FFFh BIOS Extension 5Eh 

PAM6[7:4] Reserved WE RE OECOOO-EFFFFh BIOS Extension 5Fh 

PAM6[3:0] Reserved WE RE OE800o-0EBFFFH BIOS Extension 5Fh 

44 PRELIMINARY I 



intel· 82454KXlGX (PB) 

2.4.23 ERRCMD-ERROR REPORTING COMMAND REGISTER 

Address Offset: 
Default: 
Attribute: 

70h 
OOh 
ReadtWrite 

This register provides control for generating PCI SERR# and PERR# error signals. Note that for bits[7:4], 
SERR# must be enabled in the PCICMD Register. For bit 3, PCI parity error checking must be enabled in the 
PCICMD Register. 

Bits Description 

7 SERR# on Receiving Target Abort (PB is PCI bus master). 1=Enable. O=Disable. 

6 SERR# on Transmitted Data Parity Error (Detected via PERR#). 1 =Enable. O=Disable. 

5 SERR# on Received Data Parity Error (Detected via PAR). 1 =Enable. O=Disable. The PS is the 
master. 

4 SERR# on Address Parity Error Enable. 1 =Enable. O=Disable. 

3 PERR# on Data Parity Error Enable. 1 =Enable. O=Disable. The received data can be the result of 
a PS read or another PCI master write to the PS. 

2:0 Reserved. 

2.4.24 ERRSTS-ERROR REPORTING STATUS REGISTER 

Address Offset: 
Default: 
Attribute: 

71h 
OOh 
ReadtWrite Clear 

This register reports certain PCI data and address parity errors and for detection of a CPU shutdown cycle. 
Software sets these bits to 0 by writing a 1 to them. 

Bits Description 

7 Reserved. 

6 PCI Data Parity Error When Writing PCI Data (PERR# was asserted). 1 =Detected parity error. 

5 Data Parity Error When Reading PCI Data (PAR was incorrect). 1=Detected parity error. 

4 Detected PCI Address Parity Error. 1 =PAR was incorrect when receiving address and C/SE[3:0]# 
from another PCI master. 

3:1 Reserved. 

o Shutdown Cycle from Host Bus Detected. 1=Detected. The PS optionally asserts INIT# as per 
the setting in the PSC register (4Ch) . 

. FC>rthE:l8?151(3Xi(ial~pat ·,.essy~tE:lm;thi$·."bit'.·,iifohlyuseqinthe\p(}n1patibility P S'aTld is not 
UsedlnJheAuxlliaryPs;, . 
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2.4.25 MGR-MEMORY GAP RANGE REGISTER 

Address Offset: 
Default: 
Attribute: 

78-79h 
OOh 
Read/Write 

intel· 

This register is used with the MGUA Register (7A-7Bh) to define the memory gap range. When enabled, the 
corresponding host bus access is forwarded to PCI; the corresponding PCI access is ignored (not forwarded to 
the host bus). When disabled, the corresponding host bus access is ignored (not forwarded to the PCI bus); the 
corresponding PCI access is forwarded to the host bus. 

Bits Description 

15 Memory Space Gap Enable. 1 =Enable. O=Disable. 

14:1 Memory Gap Size. This field defines the memory gap size as follows: 
0 Bits[14:10] Size Bits[14:10] Size 

00000 1 MB 11100 8MB 
00100 2 MB 11110 16 MB 
01100 4MB 11111 32MB 

Note that all other combinations are reserved. 

9:8 Reserved. 

7:4 Gap Starting Address. These bits correspond to address bits A[23:20]. The remaining address bits 
are specified in the MGUA Register. When bitS[7:4]=0000, this memory gap is disabled. 

3:0 Reserved. 

2.4.26 MGUA-MEMORY GAP UPPER ADDRESS REGISTER 

Address Offset: 7A-7Bh 
OOh 
Read/Write 

Default: 
Attribute: 

This register is used with the MG Register (78-79h) to define the memory gap range. 

Bits Description 

15:12 Reserved. Should be set to O. 

11:0 Memory Gap Range Upper Address. These bits correspond to the memory space gap starting 
address bits A[35:24]. 
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2.4.27 PFB-PCI FRAME BUFFER REGISTER 

Address Offset: 
Default: 
Attribute: 

7C-7Fh 
OOh 
Read/write 

This register defines a PCI Frame Buffer range. When enabled, the corresponding host bus access is 
forwarded to PCI; the corresponding PCI access is ignored (not forwarded to the host bus). When disabled, the 
corresponding host bus access is ignored (not forwarded to the PCI bus); the corresponding PCI access is 
forwarded to the host bus. 

Bits Description 

31 :20 Frame Buffer Starting Address. These bits correspond to address bits A[31 :20] and select the 
starting address in 1 Mbyte increments. All Os=Disable range (overrides bit 11). 

19:13 Reserved. 

12 VGA Performance Mode Enable. 1=Enable. O=Disable. When enabled, the VGA memory range 
of AOOOO-BFFFFh uses the same features that are enabled for the frame buffer address range 
(Le., disable locks). 

11 Frame Buffer Range Enable. 1=Enable. O=Disable. This bit does not affect the VGA memory 
range defined by the VBAE Register (offset 58h). 

10 Reserved. 

9 Frame Buffer Lock Disable. 1=Disable. O=Enable. When locks are disabled, CPU locked 
requests (Le., exchange instructions) do not result in a PCI exclusive access. Note that, locking is 
usually not necessary when accessing frame buffer data. 

8 Reserved. 

7 Flush Inbound Data Buffer on Non-deferred Frame Buffer Reads. 1 =00 not Flush. O=Flush. 

6:5 Reserved. 

4:0 Frame Buffer Size. This field defines the frame buffer size as follows: 

Bits[14:10] Size Blts[14:10] Size 
00000 1 MB 00111 8MB 
00001 2MB 01111 16 MB 
00011 4MB 11111 32 MB 

Note that all other combinations are reserved. 
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2.4.28 HMGSA-HIGH MEMORY GAP RANGE START ADDRESS REGISTER 

Add ress Offset: 
Default: 
Attribute: 

88-8Bh 
OOh 
Read/Write 

intel· 

This register is used with the HMGEA Register (8C-8F) to define the high memory gap. When enabled, the 
corresponding host bus access is forwarded to PCI; the corresponding PCI access is ignored (not forwarded to 
the host bus). When disabled, the corresponding host bus access is ignored (not forwarded to the PCI bus); the 
corresponding PCI access is forwarded to the host bus. 

Bits Description 

31 High Memory Gap Enable. 1=Enable. O=Disable. 

30:16 Reserved. These bits should be set to O. 

15:0 High Memory Gap Start Address. These bits correspond to address bits A[35:20] and select the 
starting address in 1 Mbyte increments. All Os=Disable range. 

2.4.29 HMGEA-HIGH MEMORY GAP END ADDRESS REGISTER 

Address Offset: 8C-8Fh 
OOh 
Read/Write 

Default: 
Attribute: 

This register is used with the HMGSA Register (88-8Bh) to define the high memory gap. 

Bits Description 

31:16 Reserved. These bits should be set to O. 

15:0 High Memory Gap End Address. These bits correspond to address bits A[35:20] and select the 
ending address in 1 MB increments. 
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2.4.30 IOSR1-1I0 SPACE RANGE 1 REGISTER (82454GX ONLY) 

Address Offset: 98"":"9Bh 
Default: 

Attribute: 

FFFO 0001 h (Compatibility PB) 
FFFO OOOOh (Auxiliary PB) 
ReadIWrite 

This register defines an .1/0 space range; A second I/O space range /s defined by the IOSR2 Register. Excep~ 
fortherangesdeflned by these two registers, the Compatibility PB forwards all host bus accessestoPCI 
(and Ignores PCI bus accesses) and the Auxiliary PB ignores all host bus accesses (and forwards PClbus 
accesses to the host bus)~ 

Reserved. 

IIq~pace t:langefEna~le'i1=Forwardhostbus acces~es intherangeto PGland IgnorepClbus 
acc~sses intherclnge.O=lgnore hostbusaccessesintherangeandforwarcj PCI bus accesses In 
t~er~ng~.to. t.he ho~t bus. 
Conlpatibilitybridge:1=defaUlLToopen agap inthecompatibilitybridgel/O space; this bit mustset 
toO. 

Auxiliary bridge:. O=default To claim an I/O rangelnt~eauxiliarybrit1ge, thisbit must beset to f. 

2.4.31 PCIRSR-PCI RESET REGISTER 

Address Offset: 9Ch 
Default: 
Attribute: 

OOh 
ReadlWrite 

This register permits software to reset the PCI bus without also resetting the CPU bus. Note, the PCI bus is 
always reset when the host bus is reset through a hard or power-on reset. 

Bits Description 

7:1 Reserved. 

0 Reset PCI Bus. Setting this bit from 0 to 1 causes the PB to assert PCIRST# for at least one milli-
second. Resetting the PCI bus could cause unwanted system signals to drive into the processor. Be 
sure to understand the state of any signals going from the PCI bus back to the processor during 
reset. See Section 3.7.5. 

I PRELIMINARY 49 



82454KXlGX (PS) intel· 
2.4.32 IOSR2-1/0 SPACE RANGE 2 REGISTER (82454GX ONLY) 

2.4.33 APICR-I/O APIC RANGE REGISTER 

Address Offset: 
Default: 

Attribute: ReadlWrite 

This range defines an 1/0 APIC range. There can be up to 16 APICs, with contiguous ascending unit IDs below 
a PB. One of the 16 APIC 4 Kbyte blocks must be reserved for all CPU Local APIC units. (Multiple CPU(s) may 
use the same Local APIC address since Local APIC transactions are not visible on the host bus.} The PB 
responds to 1/0 APIC address range (base + xOOOh) through (base + yFFFh) where x is the 1/0 APIC Starting 
Unit 10 and y is the highest unit 10 number. 

Note that a 64 Kbyte range is allocated to APIC space. Local APIC transactions are not visible on the host bus, 
but still require UC MTRR attributes. The Local APIC base address register in each processor should be 
programmed to point to one of the 4 Kbyte blocks in the 64 Kbyte APIC range so that one MTRR may be used 
for Local and 1/0 APIC configuration ranges. The MC does not reclaim any 64 Kbyte memory gaps created for 
the APIC range. 
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Bits Description 

31:28 Reserved. Must be set to zero. 

27:12 VO APIC Base Address. Bits[27:12] correspond to A[35:20] and select the 1/0 APIC base address 
in 1 MB increments. 

11:8 VO APIC Starting Unit 10. This field contains the lowest unit ID (Q-Fh) of any APICs located below 
this bridge. 

7:4 Highest Unit ID Number. This field contains the highest unit ID (Q-Fh) of any APICs located below 
this bridge. 

3:1 Reserved. 

0 VO APIC Range Enable. 1=Enable. O=Disable. 

2.4.34 CONFVR-CONFIGURATION VALUES DRIVEN ON RESET REGISTER 

Address Offset: 
Default: 
Attribute: 

BO-B1h 
OOh 
ReadlWrite 

During a programmed hard reset (via the PB's TRC Register), this register provides the processors and host 
bus agents with certain configuration details that have been programmed into the PB (Compatibility PB only for 
the 82454GX). 

During a power-on reset, this register is set to its default values and these values are driven on the appropriate 
host bus signals. After initialization, software programs this register. During a programmed hard reset this 
register retains its programmed values and these values are driven on the host bus when the PB asserts 
RESET#. 

Forthe82454GXIn a dualPB system,thls register Is only avaUableln the compatibility pBandiS noravail~bl~ 
in the Auxiliary PB; 

Bits Description 

15:13 Reserved. 

12:11 APIC Cluster 10. Software programs this field with the APIC cluster ID. The value in these bits are 
driven to the processors on A[12:11]#. 

10 82454KX: Reserved. 

82.454C3X:.~INIT#lnpUtEnable~1=Enable.O=[)isable~The·.valUein.thisbitis .. driyen·.onf.10#.:AU 
bo~tbU~ c;lg!3l1ts~/'l~blaB INIT!!. it th.is .. bit i~J •. · $~!:lE:?<E:I3BGMPRegis~eTfor Cldditi()n~lsigl'"lCl.Ic1~~Cljls; 

9 BERR# Input Enable. 1=Enable. O=Disable. This bit value is driven on A9#. All host bus agents 
enable BERR# reporting if this bit is 1. See the EXERRCMD Register for additional signal details. 

8 82454KX: Reserved. 
~?4?4(3)(rAERfl#~nput.Ena.ble~J=Enable·. O=Dlsable~.Usecftoenablet~Efrep()rtingof·A~dres~ 
pl:lrityerr()r§;~h>~yalue.in.thi§bitisdriv.enon·A8#;"'U .• h()st.bus.·agentscancel erroneous requests 
Ifmi§piljS1 : Expected use. Is .to>e/'lable this bit and thenmapAEFlR#Jo NMI In the EXERR9MD 
Register. 
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Bits Description 

7 In-Order Queue Depth 1 Select. 1 =Depth of 8. O=Depth of 1. The value in this bit is driven on 
A7#. Pentium Pro processors use an in-order queue depth of 8 if this bit is 1. 

6 1M Power-on Reset Vector Select. 1=1 Mbyte. 0=4 Gbyte. The value in this bit is driven on A6#. 
Pentium Pro processors use the 1 Mbyte reset vector if this bit is 1. 

5 FRC Mode Enable. 1 =Enable. O=Disable. The value in this bit is driven on A5#. Pentium Pro 
processors enter FRC enabled mode if this bit is 1. 

4:0 Reserved. 

2.4.35 CSCONFV-CAPTURED SYSTEM CONFIGURATION VALUES REGISTER 

Address Offset: B4-B5h 
Default: 
Attribute: 

XXh (X=Captured During hard reset) 
Read Only 

The register reports how the system is set up for certain functions. The values in this register are captured on 
the rising edge of RESET#. 

Bits Description 

15: 13 Reserved. 

12:11 APIC Cluster ID. The PB captures this value from A[12:11]#. 

10 BINIT# Input Enable. 1 =Enable. O=Disable. The PB captures this value from A 10#. 
Fottt)e.·.82:454GX;seeJhe ..• EXERRC.MP8egi$ter(offset.CO~C~h)·.f()(additiohal.·cjetaU.s •. ·• 

b~utf§?;P[dg~~~tningW~c.?rre~pqh9ih~9t;rtput •.•. ~ri~bl~·.··bifih .ige~)(~fleC~ q.R~gjs,!~r,fu~~! ••• ~ .. ~ 
c()l1~i~t~nt\yith •.• t9 e.v~lue .••• irltpi$ .••.• bitcaptu redfrom.tt)e .... ho.s.tbl,js.qtherwi$e! incorrect system 
?p~r~tl?n~»,il!. r~~~lt 

9 BERR# Input Enable. 1=Enable. O=Disable. The PB captures this value from A9#. 
F()nl'l~ ~2454~~;$ee tI'l~~XE88qM D.'. Re gister· (offsetC{}7C3h) far addHlonaldetaJls; 

8 AERR# Input Enable. 1=Enable. O=Disable. The PB captures this value from A8#. 

7 

6 

5 

4:0 
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Forthe~2454G~;$eeth~E)(E88CMDRegl$tet(off$etCO~C3h)fotadditionl:1ldetails~ 

S~~t1~ry: ~~()g@nlTlingth~99rr~~pOrycli~gpLitPutenClbl.e •. blflnthe(EXEFtec¥9 •.. RfJgls;t~r.mu~t .. b~ 
R?n~i~tfJnt~imthe8~11.I~inthis<bitcapturecJ .••. fr()m >tl'let)()~tb~s; Oth etwis~1 ..•. incorrect system 
9P~~ti?l'ls.»,II.I.r~~~~~>/; .. 

In-Order Queue Depth 1 Select. 1=Depth of 8. O=Depth of 1. The PB captures this value from 
A7#. See EXERRCMD Register for additional signal details. 

1 M Power-on Reset Vector. 1 =1 Mbyte. 0=4 Gbyte. The PB captures this value from A6#. 

FRC Mode Enable. 1=Enable. O=Disable. The PB captures this value from A5#. 

Reserved. 
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2.4.36 SMMR-SMRAM RANGE REGISTER 

Address Offset: 
Default: 
Attribute: 

B8-BBh 
00000005h 
Read/Write 

The range programmed into this register is required when SMRAM addresses overlap addresses normally 
mapped to the PCI bus. 

Bits Description 

31:28 SMM Range Size. The size (in 64 Kbyte increments) is selected as follows: 

Bits[31 :28] Size Blts[31 :28] Size 
0000 64 Kbyte 0011 256 Kbytes 
0001 128 Kbytes .. . ... 
0010 192 Kbytes 1111 1 Mbytes 

27:16 Reserved. Must be set to zero. 

15:0 SMM Range Start Address. Bits[15:0] correspond to A[31 :17] and select the starting address in 
64 Kbyte increments beginning at 64 Kbytes. The default starting address is AOOOOh and ranges 
to BFFFFh. 

2.4.37 HBIOSR-HIGH BIOS RANGE REGISTER 

Address Offset: 
Default: 

BCh 
01h (82454KX) 
O~h.·(CompatibilityPB) 
OOh (AuxiliaryRB) 
Read/Write 

This register enables/disables the 0-512 Kbyte and the high BIOS ranges. When enabled, the PB forwards 
host bus memory accesses in this range to PCI and ignores PCI memory accesses to the same range. When 
disabled, the PB ignores host bus memory accesses to this range and forwards PCI memory accesses to the 
same range to the host bus. 

Bits Description 

7:5 Reserved. 

4 0-512 Kbyte Range Enable. 1 =Enable. O=Disable. 

3:1 Reserved. 

0 2 Mbyte High BIOS Range Enable (00 FFEO OOOO-{)O FFFF FFFFh). 1=Enable. O=Disable. 

2.4.38 EXERRCMD-PB EXTENDED ERROR REPORTING COMMAND REGISTER 

Address Offset: 
Default: 
Attribute: 

CO-G3h 
00000010h 
Read/write 

This register enables/disables the reporting of certain error conditions. 

I PRELIMINARY 53 



82454KXlGX (PB) in1:el. 
Bits Description 

31:14 Reserved. 

13 Report Errors using Hard Fail/SERR# Enable. 1 =Enable (Hard Fail mechanism). O=Disable (PB 
uses SERR#). These errors are reported when the PB is servicing a host bus request and detects 
an error. Note that the PB does not report PERR# through Hard Fail. 

12 Report PCI Master Abort Errors.1=Enable. O=Disable. When enabled, the PB normally returns all 
1 's to CPU read transactions that receive a master abort time-out. Note that bit 13 in the PCISTS 
Register is always set for master abort time-outs. The error reporting mechanism (Hard Fail or 
SERR#) is determined by bit 13 of this register. 

11 82454KX: Reserved . 

• ~.~~.~.~.§?':i~~portHrt~.~rr~ .• t:~~bl~.l:IostPat~.~9~·· •••• Espprt~t§?15BepqrtPy.J3E::1111~.~.ign.~I.·· •• (bi~2 
mustbesetto.1 );.O::Oisable . 

10 82454KX: Reserved. 
1J24S4.(2X:Srr'igled)rt.·.e:CC .. Etr()tC()rre(:;tir'igotHQ$t .• D~ta.l3tJ$ ••• e:l1abr¢~1§EOflbl~;.O§P.i$flbl~; 

9 Report Host Bus Time-out Errors Enable. 1=Enable. O=Disable. When enabled, the error 
reporting mechanism (Hard Failor SERR#) is determined by bit 13 of this register. Note that the PB 
normally returns all 1 's to CPU read transactions that receive a time-out. Bit 9 in the EXERRSTS 
Register is set, regardless of whether the error is reported. 

8 Host Bus Time-out Enable. 1=The PB responds to unclaimed host bus transactions when the Bus 
watchdog timer expires. The time-out value can be programmed to either 1.5 ms or 30 ms. 
O=Disable watchdog timer. 

7 

6 

5 

4 

3 

2 

o 
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E9rmE3~g1~1S3?<lrya(fual ..••••. ~.B .. ··.sy$tem;\t\1IS·t>lt()r)IYna.$.'a.ffEjct!nt\1~qornpc:ltlt>lll~·f:'t:lal1(f.bc:l~·no 
affectinJlie.AuxiliaryPB 

AERR# to NMI Enable. 1 =Enable. O=Disable. When enabled (and bit 8=1 in the Captured System 
Configuration Values Register and SERR# is enabled in the PCICMD Register), the PB (Compati­
bility PB in an 82454GX dual PB system) asserts the SERR# signal when detecting AERR# signal 
asserted. Note that, depending on the system architecture, the SERR# signal can result in the 
generation of an NMI. The NMI signal is not part of the PB and is typically provided by a PCI-to-ISA 
or PCI-to-EISA bridge. 

BERR# to NMI Enable. 1 =Enable. O=Disable. When enabled (and bit 9=1 in the CSCONFV 
Register, offset B4-B5h), the PB (Compatibility PB in an 82454GX dual PB system) asserts the 
SERR# signal (which can result in an NMI) when BERR# is asserted. Note that the NMI signal is not 
part of the PB. NMI is typically provided by a PCI-to-ISA or PCI-to-EISA bridge. 

Reserved. 

BERR# to BINIT# Enable. 1=Enable. O=Disable. When enabled, the PB asserts BINIT# when 
BERR# is asserted. 

Assert BINIT# on Detection of Host Bus Protocol Violations Enable. 1 =Enable. O=Disable. 

pa..tl~.igt1·:·· ••. ··~.f9Q~.tJ:l.ml.9Q .. ···tnl.~.:bir.·.~9SI ..• p~;~9pl).!.~~.eD~ .. ·.·,.wim;~~'·x~tY~.·in •• · •• ·.m~ ••••• ~9.rr~~e9n9i.~Q: •• b!t~fjtn~ 
P§q9NFY.B~gi~!~r, ••. <,:~p'l:!r~9 .. !r9mm .. ~ ...•. ~g~t<pg,~,; ••. 9.tb,~!}¥i~EjiinpgEr~qt~Yl)t~m9P~I~!Jgq~,Will:r~.~HI~; , 
Assert BERR# on Bus Errors Enable. 1=Enable. O=Disable. 

Reserved. Planned use is AERR# to BERR# Enable. 1 =Enable. O=Disable. 

Assert AERR# on Request Phase Signal Parity Errors Enable. 1=Enable. O=Disable. 

p~q~i()tl·:;.~ .• r09t~tJ1mi.p.·9·····~~i~ •••• qi.t.·mp~t.~~r~9n~i~!~t}!WI.mi!t'~.y~!g~fi9m~Ie9~t~~e99~D~pi~9!.·m~ 
q§99N.ffYB.I:!.gl~!~rgeP.~H[~g.· .• !r.gm.!n.~ .. ·.bQ~.!.PH~.£(9!n.~.rY!!~~;!ngQ.r.!~9! .••• ~Y§!.~.m ... gP~Ie!l9.n§ •• ~!!J;r~.~!!I!.t 
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2.4.39 EXERRSTS-PB EXTENDED ERROR REPORTING STATUS 

Address Offset: C4-C7h 
OOOOOOOOh 
Read/Write Clear 

Default: 
Attribute: 

This register reports certain host bus error conditions. Software sets each error condition to 0 by writing 1 to it. 

Bits Description 

31 :21 Reserved. 

20 Received Hard Failure Response. 1 =Host bus hard failure response or a second AERR# 
assertion was received for a PB initiated transaction. (Exception,,;,..,. The PB does not log a Hard Fail 
Response by another host bus agent to a PB posted write. The host bus agent error registers must 
be checked to determine the cause of the error.) 

19 Host Bus Address Parity (AP#) Error Detected. This bit is set when an AP# parity error is 
reported by the 82454. 

18 Host Bus Request Parity (RP#) Error Detected. This bit is set when an RP# parity error is 
reported by the 82454. 

17 82454KX: Reserved. 

82454gX: •• tipstB~s 9t>.rre.ctable Err<?r l)ete~t~~~·1=.~ogsasingle~bi.t·. E9c;errordetectecio.nth~ 
dCltCll?Y~,.,.~<?,~ rr~ri~ r~po~.~~ . w.~~n.Cl. D <?~tl?Y~ £<?~~~B!Cl91~ .~rr<?r .i~~~t~~t.~ •. ~!· 

16 Host Bus Protocol Violation Detected. This bit is set when a protocol violation, including RS 
parity errors, is reported by the 82454. Both OPBs check for protocol violations in dual-bridge 
82454GX systems. 

15:12 Reserved. 

11 82454KX: Reserved. 
82454GX:Host Bus Uncorrectable Error Detected.1:::;L<?gsCl.h1ultiple~birECPierr()r~etected ~rt 
the databus .•. Not~that this bit Issetindepel1dent ()fINhethererrorreportingl~.enabledvjal?itJ.1()! 
the pXpRRCMDBeglster.If Bp~R# Is enabledlp theC;SC;()N~Vand. EXERRCty1 DReglster.s,thi~ 
e rroT is· reported by genera tingaBERR#. . ......•.. :. ... ....... . .. 

10 Reserved. 

9 Time-out on Host Bus Detected. 1 = The PB detected a time-out (no response phase within the 
time-out value programmed into the PBC resister (4Ch) and In-Order Queue not empty) on the host 
bus. This bit is set, regardless of whether the event is reported. This bit is not used in the auxiliary 
bridge of a dual PB system. 

8:4 Reserved. 

3 BINIT# on Host Bus Detected. 1=BINIT# was detected on the host bus. 

2 BERR# on Host Bus Detected. 1 =BERR# was detected on the host bus. The PB (Compatibility 
PB in an 82454GX dual PB system) generates a SERR# if enabled via bit 7 of the EXERRCMD 
Register, or the PB generates BINIT if BERR# to BINIT# is enabled via bit 4 of the EXERRCMD 
Register. 

1 Reserved. 

0 AERR# on Host Bus Detected. 1 =AERR# was detected on the host bus. The PB (Compatibility 
PB in an 82454GX dual PB system) generates SERR#, if enabled via bit 7 of the EXERRCMD 
Register. No recovery is possible as there is a chance of data corruption. 
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2.4.40 PBRTMR-PB RETRY TIMERS 

Add ress Offset: C8h 
00000003h 
Read/Write 

Default: 
Attribute: 

This register configures the host bus retry counter operation and the PCI retry counter operation. 

Bits Description 

31:16 Host Retry Counter Value. This field is programmed with the retry count value. The count is in 
host bus clocks. OOOOh disables the counter. The PB re-enables inbound posting after an outbound 
read transaction is retried if the retried agent does not return before this count expires. 

15:5 Reserved. 

4:2 PCI Retry Count Value. Posting is re-enabled when this count expires. Note that this count should 
match the count in the external PCI arbiter, if the arbiter has a retry masking counter. 

Bits[4:2] PCI Clocks Bits[4:2] PCI Clocks 
000 0 011 64 
001 16 100 128 
010 32 101-111 Reserved 

1 Re-Enable Posting After an Inbound Transaction is Retried Enable. 1=Enable posting when 
count expires. O=Disable (Ignore PCI retry counter). This bit may be set along with bit o. 

0 Re-Enable Posting After an Inbound Transaction Is Retried. 1 =Re-enable posting as soon as 
PCI bus parking is observed. O=lgnore state of PCI bus parking. 
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3.0 PB FUNCTIONAL DESCRIPTION 

This section describes the PB functions and hardware interfaces including the 1/0 and Memory Map, Host bus, 
PCI bus, and Dual-bridge Architectures. Data Integrity and Error Handling are covered. Clock, Reset, and PB 
configuration are also covered. 

3.1 Memory and I/O Map 

The 82454KXlGX PB provides the interface between the host bus and the PCI bus. Memory transactions can 
be sent from the PCI bus to the host bus and from the host bus to the PCI bus. Gaps and positive decode 
ranges can be programmed via the configuration registers. For the 82454KX, 1/0 transactions can be sent from 
the host bus to the PCI bus. However, 1/0 transactions can not be sent from the PCI bus to the host bus. 

For the.~2454.GX; both memory Clnd 1/0 transactions. can be sent frornthePCI bus tot~eho.st busandfrornJh~ 
~()st~~s to the. PCI. bus. Memory and 1/0 gaps and positive decode ranges can be programmed '1ia. the c0I1~g7 
urati<)O. regi$ters .. 

If an access is enabled to be forwarded from the host bus to the PCI bus, the corresponding access on the PCI 
bus is ignored (not forwarded to the host bus). Conversely, if an access is enabled to be forwarded from the 
PCI bus to the host bus, the corresponding access on the host bus is ignored (not forwarded to the PCI bus). 

The PB and MC perform a positive address decode of each host transaction and one default device handles 
the unclaimed transactions. In a standard PC system, unclaimed transactions are sent to the ISA bus. Thus, 
the PB (Compatibility PB in an 82454GX dual PB system) is the default responder on the host bus. 

3.1.1 MEMORY ADDRESS MAP 

The Pentium Pro processor memory address space is 64 Gigabytes (36-bit addressing). The PB does not 
support transactions of address size larger than 36-bits whether directed to the PB or not. The PB registers that 
control the memory space access are: 

Programmable Attribute Map (PAM[6:0]) Registers. These registers provide Read Only, Write Only, 
and ReadlWrite Disable for fixed memory regions in the PC compatibility area. 

Video Buffer Area Enable (VBA) Register. This register enables the AOOOo-BFFFF fixed region. 

Top System Memory (TSM) Register. This register permits the PB (Compatibility PB in an 82454GX 
dual PB system) to claim memory transactions above the top of main memory (top of memory to 64 
Gbytes) and forward these transactions to the PCI Bus. 

Memory Gap Range Registers (MGR and MGUA Registers). The Memory Gap Range can start on 
any 1 Mbyte boundary from 1 Mbyte to 64 Gbytes and can be 1, 2, 4, 8,16, or 32 Mbytes. 

High Memory Gap Range Registers (HMGSA and HMGEA Registers). The High Memory Gap can 
start on any 1 Mbyte boundary from 1 Mbyte to 64 Gbytes. 

High BIOS (HBIOS) Register. The 64 KByte. region from FOOOO-FFFFFh is treated as a single block 
and is normally readlwrite disabled in the MC(s) and Read/Write enabled in the PB. 
After power-on reset,th Is fE1gionlsread/write epabl~d .. inthec;Orn~~tlbilityPBClndre~d/\\Iri1edlsabl ect 
!PJ~e··A~)(j,,~rygB.Thu~,J~~.CofllP~tibiUty~B •• r~~B.on9~t()f~tc.h.es.duripgsyste!11initiClIl~atl()l'li 
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• 110 APIC Range (APICR) Register. This register provides an 1/0 APIC configuration space. There is no 

1/0 APIC in the PB or the MC. Note that, the address range between the APIC configuration space and 
the High BIOS range (FEDOOOOOh-FFDFFFFFh) is always mapped to local memory unless: 1) The 
range is above top of physical memory or 2) The High BIOS and APIC ranges are disabled in the PB 
and the range falls within a memory gap range. 

• PCI Frame Buffer (PFB) Register. The PCI Frame Buffer range can start on any 1 MByte boundary 
from 1-4 Gbytes and can be 1,2,4,8, 16,or 32 Mbytes. 

• SMM Range (SMMR) Register along with the SMM Enable (SMME) Register (only when SMMEM# 
is asserted). A Pentium Pro processor asserts SMMEM# in its Request Phase if it is operating in 
System Management Mode. The default SMRAM area is an address range that is normally mapped 
through the PB to the PC compatible video graphics adapter. The PB ignores accesses to this overlaid 
address range when the SMMR Register is enabled and SMMEM# is asserted during host bus transac­
tions. 

SMM Support. The PB supports System Management Mode by allowing the SMRAM region in the MC to 
overlay addresses that are normally mapped to the PCI bus. For cases where 64 Kbytes is insufficient for a 
given application, SMRAM can be relocated by the SMMR Register to a different start address set in 64 Kbyte 
increments and a maximum range of 1 Mbyte. The SMMR Register should also be used if the Top Of Memory 
Register is enabled and SMRAM is placed above normal memory. The SMMR Register is programmed In this 
instance to ignore the SMRAM range during SMMEM# accesses, but claim this range for normal accesses 
(SMRAM Range overrides Top of Memory). 

When the processor receives an SMI#, it invokes an SMI Acknowledge Transaction before entering the SMI 
handler routine. The Compatibility PB generates the response phase for an SMI Acknowledge transaction and 
also asserts the SMIACT# signal, if SMMEM# is asserted. Once asserted SMIACT# remains asserted until an 
SMI Acknowledge transaction occurs with SMMEM# negated. See the Host Bus Interface section for additional 
information on SMM mode. 

Memory Mapped 110. The PB allows memory addresses to be mapped to the host bus or to a PCI bus below 
the PB. Memory mapped 1/0 devices can be located anywhere in the PB's 64 Gbyte address space. The 
Frame Buffer Range allows the PB to decode memory mapped 1/0 space extending up to 4 Gbytes. The 
Memory Space Gap and High Memory Gap Registers allow the PB to decode two address ranges extending up 
to 64 Gbytes. 

Host Transactions to Memory Space. If a memory space address is in one of the above ranges, and that 
range is enabled, the PB claims the transaction and forwards it to the PCI bus. Accesses that are not in one of 
the enabled ranges and below the top of main memory are assumed to be accesses to main memory and are 
not claimed by the PB. The PB (Compatibility PB in an 82454GX dual PB system) is responsible for any 
unclaimed transactions on the host bus. Therefore, any memory space access that is above the top of main 
memory is claimed by this PB and forwarded to its PCI bus, if enabled in the TSM Register. Otherwise, transac­
tions that are not mapped to any host bus device will time-out. Transactions that time-out on the host bus are 
handled by the PB (Compatibility PB in an 82454GX dual PB system) to remove them from the In-Order 
Queue. These transactions are not forwarded to PCI. 

PCI Transactions to Memory Space. All PCI memory space accesses below the top of main memory (as 
programmed in the TSM Register) are forwarded to the host bus, unless they are specifically directed to PCI by 
one of the memory space access registers listed at the beginning of this section. 
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3.1.2 I/O ADDRESS MAP 

The Pentium Pro. pracessar I/O address space is 64 Kbytes. Far the 82454KX, the PB maps all hast bus I/O 
accesses to. the PCI bus, except far the CONFADD, CONFDATA, and TRC Register lacatians. 

Parthe82454GX, theCampatlbiHty PBmapsaUhastbus I/O accesses to. the PClbus; e"peptfarJ/QadqrE:Jss 
ranges··pragrammed··inta··.the IOSR[2:1] •. Reglsters .. (and.·. theCONFADI);CONPDATA,>.·aod·· Tf=tCl3eglster 
lacatians);.ln.a.dualpBsystem, the Auxiliary PBignaresallhost.buS;l/qaccesses··(exceptfartheCONFADQ 
andCONFDATA Register lacations), unless farwarding is pragrammedintoJheIOSR[2: 1 ] Registers.' 

The PB registers that cantrol the I/O space accesses are: 

• CONFADD, CONFDATA, and TRC Registers. These three PB registers are lacated in the pracessars 
I/O address space. See the Register Descriptian sectian far details. 

• lip .SpaceR.~nge Fleg I~ter~ (IO~Fl[2:1 n~l'Wa ·'.1/9·· sp~pe Ra?g~Registers. (IO~R1~ndJ OSR2)p~tmit .... 
thePBtoJarward.transacti9I']stargetingthatrangetaJhePGlpUs. 

• PCI Decode Mode (PDM) Register. The PB aptian ally supparts ISA expansian aliasing. When ISA 
expansian aliasing is enabled (via the PDM Register), the ranges designated as I/O Expansian are 
internally aliased to. the 100-3FFh range befare the I/O Space Range registers are checked. 

CPU Transactions to 110 Space. Far the 82454KX, the PB claims all hast bus I/O accesses and farwards the 
accesses to. the PCI bus, except far the CONFADD, CONFDATA, and TRC Register lacatians. Accesses to. 
CONFADD (OCF8) must be Dward aligned. 1/0 Transactians targeting OCF8h are treated as narmal I/O trans­
actians when they are nat Dward aligned. Accesses to. CONFDATA (OCFCh) are treated as narmal 1/0 transac­
tians when the Canfiguratian Space Enable bit af the CONFADD Register is nat set. 

~t~n!(9sH<:lce~ddressis .• ir.eith etafthe.·1I0. rang~s .•• anq· trat 'ra:n g~i~~n~~lecJ~the f>E3clairTlst~~~r~n~fi9VQ.ti. 
~n9fp~~r9itt9' trePpl . ~us. ". Fa r thE:J82454GX.in .•. ~., d~al P~ sy~teO),thE! qan'l p~tibilitYPBistrE:J9~f~YHUq 
rE:!~ppn~~iagentresPon~ible.far.cl~irnlng.··all.VO·.t~ansactlansan···tre.hast·.system·.··.bus.· •. l'rerefor~,anyl18 
addre~9ral1getbatJsm~pped.toanAuxiliarypB must .• bedlsa~lec:tpy'anl/q·rangeregisterJntheGarJ1Patlbility 
PB. 

Whe.n··.usin.g·.the •. llo.·.~pace.Ra~··ge.·.··Reg.ist~rsf·.the •• ···c()NPADOI.··6()~~Oi+Af.and·.··t~·C ••• ·R.~.9jst~}s ••. (09SBh·f··pqS~hl 
an(tQ9F9h) .. ·aretreate.q.··differe.ntIYJh~n9ther.IIO .• sp~ce·aqdre~ses.J/()Tran~actionst~met.ingp9F~h~r~ 
tr~~~eq .•.• a~n.armaII/Otrans~ctiansbxJreJOSR[2:1]ftegimers»,rentheyarerlat.[)wardaligneq,tr~r1Sacti9n~i 
AsqE:J~se~~o.Q.qfqll. Clr~' treated as narm.all/qtrans~ctions~ythel()SR[2:.11RegistE:Jrs~~~.ntHeq9pfjgY':elipn 
$pageE;?a9.le9it().ttQ~q9NFAqO .. R~glsterisnat.~et.Byte<lqd~e~s()qp9hl.~r~cagni.ze.d()nlybYJMq9rrp~JT: 
!.9iH.!Ye~i<:ln.qJ~n~X~r<l.~E:JS~~9.9>,tr.~.1()8 R[?:J] R~g!~.t~r~·· . 

ISA Expansion Board Aliasing. In PCs the I/O address range 10o-3FFh is reserved far ISA Expansian 
baards. Many ISA Expansian baards anly decade address bits [9:0] which results in aliases af the decade 
range af these baards. The PB provides a methad to. raute the alias af an address in the 10o-3FFh range 
thraugh the appropriate PB when I/O space has been split between dual PBs. See PCI Decade Made (PDM) 
Register (affset 48h). 

PCI Transactions to I/O Space. Far the 82454KX, 1/0 space accesses are never farwarded to. the hast bus. 

S8~.!tt~Aq~i!i.~!¥eE3.·in.aqoal.p~i.syst~.rn;alleQI .• I(()~P~pe·.~ccE:J~s~sarE:JfOM<lrqed.t()theroSt~Y~llQI~s~thex 
~E~~p~p!fjp~I'Y9ir~ct~q ... t9 •• eql •. · •• 9y().n •• ~ .••. af ~hel(8.·I3<:lnge·. reglst.~r~·.gar the:p<)mp~ti~II~YR~.t· .• I{() .sP~9t:!ap.c~.~~~.§ 
FE~.n~Y~rf9ry.tarqeq ... t() .• tr.~r()stbIJSi.Unl~.~l)sp~qWp<:lI.1yqlrE:!.ptE:lq.·.tQ·.m~ .. · .. r()~t~u~·.·.·by;an~attre/I/9·.··Rang~ 
r~Qi~t~r§{.[h: ••••. e.§.n.~Y.~.r.·.·~()ry.'.~r9 •. ~ .••. e·ql.Jl().··~88.~§~.e~.· •• Qre.<:l~~ .. r •. m~n •... ~.1··}59yt~.~ •.• t() ••. ~r.~ •.•.•. ~.()~t· ... 9.Y:~;·.· •. 
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3.2 Host Bus Interface 

The Pentium Pro processor bus provides an efficient, reliable interconnect between multiple Pentium Pro 
processors and the PB and MC. The bus provides 36 bits of address, 64 bits of data, protection signals needed 
to support data integrity, and the control signals to maintain a coherent shared memory in the presence of 
multiple caches. 

The Pentium Pro processor bus achieves high bus efficiency by providing support for multiple, pipelined trans­
actions and deferred replies. A single Pentium Pro processor may have up to four transactions outstanding at 
the same time, and can be configured to support a total of either one or eight transactions active on the 
Pentium Pro processor bus at anyone time. The PB supports up to eight active transactions on the host bus 
(In-Order Queue depth of 8). During the host bus reset and configuration, all host bus devices are configured to 
support either one or eight transactions in their In-Order Queue. 

The number of transactions that can target a particular bus client is configured separately from the total number 
of transactions allowed on the bus. The PB accepts up to four transactions into the Outbound Request Queue 
that target its associated PCI bus. 

The PB provides four 32-byte buffers for outbound data (host-to-PCI writes or PCI reads from the host bus), 
and four 32-byte buffers for inbound data (PCI-to-host writes or CPU reads from PCI). 

As a host bus master, the PB does not support deferred responses. The EXF1# extended function signal (Defer 
Enable) will never be asserted for a host transaction initiated by the PB. 

The host bus supports ECC over the data bus, and parity protection over the address, request, and response 
lines. The PB generates and checks ECC over the data lines (82454GX only), and generates and checks parity 
over the address and request/response signal lines (both 82454KXlGX). Note, ECC generation and checking 
on the data lines and parity generation and checking on the request/response lines can be enabled or disabled 
during system configuration. 

60 

NOTE: 

1. The PB is a non-caching agent and does not participate in the Snoop phase. The Write Back (WB) 
memory types can not be mapped through the PB (snoop write-back data is ignored by the PB for 
implicit writebacks initiated by other agents). No WB memory types should be mapped to PCI. For PCI 
Frame Buffers, the Write Combining (WC) memory type is recommended. 

2. The PB is a non-caching agent; however all Pentium Pro processor commands are defined for the PB. 
Therefore Read Invalidate transactions are treated as reads by the PB. Write Invalidate cycles are 
treated as writes of length 0 by the PB. Write-backs initiated by other agents are ignored by the PB. 

3. When the processor receives an SMI#, it invokes an SMI Acknowledge Transaction before entering the SMI handler 
routine. The Compatibility PB generates the response phase for an SMI Acknowledge transaction and also asserts 
the SMIACT# signal, if SMMEM# is asserted. Once asserted SMIACT# remains asserted until an SMI Acknowledge 
transaction occurs with SMMEM# negated. The other System Management Mode transaction that is supported on the 
processor interface is Stop Clock Acknowledge. The Stop Clock Acknowledge is an indication from the processor to 
the system that the processor is powering down the internal caches to save power. For Stop Clock Acknowledge 
Transactions, the Compatibility PB is the responding agent and generates a Stop Clock Grant special cycle on its PCI 
bus. 

4. If the SMRAM space is set up as write back memory, A WBINVD instruction must be executed in the 
SMM handler immediately before execution of the RSM instruction that exits SMM mode. 
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3.3 PCI Bus Interface 

The PB has a standard master/slave PCI bus interface. All legal PCI (PC I specification 2.0) bus transactions 
are supported. PCI cycle termination and error logging/reporting are discussed in the Data Integrity and Error 
Handling section. The PCI arbitration unit is not implemented in the PB. 

PCI Locks. Systems which support PCI initiate locks (either inbound locks or peer-to-peer) must configure the 
arbiter for full bus locks rather than resource locks. The PB will not recognize resource locks made by peer-to­
peer accesses. When a PCI master asserts LOCK# while targeting the PB, the locked PCI transactions are 
converted to locked host bus transactions. The host bus lock continues as long as the PCI master asserts 
LOCK# for exclusive access to the PB. The host bus lock is assisted by the bridge continuing to assert BPRI# 
as long as the PCI bus is asserting resource lock to the bridge. Additional locked CPU transactions are issued 
if the PCI master continues to burst. 

In systems in which target abort reporting is disabled, the write portion of a lock will be committed even when 
the read portion is aborted. 

NOTE: 

Locks that cross cache line boundaries initiated on the PCI bus will not generate a SPLCK# Signal on the 
host bus. This should be understood by aU host bus agents. Neither the PB nor the MC require SPLCK# 
assertion. 

Host Bus Locks. Any transactions that target the bridge during a host bus lock are converted into a similar PCI 
lock transaction. The lock on the PCI bus is held until the host bus lock is released. Locks over the Frame 
Buffer region can be disabled through a mode bit in the PCI Frame Buffer Range Register. 

NOTE: 

Locks that split across PCI host bus device boundaries (originate to one device and complete to another) 
are only supported for shadowed memory, and then only behind the compatibility PB. Shadowed memory 
is memory mapped for read only or write only in the MC and the opposite way in the PB. An update may 
be required for older non-PCI 2.0 compliant device drivers to comply with this. Since the revision 2.0 of the 
PCI specification does not allow locks to cross device boundaries, this will not be an issue with new device 
drivers. 

Indivisible Operations. CPU initiated read operations that cross a Dword boundary (e.g., Read 8 Bytes, Read 
16 Bytes, etc.) are indivisible operations on the host bus. However, since the PCI protocol allows a target 
device to disconnect at any point in a transfer sequence, these operations must be locked indivisible on the PCI 
bus. The PB optionally locks aU CPU initiated reads that cross a Dword boundary. This mode is enabled by 
setting the Lock Atomic Reads in the PB Configuration Register. CPU initiated Write operations (e.g., Write 8 
Bytes, Write 16 Bytes, etc.) are indivisible operations on the host bus. However, these accesses can not be 
made indivisible on the PCI bus because the PCI Specification states that the first transaction of a locked 
operation must be a read. Therefore, software must not rely upon the atomicity of CPU initiated write transac­
tions greater then 32 bits once they are translated to the PCI bus. 

Software Generated Special Cycles. This optional feature is not supported by the 450KXlGX PClset. 
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3.4 Data Integrity and Error Handling 

Several data integrity features are included in the PB. These include ECC on the host data bus (450GX only), 
parity on the host address, parity on the CPU RequesVResponse signals, and parity on the PCI bus. Error 
logging (setting a status bit) and reporting (generating an error signal) are controlled by the PCICMD Register 
(04-05h), PCISTS Register (06-07h), ERRCMD Register (70h), ERRSTS Register (71 h), EXERRCMD 
Register (Co-C3h), and EXERRSTS Register (C4-C7h). 

3.4.1 HOST BUS ERRORS 

The PB detects errors on the host bus by checking the ECC provided with data (450GX only) and the parity 
provided with control signals. In turn, the PB will generate ECC with data (450GX only) and parity with control 
signals so that bus errors can be detected by receiving clients. 

Request Parity (RP#) is the parity signal for ADS# and REQ[4:0]# and is computed as even parity. AP[1 :0]# are 
the parity Signals for A[35:3]# and are computed as even parity (AP1 # is for A[35:24]# and APO# is for A[23:3]#. 
RSP# is the parity signal for RS[2:0]# and is computed as even parity. In addition, certain host bus protocol 
violations are detected by the PB. 

The PB (Compatibility PB in a 82454GX dual PB system) is responsible for responding to any unclaimed trans­
actions on the host bus. The PB uses a watchdog timer to monitor host response phases. The timer is started 
at the end of a response phase if the In-Order Queue is not empty. If the timer expires before the next host 
response phase, a host bus time-out has occurred. The time-out window for such an event is programmable to 
1.5 or 30 milliseconds via the PBC Register (4Ch). This allows for several host to PCI transactions, which may 
be blocking the progress of the In-Order Queue, to undergo multiple retries. When a host bus time-out occurs, 
the PB (Compatibility PB in an 450GX dual PB system) claims the transaction by returning all 1's to a read 
transaction or "pretending" to accept data for a write transaction. This event is logged in the EXERRSTS 
Register and can generate a hard fail or SERR#, if enabled in the EXERRCMD Register. 

AERR#. If AERR# observation is enabled, then AERR# to NMI should be enabled in the EXERRCMD register 
(CO-C3h). This allows software to accept an NMI to log or recover from the event. 

BINIT#. A BINIT# on the Host bus creates a PCIRST# and resets the 450KXlGX PClset host bus state 
machines. This allows for logging or recovery from catastrophic bus errors. 

3.4.2 PCI BUS ERRORS 

The PB always detects address parity errors when it is not the PCI master, even if it is not the selected target. 
The PB detects data parity errors if it is either the master or the target of a transaction, and optionally reports 
them to the system. Address parity errors are reported using the SERR# signal. Data parity errors are reported 
using the PERR# Signal. 
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3.4.2.1 PB Master Operation on PCI 

Master Abort. When the PB performs a master abort, if the command was not a Special Cycle, the event is 
logged by setting the Received Master Abort bit (bit 13) in the PCISTS Register. An interrupt can be generated 
on this event. Special Cycle commands, which are broadcast to all PCI targets, are always terminated with 
master abort. Therefore, master aborts during Special Cycle commands are not considered errors, and are 
never logged or reported. 

Target Disconnect and Target Retry. Target disconnects and target retries are not errors, and are not logged 
or reported. 

Target Abort. The PB logs a target abort by setting the Received Target Abort bit (bit 12) in the PCISTS 
Register. If the SERR# enable bit (bit 8) of the PCICMD Register is set, and the SERR# on Receiving Target 
Abort bit (bit 7) of the ERRCMD Register is set, this event is reported by asserting SERR#. When the PB 
asserts SERR#, the Signalled System Error bit (bit 14) in the PCISTS Register is set. Optionally, the PB reports 
a hard failure response to the host bus transaction (PB EXERRST Register). Note that this is not possible for 
posted writes because the response phase has already occurred. 

Data Parity Errors. As a PCI bus master, the PB checks the data parity provided during read data cycles and 
monitors PERR# during write data cycles. The errors are logged by setting the appropriate status bits. If a 
parity error is detected, the Detected Parity Error bit (bit 15) in the PCISTS Register is set. To distinguish 
between read data parity errors and write data parity errors, the appropriate bit (bit 6 for writes, bit 5 for reads) 
is set in the ERRSTS Register. Errors are reported via the SERR# and PERR# signals. The conditions causing 
the assertion of SERR# due to data parity errors are summarized in Figure 5. The conditions causing the 
assertion of PERR# and the Detected Parity Error Status bit are summarized in Figure 3 and Figure 4. Note 
that for read data parity errors, the PB returns the corrupted data (with good parity/ECC) as the CPU read 
response data. For write data parity errors, the corrupted data has already been delivered to the target; it is not 
retried by the PB. 

3.4.2.2 PB Target Operation on PCI 

Target Disconnect. PB generated target disconnect is not considered an error and is not logged or reported. 

Target Retry. Target retry is not an error and is not logged or reported. The PCI master is responsible for deter­
mining the maximum number of retries. 

Target Abort. When the PB issues a target abort it sets the Signaled Target Abort bit (bit 11) in the PCISTS 
Register. No further reporting or logging is done by the PB. The PCI initiator logs the target abort and may 
report the error. 

Data Parity Errors. As a target on the PCI bus, the PB checks the data parity provided during write data 
cycles. If a parity error is detected during write data cycle, PERR# is asserted and bit 15 of the PCISTS 
Register is set. No further reporting or logging is done by the PB. 

data parity error---;-----... 

parity error responses enabled 
04h[6] 

PERR# 
70h[3] 

PERR# on data parity error enabled -
Figure 3. Logic Diagram of the Assertion of PERR# 
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inbound data parity error D- Set for PCI Status bit 15 

PERR# asserted on write data parity error ___ (Detected Parity Error) 

Figure 4. Logic Diagram of the Setting of the Detected Parity Error BitO 

read data parity error 
SERR# 04h[8] 

driver enabled 

parity error 04h[6] 

responses enabled 
70h[5] 

SERR# on received 
parity error enabled 

write data parity error 

parity error 
responses enabled 

SERR# on transmitted 
parity error enabled ERR# 

Master Abort received 

Report Master Aborts 

Report Errors using SERR# 

Target Abort received 

SERR# on received 70h 
Target Abort 

Report Errors using SERR# 

Address parity error 

parity error 04h[6] 
responses enabled 
SERR# on address 70h[4] 
parity error enabled 

Enable Watchdog lime-out 

Report Watchdog Time-out 

Report Errors using SERR# 

Set/Observed AERR# ----------i 
AERR# to NMI _C...;.O.,;.h .... 7...i-____ ---t 

Set/Observed BERR# ----------i 
BERR# to NMI _CO--:h[ ..... 6]=--____ -I 

Figure 5. Logic Diagram of the Assertion of SERR# 

64 PRELIMINARY I 



infel· 82454KXlGX (PB) 

3.5 Dual PB Architectures (82454GX Only) 

Ina.dLJ?lpt1dge.system, onePBls configured as the default bridge (COmpatibility PB)after power-on RESi:T. 
,.hecompatibilltyPB provides a path to the ISA bus devices needed in a PC·compatiblesystem such as th~ 
pgglApM.TheCompatibllity PBisthe highest priOrity bridgeinadual bridge system to ensure a fastenoug~ 
response time fo~JSA bus masters. See the Clocks, Reset; and Configuration section for details onconng~ 
uring a PB as the Compatibility PB; 

Multlph! IIQAPICs 

In~ad~al.PBsystem, theall~iUClry PSI. bus interrupt requests are . routed to t~ e. auxlllcUY b(jsIlOAPIC;Wl1en 
bo.otingthe system· with. one.· pr?cessor,. the.IR9controlloglC ·I~ .. · enabled,fe~dingJhe . Interrupt reque.st. to .·m~ 
stCindard· ..•. fnter/'lJpt 9()ntroller •. Jnm.ei:~G •• Whefl t~e .• syst~m·.···.is.·.ln· m(Jltlpr()ces.~r·.·. mode ; .•• th~.· roytipg .• ·I()~iqJ~ 
disable(:f .. aftere.nsu ring.· Pel ••. buff~r.·.coherencyj ···and. interruptrequ~sts.are .. forwClr~.edto. th~. processor~vi~m.~ 
~Plcpus~Thelntel~?~79A8(~IC>.N·· may be LJtHizedas .. a ~taflcJ-Ci'on~ 110 APIC .d.E3vIce: . How~v~r;i.tti~ 
~(:fdltl?ryal J()giqfoLinterruPt(m~,!!oryconslstencyand t~e ·.Interruptsteering .1"gIc is. not· providecjln.·the ~I'();A 
and mustb.e .irn plem ented extel'Tlally~ 

'.; .. ;;.: .... :.::.; 

Dual.·BrldgeArbltration··f9rthe.·HostAddressBus 

"h~Rgr~q4~ststIlSh(Jst~cJdr~~tjUS\VlthBPRI#:HoweJk;,6nl~;6ri~6n&~~i~~;,~~~~i~ffitiJ~~~;fu~~i~ 
tirne~Wlth~Qg~s.'finlnl~~nal.Cl~it~r.is.u!)ecJ·Jo·e!)tCiblishbus •. ovmershlplThisarbijratiqnJsfmnsparent •• t().thE3 
qpLJal'ld.·.ot~ensymme!rlc·.p.uE}·agents. 

Flg~r~.§;WI1~q~P Sis progr<ll11med t"be . the arbi!ratiopunlt,its.IQGt-JJ#J$too Input. forth~·· .. IOAEq#frornJn~ 
()thE3r~rI(jgE3andIOAEQ#.lstheoutplJtt()IOGNT#ofthe.otherbridge, 
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fiQ~rEJ7iSh()""s.·.t~.~ ••. minil11Um .·~rbitratl()n.·timlng.·.ln· a.two.· bridgesyst~ITl;IOGNJ# may assert laterthan.·sh()WQ 
~ndJOAEq#rnaY.ne9atE3l<lterthanJhetwoclocksafterIO~NT#negales; 
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Figure 6. Dual Bridge System Configuration 

Figure 7. BPRI# Arbitration Timing 
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Figure 8. BPRI# Arbitration Overlapped with Bridge Transfer 

Dual PB Configuration (82454GX only) 

Figure 9. IOGNT# & IOREa# Pull-UpslPull-Downs (Dual Bridge System) 
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Table 10. Bridge Device Number Encoding 

3.6 Peripheral Operation and Performance 

The 82454 PB is designed for optimum processor performance to get the most out of a Pentium Pro 
processor's capabilities. In systems with multiple PCI devices, one must take into account the architecture of 
the 82454 PB in order to maximize overall system performance. 

3.6.1 MATCHING PERIPHERALS TO THE 450KXlGX 

The 82454 PB is optimized for use with high performance PCI peripherals. Support for multiple CPUs and 
multiple 82454 PBs comes at the cost of greater latency to system memory, which must be offset by more 
efficient use of the PCI bus to achieve high bandwidth 1/0 throughput. 

For best system performance, only devices meeting the following criteria should be used in conjunction with the 
82454 PB: 

1. 

2. 

3. 
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High throughput peripherals should be PCI bus masters that control their own DMA. Peripherals 
which act as bus masters transfer data to and from memory with minimal intervention from the CPU. The 
available bandwidth for such devices is considerably greater than that available to programmed-JIO 
devices, which require the CPU to transfer data on their behalf. Bus mastering devices also allow the CPU 
to pursue other work in parallel with 110 transfers from PCI, resulting in higher overall system efficiency. 
Finally, outbound traffic from the CPU interferes with inbound bus mastering transactions, as they both 
compete for ownership of the 82454 PB. The latter effect implies that one non-mastering device can 
adversely impact the performance of several other mastering devices. 
Peripherals should support the advanced PCI command subset. The advanced PCI commands are 
Memory Read Line (command encoding E), Memory Read Multiple (command encoding C), and Memory 
Write and Invalidate {command encoding F}. Devices utilizing these commands differentiate between long 
data transfers and short overhead transfers, and use appropriate PCI commands for each. Further, such 
devices tend to implement sufficient on-board data FIFO space to support full-speed PCI burst transfers 
greater than a cache line in length. 
Latency-sensitive peripherals should provide adequate data buffering. Peripherals such as network 
interface cards have a latency requirement once transmission has begun. If they cannot buffer sufficient 
data on board prior to initiating a transfer, they are subject to transmission under-runs when competing 1/0 
subsystem activity causes the bandwidth across the wire to exceed the bandwidth into system memory. A 
similar scenario occurs in the opposite direction if the bandwidth into system memory falls below the band­
width across the wire. For example, a PCI card supporting fast ethemetat 100 Mbitlsec, should provide at 
least 128 bytes of data buffering for transfers in each direction. 
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3.6.2 DISTRIBUTING PERIPHERALS WITHIN THE 1/0 SUBSYSTEM 

While this is not necessary for system operation, systems implementing dual 82454 PBs have additional 
latitude to isolate high speed I/O devices from competing system traffic initiated by the CPU. 

All graphics and the vast majority of I/O space communication (such as keyboard controller, system timer, and 
interrupt support) will be directed to the primary PCI bus behind the Compatibility 82454 PB. (This is the bus 
with a subsequent connection via another bridge to an ISA or EISA bus.) This processor traffic will compete 
with bus mastering peripheral devices attempting to move data to and from system memory. It is desirable then 
to place latency sensitive devices behind the Auxiliary 82454 PB, to isolate them from competing CPU traffic. 

In a full system configuration, in which all PCI slots are occupied, it is preferable to segregate peripherals intel­
ligently. Limit the primary PCI bus to graphics accelerators and SCSI RAID controllers, leaving Auxiliary 
82454 PB PCI slots free for latency-sensitive devices such as network adapters. In systems connecting a large 
number of network adapters, divide them evenly between the two busses to minimize the amount of latency­
sensitive competition at anyone point in the system. 

3.6.3 PCI-TO-PCI BRIDGES 

Since PCI-to-PCI bridge (P2P) components are a popular mechanism for increasing the connectivity of a PCI 
subsystem, the issues associated with using them should be understood. Note that these components are not 
only used on motherboards, but are sometimes used on PCI adapters as well. 

The hierarchical bus added into the system in this manner must compete with all other devices on the primary 
bus for bandwidth. Further, the devices sharing the additional PCI bus connected via the P2P must compete 
with each other for serial service across the P2P bridge. This means that peripherals placed behind a P2P 
device will perceive higher latency to memory and will be limited to shorter burst transfers; a condition which 
may cause errors in latency-sensitive peripherals. 

Finally, if a P2P device in use is not fully compliant with the PCI 2.1 specification, the system is exposed to 
unresolvable conflicts between multiple bus masters issuing transactions attempting to cross between the 
hierarchical PCI busses. To eliminate the possibility of a resulting livelock failure, the system must operate with 
CPU-PCI write posting disabled. This will degrade the performance of outbound traffic such as graphics, but will 
not adversely affect the performance of bus mastering I/O devices. 

3.6.4 BIOS PERFORMANCE TUNING 

Specific system configurations each have an optimum set of performance feature settings, but the following 
recommendations establishes a good baseline to begin system tuning. 

T~e system designer should tune the read prefetch enable bits in the 82454 to avoid wasted host bus 
bandwidth due to short reads that do not make use of prefetched data. Most PCI peripherals which implement 
the advanced PCI command set also use these commands as recommended in the PCI specification. Specifi­
cally, PCI masters should use the PCI memory read command for transfers less than a cache line in length, the 
PCI memory read line command for transfers of one or two cache lines, and the PCI memory read multiple 
command for transfers of two or more cache lines. Given no specific data on the peripherals to be used in the 
system, the BIOS should default to a configuration which assumes that PCI peripherals will behave as 
described above. That is, enable the line read alias bits for all PCI read command types, but only enable the 
read prefetch bit for the PCI memory read multiple command. This configuration may be modified, perhaps in a 
setup utility, if that provides better performance for a given set of devices. 
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The relatively high latency to memory in 450KXlGX-based systems will require larger PCI master latency timer 
values than the typical 32 clock default. In order to allow each master the opportunity to burst multiple cache 
lines per transfer, the master latency timer (MlT) of each PCI master in the system should be set to a value 
between 48h and 60h. (Note that an MlT setting that is arbitrarily larger than 60h will allow a master capable of 
extremely long PCI bursts to adversely impact the performance of other masters with more limited burst 
capability.) 

3.7 Clock, Reset, and Configuration 

3.7.1 SYSTEM CLOCKING 

The PB operates in two clock domains. The PB interface to the host bus operates at the host bus clock 
frequency. The host bus clock is generated externally and distributed to host bus components by a low skew 
clock driver. The clock driver provides multiple copies of the bus clock. The PB receives its copy of the host bus 
clock through the BClK input pin. 

The PB interface to the PCI bus operates at the PCI bus clock frequency. The PCI bus clock is generated 
internally by the PB and is Y2 the frequency of the host bus clock frequency. This output is designed to drive a 
single load and must be distributed by an external low skew clock driver. The external clock driver provides 
multiple copies of the bus clock. The PB receives a matching copy of the skewed PCI bus clock through its 
PClKIN pin. 

3.7.1.1 Host Bus Clock 

Host Bus clock distribution is shown in Figure 10. The loading on the host bus clock lines must be balanced in 
order to minimize clock skew among the components on the host bus. This may require adjustment of clock 
line lengths. Note that the BClK input to the PB must be running for 10 clocks before the assertion of PWRGD. 

External low Skew 
Clock Generator/Driver 

~ 
Y1 Host Bus ClK 

Y2 

Y3 
To MCAnd 
Other System 

Y4 Components PB 

Y5 
• • BClK 

Yn .. 

Figure 10. Host Bus Clock Distribution 
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3.7.1.2 PCI Clock 

PCI clock distribution is illustrated in Figure 11. An external 10Kn pull-up resistor is required to place the PB in 
derived clock mode (only mode supported). The PB provides a PCI bus clock that is generated by dividing the 
processor clock frequency by two. The phase of the PCLK signal is matched to the host clock. Externally, this 
PCI clock drives a low skew clock driver which in turn supplies multiple copies of the PCI clock to the PCI bus. 
One of the outputs of the external clock driver is fed back to the PB. This copy is expected to meet the skew 
requirements of the PCI specification. A PLL in the PB forces the external PCI clock to phase lock to the 
internal PCI clock tree. 

3.7.2 SYSTEM RESET 

Power-On Reset 

VCC 
PB External Low Skew 

Clock Driver 

PCLK I---t ___ ~ A 
Y1 
Y2 

Y3 

PCLKIN 

· · · Yn 

Figure 11. PCI Clock Distribution 

When the system is initially powered, the power supply must wait until all voltages are stable for at least one 
millisecond, and then assert the PWRGD signal. Note that BCLK must be running to the PB for 10 clocks 
before the assertion of PWRGD. The PB captures their Bridge Device Number identification when PWRGD is 
asserted (see PB Configuration section). 

While RESET# is asserted, the PB resets and initializes its internal registers to the default state. The PB also 
initializes the PCI busses by asserting PCIRST# for a minimum of one millisecond. While RESET# is asserted, 
the PB (Compatibility PB in an 82454GX dual PB system) drives the appropriate host data bus signals with the 
values specified in the Configuration Values Driven on Reset Register. In addition to asserting RESET#, the PB 
(Compatibility PB in an 82454GX dual PB system) also asserts CRESET# and continues to assert CRESET# 
two clocks longer than RESET#. CRESET# may be used to select a Mux that drives the host bus clock to core 
clock ratio onto pins LlNT[1 :O],IGNNE#, and A20M# of the CPU during RESET#. 

Initi~"y aU PBs assert. RESET#untilthe IqjScaptur~d· and the Co~patibilityPB isestablish~d'TheP()mpatb 
bilityf'Bcontinuesto.assertRESET#for a minimum of one millisecond andiRr=;SET# becol1lesan input for the 
AI,D<iliary PB; however, !Idoes not affeqt t~eircap1ured JD~ 
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Programmed Hard Reset 

The PB (Compatibility PB in an 82454GX dual PB system) can be programmed to deliver a hard reset (assert 
RESET#) to the host bus through the TRC Register. Note that the internal register values are reset. 

Programmed Soft Reset (INIT#) 

The PB (Compatibility PB in an 82454GX dual PB system) can be programmed to deliver a soft reset (INIT#) to 
the processors through the TRC Register. Note that the internal register values are preserved. 

Programmed PCI Bus Reset 

The PB (both PBs in an 82454GX dual PB system) can be programmed to reset their PCI buses (assert 
PCIRST#) without resetting the host bus (via the PCI Reset Register). Note that internal register values are 
preserved. 

Programmed CPU BIST 

The PB (Compatibility PB in an 82454GX dual PB system) can be programmed to put the processor into BIST 
mode via the TRC Register. CPU BIST is triggered by performing a hard reset and having the INIT# signal 
asserted on the edge that RESET# is released. Note all 450KXlGX PClset devices are reset during the hard 
reset portion of this operation. 

3.7.3 SYSTEM INITIALIZATION 

All host bus devices must sample the following configuration options at reset: 

• Address/request/response parity checking: Enabled or Disabled 

• AERR detection enable 

• BERR detection enable 

• BINIT detection enable 

• FRC mode: Enabled or Disabled 

• Power-on reset vector: 1 M or 4G 

• In-Order Queue depth: 1 or 8 

• APIC cluster 10: 0, 1,2, or 3 

• Symmetric agent arbitration 10: 0, 1, 2, 3 

The MC provides the Symmetric Arbitration 10 parameter. The PB provides some of the other parameters. See 
Configuration Values Driven on Reset Register. 

3.7.4 DUAL PB CONFIGURATION (82454GX ONLY) 

PtJril"lgap()l}Jar:~rr.r~~~t ••.• (PWR~I:)a~~e.~.~.~);\I()RE:Cltt~~di~9~NT# •• ·proyi9~~·.·uQiquEfI9.erW!!yati~l1.n.UITl~~rr?~ 
aaohPB (PSI D).$ee Dual PBArchitElcturesSection for.detatls: 
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3.7.5 USING THE 82379AB SIO.A PCI-TO-ISA BRIDGE WITH THE 450KX/GX 

There is an anomaly with systems that use the 82379AB (SIO.A) during targeted PCI Resets. In addition, 
450GXlKX systems can boot improperly at power-up and react improperly to the assertion of the Pentium Pro 
bus signal BINIT# signal (due to the assertion of PCIRST# via BINIT#). 

The SIO.A drives SMI#, ALT_A20, I NT, NMI, IGNNE#, ALT_RST#, and STPCLK# low while PCIRST# is 
asserted low, and does not drive them high until after PCI reset is released. An anomaly can exist with these 
seven signals remaining low during and immediately after PCIRST# is negated. The three instances in which 
this can cause an anomaly are: during a targeted PCI Reset, and in a 450GXlKX-Pentium Pro processor 
system, both during power-up and when BINIT# is asserted on the Pentium Pro processor bus. 

Power-Up 

During power up of an 450GXlKX-Pentium Pro system, the OPB negates PCIRST# and RESET# (to the 
Pentium Pro) simultaneously. The delay in negating these seven signals after PCIRST# is driven inactive can 
cause these signals to be sampled active low by the Pentium Pro when RESET# (to the Pentium Pro) is 
released. 

• SMI#: When SMI# is sampled low at power-up, the Pentium Pro attempts to jump to the SMI handler 
instead of to the boot vector. An external solution is necessary to avoid this erroneous power-up 
condition. Essentially, SMI# must be blocked from being sampled low by the CPU when RESET# is 
driven inactive. If SMI# is not being used, the SMI# input to the CPU can be pulled high. For systems 
using SMI#, the solution shown below on the SMI# Signal ensures that SMI# is high when RESET# 
transitions inactive. 

This solution is not needed In systems using Pentium Pro BO stepping (9r later). These steppings of the 
Pentium Pro will not sample these seven inputs for at least 300ns after RESET# is negated. 

• ALT _RST#: The CPU will reset again (generates INIT# to the Pentium Pro). This signal must be 
blocked. This solution is not needed in systems using Pentium Pro BO stepping (or later). These 
steppings of the Pentium Pro will not sample these seven inputs for at least 300ns after RESET# is 
negated. 

• I NT: Not an issue since this signal remains low following PCIRST#. 

• NMI: Not an issue since this Signal remains low following PCIRST#. 

• IGNNE#: Has no affect on the processor when sampled low during power-up. 

• ALT _A20: Has no affect on the processor when sampled low during power-up. 

• STPCLK#: Has no affect on the processor when sampled low during power-up. 

BINIT# Assertion 

When BINIT# is asserted by an agent on the Pentium Pro processor bus, the 82454KXlGX asserts PCIRST# to 
reset the PCI Bus. The SIO.A drives SMI#, ALT _A20, I NT, NMI, IGNNE#, ALT _RST#, and STPCLK# low while 
PCIRST# is asserted low, and does not drive these signals high until after PCI reset is released. Several of 
these signals must be blocked with external logic if the system architecture cannot handle them going low as a 
result of BINIT#. Architectural Considerations consist primarily of how the system's Pentium Pro processors 
have been configured to handle the assertion of BINIT# and how any external error handling logic might 
influence the need for blocking logic. All steppings of the Pentium Pro processor need these solutions (where 
appropriate) if BINIT# is to be handled. 

• ALT _RST#: The low assertion of this Signal causes the Pentium Pro processor to be reset each time 
BINIT# is asserted on the Pentium Pro processor bus (this Signal is combined with INIT# from the PB to 
generate the INIT# signal to the Pentium Pro processor). This signal MUST be blocked with external 
logic if the system architecture cannot handle this. 
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• INT: Not a problem since this signal remains low following PCIRST#. Note that any pending interrupts 

on this pin will be lost when the SIO receives the PCI reset. 

• NMI: Not a problem since this signal remains low following PCIRST#. Note that any pending interrupts 
on this pin will be lost when the SIO receives the PCI reset. 

• IGNNE#: Unless software or the system architecture can ensure that no floating point errors are 
generated during the PCI reset, this signal must be blocked. 

• ALT _A20: Designers must be aware that this signal will be driven (and remain) low during and following 
PCIRST#. Additionally, RSTDRV is asserted during PCIRST#. This sill cause the RSTAR# output of the 
keyboard controller to also be set low. These factors must be considered in any design implementing 
BINIT# functions. 

• STPCLK#: If the STPCLK# function is enabled in the design, then this signal must incorporate blocking 
logic. 

• SMI#: If SMI# is enabled in the design, then this signal must incorporate blocking logic. 

Targeted PCI Resets 

Systems that support targeted PCI Resets (Resetting the PCI bus via Software control without resetting the 
microprocessor) may have a problem with some of the seven signals being asserted low during the targeted 
PCI reset. Since the microprocessor can not know when a PCIRST Is occurring, this fix must be incorporated in 
order to reset the PCI bus via the register. This affects all designs using the SIO.A. 

• ALT _RST#: The low assertion of this signal will cause the microprocessor to be reset each time the PCI 
bus is reset (this signal is normally combined with a CPU soft reset pin from another component to 
generate the INIT# signal to the microprocessor). This signal MUST be blocked with external logic. 

• INT: Not an issue since this signal remains low following PCIRST#. Note that any pending interrupts on 
this pin will be lost when the SIO receives the PCI reset. 

• NMI: Not an issue since this signal remains low following PCIRST#. Note that any pending interrupts on 
this pin will be lost when the SIO receives the PCI reset. 

• IGNNE#: Unless software or the system architecture can ensure that no floating point errors are 
generated during the PCI bus reset, this signal must be blocked. 

• ALT_A20: Designers must be aware that this signal will be driven (and remain) low during and following 
PCIRST#. Additionally, RSTDRV is asserted during PCIRST#. This sill cause the RSTAR# output of the 
keyboard controller to also be set low. These factors must be considered in any design implementing 
targeted PCI resets. 

• STPCLK#: If the STPCLK# function is enabled in the design and it is not desirable to have the CPU 
"shutdown" throughout the PCI reset, then this signal must incorporate blocking logic. 

• SMI#: If SMI# is enabled in the design, then this signal must incorporate blocking logic. 

The RESET MASK blocking circuit shown in Figure 12 will block signal A from being seen by the CPU during 
the PCI Reset. The second flip flop is necessary to avoid a glitch on the Z output to the CPU which can happen 
If signal A is asserted simultaneously with PCIRST#. 

The blocking circuitry for all of the signals should be incorporated into a PLD. This will ease loading on PCICLK 
and PCIRST#. 
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1. 5V to 3.3V translation is not shown. The system designer must ensure correct logic levels are provided. 
All PB outputs are 3.3 volt. 

Figure 12. Blocking Logic For 82420KXIGX Designs Using the 82379AB SIO.A 
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3.8 Host to PCI Bus Command Translation 

If a valid Pentium Pro processor bus command is directed at the bridge, the PB generates a PCI bus request. 
When the PB is granted the PCI bus, it issues a PCI command after the commit point of the Pentium Pro 
processor bus transaction. Pentium Pro processor bus commands that are directed at the PB and conse­
quently to the PCI bus must be converted into appropriate PCI bus commands. The PB is a non-caching agent 
on the host bus; however, it must respond appropriately to Pentium Pro processor commands that are cache 
oriented. 

Table 11. Host to PCI Bus Command Translation 

Host Bus Command Other Encoded Information PCI Bus Command 
(ASZ = 36, DSZ=64) 

Deferred Reply don't care none 

INTA LEN: <= 8 bytes Interrupt Acknowledge with BE[O] asserted. 

Special Cycles BE: Shutdown none 

BE: Stop Clock Acknowledge PCI Special Cycle - Stop Clock Grant 

BE: all others none 

110 Read LEN: <= 8 bytes 110 Read (one or two transactions) 
up to 4 BEs asserted 

Branch Trace none 
Message 

110 Write LEN: <= 8 bytes 110 Write (one or two transactions) 
up to 4 BEs asserted 

Read Invalidate don't care Memory Read Line (8 Dword burst starting 
with the low address) 

Code Read LEN: <= 8 bytes without all byte Memory Read (one or two transactions) 
enables asserted 

LEN: <= 8 bytes with all byte Memory Read (2 Dword burst starting with the 
enables asserted low address) 

LEN: 16 bytes Memory Read (4 Dword burst starting with the 
low address) 

LEN: 32 bytes Memory Read Line (8 Dword burst starting 
with the low address) 

Memory Read LEN: <= 8 bytes without all byte Memory Read (one or two transactions) 
enables asserted 

LEN: <= 8 bytes with all byte Memory Read (2 Dword burst starting with the 
enables asserted low address) 

LEN: 16 bytes Memory Read (4 Dword burst starting with the 
low address) 

LEN: 32 bytes Memory Read Line (8 Dword burst starting 
with the low address) 

76 PRELIMINARY I 



intel· 82454KXlGX (PB) 

Table 11. Host to PCI Bus Command Translation (Continued) 

Host Bus Command 
Other Encoded Information PCI Bus Command (ASZ = 36, DSZ=64) 

Central Agent None 
Reserved Transac-
tions with no data. 

Reserved Encodings These encodings are Ignored. A bus time-out will complete the cycle 

Memory Write LEN: <= 8 bytes without all byte Memory Write (one or two transactions) 
enables asserted 

LEN: <= 8 bytes with all byte Memory Write (2 Dword burst starting with the 
enables asserted low address) 

LEN: 16 bytes Memory Write (4 Dword burst starting with the 
low address) 

LEN: 32 bytes Memory Write and Invalidate or Memory Write 
(8 Dword burst starting with the low address) 

3.9 PCI to Host Bus Command Translation 

When a PCI bus command is directed at the bridge, the PB generates a BPRI# request or arbitrates for BPRI# 
ownership if there are two bridges. The actual point in time when the BPRI# is issued depends on a number of 
factors including whether the bridge accepted the PCI request or forced a retry to the PCI master, and when a 
complete cache line is filled during a write command. 

PCI bus commands that are directed at the PB and consequently to the host bus are converted into the 
following appropriate host bus commands. 

Table 12. PCI to Host Bus Command Translation 

PCI Bus Command Host Bus command 

Memory Read Memory Read 
LEN: ~8 or 
LEN: 32 (When CPU Line Read for PCI memory Read 
Commands [Bit 8] is enabled in the PCI Read/Write Control 
Register: 54-55h) 

Memory Read Line Memory Read 
LEN: ~ 8 or 
LEN: 32 (When CPU Line Reads for PCI Memory Read Line 
Commands [Bit 3] is enabled in the PCI Read/Write Control 
Register: 54-55h) 

Memory Read Multiple Memory Read 
LEN: ~ 8 or 
LEN: 32 (When CPU Line Read Multiple for PCI Memory Read 
Multiple Commands [Bit 5] is enabled in the PCI Read/Write 
Control Register: 54-55h) 
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Table 12. PCI to Host Bus Command Translation (Continued) 

PCI Bus Command Host Bus command 

Memory Write Memory Write 
LEN: ~ 8 

Memory Write and Invalidate Line Write 
LEN: 32 (If PC/-to-CPU Write Posting is enabled in bit 0 of the 
PCI Read/Write Control Register. 

I/O Read I/O Read 
LEN: ~ 8 

I/O Write I/O Write 
LEN: ~ 8 

Dual Address Translated up to a 36-bit host bus address. 

Other Command Encodings All other command encodings 1 are ignored by the PB. 

NOTES: 
This includes Special Cycles. There is no mechanism to pass Special Cycles originating on the PCI bus to the host bus. 
Accesses to the CONFADD and CONFDATA Registers can be passed to the host bus if the PB is not programmed to 
accept CF8 and CFC transactions from the host bus. For the 82454GX in a dual PB system, this allows the auxiliary bridge 
to pass configuration commands to the host bus from its PCI bus. 

In general, the length of PCI master bursts is indeterminate unless the master can be programmed for specific 
burst lengths. The PCI bridge takes advantage of the PCI bursting capability by always trying to assemble the 
most efficient host bus size transfers. The bridge selectively asserts STOP# (retry) to the PCI master as 
posting buffers become unavailable. 

During PCI master reads the bridge will attempt to make the most efficient use of the host bus by generating 
line reads or partial reads based upon the type of PCI read occurring and the options programmed into the 
bridge configuration registers. 
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4.0 PB PINOUT AND PACKAGE INFORMATION 

4.1 Pin Assignment 

There are two packages for the 82454KX/GX-304 pin QFP and 352 pin BGA. Pins unique to the 450GX are 
shown in a list at the center of the figure. In the tables, the first name is the 450GX name. Note that TESTLO 
pins must be pulled-low with a 150.0 resistor and TESTHI pins must be pulled to 3.3V with a 10K.o 
resistor. GTLHI pins should be pulled up with 1 OKa to VTT~ 

VCC3 

~'r>~ 
VCCPCI 

A030 
A029 
A028 
A027 
GNO 
A026 
A025 
A024 

RESERVED 
ClBE3' 

A023 
GNO 

VCC3 
A022 
A021 

VCCPCI 
A020 
A019 
A018 
GNO 
A017 
A016 

ClBE211 
VCCPCI 

FRAME, 
IROV, 
VCC3 
GNO 

PTROYI 
OEVSEL, 

STOP' 
PLOCK' 

RES~~~~~ 
SERR, 

GNO 
VCCPCI 

PAR 
A015 

ClBE1, 
A014 

~8H 
GNO 

VCC3 
AOl1 
A010 

VCCPCI 
A09 

ClBEOII 
A08 
GNO 
A07 
A06 
ADS 

VCCPCI 

~8~ 
RESERVED 

VCC3 
GNO 
AD2 

TEsted 
TESTHI 

ADO 
VCCPCI 
TESTLO 
TESTLO 
PClRSTt 

VCC3 
VCC3 
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Figure 13. 82454 Pin Assignment (304-Pin QFP) 

VCC3 
VCC3 
05611 
GNO 
0601 
0501 
GNO 
0531 
0541 
GNO 
057' 
05911 
GNO 
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82454KXlGX (PS) 

Table 13. 82454KX1GX PB 
Alphabetical Pin List 

(304-Pin QFP) 

Signal Pln# Type 

A3# 15 1/0 

A4# 16 1/0 

A5# 27 1/0 

A6# 17 1/0 

A7# 28 1/0 

A8# 26 1/0 

A9# 29 1/0 

A10# 18 I/O 

A11# 43 1/0 

A12# 45 1/0 

A13# 42 1/0 

A14# 44 1/0 

A15# 54 1/0 

A16# 55 1/0 

A17# 41 1/0 

A18# 53 1/0 

A19# 67 I/O 

A20# 65 1/0 

A21# 66 I/O 

A22# 83 1/0 

A23# 64 1/0 

A24# 82 1/0 

A25# 46 1/0 

A26# 80 1/0 

A27# 81 1/0 

A28# 56 1/0 

A29# 94 1/0 

A30# 93 1/0 

A31# 79 1/0 

A32# 92 1/0 

A33# 91 1/0 

A34# 84 1/0 

A35# 97 1/0 

ADO 298 1/0 

AD1 295 1/0 

AD2 294 1/0 
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Table 13. 82454KX/GX PB 
Alphabetical Pin List 

(304-Pin QFP) (Continued) 

Signal Pin # Type 

AD3 290 1/0 
AD4 289 1/0 

ADS 287 1/0 

AD6 286 1/0 

AD7 285 1/0 

AD8 283 1/0 

AD9 281 1/0 

AD10 279 1/0 

AD11 278 1/0 

AD12 275 1/0 

AD13 274 1/0 

AD14 273 1/0 

AD15 271 1/0 

AD16 254 1/0 

AD17 253 1/0 
AD18 251 1/0 

AD19 250 1/0 

AD20 249 1/0 

AD21 247 1/0 

AD22 246 1/0 

AD23 243 1/0 

AD24 240 1/0 

AD25 239 1/0 

AD26 238 1/0 

AD27 236 1/0 

AD28 235 1/0 

AD29 234 1/0 

AD30 233 1/0 

AD31 231 1/0 

ADS# 216 1/0 

AERR# 220 1/0 

APO# 182 1/0 

AP1# 181 1/0 

BCLK 175 I 

BERR# 179 1/0 

BINIT# 214 1/0 

infel· 
Table 13. 82454KX1GX PB 

Alphabetical Pin List 
(304-Pin QFP) (Continued) 

Signal Pln# Type 

BNR# 187 1/0 
BPRI# 185 1/0 

C/BEO# 282 1/0 
C/BE1# 272 I/O 

C/BE2# 255 1/0 

C/BE3# 242 1/0 
CRESET# 105 0 

DO# 21 1/0 

D1# 23 1/0 

D2# 22 1/0 
D3# 31 1/0 

D4# 24 1/0 

D5# 33 1/0 

D6# 32 1/0 

D7# 34 1/0 
D8# 35 1/0 

D9# 48 1/0 

D10# 50 1/0 

D11# 59 1/0 

D12# 36 1/0 
D13# 60 1/0 

D14# 49 1/0 

D15# 51 1/0 

D16# 61 1/0 
D17# 62 1/0 

D18# 70 1/0 

D19# 71 1/0 
D20# 69 1/0 

D21# 72 1/0 
D22# 73 1/0 

D23# 74 1/0 

D24# 87 1/0 

D25# 86 1/0 

D26# 88 1/0 

D27# 89 1/0 

D28# 100 1/0 
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intel· 
Table 13. 82454KX1GX PB 

Alphabetical Pin List 
(304-Pin OFP) (Continued) 

Signal Pin# Type 
029# 98 I/O 

030# 99 I/O 

031# 101 I/O 

032# 102 I/O 

033# 111 I/O 

034# 112 I/O 

035# 109 I/O 

036# 122 I/O 

037# 117 I/O 

038# 110 I/O 

039# 123 I/O 

040# 119 I/O 

041# 131 I/O 

042# 129 I/O 

043# 120 I/O 

044# 125 I/O 

045# 126 I/O 

046# 139 I/O 

047# 128 I/O 

048# 138 I/O 

049# 136 I/O 

050# 147 I/O 

051# 132 I/O 

052# 135 I/O 

053# 145 I/O 

054# 144 I/O 

055# 155 I/O 

056# 150 I/O 

057# 142 I/O 

058# 159 I/O 

059# 141 I/O 

060# 148 I/O 

061# 157 I/O 

062# 160 I/O 

063# 156 I/O 

OBSY# 202 I/O 
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Table 13. 82454KX/GX PB 
Alphabetical Pin List 

(304-Pin OFP) (Continued) 

Signal 
OEFER# 
OEPO#/ 
GTLHI 
OEP1#/ 
GTLHI 

Pin # Type 
198 I/O 

179 ·······VR ... . 
..... .. ,'.' ' .. : .... . 

'. 1661/0 ..... . 
·'1··< .. ,. I ........ . 

OEVSEL# 262 I/O 

OROY# 201 I/O 

FLSHBUF# 3 I 

FLUSH# 178 0 
FRAME# 257 I/O 

GNO 1 V 
GNO 2 V 
GNO 13 V 
GNO 20 V 
GNO 25 V 
GNO 30 V 
GNO 39 V 
GNO 40 V 
GNO 47 V 
GNO 52 V 
GNO 58 V 
GNO 63 V 
GNO 68 V 
GNO 75 V 

82454KXlGX (PB) 

Table 13. 82454KX1GX PB 
Alphabetical Pin List 

(304-Pin OFP) (Continued) 

Signal Pin# Type 
GNO 76 V 
GNO 85 V 
GNO 90 V 
GNO 95 V 
GNO 96 V 
GNO 103 V 
GNO 108 V 
GNO 115 V 
GNO 116 V 
GNO 118 V 
GNO 121 V 
GNO 124 V 
GNO 127 V 
GNO 130 V 
GNO 133 V 
GNO 134 V 
GNO 137 V 
GNO 140 V 
GNO 143 V 
GNO 146 V 
GNO 149 V 
GNO 153 V 
GNO 154 V 
GNO 158 V 
GNO 161 V 
GNO 164 V 
GNO 167 V 
GNO 172 V 
GNO 174 V 
GNO 176 V 
GNO 180 V 
GNO 183 V 
GNO 186 V 
GNO 191 V 
GNO 192 V 
GNO 197 V 
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82454KXlGX (PB) 

Table 13. 82454KX1GX PB 
Alphabetical Pin List 

(304·Pin QFP) (Continued) 

Signal Pin# Type 

GND 200 V 

GND 203 V 

GND 206 V 

GND 210 V 

GND 215 V 

GND 218 V 

GND 221 V 

GND 227 V 

GND 228 V 

GND 237 V 

GND 244 V 

GND 252 V 

GND 260 V 

GND 268 V 

GND 276 V 

GND 284 V 

GND 293 V 

GTLVREF 11 

HIT# 207 I/O 

HITM# 204 I/O 

INIT# 208 0 

Ig~ .. ~. 
i.lTE§r 

IRDY# 258 I/O 

LOCK# 205 I/O 

MEMACK# 4 0 
MEMREQ# 5 

PAR 270 I/O 

PCIRST# 302 0 
PCLK 226 I/O 

PCLKIN 225 
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Table 13. 82454KXlGX PB 
Alphabetical Pin List 

(304·Pin QFP) (Continued) 

Signal Pin # Type 

PERR# 266 I/O 

PGNT# 224 I 

PLOCK# 264 I/O 

PREQ# 223 0 
PTRDY# 261 I/O 

PWRGD 6 I 

RECVEN 9 I 

REQO# 194 I/O 

REQ1# 193 I/O 

REQ2# 196 1/0 
REQ3# 195 I/O 

REQ4# 188 I/O 

RESERVED 104 NC 

RESERVED 106 NC 

RESERVED 107 NC 

RESERVED 241 NC 

RESERVED 265 NC 

RESERVED 291 NC 

RESET# 177 I/O 

RP# 212 I/O 

RSO# 213 I/O 

RS1# 217 I/O 

RS2# 219 I/O 

RSP# 184 I/O 

SERR# 267 0 
SMIACT# 211 0 
STOP# 263 I/O 

TCK 7 I 

TDI 12 I 

TDO 14 0 
TESTLO 300 I/O 

TESTLO 301 I/O 

TMS 10 I 

infel· 
Table 13. 82454KX1GX PB 

Alphabetical Pin List 
(304·Pin QFP) (Continued) 

Signal Pin# Type 

TRDY# 199 I/O 

TRST# 8 I 

VCC3 19 V 

VCC3 37 V 

VCC3 38 V 

VCC3 57 V 

VCC3 77 V 

VCC3 78 V 

VCC3 113 V 

VCC3 114 V 

VCC3 151 V 

VCC3 152 V 

VCC3 171 V 

VCC3 189 V 

VCC3 190 V 

VCC3 209 V 

VCC3 229 V 

VCC3 230 V 

VCC3 245 V 

VCC3 259 V 

VCC3 277 V 

VCC3 292 V 

VCC3 303 V 

VCC3 304 V 

VCCPCI 222 V 

VCCPCI 232 V 

VCCPCI 248 V 

VCCPCI 256 V 

VCCPCI 269 V 

VCCPCI 280 V 

VCCPCI 288 V 

VCCPCI 299 V 
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infel· 82454KXlGX (PB) 
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Figure 14. PB Pin Assignment (352 BGA) 
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82454KXlGX (PB) 

Table 14. 82454 KXlGX PB 
Alphabetical Ball List 

(352 BGA) 

Signal Ball# Type 

A3# H4 110 
A4# H1 I/O 

A5# K3 I/O 

A6# H3 I/O 

A7# L1 I/O 

A8# L2 I/O 

A9# M2 I/O 

A10# J2 I/O 

A11# R2 I/O 

A12# R1 I/O 

A13# N3 I/O 

A14# P3 I/O 

A15# V2 I/O 

A16# U3 I/O 

A17# P1 I/O 

A18# U1 I/O 

A19# Y4 I/O 

A20# W3 I/O 

A21# AA2 I/O 

A22# AE6 I/O 

A23# Y1 I/O 

A24# AD5 I/O 

A25# T2 I/O 

A26# AC6 I/O 

A27# AF5 I/O 

A28# V1 I/O 

A29# AE9 I/O 

A30# AD8 I/O 

A31# AE5 I/O 

A32# AF8 I/O 

A33# AC8 I/O 

A34# AC7 I/O 

A35# AF9 I/O 

ADO C6 I/O 

AD1 D7 I/O 

AD2 B6 I/O 
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Table 14. 82454 KXlGX PB 
Alphabetical Ball List 
(352 BGA) (Continued) 

Signal Ball# Type 

AD3 A7 I/O 

AD4 D8 I/O 

AD5 C9 I/O 

AD6 A8 I/O 

AD7 B8 I/O 

AD8 A9 I/O 

AD9 B9 I/O 

AD10 A10 I/O 

AD11 C11 I/O 

AD12 D12 I/O 

AD13 A11 I/O 

AD14 C12 110 
AD15 A12 I/O 

AD16 C17 I/O 

AD17 B16 I/O 

AD18 A17 I/O 

AD19 C18 110 
AD20 B17 I/O 

AD21 B18 I/O 

A022 C19 I/O 

AD23 D19 I/O 

AD24 C20 I/O 

AD25 A20 I/O 

AD26 B20 I/O 

A027 C21 I/O 

A028 020 I/O 

AD29 B21 I/O 

A030 D21 I/O 

AD31 B22 I/O 

ADS# H24 I/O 

AERR# G24 I/O 

APO# T24 I/O 

AP1# R26 I/O 

BCLK U26 I 

BERR# T26 I/O 

BINIT# H23 I/O 

intel· 
Table 14. 82454 KX/GX PB 

Alphabetical Ball List 
(352 BGA) (Continued) 

Signal Ball# Type 

BNR# N25 I/O 

BPRI# P26 I/O 

C/BEO# C10 I/O 

C/BE1# B11 I/O 

C/BE2# A16 I/O 

C/BE3# B19 I/O 

CRESET# AE12 0 

DO# J1 I/O 

D1# J3 I/O 

D2# K2 I/O 

03# L3 I/O 

D4# K1 I/O 

05# M4 I/O 

06# N2 I/O 

07# N1 I/O 

08# M3 I/O 

09# T1 I/O 

D10# U2 I/O 

011# W2 I/O 

012# P2 I/O 

D13# W1 I/O 

D14# R4 I/O 

D15# T3 I/O 

D16# V3 I/O 

017# Y2 I/O 

018# AB2 I/O 

019# AA3 I/O 

020# Y3 I/O 

D21# AB1 I/O 

D22# AB3 I/O 

D23# AA4 I/O 

D24# AE7 I/O 

025# AF6 I/O 

D26# AF7 I/O 

027# A07 I/O 

028# AF10 I/O 
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infel· 
Table 14. 82454 KXlGX PB 

Alphabetical Ball List 
(352 BGA) (Continued) 

Signal Ball# Type 

029# AE10 I/O 

030# A09 I/O 

031# AC11 I/O 

032# AE11 I/O 

033# A012 I/O 

034# AE14 I/O 

035# AC12 I/O 

036# AE16 I/O 

037# AF14 I/O 

038# AF13 I/O 

039# A015 I/O 

040# AE15 I/O 

041# AF18 I/O 

042# AE18 I/O 

043# A014 I/O 

044# AC15 I/O 

045# AE17 I/O 

046# AF20 I/O 

047# AC16 I/O 

048# AC19 I/O 

049# A018 I/O 

050# A021 I/O 

051# AE19 I/O 

052# AF19 I/O 

053# A020 I/O 

054# AF21 I/O 

055# AB25 I/O 

056# AC21 I/O 

057# AC20 I/O 

058# AA25 I/O 

059# AE21 I/O 

060# AF22 I/O 

061# AB26 I/O 

062# Y23 I/O 

063# AA23 I/O 

OBSY# L24 I/O 
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Table 14. 82454 KXIGX PB 
Alphabetical Ball List 
(352 BGA) (Continued) 

Signal 

OEFER# 

OEPO#/ 

GTLHI 

OEP1#/ 

GTLHI 

OEP2#/ 

GTLHI 

GTLHI 

OEVSEL# 

OROY# 

FLSHBUF# 

FLUSH# 

FRAME# 

GTLVREF 

HIT# 

HITM# 

INIT# 

10GNT#/ 

TESTHI 

10REQ#/ 

TESltO 

IROY# 

LOCK# 

MEMACK# 

MEMREQ# 

PAR 

PCIRST# 

Ball# Type 

M24 I/O 

V26 I/O 

A14 I/O 

K25 I/O 

E2 I 

U24 0 

A15 I/O 

G2 

J26 I/O 

L23 I/O 

H25 0 

C16 I/O 

J25 I/O 

F4 0 

E1 I 

C13 I/O 

06 0 

82454KXlGX (PS) 

Table 14. 82454 KX/GX PB 
Alphabetical Ball List 
(352 BGA) (Continued) 

Signal Ball# Type 

PCLK 025 I/O 

PCLKIN F23 I 

PERR# 013 I/O 

PGNT# E24 I 

PLOCK# B13 I/O 

PREQ# E26 0 

PTROY# 015 I/O 

PWRGO E3 I 

RECVEN F3 I 

REQO# M25 I/O 

REQ1# P24 I/O 

REQ2# M26 I/O 

REQ3# N24 I/O 

REQ4# N23 I/O 

RESET# T25 I/O 

RP# J24 I/O 

RSO# G25 I/O 

RS1# F25 I/O 

RS2# F26 I/O 

RSP# R23 I/O 

SERR# A13 0 
SMIACT# H26 0 
STOP# C15 I/O 

TCK F2 I 

TOI G1 I 

TOO H2 0 
TESTLO C5 I 

TESTLO A5 I 

TMS F1 I 

TROY# L26 I/O 

TRST# G4 I 
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82454KXlGX (PB) intel· 
Table 15. Power, Ground, and No Connect (NC) Signals (352, BGA) 

Signal BGA Ball # 

VCC3
1,3 09, D10,D17,D18,J4,K4,U4, V4,AC9,AC10,AC17,AC18,U23, V23,J23,K23 

VCCPC1 
4 A18,B5, B7,B12, B15,C22,D11,F24 

GND2 A1,A2,A3,A4, D14,B1,B2,B3,B4,E4,C1,C2,C3,C4,AC13,D1,D2,D3,D4,D5,N4, 
P23,A23,A24,A25,A26, B23, B24,B25,B26, C23,C24,C25,C26,D22,D23, 024, 026, 
E23, AC1, AC2, AC3, AC4, AC5, AB4, AD1, AD2, AD3, AD4, AE1 , AE2, AE3, AE4, AF1, 
AF2, AF3, AF4, AC22, AC23, AC24, AC25, AC26, AB23, AD23, AD24, AD25, AD26, AE23, 
AE24, AE25, AE26, AF23, AF24, AF25, AF26, G3, M1, R3, W4, AA1, AD6, AE8, AE13, 
AD13, AF15, AD16, AD17, AE20, AD19, AE22, AD22, AB24, AA24, Y26, W26, V24, T23, 
R25, R24, L25, K26, K24, G26, G23, E25, [L 11, L 12, L13, L 14, L15, L 16, M11, M12, M13, 
M14, M15, M16, N11, N12, N13, N14, N15, N16, P11, P12, P13, P14, P15, P16, R11, R12, 
R13,R1~ R1~ R16,T11,T12,T13,T1~T15,T16f 

NC, L4, P4, T4, C8, B10, A19, A21, A22, B14, 016, C14, W25, P25, N26, M23, AD1 0, AC14, 
RESERVED AF16, AF17, AF11, AF12, AD11 

NOTES: 

1. For the BGA package, external VCC3 balls connect to a VCC3 "ring" internal to the BGA Package, VCC3 die pads are 
bonded to this ring. 

2. Forthe BGA package, the ground pins between brackets are thermal GND pads under the die. External GND balls connect 
to a GND ring internal to the BGA Package, GND die pads are bonded to this ring. 

3. VCC3 is the 3.3V supply. 

4. VCCPC1 is the PCI bus voltage. 
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infel· 82454KXlGX (PS) 

4.2 Package Information 

Item 

A 

B 

C 

D 

F 

G 

H 

I 

1

1+--414 -,A-.J 

R~[" . - . - . - . - . - . - . - . - . - . -nnn-~--r 
r.2~28~--------------------~~~-r~ 

229 

H 

TOP 

C D 

Enlarged detail of lead end 

~ 
Q 

5' +/·5' 

304pin.drw 

Figure 15. 82454KXlGX PB Package Physical Dimensions (304-Pin QFP) 

Table 16. 82454KXlGX PB Package Physical Dimensions (304-Pin QFP) 

Millimeters Inches Item Millimeter Inches 

42.6 ± 0.3 1.677 ±0.012 J 0.5 (T.P.) 0.020 (T.P.) 

40.0 ± 0.2 1.575 ±0.008 K 1.3 ± 0.2 0.051 ±0.008 

40.0 ± 0.2 1.575 ±0.008 L 0.5 ± 0.2 0.020 ±0.008 

42.6 ± 0.3 1.677 ±0.012 M 0.125 ± 0.05 0.005 ±0.002 

1.25 0.049 N 0.10 0.004 

1.25 0.049 P 3.7 0.146 

0.20 ± 0.10 0.008 ±0.004 Q 0.4±0.1 0.016 ±.004 

0.08 0.003 S 4.3 max 0.170 max 
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82454KXlGX (PS) 

Pin 1 
Corner 

1.27 

TOP VIEW 
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Printed Wire Board 
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Chapter 3 

Memory Controller (MC) 

82453KX/GX DRAM Controller (DC) 
82452KX/GX Data Path (DP) 
82451 KX/GX Memory Interface Component (MIC) 
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Memory Controller (MC) 
82453KXlGX DRAM Controller (DC) 

82452KXlGX Memory Data Path (DP) 
82451 KXlGX Memory Interface Component (MIC) 

• Supports Pentium® Pro Processor 
60 MHz and 66 MHz Bus Speeds 

• Supports 64-Bit Data Bus and 36-Bit 
Address Bus 

• Parity Protection on Control Signals 
'$c:c:~~[j~~~~~~(4$O~X), ........ , 

• Dual-Processor Support (450KX) 
7··GlLJ~d~flr()c:E!S$Qr:$l.Jpp()rt(4§p~)() 

• Eight Deep In-Order Queue 
• Four Deep Outbound Request Queue 

• Four Cache Line Read Buffer 

• Four Cache Line Write Buffer 

• GTL+ Bus Driver Technology 

• Supports 3.3V and 5V SIMMs 

• Read Access, Page Hit 8-1-1-1 
(at 66 MHz, 60 ns DRAM) 

• Read Access, Page Miss 11-1-1-1 
(at 66 MHz, 60 ns DRAM) 

• Read Access, Page Miss + Precharge 
14-1-1-1 (at 66 MHz, 60 ns DRAM) 

• 1 GB Maximum Main Memory (450KX) 
~···.·.4.C3bytes MaxirnumMairlM~JTlpry , 

(per8245~GX) ..... ···'i> ....•............... '.' ...........•... / ... 

• 2-Way interleaved and Non-Interleaved 
Memory Organizations (450KX) 

4~Ylay,2~Wayinterleav~cf;al1cf···~.()I1'; 

~4~~~*)'~cf .•.. ~e."].()ry.()r.g .. ~ .. n.iz~.ti??f .••• ··• 
~YPP()G~.~9··.M~~ .•. (4~QC3"') .•• ·§Y~~~m 

• Supports Standard 32 or 36 bit SIMMs 

• Supports 72 bit DlMMs 

• 4 Mbit, 16 Mbit and 64 Mbit DRAM 
• Power Management of Memory Array 

• Recovers DRAM Memory Behind 
Programmable Memory Gaps 

• Available in 208-Pin QFP for the DC; 
240-Pin QFP or 256-BGA for the DP; 144-
Pin QFP for the MIC 

• On-Chip Digital PLL 
• JTAG Boundary Scan Support 

The MC consists of the 82453KX/GX DRAM Controller (DC), the 82452KXlGX Data Path (DP), and four 
82451KXlGX Memory Interface Components (MIC). The combined MC uses one physical load on, the Pentium 
Pro processor bus. The ,memory configuration can be either non-interleaved (450KXlGX), 2-way interleaved 
(450KXlGX), or 4-way interleaved (450GX only). Both single-sided and double-sided SIMMs are supported at 
3.3 and 5 volts. DRAM technologies of 512kx8, 1 Mx4, 2Mx8, 4Mx4, 8Mx8, and 16Mx4 at speeds of SOns, 60ns, 
70ns, alld80n~ can be used. The maximum memory size is 4 Gbytes for the 4-way interleaved configuration 
(450GX only), 1 Gbyte (2 Gbytes for the 450GX) for the 2-way interleaved configuration, and 512 Mbytes (1 
Gbyte for the 450GX) for the non-interleaved configuration. The MC provides data integrity including ECC in the 
memory array, and parity on the host bus control signals. The 450GX also provides ECC on the host data bus. 
The MC is PC compatible. All ISA and EISA regions are 'decoded and shadowed based on programmable 
configurations. Regions above 1 Mbyte with size 1 Mbyte or larger that are not mapped to memory may be 
reclaimed. Three programmable memory gaps can be created. For the 450GX, two MCs can be used in a 
system. 

The Intel 450KX/GX PClsets may contain design defects or errors known as errata. Current characterized 
errata are available upon request. 

~~isdoCull1eptdescrlb~sboth·· the .••. 82454KXand .• ·S2454.GX.···PGlsetS.Un.shaded .. ··.areasdescrib~'feature~ 
~ommon.tom~450K)(and450GX; $haded' areas;. Hke. thisonel ' descri ~e the .450GX operation!:) ·that differfrom 
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Figure 1. Memory Controller (MC) Simplified Block Diagram 
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1.0 MC SIGNAL DESCRIPTION 

This section contains a detailed description of each signal. The signals are arranged in functional groups 
according to their interface. 

Note that the '#' symbol at the end of a signal name indicates that the active, or asserted state occurs when the 
signal is at a low voltage level. When '#' is not present after the signal name, the signal is asserted when at the 
high voltage level. 

The terms assertion and negation are used extensively. This is done to avoid confusion when working with a 
mixture of 'active-low' and 'active-high' signals. The term assert, or assertion indicates that a signal is active, 
independent of whether that level is represented by a high or low voltage. The term negate, or negation 
indicates that a signal is inactive. 

The following notations are used to describe the signal type. 

I 
o 
VO 
GTL+ 
CMOS 
PCI 
Analog 

Inputis a standard input-only signal. 
Totem Pole Output is a standard active driver. 
Input/Output is bi-directional, tri-state signal. 
GTL+ Processor bus signal defined for 1.SV operation. 
Rail-to-Rail CMOS Tolerant to SV levels. 
Rail-to-Rail CMOS signal specifically for PCI bus connection. 
Reference Voltage. 

1.1 DC Signals 
Table 1. Host Bus Add ress/Contro I Interface Signals (DC) 

Signal Type Description 

A[3S:3]# I ADDRESS BUS. Upper address bits issued with the current request. 
GTL+ 

ADS# I ADDRESS STROBE. ADS# indicates that the current cycle is the first of two cycles of 
GTL+ a request. 

AERR# I/O ADDRESS PARITY CHECK. Asserted when either an address or request parity error 
GTL+ occurs. 

AP[1:0]# I ADDRESS PARITY. Parity computed over the address; AP1# covers A[3S:24]#, and 
GTL+ APO# covers A[23:3]#. 

BERR# I/O BUS ERROR. BERR# indicates an unrecoverable bus error. 
GTL+ 

BNR# I/O BLOCK NEXT REQUEST. BNR# is asserted by an agent to prevent the request bus 
GTL+ owner from issuing further requests. 

BREQO# 0 BUS REQUEST O. Asserted at reset to set agent IDs in all processors. 
GTL+ 

DBSY# I/O DATA BUS BUSY. DBSY# is used by the data bus owner to hold the data bus for 
GTL+ transfers requiring more than one cycle. 

HIT# I/O HIT. Indicates that a caching agent holds an unmodified version of the requested line. 
GTL+ HIT# is also driven in conjunction with HITM# to extend the snoop window. 

I PRELIMINARY 93 



82453KXlGX, 82452KXlGX, 82451 KXlGX (Me) intel· 
Table 1. Host Bus Address/Control Interface Signals (DC) (Continued) 

Signal Type Description 

HITM# 1/0 HIT MODIFIED. HITM# indicates that a caching agent holds a modified version of the 
GTL+ requested line and that this agent assumes responsibility for providing the line. Also, 

driven in conjunction with HIT# to extend the snoop window. 

REQ[4:0]# I REQUEST. In the first cycle of a reqLiest these Signals carry the request type. In the 
GTL+ second cycle they carry the data size and transfer length. 

RP# I REQUEST PARITY. RP# is even parity that covers REQ[4:0]# and ADS#. RP# is valid 
GTL+ on both cycles of the request. 

RS[2:0]# 1/0 RESPONSE. RS[2:0]# encode the response to a request. 
GTL+ 

RSP# 1/0 RESPONSE PARITY. RSP# provides response parity for RS[2:0]#. 
GTL+ 

TRDY# 1/0 TARGET READY. TRDY# is driven by the target of the data to indicate it is ready to 
GTL+ receive data. 

Table 2. Memory Address/Control Interface Signals (DC)' 

Signal Type Description 

CASA[3:0]# a COLUMN ADDRESS STROBE (TWO COPIES). Indicates that the address on 
CAS8[3:0]# CMOS MA[12:0] is the column address. There is one CAS# per logical row of memory. Two 

copies are provided to support extemalloading. 
\v.:-'.~ 

PA§A[?i9W' 
9A§13[?;qltt 
MAA[12:0] a MEMORY ADDRESS (TWO COPIES). Multiplexed row and column memory 
MAB[12:0] CMOS address. Two copies are, provided to support externa,lloading. 

RASA[3:0]# a ROW ADDRESS STROBE {TWO COPIES}. Indicates that the address on MA[12:0] 
RAS8[3:0]# CMOS is the row address. There is one RAS# per logi~al row of memory. Two copies are 

provided to support external loading. ' 

~A§,4.I?~9]~' 
BA§13fl;P]tt 
WEO# a WRITE ENABLE {TWO COPIES}. Indicates that the current memory request is a 
WE1# CMOS write. Two copies are provided to support external loading. 

Table 3. DCIDP Interchip Signals (DC) 

Signal Type Description 

MEMCMD[7:0]# 1/0 MEMORY SIDE COMMAND. These signals transfer command and configu-
CMOS ration information between the DC and DP. 

MEMERR[1 :0]# I MEMORY ERROR. These signals transfer memory error information from the 
CMOS DP to the DC. ' 
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Signal 

SYSCMD[4:0]# 

SYSDEN# 

SYSERR#' ',' 

Signal 

MICCMD[6:0]# 

MICMWC[1 :0]# 

Signal 

BINIT# 

MIRST# 

RESET# 

SBCERR# 

Signal 

BCLK 
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Table 3. DC/DP Interchip Signals (DC) (Continued) 

Type Description 

o SYSTEM SIDE COMMAND. These signals send commands and other 
CMOS information from the DC to the DP. 

o SYSTEM SIDE DATA ENABLE. This Signal permits the DC to control the 
CMOS enabling of DP data information onto the host bus. 

I. ." ,SYSTEM ERR()R~T~is slg~al,sen9s~ystEHl1ierrord~taconditionsfr()m tpepR 
CMOS to the DC. '..... ' 

Table 4. DC/MIC Interchip Signals (DC) 

Type Description 

0 MIC COMMAND. Sends read/write/configuration commands to the MIC. 
CMOS 

0 MIC MEMORY WRITE COMMAND (TWO COPIES). Instructs the MIC to drive 
CMOS write data held in its internal buffers on the memory data bus. 

Table 5. Reset and Error Signals (DC) 

Type Description 

I/O BUS INITIALIZATION. BINIT# is asserted to initialize the host bus. Configuration 
GTL+ registers are not affected. 

0 MEMORY INTERFACE RESET. The DC uses this signal to reset the DP and MIC. 
CMOS 

I RESET. This is a hard reset to the DC. The DC sets its internal registers to their 
GTL+ default conditions and asserts the MIRST# tothe DP and MICs. 

0 SINGLE BIT CORRECTED ERROR. When SBC error reporting is enabled in the 
CMOS MERRCMD or SERRCMD Register, this signal is asserted to indicate that a single 

bit error was detected and corrected in'the memory array. 

Table 6. Clock, Power, and Support Signals (DC) 

Type' .. Description 

I 
CMOS 

BUS CLOCK. This is the input clock for the DC. 

GTLREFV GTL REFERENCE VOLTAGE. GTLREFV sets the voltage level used by the GTL 
Analog input receivers for com'parison against incoming GTL level Signals. 

PWRGD I POWER GOOD. PWRGD is provided by the power supply when all voltages have 
CMOS stabilized for at least 1 ms. 
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Table 7. Test Signals (DC) 

Signal Type Description 

GTLHI 1/0 These signals must be tied to Vn using a 10Kn resistor for proper operation in 
GTL+ both test and normal operating modes. 

TCK 1 JTAG Test Clock. When TMS is tied low, this signal has no effect on normal 
CMOS operation. 

TOI I JTAG Test Data In. When TMS is tied low, this signal has no effect on normal 
CMOS operation. 

TOO 0 JTAG Test Data Out. When TMS is tied low, this signal has no effect on normal 
CMOS operation. 

TESTHI 1/0 TEST HIGH. These signals must be tied high using a 10Kn resistor for proper 
operation in both test and normal operating modes. 

TESTLO 1/0 TEST LOW. These signals must be tied low using a 1 Kn resistor for proper 
operation in both test and normal operating modes. 

TMS I JTAG Test Mode Select. This signal must be tied low for normal operation. 
CMOS 

TRST# I JTAG Test Reset. When TMS is tied low, this signal has no effect on normal 
CMOS operation. 

RECVEN I RECEIVER ENABLE. This function is useful for component test. This signal is 
negated with PWRGOOO to disable GTL+ receivers and tri-state outputs for 
board test. 

1.2 DP Signals 

Signal 

0[63:0]# 

OROY# 

Signal 

MOE[71:0] 

MORDYO# 
MORDY1# 

96 

Table 8. Host Bus Interface Signals (DP) 

Type Description 

1/0 
GTL+ 

DATA BUS. The data bus consists of eight bytes. 

P!};T~.~·g8re~~ltf~>~~&{t:g]&i.pr§Xi~~*~S$.!§r:!.~.~· •••. pt~.~.:P].~ •• ·.~.lgn~J.s:?~Sgls 
c()mPlJ~~l1()Y~rt~~ .•• ~4(:l~t~·plt~;e~rytyi~n()~.g~I!.~r~t~d· .• ()rcn.~ckeq ..• tly.t~~;M9; 

1/0 DATA READY. Asserted for each cycle that data is transferred. 
GTL+ 

Table 9. Data Path Interface Signals (DP) 

Type Description 

1/0 MEMORY DATA AND ECC. Common to all types and sizes of memory supported, 
CMOS these Signals include the 64 bits of data and 8 ECC check bits. ECC is computed 

over 64-bit data words. Parity is computed as byte-parity over a 64-bit word. 

0 MEMORY DATA READY (TWO COPIES). Asserted when write data on the MOE 
CMOS bus is valid. Two copies are provided to support external loading. 

PRELIMINARY I 



intel· 82453KXlGX, 82452KXlGX, 82451 KXlGX (Me) 

Table 10. DC/DP Interchlp Signals (DP) 

Signal Type Description 

MEMCMD[7:0]# I/O MEMORY SIDE COMMAND. These signals transfer command and configu­
ration information between the DC and DP. CMOS 

MEMERR[1 :0]# 0 
CMOS 

SYSCMD[4:0]# I 
CMOS 

SYSDEN# I 
CMOS 

MEMORY ERROR. These signals transfer memory error information from the 
DP to the DC. 

SYSTEM SIDE COMMAND. These Signals send commands and other 
information from the DC to the DP. 

SYSTEM SIDE DATA ENABLE. This signal permits the DC to control the 
enabling of DP data information onto the host bus . 

.••. u.lcit:t1t1#··.··.i.·.<.· .. ····OSyS~EMEr:tR9R~THissi9har~ends.systerill:!rfOrda!aCOnditiol1s.frorri·Jh~Pe\; 

................. . .....i ............... ·· .. CMQS tothe.DC. .. 

Table 11. Clock, Power, Reset Signal (DP) 

Signal Type Description 

BClK I BUS CLOCK. This is the clock input for the DP. 
CMOS 

GTlREFV I GTL REFERENCE VOLTAGE. GTlREFV sets the voltage level used by the GTl 
Analog input receivers for comparison against incoming GTl level Signals. 

MIRST# I MEMORY INTERFACE RESET. This signal is driven by MIRST# signal from the DC. 
CMOS 

Table 12. Test Signals (DP) 

Signal Type Description 

TCK I JTAG Test Clock. When TMS Is tied low, this signal has no effect on normal 
CMOS operation. 

TDI I JTAG Test Data In. When TMS is tied low, this Signal has no effect on normal 
CMOS operation. 

TOO 0 JTAG Test Data Out. When TMS is tied low, this signal has no effect on normal 
CMOS operation. 

TESTHI I/O TEST HIGH. These Signals must be tied high using a 10Kn resistor for proper 
operation in both test and normal operating modes. 

TESTlO I/O TEST LOW. These Signals must be tied low using a 1 Kn resistor for proper 
operation in both test and normal operating modes. 

TMS I JTAG Test Mode Select. This signal must be tied low for normal operation. 
CMOS 

TRST# I JTAG Test Reset. When TMS is tied low, this Signal has no effect on normal 
CMOS operation. 
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1.3 MIC Signals 

98 

Table 13. Control Interface Signals (MIC) 

Signal Type Description 

MICCMO[6:0]# I MIC COMMAND. These signals send read/write/configuration commands to 

MICMWC# 

Signal 

MOE[17:0] 

MORDY# 

Signal 

100[17:0] 

110[17:0] 

Signal 

BCLK 

MIRST# 

CMOS the MIC. 

I MIC MEMORY WRITE COMMAND. This signal instructs the MIC to drive 
CMOS write data held in its internal buffers on the memory data bus. 

Type 

I/O 
CMOS 

I 
CMOS 

Type 

I/O 
CMOS 

I/O 
CMOS 

Type 

I 
CMOS 

I 
CMOS 

Table 14. Data Path Interface Signals (MIC) 

Description 

MEMORY DATA AND ECC. MOE[17:0] is one fourth of a aword and is 
connected to one of the word portions of the DP memory data bus. ECC is 
computed over 64-bit data words. MOE[17:0] is one fourth of a aword. 

MEMORY DATA READY. The OP asserts this signal to the MIC when data on 
the MOE bus is valid. 

Table 15. Memory Interface Signals (MIC) 

Description 

MEMORY DATA. 100[17:0] is one fourth of a aWord that is connected to 
interleave zero of the memory. 

MEMORY DATA. 110[17:0] is one fourth of a aWord that is connected to 
interleave one of the memory. 

Table 16. Clock and Reset Signals (MIC) 

Description 

BUS CLOCK. This is the clock input to the device. 

MEMORY INTERFACE RESET. This signal is connected to the MIRST# signal on 
the ~C. 
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Table 17. Test Signals (MIC) 

Signal Type Description 

TCK I JTAG Test Clock. When TMS is tied low, this signal has no effect on 
CMOS normal operation. 

TOI I JTAG Test Data In. When TMS is tied low, this signal has no effect on 
CMOS normal operation. 

TOO 0 JTAG Test Data Out. When TMS is tied low, this signal has no effect on 
CMOS norm?loperation. 

TESTLO I/O TEST LOW. These signals must be tied low using a 1 KQ resistor for proper 
operation in both test and normal operating modes. 

TMS I JTAG Test Mod~ Select. This signal must be tied low for normal operation. 
CMOS 

TRST# I JTAG Test Reset. When TMS is tied low, this signal has no effect on 
CMOS normal operation. 
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1.4 Signal State During Reset 

Table 18 shows the state of a" MC output and bi-directional signals during a hard reset (RESET# and MIRST# 
asserted). 

Table 18. Signal State During Reset Table 18. Signal State During Reset (Continued) 

Signal State Signal State 

DC SYSCMD[4:0]# High 

AERR# Not Driven SYSDEN# High 

BNR# Not Driven TDO Hi-Z during TRST# 

BERR# Not Driven TRDY# Not Driven 

BINIT# Not Driven WEx# High 

BREQO# Not Driven DP 

CASAx# High D[63:0]# Not Driven 

CASBx# High !··.·.· .••.. ·.ntif. ·/· ...... ···i ...... , 
·~.·.~ ••• ~.: .. l·· •. ,;,·,· •••• ·•• .•• ·····.··i.·}<· ••.•••. ·f ••• .. ·i.· ...... '~ 

DBSY# Not Driven DRDY# Not Driven 

HIT# Not Driven MDE[71:0] Not Driven 

HITM# Not Driven MDMERR[1 :0]# High 

MAA[12:0] Not Driven MDRDY[1 :0#] High 

MAB[12:0] Not Driven MEMCMD[7:0]# High 

MEMCMD[7:0]# High I·.'? ... ·•·. .· .. ·.·.··.···(i .•.. ··.· .• •· .• ·i.·· .... · ... · .... ··.·.· .......................... \ 
........ ......•. ....< 

. Hiqn/C\ •...• 'i> .. ·.· .. ·.·.··.i>. 

MICCCMD[6:0]# High TDO Hi-Z during TRST# 

MICMWC[1 :0]# High MIC 

MIRST# Low IOD[17:0] Low 

RASAx# High 11 D[17:0] Low 

RASBx# High 
":'~". ;.;c',. 

·······················).·.· •• • •• •· •• · •. • .•• i·· ••. ••·· •.•..•...•....••...•..••...•....•.•..••••. 
··thw· •• ·· .··.it .. '....... ...... ....... 

'''LJ1J .. ~c:.;., ... «· •.• · .••.•. · •. · •. <.i..i< 

RS[2:0]# Not Driven . '':''t"'r~.; .. i·············i ... •.· •• ············?· ........... ", A •••. ···· •. ·· •· ••• ·...>i.···.···.· ... ·.··.··.i ...... \ .. ,:,,'r .... ' • 

RSP# Not Driven MDE[71:0] Low 

SBCERR# High TDO Hi-Z during TRST# 
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2.0 MC REGISTER DESCRIPTION 

The MC contains two sets of registers (I/O space registers and configuration registers) that are accessed via 
the host CPU I/O address space. Accessing MC configuration registers uses the same procedure as is defined 
for accessing PCI device configuration registers (e.g., for the PB). The required PCI Header register set is 
provided permitting the MC to respond to initialization software in the same manner as an actual PCI device 
(i.e., the MC register set is PCI compliant). In some cases, (e.g., PCICMD register), the register may only be 
appropriate for a device attached to the PCI bus. In these cases the register is shown as a read only register 
with the bits hardwired appropriately and writes have no effect. 

The I/O space registers (CONFADD and CONFDATA Registers) provide indirect access to the MC configu­
ration registers. The MC's internal registers can be accessed as Byte, Word (16-bit), or Dword (32-bit) 
quantities, with the exception of CONFADD which can only be accessed as a Dword. O-Iength I/O reads are not 
supported by the MC. The following nomenclature is used for access attributes. 

Read Only. If a register is read only, writes to this register have no effect. 
ReadlWrite. A register with this attribute can be read and written. 

RO 
RIW 
RIWC ReadlWrite Clear. A register bit with this attribute can be read and written. However, a write of a 1 

clears (sets to 0) the corresponding bit and a write of a 0 has no effect. 

Some of the MC registers contain reserved bits. Software must deal correctly with fields that are reserved. On 
reads, software must use appropriate masks to extract the defined bits and not rely on reserved bits being any 
particular value. On writes, unless otherwise specified in the individual register descriptions, software must 
ensure that the values of reserved bit pOSitions are preserved. That is, the values of reserved bit positions must 
first be read, merged with new values for other bit positions and written back. In some cases, software must 
program reserved bit positions to a particular value. This value is defined in the individual bit descriptions. 

In addition to reserved bits within a register, the MC contains address locations1in the MC's configuration space 
that are marked "Reserved". The MC responds to accesses to these address locations by completing the host 
transaction. Software should not write to reserved MC configuration locations in the device-specific region 
(above address offset 3Fh). 

2.1 Initialization and Configuration 

After a power-on reset, the type of memory assumed is non-interleaved. The default DRAM timing values for 
the non-interleaved memory are set to reasonable values for 66 MHz and slow memory. It is expected that the 
BIOS will change these default memory timing values as necessary before memory is accessed. For the 
450KX, the memory base address is hardwired to zero. For the 450GX, each MC memory base address is 
determined at reset according to its controller number (strapping option on the OMCNUM signal). After the 
power-on initialization, system BIOS determines memory size and configuration and programs the configu­
ration registers accordingly. After a power-on reset, the MC is set for a 4 Mbyte main memory size. The 512 
Kbyte DOS RAM region and accesses from 1 Mbyte to 4 Mbytes are enabled (MC accepts accesses). Until 
initialized, the MC does not respond to any other memory locations. 

The MC and PB residing on the host bus contain a configuration space that is compliant with the configuration 
space in the PCI bus specification. While the MC is not a true PCI device, it uses the same configuration 
register access mechanism. The VID Register (OO-{) 1 h) and the DID Register (02-03h) both return legitimate 
values. 

The MC has two registers located in I/O Space-The Configuration Address (CONFADD) Register and the 
Configuration Data (CONFDATA) Register. The compatibility PB is the only response agent for host accesses 
to CONFADD and the MC snoops writes to this register. CONFADD is first written to select the MC. A 
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subsequent read or write of CONFDATA causes the MC to generate the requested configuration cycle on the 
host bus. During accesses to CONFDATA, only the host device selected by CONFADD responds. If no valid 
device is selected in CONFADD, a subsequent CONFDATA transaction is treated like a normal I/O transaction 
to I/O address CFCh. The MC only snoops 32-bit writes to the CONFADD Register. All other access sizes to 
the CF8h location are ignored by the MC .. 

I/O Address Mnemonic Register Name Access 

CF8h CONFADD Configuration Address WO 

CFCh CONFDATA Configuration Data RIW 

THere .• pa;nt>~·~p.t6~6MG'$ilr) •• ·t~e$y§t~.n1:AfterpO't!erf0(l··.t~$~t,m~M8cJ.~~ig(lated.·.~.Sc()ntr61.I~rt'\um.betQ 
(~~yic~~lJrnber1q.100·in··.t~e··C;~NLJMF~~glster) .. ·.I~th~.· .. dE3fCl~.lt ... r~sPH~~~···Clg~ntf()rl:l9c~s~~s.tot~e •• D()?flAM 
~~gi.0'l'{OS~.~ ?J~byt~s );Th~M C;·.~ontr() n~ r.nul'Tlb~ rl~ .. (jet.~ITT1I.rli3.datre ~etbY.l a!ct1ing .. an .. 1 p.lnto .thi3J\l1 C; JrPrn :th e 
QMCNUMpir· . 

~9f~ •• R§~~~!~YltI9~q~·Naffib~:r9~~~rp?W~r~?h •• f~#et·Ft~~ry19j#b~r9.·cq~@ •• tO .•• §Q.~.~@18~tq;~aqbr~$aQH 
M9(1)H§!DClY~ClNPlq9I3P~yi~~.·NY'11t>~PCl§slgne(j •• ··El~.P9't!~r~OQ.r~~EltiTherelation.·.betvveen·.thE3.~B .• ·al)cJMq 
n9W,b~rEln~·.·ml3.8I3yi.c~~9.1'!)t>I3.rt~.r;lti~Elssign~cJ·.is .• Sh.()wr1 •• irt(raBII3 ..•. 1~. ' 

Table 19. PCI Device Numbers for Bus Number 0 

Device Unique 10 loaded at Reset PCI Device Number 

PB 01 11001 

Reserved All other 

2.2 1/0 Space Registers 

The MC has two registers located in I/O Space-the Configuration Address (CONFADD) Register, and the 
Configuration Data (CONFDATA) Register. 

The CONFADD and CONFDATA Registers provide a window into the MC's configuration space registers. The 
specific device, and register are selected by writing to the CONFADD Register. Data is read from or written to 
the selected register by accessing the CONFDATA Register. Note that the CONFADD Register is only selected 
by DWord accesses to CF8h. The CONFDATA Register is not selected unless configuration accesses are 
enabled in the CONFADD Register. This allows the CONFDATA Register to overlap other registers. 

Table 20. 110 Space Registers 

110 Address Mnemonic Register Name Access 

CF8h CONFADD Configuration Address RIW 

CFCh CONFDATA Configuration Data RIW 
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2.2.1 CONFADD-CONFIGURATION ADDRESS REGISTER 

Address Offset: 
Default: 
Attribute: 

OCF8h (Dword access only) 
OOOOOOOOh 
Write Only 

The CONFADD Register contains the Bus Number, Device Number, Function Number, and Register Number 
for which a subsequent configuration access is intended. For example, a write of 8000AOACh to the CONFADD 
register can be used to access the 82453KX Memory Timing Register. 

Bits Description 

31 Configuration Enable (CSE). 1 =Enable. O=Disable. 

30:24 Reserved. Write O's. 

23:16 Bus Number (BUSNUM). The MC bus number is OOh. 

15:11 Device Number (DEVNUM). The device number is reported in the CDNUM Register (offset 49h). 

450KX: DEVNUM=1 01 00 (hardwired) 

450GX:Thedevlcenumberfor .anMCisdetermined.at·power-upand Is .repo~edJn •. t~~9Df\JUtv1 
Register.«)ffset4~h).·PE:VNUM=10100,or1010t(cjepend!?on.QMCNUM.signalstrapplng); 

10:8 Function Number (FUNCNUM). The MC responds to configuration cycles with a function number of 
OOOb. All other function number values attempting access to the MC (BUSNUM=OOh and DEVNUM 
matching MC device number) are ignored by the MC. 

7:2 Register Number (REGNUM). This field selects one register within MC, if the MC configuration 
space is selected by the other fields in the CONFADD Register. 

1 :0 Reserved. Write O's. 

2.2.2 CONFDATA-CONFIGURATION DATA REGISTER 

Address Offset: 
Default: 
Attribute: 

OCFCh 
OOOOOOOOh 
Read/Write 

CONFDATA is a 32-bit read/write window into configuration space. The portion of configuration space that is 
reference by CONFDATA is determined by the contents of CONFADD. The BE signals determine which bytes 
get written .. 

Bits Description 

31 :0 Configuration Data Window. If bit 31 of CONFADD=1, an access to CONFDATA 
I/O space is mapped to configuration space using the contents of CONFADD. 

/ 
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2.3 MC Configuration Registers 

Table 21. MC Configuration Registers 

Address Mnemonic Register Name Access Offset 

0D-01h VID PCI Vendor Identification RO 

02-03h DID PCI Device Identification RO 

04-05h PCICMD PCI Command RO 

06-07h PCISTS PCI Status RO 

OSh RID Revision Identification RO 

09-0Bh CLASSC Class Code RO 

OC-3Fh - Reserved -
- Reserved (450KX) -

4D-43h 
BASEADD 

'j','c,:'."" ••••••.•••••••..• )}< '.,"'. 'c»~ "r; 
li:·:,.'i' I··J ~:c>::: ... ,.-7"' .. ,. /, .... " ....... i. •••.• :.'.............' ••••• ::. .·i,·:··,,:,··':····'··"·i. 

44-4Sh - Reserved -
49h CDNUM Controller Device Number RO 

4A-4Bh - Reserved -
4G-4Fh CMD MC Command RIW 

5D-56h - Reserved -
57h SMME SMRAM Enable RIW 

5Sh VBRE Video Buffer Region Enable RIW 

59-5Fh PAM[0:6] Programmable Attribute Map (7 registers) RIW 

60-63h DRL[0:3] DRAM Row Limit for rows 0-3 RIW 

- Reserved (450KX) -
64-67h 

DRL[4;7] DR.AM.f\6W,qrriltfcjtr6W$.A+7(459q~) .:·.RIY1:.· ... ,·i/.· .. :.:.:· ... · .. '.' ..... '., 

7D-73h - Reserved -
74-77h SBCERRADD First Single Bit Correctable Error Address RIW 

78-79h MG Memory Gap Register RIW 

7A-7Bh MGUA Memory Gap Upper Address RIW 

7G-7Fh LMG Low Memory Gap Register RIW 

SD-S7h - Reserved RIW 

88-SBh HMGSA High Memory Gap Start Address RIW 

SG-SFh HMGEA High Memory Gap End Address RIW 

9D-A3h - Reserved -
A4-A7h APICR I/O APIC Range Register RIW 
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Table 21. MC Configuration Registers (Continued) 

Address Mnemonic Register Name Offset 

A8-ABh UERRADD First Uncorrectable Error Address 

AC-AFh MEMTIM Memory Timing 

BO-B7h - Reserved 

B8-BBh SMMR SMRAM Range Register 

BCh HBIOSR High BIOS Range Register 

BD-BFh - Reserved 

CO-C1h MERRCMD Memory Error Reporting Command Register 

C2-C3h MERRSTS Memory Error Status Register 

C4-C5h SERRCMD System Error Reporting Command Register 

C6-C7h SERRSTS System Error Status Register 

C8-FFh - Reserved 

2.3.1 VID-VENDOR IDENTIFICATION REGISTER 

Address Offset: 
Default: 
Attribute: 

0o-01h 
8086h 
Read Only 

The VID Register contains the vendor identification number. 

Description 

PCI Vendor 10. This 16-bit value (8086) is assigned to Intel. 

2.3.2 DID-DEVICE IDENTIFICATION REGISTER 

Address Offset: 
Default: 
Attribute: 

02-03h 
84C5h 
Read Only 

The DID Register contains the PCI device identification. 

Description 

PCI Device 10. This 16-bit value (84C5) is assigned to the MC. 

I PRELIMINARY 

Access 

RO 

RIW 

-
RIW 

RIW 

-
RIW 

RIW 

RIW 

RIW 

-
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2.3.3 PCICMD-PCI COMMAND REGISTER 

Address Offset: 
Default: 
Attribute: 

04-o5h 
OOOOh 
Read Only 

intel· 

The PCICMD register controls the device's ability to respond to PCI cycles. This register location is provided to 
maintain PCI Header Register set compliance. 

Function 

Reserved. When read, this register returns OOOOh. Writes have no effect. 

2.3.4 PCISTS-PCI STATUS REGISTER 

Address Offset: 06-o7h 
0080h 
Read Only 

Default: 
Attribute: 

The PCISTS register reports various PCI error conditions and indicates the device's response to various trans­
actions on the PCI Bus. This register location is provided to maintain PCI Header Register set compliance. 

Bits Function 

15:0 Reserved. When read, this register returns 0080h indicating that the MC is capable of fast back-to-
back cycles. Writes have no effect. 

2.3.5 RID-REVISION IDENTIFICATION REGISTER 

Address Offset: 08h 
Default: 
Attribute: 

See stepping information in the 450GXlKX Specification Update. 
Read Only 

This register contains the revision number of the MC. 

Bits Function 

7:0 Revision Identification Value. This is an 8-bit value that indicates the revision identification number 
for the MC. 
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2.3.6 CLASSC-CLASS CODE REGISTER 

Address Offset: 
Default: 
Attribute: 

09-0Bh 
050000h 
Read Only 

This register contains the device programming interface information related to the Sub-Class Code and Base 
Class Code definition for the MC. This register also identifies the function sub-class in relation to the Base 
Class Code and the Based Class Code. 

Bits Description 

23:16 Base Class Code (BCC). 05h=Memory controller device. 

15:8 Sub-Class Code (SCC). OOh=RAM device. 

7:0 Programming Interface (PI). OOh=Standard register format. 

2.3.7 BASEADD-MC BASE ADDRESS REGISTER (450GX ONLY) 

Address.Offset: 
Default:. 
AttriblJte: 

4o-,.4~h ............................................................... ··.·i.· .. · .. · ... ·· .•. ·. ' .... > .•.... .• ·.·.··.·.i .· .. ···.·.·.· .. ·i.·.· .. <· •• • ... •· .•• ·.·.··.· •..•••. ··."'i .· .. ·.·· ••. ·.·· •• ·i ...................... ·.· .. · .. ·.>i •• · •••. · •• ··· •.• >\.<: 
oqOQ·0099.POOO.POPOOOO,,·OOOOOOPO()()OPbJ)(=M.G ••.. [)eyicE?Nlirnqer) 
ReadIWrite 

Thl~ •• regi.#t~r ~et$th~.· •. ba.$e .rTlernqfyaddressf~r}~e{M.G.slr6~tMf~.~aJjib~upt6t\A{q.M9#.iPa systeiTi;tne 
default b?s~flcfdress Is ·.·cf.etennil'l~cfat P9wer-up •.. (hardi res~t),.a.~~Hrnjqg4: (3~ytes.c>tl'T)51inrrlemory b~hin~ 
.eac~···.fv1C<Th.e .. ···.strapping···option.ol1t~eOMCNlJfv1pin··.d.etermines·.·theMC's··.·.devicenumber.This··number 
~ffec:ts. N~~:~?]#(~its[13.: 1?])pf· ~h .. ecfE3fault~~sea.cfd.r~~s.' 
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2.3.8 CDNUM-CONTROLLER DEVICE NUMBER REGISTER 

Address Offset: 
Default: 

Attribute: 

49h 
00010100 (450KX) 
000101 OX'{)(#lbad~dalte$et); 
Read Only 

This register contains the Me device number. This value is hard coded in the 450KX. 

[bl~TnqT~.~.ril.~:19~$f~.~~!rpm~~.e·8M9~pMpln;njl~.rpftl •• ·mu~t~~·~Jr~PRep· •• ·(V89?Pt.§~g):~PPtqpli~t~!Y·M8 
~HI'I1~~f()9~f~yl.t~)Jp •• r~~H9p~i~gt9.1?·9§ClFq~~~.~.~.· •• ·.(9T§1g·~~Y!~~h·····M8'·f>!pm~~r.1.\defCl9Its·.!9itlij~XCltlg~. 
dlsabled· •. (lgnoretheseaccesses);i ' 

Bits Description 

7:5 Reserved. 

4:1 Fixed value. The upper four bits of the Me Device Number are always 1010 for the Me. 

0 450KX: Fixed value. The lower bit of the Me Device Number is always O. 

.: l n ~I?'f{.~ 

t~f 
;J~t 

... . "':i i~: ... i1.i, 
1\.'11'1'" 

:,,/2' .: .. ,;: iX.·(·.U <". 
• •••••••••••••••• 

. · .. ·:.· .. · .. i ii ;i.·.>}i ...••. ':., : ... ·.··..: •. / .... ··.(.i} .••• ii.i .. : .. :· .. '.« "ii i.Jt!)LJ (Ii I.' ~'~ .......... .?/ ...• ii> ..•.................. ' . ...•.. 

i; i·.·.·.· .. ··· ..1,"'\ :':.: .. : .. ·.·········(,·· ...... ii .... i .• · ........ · .... J yi i 
•••••••••••••••••••••• 

"'" >':'~'~)2 k ,) > 
. : .... ..)) .... 

· .. ··iti.>.· ........ ·.·' •... :· ..•• : .. · ••.. · ........ ·.i .• • ... ··.• .• ·••·.•· ... ·· •.•.. i·.·.'..·.i ... · ... ··.··.· ... •.··•· .. ···· .. i.· .. ·.· .. · ... ··.·, .... ".. ........ : .... , ... . ...... / .. : .... 
. .. ,.. ... .... .•••.• : •... (: ...•.• <: 

2.3.9 CMD-COMMAND REGISTER 

Address Offset: 
Default: 

Attribute: 

4C-4Fh 
0000 0000 0000 0000 xOOO 1000 0000 1011 b 
(x=captured from address bus on reset). 
Read/Write 

'Ii ······fii it 
< ....•.. : 

;i' . 

This register controls DRAM configuration, various memory controller operations, and reports the in-order 
queue depth. 

Bits Description 

31 :16 Reserved. 

15 In-order Queue Depth 1 Select. 1=Depth of 1. O=Depth of 8. Value captured from A7#. 

14:11 Active Interleaves. 1 =Active. O=lnactive. Each bit enables/disables a single interleave. For 
example, bits[14:11 ]=01 01 defines a 2-way interleaved system with interleaves 2 and 0 active. 
Default is 8its[14: 11 ]=0001. 

108 

Bit Active Interleave 
(450KX) 

14 Reserved 
13 Reserved 
12 1 
11 0 

F()r~.4f\Y~y. .. i!"l!erte~\I~.~.·.·· .. ~~~t.ernt~a.t.\.i~.flJ.!"I~~IPD~lIy~~d~q.~d .• ··1q~.n()!"I-i.nterle~\I~~BJ"??:~~yI~!~r: 
I~Cly~?·.sy~t~m;····~~.~.~~ .. • ••• bits··.·~eMe •.• ·.tryEr •. c.~rreptly.Clctiy~>.lntE!rlea.\fes.· .• ·.out ••• oftl1·I3.Jour .. p()ssi~ll3ij!1tl3r: 
leaves. For a 47way Interleave,.all.blts must be setto1; 
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Bits Description 

10 Page Open Policy. 1 =Hold page open. O=Close page (default). 

9 Common CAS# Enable. 1=Enable (common CAS# signals). O=Disable (independent CAS# 
signals) (default). When enabled, this bit indicates when adjacent rows of memory have a common 
CAS# connection. (This is typical of double-sided byte parity SIMMs.) 

8 Extended Read-Around-Write Enable. 1 =Enable. O=Disable (default). When enabled, reads by-
pass writes within the MICs, provided their addresses do not match. Note, this does not change the 
order in which data transfers occur on the host bus. This bit can not be enabled unless Read-
around-write is also enabled in bit 7. 

7 Read-Around-Write Enable. 1=Enable. O=Disable (default). When enabled, reads by-pass writes 
within the MC, provided their addresses do not match. Note, this does not change the order in which 
data transfers occur on the host bus. 

6 Memory Address Bit Permuting Enable. 1 =Enable. O=Disable (default). When enabled, the MC 
permutes memory addresses to obtain alternate memory row selection bits. Note that when 
enabled, there must be a power of 2 number of rows, all rows must be the same size, and all 
populated rows must be adjacent and start at row O. 

5 Reserved. 

4:3 Memory Configuration. The memory configuration is as follows: 

Bit[4:3] Function Function 
(450KX) (450GX) 

00 ReseNed ReserVed,····.··ii·· •. ··.> .'. 
01 Non-interleaved (default) N~n~lnt~.rI~aye~(cj~fa.ult) 
10 2-way interleaved ?_way.lnt~r1~a.y~cf ' 
11 ReseNed ~-",!ay·}nte~~ay~q 

2:0 Read Burst Delay. This field selects the number of delay cycles between data aWords in a read 
burst. 
• For a non-interleaved memory configuration, the number of delay cycles can be set to 3,4,5, or 6 
clocks (Read Burst Delay = (T RCAS + T cp) -1). 
• For a 2-way interleaved configuration, the number of delay cycles can be set to 1,2, or 3 clocks 
(Read Burst Delay = «T RCAS + T cp)/2) - 1 and (T RCAS + T cp) must be even). 
• For a 4-way interleaved configuration (450GX), the number of delay cycles must be set to 0 
clocks. 

Bits[2:0] Delay Cycles Bits[2:0] Delay Cycles 

000 o (burst rate=1,1, 1) 100 4 (burst rate=5,5,5) 
001 1 (burst rate=2,2,2) 101 5 (burst rate=6,6,6) 
010 2 (burst rate=3,3,3) 110 6 (burst rate=7,7,7) 
011 3 (burst rate=4,4,4) (default) 111 7 (burst rate=8,8,8) 
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2.3.10 SMME-SMRAM ENABLE REGISTER 

Address Offset: 
Default: 
Attribute: 

57h 
OOh 
Read/write 

This register enables/disables the SMM range specified in the SMMR Register. 

Bits Description 

7:4 Reserved. 

3 SMM RAM Enable. 1=Enable. O=Disable. 

2:0 Reserved. 

2.3.11 VBRE-VIDEO BUFFER REGION ENABLE REGISTER 

Add ress Offset: 
Default: 
Attribute: 

58h 
OOh 
Read/Write 

This register enables/disables the video buffer area. 

Bits 

7:2 Reserved. 

Description 

1 Video Buffer Area Enable (AOOOO-BFFFFh). 1=Enable. O=Disable. 

0 Reserved. 

2.3.12 PAM[0:6]-PROGRAMMABLE ATTRIBUTE MAP REGISTERS 

Address Offset: 
Default: 
Attribute: 

PAMO (59h)-PAM6 (5Fh) 
PAMO=03h, PAM[1 :6]=OOh 
Read/Write 

intel· 

These seven registers select read only (RE=1, WE=O), write only (RE=O, WE=1), or read/write (RE=1, WE=1) 
access attributes for 14 memory regions between the 512 Kbyte and 1 Mbyte address range. The individual 
memory regions can also be disabled (RE=O, WE=O). Each register controls two regions; bits [7:4] control one 
region and bits [3:0] control the other region. Note that the default for the 512-640 Kbyte region is read/write 
enabled. The default for all other regions is read/write disabled. 

Note that the PB has corresponding PAM registers. Only one device (MC/PB) should have the same space 
enabled at one time to avoid access conflicts 

Read Enable (RE) 

Write Enable (WE) 

110 

When RE=1 (enabled), CPU read accesses to the corresponding memory region are 
directed to main memory. When RE=O (disabled), CPU read accesses are ignored. 

When WE=1 (enabled), CPU write accesses to the corresponding memory region are 
directed to main memory. When WE=O (disabled), CPU write accesses are ignored. 
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PAM Attribute Bits 

Register 7,3 I 6,2 5,1 4,0 

PAMO[7:4] Reserved WE RE 

PAMO[3:0] Reserved WE RE 

PAM1[7:4] Reserved WE RE 

PAM1[3:0] Reserved WE RE 

PAM2[7:4] Reserved WE RE 

PAM2[3:0] Reserved WE RE 

PAM3[7:4] Reserved WE RE 

PAM3[3:0] Reserved WE RE 

PAM4[7:4] Reserved WE RE 

PAM4[3:0] Reserved WE RE 

PAM5[7:4] Reserved WE RE 

PAM5[3:0] Reserved WE RE 

PAM6[7:4] Reserved WE RE 

PAM6[3:0] Reserved WE RE 

2.3.13 DRL-DRAM ROW LIMIT (0 TO 7) 

Address Offset: 
Default: 
Attribute: 

6o-6Fh 
0001h 
ReadlWrite 

Memory Segment Comments Offset 

OFOOOO-{)FFFFFh BIOS 59h 

08000o-09FFFFh 512-640 KB 59h 

OC4000-{)C7F FFh ISA Expansion 5Ah 

OCOOOO-{)C3FFFh ISA Expansion 5Ah 

OCCOOo-OCFFFFh ISA Expansion 5Bh 

OC8000-{)CBFFFh ISA Expansion 5Bh 

OD4000-{)D7FFFh ISA Expansion 5Ch 

ODOOOO-{)D3FFFh ISA Expansion 5Ch 

ODCOOo-ODFFFFh ISA Expansion 5Dh 

OD8000-{)DBFFFh ISA Expansion 5Dh 

OE4000-{)E7FFFh BIOS Extension 5Eh 

OEOOOO-{)E3FFFh BIOS Extension 5Eh 

OECOOo-EFFFFh BIOS Extension 5Fh 

OE8000-{)EBFFFH BIOS Extension 5Fh 

The 450KX MC supports 4 rows of DRAM. DRL[O:3] define the upper and lower addresses for each DRAM row. 
The addresses are relative to the memory space of the MC and do not include any programmed memory gaps. 
The contents of these 16-bit registers represent the boundary addresses in 4 Mbyte granularity. Rows with no 
memory are programmed with the upper limit of the previous row. The default after reset reflects the 
requirement that the first row be populated. 

Note that for the 450KX, DRL[4:7] must be programmed with the value programmed in DRL3. 

Th~450G)(SUpports8 ro~s.of DRAM. DRL[O:7] definethe lJPperand loWer ad?resses foreach DI1Arv1fO\\l; 

DRLO = Total memory in row 0 (in 4 MB) 
DRL 1 = Total memory in row 0 + row 1 (in 4 MB) 
DRL2 = Total memory in row 0 + row 1 + row 2 (in 4 MB) 
DRL3 = Total memory in row 0 + row 1 + row 2 + row 3 (in 4 MB) 

DRL4.::i:TotaI01el11gryir'lJOWO+ row1+.row2+roW3.+roW4(lnAMB) 
DRL5::::TotaI01~rn9ryinrowO+ r()wl+row 2 +:mw 3 HOW 4.+row 5 (in 4MB) 
DRL65T9U:lJm~m9ryinro~O+ row1.+r0'N. 2t/row 3·tfC>\'v'.4 How:S+ •• row6·(in ·4MB) 
PFiL7= TotCilO1emory ir'l. fC>\'v'9t row 1 +. rowg+: row 3 HOW 4·+rc>w5 +. row 6 +:row7 (In4 MB) 
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Bits Description 

15:7 Reserved. 

6:0 DRAM Row Upper Address Limit (in units of 4 Mbytes). This 7-bit field determines the upper 
address limit of a particular row (Le., DRL minus previous DRL = row size). Note that the allowed 
minimum and maximum values for row size depend on the memory configuration (non-interleaved 
row size = 4 Mbytes minimum and 128 Mbytes maximum; 2-way interleaved row size = 8 Mbytes 
minimum and 256 Mbytes maximum). 

Example: 

Row 0 has 16 Mbytes, row 1 is unpopulated, and row 2 has 32 Mbytes. The DRL Registers would 
be programmed as follows: 

DRLO = 04h 
DRL1 = 04h 
DRL[2:7J= OCh (each register) 

P~~M~AYlHpp~f:~~~r~~~I~fpll~;(r~"'~~.~#r1 ••••. ~.9yt~~).,.thi.~.i~}~f(fl~ld.#,e~e~ml~~s1h~ ••• ijpp~r··· 
,.,., ••... <. ,«' .•. , ....•• ~.~~W~~.I!mi~ .. 9t~P~ni~HI~r.IQ'N·(i,·~~·,9~pmiq~,sRr,eyi()H.~9BY.,;~?V}.~iZ~);,.··.Np~e .. t~c:ltthe,~II9:~~q 

.• " •. <,".',.,<"'." .•• \ m,i~im~m.·~Pd.maxl.rTlllmiy~I~ .. ~~f()rxoW •• Si;e,~ep~n~·9r'1.·.m~,m~m9ryP9n~.gurati()n(n9:,n,tintElrf~~Y~c1 
.. ,., .••..•... ><' .•.. ,., ... < ..• ·1 r(),~.~!;~;::~.MbY!e~ .m!nimurnC1n~W8~pX!~sm~~lm.~m;~ ~Wav.Jnterl~C1vE3.~r9:'Ij. ~i;El=7.~M.l)X!E39 

I·/)Li··.········ i/.>/ i~~~~~~7:]~~~~~~m~,u~~1F~~t~!~~~~~7J~~t~~~~'r~~i~~~~r;~t~~;i~ 
.... , ............ <, Ina4~\Nayinterleav~d(:()nfiglJratioDwith,an'()Wscontaining5~.2MbytesttheDR~Registerswotild 

R~ •• ' •• P~?~~rnT~d •. ·~SJ9116W'#: ' 
I)i.· •.••• ·.·'.·ii.·. i' .•••••• '.'·. I DRLO=80h bRU4~280h' 

qBg1~.lQPtC DRL5=SOOh 
DRLgF.1~OQ DA@~~$.6h 
DRL3=200h DRL7=400h 

2.3.14 SBCERRADD-SINGLE BIT CORRECTABLE ERROR ADDRESS REGISTER 

Add ress Offset: 
Default: 
Attribute: 

74-77h 
OOOOh 
Read Only 

This register provides the effective address of the memory access that caused a single bit correctable error on 
the memory side. The value in this register is only valid if the SSC correctable error bit is set in the MERRSTS 
Register (C2-C3h). 
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Bits Description 

31 :3 Address of First Single-bit Correctable ECC Error. This is the effective DRAM address used in 
the MC and must be converted back to the original physical address by software. The programmed 
memory gaps and MC base address must be taken into account for proper calculation of the 
address in which the DRAM side ECC error occurred. 

2:1 aWord Number Error Detect. When a single-bit error occurred in a transfer from the DRAM array, 
this field indicates which aWord in the transfer contained the error. Note that this field reports the 
aWord number relative to the order of the transfer (0 to 3), even if the transfer does not begin with 
the first aWord of a cache line. In addition, in a single aWord transfer, if an error is detected, this 
field will be set to 00. For further granularity in determining the address of the error, bit 0 of this 
register reports which half of the aWord contained the error. 

Bits [2:1] aWord Number of the Transfer 

00 First aWord Transferred (aWord 0) 
01 Second aWord Transferred (aWord 1) 
10 Third aWord Transferred (aWord 2) 
11 Fourth aWord Transferred (aWord 3) 

0 DWord Number Error Detect (In a aWord). 1=Error in upper Dword. O=Error in lower Dword. 
When a single-bit error occurred in a transfer from the DRAM array, this bit identifies which half.of 
the aWord (upper 2 Words or lower 2 Words) contains the error. Single-bit Error Correcting of 
Memory Data must enabled (bit 2 of MERRCMD Register, Co-C1h) to obtain this functionality. 

2.3.15 MG-MEMORY GAP REGISTER 

Address Offset: 78-79h 
0010h 
ReadlWrite 

Default: 
Attribute: 

This register, along with the MGUA Register, defines the Memory Gap. Note that the Memory Gap must be 
located above the Low Memory Gap and below the High Memory Gap. 

Bits Description 

15 Memory Gap Enable. 1 =Enable. O=Disable (default). 

14:10 Memory Gap Size. This field defines the memory gap size as follows: 

Bits[14:10] Size Bits[14:10] Size 

00000 1 MB 11100 8MB 
00100 2MB 11110 16 MB 
01100 4MB 11111 32MB 

Note that all other combinations are reserved. 

9 Reclaim Enable. 1=Enable. O=Disable (default). When enabled, the physical memory in this gap is 
reclaimed. 

8 Reserved. 

7:4 Memory Gap Starting Address (Lower Nibble). Bits [7:4] correspond to A[23:20]# and are used 
with bits [11 :0] of the MGRUA Register to form the complete starting address. 

3:0 Reserved. 
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2.3.16 MGUA-MEMORY GAP UPPER ADDRESS REGISTER 

Address Offset: 7A-7Bh 
OOOOh 
Read/Write 

Default: 
Attribute: 

This register is used, along with the MG Register, to define the Memory Gap. 

Bits Description 

15:12 Reserved. 

11:0 Memory Gap Starting Address (Upper Part). These bits correspond to address bits A[35:24]# 
and are used with bits [7:4] of the MG Register to form the complete starting address. 

2.3.17 LMG-LOW MEMORY GAP REGISTER 

Address Offset: 7C-7Fh 
00100000h 
Read/Write 

Default: 
Attribute: 

This register defines the Low Memory Gap range. Note that the Low Memory Gap must be located below the 
Memory Gap and the High Memory Gap. 

Bits Description 

31 :20 Low Memory Gap Starting Address (in 1 Mbyte increments). Bits [31:20] correspond to 
address bits A[31 :20]#. A[35:32]# are zero for this range (Le., this range is limited to the lower 4 
Gbytes). 

19:12 Reserved. 

11 Low Memory Gap Enable. 1=Enable. O=Disable (default). 

10 Reclaim Enable. 1 =Enable. O=Disable (default). When enabled, the physical memory in this gap is 
reclaimed. 

4:0 Low Memory Gap Size. This field defines the memory gap size as follows: 

Bits[4:0] Size Bits[4:0] Size 

00000 1 MB 11100 8 MB 
00100 2 MB 11110 16 MB 
01100 4MB 11111 32 MB 

Note that all other combinations reserved. 
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2.3.18 HMGSA-HIGH MEMORY GAP START ADDRESS REGISTER 

Address Offset: 8a-8Bh 
OOOOh 
ReadlWrite 

Default: 
Attribute: 

This register, along with the HMGEA Register, define the High Memory Gap. 

Bits Description 

31 High Memory Gap Enable. 1=Enable. O=Disable (default). 

29:16 Reserved. 

15:0 High Memory Gap Start Address (In 1 Mbyte increments). Bits[15:0] correspond to A[35:20]#. 

2.3.19 HMGEA-HIGH MEMORY GAP END ADDRESS REGISTER 

Address Offset: 
Default: 
Attribute: 

a C-8 Fh 
OOOOh 
ReadlWrite 

This register, along with the HMGSA Register, define the High Memory Gap. 

Bits Description 

31 :16 Reserved. 

15:0 High Memory Range End Address (in 1 Mbyte increments). Bits[15:0] correspond to A[35:20]# 
of the last 1 Mbyte region within the memory gap. 

2.3.20 APICR-1I0 APIC RANGE REGISTER 

Address Offset: A4-A7h 
00FEC001h 
ReadlWrite 

Default: 
Attribute: 

This register defines a 64 Kbyte I/O APIC range. 

Bits Description 

31 :28 Reserved. Must be set to zero. 

27:12 110 APIC Base Address (located on 1 MB increments). Bits[27:12] correspond to A[35:20]#. 

11 :4 Reserved. Used in PB for unit 10 numbers. 

3:1 Reserved. 

0 110 APIC Range Enable. 1=Enable (default). O=Disable. The I/O APIC range is 64 Kbytes. When 
this region is enabled, accesses to the region are ignored by the MC. 
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2.3.21 UERRADD-UNCORRECTABLE ERROR ADDRESS REGISTER 

Address Offset: AS-A8h 
OOOOh 
Read Only 

Default: 
Attribute: 

This register provides the effective address of the memory access that caused an uncorrectable ECC error. 
The value in this register is only valid if the S8C error bit is set in the Error Reporting Register. 

Bits Description 

31:3 Address of First Uncorrectable ECC Error. This is the effective address used in the MC and 
must be converted to the original physical address by software. MC base address and any 
programmed memory gaps must be taken into account for proper calculation of the address. 

2:1 aWord Number Error Detect. When an uncorrectable error occurred in a transfer, this field 
indicates which aWord in the transfer contained the error. Note that this field reports the aWord 
number relative to the order of the transfer (0 to 3), even if the transfer does not begin with the first 
aWord of a cache line. In addition, in a single aWord transfer, if an error is detected, this field will 
be set to 00. 

Bits [2:1] aWord Number of the Transfer 

00 First aWord Transferred (aWord O) 
01 Second aWord Transferred (aWord 1) 
10 Third aWord Transferred (aWord 2) 
11 Fourth aWord Transferred (aWord 3) 

0 Reserved. 

2.3.22 MEMTIM-MEMORY TIMING REGISTER 

Address Offset: 
Default: 
Attribute: 

AC-AFh 
30DF3516h 
Read/Write 

The memory timing register has two main functional sections-refresh timing and memory timing. The refresh 
timing portion of the memory timing register includes selections for time between refreshes (refresh counter) 
and time between refreshing rows in the memory array (refresh stagger). An enable bit for refreshing is also 
provided. 

Most of the Asynchronous DRAM timing parameters are programmable in the MC to achieve maximum perfor­
mance across a wide range of system operating frequencies. Each field in the memory timing register that 
pertains to DRAM timing is referenced by the most common DRAM timing parameter as published in the major 
DRAM vendors data books. Each field provides enough values to cover a wide range of operating frequencies. 
Care must be taken in programming the memory timing parameters so that the proper system timing is 
achieved and no conflicts are induced. 

The memory timing register allows the memory controller to be adjusted for maximum performance when 
acceSSing Asynchronous DRAMs. The MC generates all control signals synchronously to the system clock. 
This limits the granularity of the generated control signals to a single clock period. The memory timing register 
allows the selection of the number of clocks to the most optimal value for a wide range of system clock 
frequencies. 
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On reset, the Memory Timing Register fields are set to values that allow operation in the range 50 MHz to 66 
MHz with 70 ns· DRAMs. The refresh counter is set such that refreshes occur assuming that the operating 
frequency is 50 MHz, which is faster than required at 60 or 66 MHz. All other parameters are set assuming that 
the operating frequency is 66 MHz which adds more clocks than required if the real frequency is 60 MHz. For 
optimal performance, the values in this register may have to be reprogrammed after reset. 

Bits Description 

31 Reserved. 

30:20 Refresh Count (in cycles) (REFRC). The refresh counter must be set so that refreshes occur often 
enough that the entire DRAM array is refreshed before DRAM data loss occurs. The eleven bit 
counter can be programmed from 1 to 2047. The counter time base is equal to one system clock 
period (15 ns for a 66 MHz clock, etc.). The value Is chosen to give a refresh every 15.625 usec (or 
less). For example, 30Dh=15.620 usec at 50 MHz (default) and 411 h = 15.615 usec at 66 MHz 

19:17 Refresh Stagger (REFRS). The refresh stagger sets the time, in clock cycles, from the start of one 
row's refresh to the start of the next row's refresh. Refresh in the DRAMs causes the DRAMs to 
become active which draws considerable power. Refreshing all rows at once may not be possible for 
the system power supply. The refresh stagger field of the memory timing register allows the power 
surge to be spread evenly across the refresh cycle. The amount of time necessary to stagger the 
refreshes is system design and DRAM memory type dependent. OOO=AII rows refreshed at once. 

Bits[19:17] Stagger Bits[19:17] Stagger 

000 0 cycles 100 4 cycl,es 
001 1 cycle 101 5 cycles 
010 2 cycles 110 6 cycles 
011 3 cycles 111 7 cycles (default) 

16 Refresh Enable (REFRE). 1=Enable (default). O=Disable. 

15 CAS# Setup Time To RAS# for CAS-Before-RAS Refresh Cycles. 1=1 Cycles. 0=2 Cycle 
(default). Typically, 1 cycle is sufficient. However, in some cases the combination of DRAM timings, 
clock speed, and system level skew between CASx# and RASx# may require 2 cycles. 

14:13 Last Write to CAS# (LWC). Number of cycles from when the last data is asserted to the MIC to 
when CAS# is asserted. This determines data setup time before CAS# (i.e., data is driven for LWC 
cycles, but delayed by one cycle). 

Bits[14:13] Cycles 

00 
01 
10 
11 

NOTES: 

Reserved 
2 (default) 
3 
4 

1. Write data setup time to CAS# asserted is LWC minus 1. 

2. Write data hold time from CAS# asserted is 1 cycle if WCAS (bits[7:6]) equals 2 and is 2 cycles if 
WCAS is greater than 2. 

3. The following are the legal combinations of the WCAS, LWC, and CP fields for non-interleaved 
and 2-way interleaved memory configurations. There are no restrictions for 4-way interleaved. 

WCAS LWC CP WCAS LWC CP 

2 
2 
3 
3 

2 
3 
2 
3 

I PRELIMINARY 

1,2 
2 
1,2 
2 

4 
4 
4 

2 
3 
4 

1,2 
1,2 
2 
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Bits Description 

12:11 RAS# Pulse Width (RASPW). This field selects the minimum cycles that RASx# is asserted. 
RASPW should be set to the larger of the following values-(RCD + CAH + 1) or (RCD + WCAS - 1) 
or (RCD +RCAS - 1) 

Bits[12:11] Cycles 

00 4 
01 5 
10 6 (default) 
11 7 

10 Column Address Hold Time (CAH). 0=1 cycle. 1 =2 cycles (default). CAH is the number of cycles 
from the time CAS# is asserted to when the column address can be changed. Note that CAH must 
be set to 1 cycle if RCAS=2 or RASPW minus RCD = 2. 

9:8 Read CAS# Pulse Width (RCAS). Number of cycles CAS# is asserted for read cycles. RCAS must 
be set to ensure data setup to the DP from CAS# asserted. 

Bits[9:8] Cycles 

00 2 
01 3 (default) 
10 4 
11 5 

7:6 Write CAS# Pulse Width (WCAS). WCAS selects the number of cycles CAS# is asserted for write 
cycles. See notes for LWC field description. WCAS should be set to RCAS or RCAS minus 1, 
depending on data hold time requirements (see LWC field). 

Bits[7:6] Cycles 

00 2 (default) 
01 3 
10 4 
11 5 

5 CAS# Precharge Time (CP). 0=1 cycle (default). 1 =2 cycles. CP selects the number of cycles for 
CAS# precharge. See notes for LWC field description. 

4 RAS# to Column Address Delay (RCAD). RCAD selects the number of cycles from the time RAS# 
is asserted to when Column address is asserted. 0 = 1 cycle. 1 = 2 cycles (default). RCAD must 
equal 1 cycle if RCD equals 2 cycles. 

3:2 RAS# to CAS# Delay (RCD). RCD selects the number of cycles from the time RAS# is asserted to 
when CAS# is asserted. 

Bits[3:2] Cycles 

00 Reserved 
01 3 (default) 
10 4 
11 Reserved 

1:0 RAS# Precharge Time (RP). RP selects the number of cycles for RAS# pre-charge. 

Bits[1 :0] Cycles 

00 3 
01 4 
10 5 (default) 
11 6 
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2.3.23 SMMR-SMRAM RANGE REGISTER 

Address Offset: 
Default: 
Attribute: 

B8-BBh 
OOOAh 
ReadlWrite 

This register controls the size and location of SMRAM. 

Bits Description 

31 :28 SMM Range Size. The size (in 64 Kbyte increments) is selected as follows: 

Bits[31 :28] Size Bits[31 :28] Size 

0000 64 KB (default) 0100 512 KB 
0001 128 KB ... .. , 
0010 192 KB 1111 1 MB 
0011 256 KB 

27:16 Reserved. 

15:0 SMM Range Start Address (in 64 Kbyte increments). Bits [15:0] correspond to A[31 :16]#. 
Default=AOOOO. 

2.3.24 HBIOSR-HIGH BIOS GAP RANGE REGISTER 

Address Offset: 
Default: 
Attribute: 

BCh 
01h 
ReadlWrite 

This register enables/disables the high BIOS range. This range is 2 Mbytes extending from OO_FFEO_OOOOh to 
OO_FFFF _FFFFh). 

Bits Description 

7:1 Reserved. 

a High BIOS Range Enable. 1=Enable (default). O=Disable. When enabled, the MC ignores 
accesses to this range. 
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2.3.25 MERRCMD-MEMORY ERROR REPORTING COMMAND 

Add ress Offset: Co-C1h 
OOOOh 
Read /Write 

Default: 
Attribute: 

This register enables/disables the correcting of single bit errors in memory data. This register also controls the 
reporting of correctable and uncorrectable memory errors. 

Bits Description 

15:3 Reserved. 

2 Single-bit Error Correcting of Memory Data Enable. 1 =Enable. O=Disable (default). This bit 
must be enabled for the "identify SIMM" functionality described for bit 0 in the SBCERRADD 
Register (detecting which half of a aWord generated the error). 

1 Report Correctable Memory Errors Enable. 1=Enable. O=Disable (default). When enabled, the 
MC reports correctable errors in data read from memory in the MERRSTS Register. The MC also 
asserts the sideband single SBCERR#. 

0 Report Uncorrectable Memory Errors Enable. 1=Enable. O=Disable (default). When enabled, 
the MC logs uncorrectable errors in the MC Memory Error Status Register. If BERR# output is 
enabled (SERRCMD Register), BERR# is also be asserted. 

2.3.26 MERRSTS-MEMORY ERROR STATUS REGISTER 

Add ress Offset: C2-C3h 
OOOOh Default: 

Attribute: Read /Write Clear 

This register logs correctable and uncorrectable memory errors. Software sets these bits to 0 by writing a 1 to 
them. 

Bits Description 

15:2 Reserved. 

1 Correctable Memory Error. 1 =Detected correctable memory error. 

0 Uncorrectable Memory Error. 1 =Detected uncorrectable memory error. 
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2.3.27 SERRCMD-SYSTEM ERROR REPORTING COMMAND REGISTER 

Address Offset: 
Default: 
Attribute: 

G4-G5h 
OOOO_OOOO_OOOx_OxOxb (x=captured at reset) 
ReadlWrite 

This register controls the reporting of system errors. Note that when bits[9:7] of this register are disabled, the 
MG forces all EGG bits written to memory to O. This mechanism is used to force EGG errors in the memory 
array for debugging the memory error correcting/detecting circuits. 

Bits Description 

15:10 Reserved. 

9 450KX: Reserved. 

450GX:Slngl~~lt ErrorCorrectlngofHost.Data·Enable.1=~nable~·.O=Disable{d~fault}; 

8 450KX: Reserved. 

450~X:Logglng9orrecta~le .. Errors··· .. C)n.·.tht;!.·H()st[)at~i ~us .••... EnabJt;!.1~5~a~I.~.0.::PIS~bl~ 
(default);\'V~enEmabJed,·· .. the. '.' MO.·.logs·. corr~ctable .. ··. e.rrorslfl •..• datareadJr9m .thehost· bus ill the 
SE88SIS8egister.The .MO also. asserts thesidebandsingleSBCERR#; 

7 450KX: Enable Memory ECC. 1 =Enable. O=Disable. This bit must be set to enable EGO on the 
memory array. The memory array must be initialized before enabling memory ECC. 
45qClX:·.·.··.L()ggin9Urlcorre~table ••• ErrC)rs .. onthe.tf()st.·.Data·.Bus •• ·Enable~1=Enable;···.o=pisabl~ 
(d.~.fa~lt).When~p~ble.c:f~t~e •• Mqlogsuncorr~c~abl~errprs.intheSER8STS .. Register~.lf BERR# i~ 
~Il(lpledi8I;RR4tI~.glsobe·.asse.rte(tTherrie~oryamlYmLJstbelnltiallzecJ··before.f!nabUng 
memory ECC. ., 

~ -,,~."'" ~: ••••• < ••••• < ..... 

6 Reserved. 

5 AERR# Driver Enable. 1 =Enable. O=Disable (default). This bit enables/disables reporting of parity 
errors on request signals. 

4 AERR# Input Enable. 1=Enable. O=Disable. The MO captures this value from A8#. 

3 BERR# Driver Enable. 1 =Enable. O=Disable (default). This enables/disables reporting of uncor­
rectable errors on the data bus or memory interface. 

2 BERR# Input Enable. 1=Enable. O=Disable. The MG captures this value from A9#. 

BINIT# Driver Enable. 1 =Enable. O=Disable. When enabled, protocol violations are reported on 
BINIT#. 

o BINIT# Input Enable. 1=Enable. O=Disable. The MG captures this value from A10#. 
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2.3.28 SERRSTS-SYSTEM ERROR STATUS REGISTER 

Address Offset: 
Default: 
Attribute: 

C6-C7h 
OOOOh 
Read IWrite Clear 

intel· 

This register logs system errors. Software sets these bits to 0 by writing a 1 to them. 

Bits Function 

15:5 Reserved. 

4 Host Address Parity Error Detected. (via AP[1 :0]#). 1=Logs parity errors on A[35:3], regardless of 
whether the event is reported. If AERR# Input Enable (bit 4) of the SERRCMD Register is set, the 
event is reported during the error phase. 

3 Host Bus Request Parity Error Detected (via RP#). 1=Logs parity errors on the ADS# and 
REQ[4:0]# signals, regardless of whether the event is reported. If enabled in the SERRCMD Register 
(bit 4), this error is reported by generating an AERR#. 

2 450KX: Reserved. 

,~g~?sttt<?~ .. ~ •.. E:JH~S<?tr~~~~~(~~rr'RrB~!~c:t~~;'T~99~ •• ·~~IQ.Q!~~~ir§9P~trotpete~t~ci·.bhth~n9~t 
qatapU$?N()\errOrisrepotted.wneo.·.~· •. hO$tbU$Corr~Qtableem~r.iscfetected~.· . 

450KX: Reserved. 

4~g~~:.tt~~~·E:Jg~~n?ott~.~t~b.I~.Et~dt.P~~~~t~~;.~~~qQ~.··~ •• ·.mpl!ipl~tP·~·· •.. E.9:Fr§r,rpri9~J~qt~90nm~ 
/19.?~P(ltllblJ.s .• ~o~~m~t~I1!~ .. blt\.ls.~.etln?~P~Dgent9fVm~~I'l.er.err9rrf!pC)~i.~.gJ.s§~.<;qIEl9:yi~l?lti7>9t. 
~nf!§g6f2FMP .• ·.·6e9i~t~r~ltE3gBBffi? •. enllbJep.· .. i~ .• · .. thEl··· .•. ~.~.BB9.tylDBegi~ter; •• · ••.. thlserr9r .•• ·i.~ •.•• repo~ElP.··.PY 
generatingaBE.BB#. 

o Host Bus Protocol Violation Detected (via RSP#). 1 =Logs protocol violations, regardless of 
whether event is reported. If BINIT# is enabled in the SERRCMD Register, these errors are reported 
by generating a BINIT#. 

2.4 Memory Configuration Determination Algorithm 

The number of rows of memory and the size of the memory in each row must be determined by power-on self 
test (POST) code prior to programming the configuration registers for the true system configuration. 

After reset, each MC is configured for a non-interleaved memory configuration operating with the default values 
given in the Memory Timing Register. Base addresses are set assuming maximum memory. However, row 
limits are set at 4 Mbytes. 

To complete the configuration of the MCs in a system the BIOS must perform a complete setup as described in 
the Pentium Pro Processor 810S Writer's Guide (Order #649733). 
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3.0 MC FUNCTIONAL DESCRIPTION 

This section describes the MC functions and hardware interfaces including the Memory and I/O Mapping, Host 
Bus Interface, DRAM Interface, and Clocks and Reset. 

3.1 Memory and 110 Map 

The MC provides the interface between the host bus and main memory. The processor memory space is 64 
Gbytes (36-bit addressing). An MC can control up to 1 Gbyte of memory for the 450KX and 4 Gbytes of 
memory for the 450GX. The MC registers that control memory space access are: 

• Programmable Attribute Map (PAM[6:0]) Registers. These registers provide Read Only, Write Only, 
and Read/Write Disable for fixed memory regions in the PC compatibility area. 

• Video Buffer Area Enable (VBA) Register. This register enables the AOOOo-BFFFFh fixed region. 

• Low Memory Gap (LMG) Register. This register defines a hole in memory located from 1 to 4 Gbytes 
on any 1 Mbyte boundary where accesses can be directed to the PCI bus (via the PB). The size can be 
1,2,4, 8, 16, or 32 Mbytes. This gap must be located below the Memory Gap and High Memory Gap. 
The Low Memory Gap is used by ISA devices such as LAN or linear frame buffers that are mapped into 
the ISA Extended region, or by any EISA or PCI device. 

• Memory Gap Registers (MG and MGUA) Registers. These two registers define a hole in memory 
located from 1 to 64 Gbytes on any 1 Mbyte boundary where accesses can be directed to the PCI bus 
(via the PB). This gap (1,2,4,8,16, or 32 Mbytes in size) must be located above the Low Memory Gap 
and below the High Memory Gap areas. The Memory Gap is used by ISA devices (e.g., LAN or linear 
frame buffers) that are mapped into the ISA Extended region, or by any EISA or PCI device. 

• High Memory Gap Registers (HMGSA and HMGEA) Registers. These two registers define a gap in 
memory that can be located from 1 to 64 Gbytes on any 1 Mbyte boundary where accesses can be 
directed to the PCI bus (via the PB). The size ranges from 1 Mbyte to 64 Gbytes. This gap must be. 
located above the Memory Gap and the Low Memory Gap areas. The High Memory Gap provides 
additional support for memory mapped 1/0. 

·Base~ddrE!~s>(~A~EA()D)FlE!glster.J\n824,53G)(,>re~~)Qndsto merTl()ryacc~ssesb.etyve~nJf1~ 
address,progrqlTlrnedlnto thl~regl~t~r apd th~ cqlculategtopoflts 111 emory range (calsulatedtppcjf 
MCrnemory,address=bqse.+ memoryslze+L()wMemoryGapsize+MemoryGqp.sf;Z~,i:Jligll 
Memory Gap size). Note that theDRAMmemorybehindJhememory Qapscanbe reclaimed~ 

• SMMRAM Range (SMMR) Register and the SMMRAM Enable (SMME) Register (Only when 
SMMEM# is asserted by the processor.). SM memory can overlap with memory residing on the host 
bus or memory normally residing on the PCI bus. When the SM range is enabled, SM accesses are 
handled by the MC. If the SMMEM# signal is not asserted, accesses to the MC's enabled SM Range are 
ignored (this allows the SM memory to overlap with memory normally residing on the host bus, since the 
SMM Range may also be mapped through another MC range register). The RSMI# signal may be 
asserted in the Response Phase by a device in SMM power-down mode. The MC does not assert this 
signal. 

NOTE: 

Since leaving system management mode effectively remaps the system memory space, one must take 
care with SMM memory that is cached. If SMMRAM is cast as writeback memory, a WBINVD instruction 
must be executed immediately prior to the execution of the RSM instruction which exits SMM mode. This 
will force all modified data to be written back while memory is still mapped for SMM. 
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• High BIOS (HBIOS) Register. The 64 Kbyte region from FOOOo-FFFFFh is treated as a single block 

and is normally ReadlWrite disabled in the MC(s) and ReadlWrite enabled in the PB. After power-on 
reset, this region is RfW enabled in the PB (Compatibility PB only in the 450GX and RfW disabled in the 
Auxiliary PB). Thus, the PB can respond to fetches during system initialization. The ReadlWrite 
attributes for this region may be used in conjunction with the Read/Write attributes in the PB to "shadow" 
BIOS into RAM. 

• YO APIC Range (APICR) Register. This register provides an 1/0 APIC configuration space. There is no 
1/0 APIC in the PB or the MC. 

• DRAM Row Limit (DRL) Registers. These registers define the upper and lower addresses for each 
DRAM row and represent the boundary addresses in 4 Mbyte granularity. 

If a memory space access is in one of the above ranges, and that range is enabled for memory access, the MC 
claims the transaction and becomes the response agent. 

The MC performs memory recovery on gap ranges greater than or equal to 1 Mbyte that are created by the 
Low Memory Gap, Memory Gap, and the High Memory Gap areas. This memory is relocated to the top of the 
MC's memory. The MC performs a subtraction of the size of the hole in the memory map to generate an 
effective memory address. 

Fgri!9·.~ .• ·r~9q.C?~;rtry~~~~~i~~9.r:.~S.~;f?ttry.~ •• ·.·.~9;m~!il~n.g~r .. ~.9;·#q}m9~~.'i.n91vp~ •• · ••. ·~~.·.~·r~.1t~/Pf\~Qy·m~m9ryge8~ 
pr()grClrnme~;it\J~a· •. pr~Vi9LJS(qrJow~Xtj~~~Cl~c:tre~~).M9···i'........... »/ •······ ••••. ·.··.»{i) .. · ..... · .. · .. · .. i.· ... · .... · .. ··· .. ·.· ... ··.(i\.·.·· .. ·· ... ··· .... ·· .• >i\/.) 

pr9R·~§~9r'§.··.m~m9ry.~8~Q~ .•• ·.9.9V .. .r9 ........ ~ •... }9Y •• ·.~n.··.·~9\!.~·.q~!~tmin~.qRy!9~.·· .. §e~.~· ••.• 1j.9g~~§s·.B~gi~~~.r·~n~.·m.E!m9.I)'~I~~i 
.In.··.~.· .. ~q .. ·.~~Q9.1!~pWr~+lh~:.9n.!~ir~.~·~rtPli.8n~:9n<~9P!~BE:l.·?'l.~t\\··.Clr~lh~!.m·.~r~9 •. ~ •. · •. m~mRI)';~1~ni.n~ .. ·~!~.8g(~~.~··()~nq, 
m~~ .. 19.~re.·· •• 9~ .•. ·· •. ~·no.gg9J.m~mprY~99 .. e.~rN~·~.·~Y~1E:lmf.[n~ •..•• ·.~9~.·.· .. 'n· •. ·~··.·.~~~t~m ..• · •... n~.~g·n.9t.·· .. 9ClyEJ.·.·.99n~i.~yqy§ .. · ••• ~~.9r~.~.~ 
~g~QE:l~;·[r~~igp'ME!m9!'y~ClP .•. I.n)9t\f;l •••• M99.9MIgtjE!M~E!919§PClt\t9E!gap •. !?~tWE!E!I}/~QE:l~oP·9fcit~}mem9JY;mClI? 
flnqttl~. b.as~addr~.~s()f'heqtf1f;lr·M9~ . 

Note that the PB (Compatibility PB in an 450GX dual PB system) is responsible for claiming any unclaimed 
transactions on the host system bus. Therefore, any memory space access that is above the top of system 
main memory is claimed by the PB. 

The MC has two registers located in the processor's 1/0 space (OCF8h and OCFCh) that are used to configure 
the MC. See the Register Descripiton section for details. 

3.2 Host Bus Interface 

The Pentium Pro processor bus provides an efficient, reliable interconnect between multiple Pentium Pro 
processors and the PB and MC. The bus provides 36 bits of address, 64 bits of data, protection signals needed 
to support data integrity, and the control signals to maintain a coherent shared memory in the presence of 
multiple caches. 

The Pentium Pro processor bus achieves high bus efficiency by providing support for multiple, pipelined trans­
actions and deferred replies. A single Pentium Pro processor may have up to four transactions outstanding at 
the same time, and can be configured to support up to eight transactions active on the Pentium Pro processor 
bus at anyone time. The MC supports up to four transactions that target its associated memory space. The MC 
contains read and write buffers for memory accesses. 
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NOTES: 

1. The MC does not generate deferred responses. 
2. The MC does not provide the ability to abort a transaction during the response phase. 
3. On the host bus, a Hard Failure Response is generated for failures in accessing a resource. Such a failure 

could be a time-out after requesting a device that is not available. Note that data failures do not fall into a 
hard failure class. The MC does not generate Hard Failure responses. 

4. All transactions in the MC are processed in "address" order with respect to when they are received on the 
host bus. There is reordering of read-around-writes, but only when the address of the read is different 
from the address of the write. If there is an address conflict, the transactions are processed in the order 
they are received. (Note, responses to transactions still occur in the order in which they were received, 
only the processing of the requests is reordered.) 

5. The MC does not respond to an SMI Acknowledge Transaction or Stop Clock Acknowledge Transaction, 
even though they are encoded as memory type operations on the host bus. 

AERR#. An AERR# on the host bus stops traffic in the memory controller. Reporting is done by the 82454 (PB). 

BINIT#. A BINIT# on the Host bus resets the 450KXlGX host bus state machines. This allows for logging or 
recovery from catastrophic bus errors. Note that during the last clock of a BINIT# pulse, ADS# may not be 
asserted as this will start the host bus state machine prematurely. 

3.3 DRAM Interface 

In the following discussion the term row refers to the set of memory devices that are simultaneously selected by 
a RAS# signal. A row may be composed of two or more single-sided SIMMs, or one side (the same side) from 
two or more double-sided SIMMs. An interleave is 72-bits wide (64 data bits plus 8 bits of ECC) and requires 
two 36 bit SIMMs. The term page refers to the data within a row that is selected by a row address and is held 
active in the device waiting for a column address to be asserted. 

The MC interfaces the main memory DRAM to the host bus. For the 450KX, two basic DRAM configurations 
are supported-2-way interleaved (or 2:1 interleaved), and non-interleaved (or 1:1 interleaved). In the 2-way 
and non-interleaved configurations, a row is made up of 4 SIMM sides and 2 SIMM sides respectively. There 
can be up to 1 Gbyte of DRAM for a 2-way interleaved configuration and 512 Mbytes of DRAM for a non-inter­
leaved configuration as shown in Table 22. The MC is fully configurable through the MC's configuration 
registers. 

F()(the,4$()§~;)6r~e,~a~j99AA~c()nf~Q~r~ti()nsar~s~ppqrt~~T?HV!~~,i~t~~e#y~~{4:tlry!.~rJe~V~~);2:W~Y:; 
:intere~y~d,aI19i·I1°f1-.i·~terl.f3~Y~9,Jf1.m~·,··.4:Ylf1Y}f1.t~,Hf3aYf3q •• c:of1~.g~.r~~.9n~:~.··,.rp~,I$~Glge.I,lP\()f .... ~ ..•. ~ .. ~.~l:J!J;.§I~M,.·.· 
·sid~s.Jnt~,e··.?:\}Jf3Xinterlef1ved'.Gl,n.9J'I?f1;'if1tf3rrf311yedPop~glJratiOn$iar9X{iS~Gld~UP9.f4:,,§IMrv1~'d~~f1ngg; 
SIM~/~idf3.s>Tespf3ctiye,y·<r~E!re.S;;tn, •.•. ~~ .. ·.··.UP .•. ~p.·.'4:.· .• ,.~tj~e~pf.·9nf\tv1f?r •.. ·Glt?Y'.;;ty';jp!erlf3~Yf32iC9nfigurati 9n,! 
2~tjytesfora2~wayinterle~ved .. c:(m.fjg(Jratiof1.ancf1.~b~e.for~.·.l'l()f1:il"lte~E!~ved'copffgur~ti()n. . 

Configurations cannot be mixed. The MC does not support portions of the memory being 2-way interleaved and 
other portions being non-interleaved. The system does, however, support a 2-way interleaved design in which 
one interleave is populated (operates as a non-interleaved configuration). There is no restriction on which 
interleave is populated (0 or 1) to form a non-interleaved configuration, as long as all rows are populated in the 
same way. 
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Table 22 provides a summary of the characteristics of memory configurations supported by the 450KXlGX MC . 
. Minimum values listed are obtained with single-sided SIMMs, and maximum values are obtained with double­
, sided SIMMs. 

Device 

512k x 8 

1M x4 

2M x8 

4Mx4 

8M x8 

16M x4 

Table 22: Minimum and Maximum Memory Sizes for Each Configuration 

Min (Inc) Max Min (Inc) Max:Mi~(IIi~).i •.• 1 i>J:CNiI8SC· .. ·.·· •• ··•···· •• · •. ··· •• • ••.•• 1 

4MB 

8MB 

16 MB 

32 MB 

64MB 

128 MB 

c.... .......•.••.••.. 16MB 1>;o"'n'JI~« 
~('. ..........<..<:: 

64MB 
1 •• ·;.· .• ·••••·• .. ·:··:0:'·····:·········:.·· •• ·.'.< 
'·}r.i;1.g~}~ .. ~ ..• ···• .• i.i .. 

128 MB 

256 MB 

32MB 

64MB 

128 MB 

256MB 

128 MB 

li·· .. ··256 

256 MB 

1 •.•.• : ••.•••••.•... 1. 

1 GB 

Refresh Operation 

Refresh for the memory array is handled automatically by the MC. The rate of refresh cycles is programmable 
in the MEMTIM register (AC-AFh). 

An altemative to a single refresh cycle is to stagger refreshes across the DRAM rows. Refresh stagger allows 
the refresh power surge to be tailored to the system. This allows the system to select staggering of row 
refreshes by one clock increments for zero to seven cycles. While refreshing fewer rows at once increases the 
chance of a refresh request collision with a host request, it enables the system to handle the power surge 
caused by refresh. Staggering refreshes within a group increases the time for the group refresh, but spreads 
the power demands over time, and thus allows larger groups to be refreshed. Refresh Staggering provides 
substantial power surge reduction over refreshing all rows simultaneously. 
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3.3.1 DRAM CONFIGURATIONS 

The memory supported by the MC is arranged as 4 rows with 1 or 2 interleaves (8 rows with 1, 2, or 4 inter­
leaves for the 450GX). This can be implemented with discrete memory devices, single-sided SIMMs, or double­
sided SIMMs. Systems in which adjacent rows of memory have a common CAS# connection are a special 
case, and are selected via the CMD Register (offset 4G-4Fh). The primary example of this is a system 
constructed with double-sided SIMMs having a common CAS# connection between the two sides. 

For all the memory configuration types, the MC provides 4 logical RAS# signals (8 for the 450GX); one per row. 
Two copies of the RAS# signals (RASAx# and RASBx#) are provided for fanout. The MC provides 4 logical 
CAS# Signals (8 for the 450GX). Two copies (CASAx# and CASBx#) are provided for fanout. 

In the case of a common CAS# connection between adjacent rows, there are only 2 logical CAS# signals (one 
per pair of rows) for the 450KX and 4 logical CAS# signals for the 450GX. In addition, the loading per CAS# 
signal is doubled. To accommodate this, the MC combines the CAS# Signals for two rows (e.g. CASA[1 :0#] and 
CASB[1 :0]#) are driven with the same value and are used to drive the first two memory rows. 

The descriptions of the supported configurations that follow assume that the DRAM in the system is imple­
mented with double-sided SIMMs that do not have a common CAS# connection and that do not have buffers 
on the SIMMs. Figure 2 shows the connections required for each double-sided SIMM (DSSIMM). Note that 
these are SIMM connections and do not map one-to-one to MC signals. Also shown is the symbol used to 
represent the 72-bit wide memory formed from two DSSIMMs. 

A[12:0] 

WE# 'H 

~ D[35:0] • ~-~----~~ 
....... t------I ... ~ """"""'"""""" Two DSSIMMs 

""""'"'''''' (word-wide 

I 
""""""""'" e.g., 72 bits) 

RAS[x:x-l]# TI ~-""". 
------------~~ 

CAS[x:x-1 ]# 

Figure 2. Signal Connections to a Double-Sided SIMM 

3.3.1.1 Memory Interface Component (MIC) 

To interface with the data signals from the devices in the memory array, the MC utilizes a set of four Memory 
Interface Components (MICs), each 18 bits wide. These components multiplex data read from the interleaved 
memory, register data being written to memory, and provide the buffering required to drive the memory devices. 
All configurations utilize four of these devices. The interconnection of the MICs and the memory devices is 
shown in Figure 3. 
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MIGs r---, 
I 

MDE[17:0] 

MDE[35:18] I 
I'" 
I 
I 

MDE[53:36] I 
I 
I 

MDE[71 :54] I 

MIG 

MIG 

MIG 

L_ 

MIGGMD[6:0]# 

III I 

_.J 

IOD[71 :0] = Interleave 0 Data Bus. 

11 D[71 :0] = Interleave 1 Data Bus. 

intel· 

Figure 3. MIC to Memory Interconnections 

3.3.1.2 4-Way DRAM Configuration (450GX Only) 
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Figure 4. 4-Way Interleaved Configuration 

3.3.1.3 2-Way DRAM configuration 

In a 2-way interleaved DRAM configuration (Figure 5), the memory controller supports up to 4 rows (8 rows for 
an 450GX) of 2-way interleaved DRAM. The minimum and maximum main memory sizes are listed in 
Table 22.The Me supports mixing different row sizes; however, within a row, all SIMMs must be the same size. 
MA[12:0] and WE# are broadcast to all devices, and must be buffered to each DSSIMM. The exact buffer type 
used is system design dependent. 
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Figure 5. 2-Way Interleaved Configuration 

3.3.1.4 Non-Interleaved DRAM configuration 

...•... 

,i 

< 
! •.•.....•..•.••.• 

\ Ii 
••••••• 

In this configuration, the MC supports up to 4 rows (8 rows for an 450GX) of non-interleaved DRAM. This 
configuration may result from populating anyone interleave of a 2-way interleaved system (or 4-way inter­
leaved system for the 450GX) described previously. Note, however, that in practice, the non-interleaved config­
uration is used only for minimum memory sizes. Memory expansion usually occurs across interleaves before 
extending the number of rows. The MC supports mixing different row sizes. 
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3.4 Clocks and Reset 

3.4.1 CLOCKS 

The host bus clock is used for the MC and is input on the BCLK pin. This clock is generated externally and 
distributed to host bus components by a low skew clock driver (Figure 6). The clock driver provides multiple 
copies of the bus clock. The loading on the clock lines must be balanced to minimize clock skew among the 
components on the bus. 

Ext I L Sk erna ow ew 
Clock Generator/Driver 

DC r - --
Y1 Host Bus Clock 

I 
Y2 BCLK 

~ Y3 I 
CJ Y4 I 

MIC --c:...- Y5 I 

, 

Y6 
DP I 

---. L. 
~- -BCLK 

~ to PBs BCLKs 

· and other · · System Yn --'" 

Components 

Figure 6. Clock Distribution 

3.4.2 RESET 

When the system is initially powered up, the power supply must wait until all voltages are stable for at least one 
millisecond, and then assert the PWRGD signa/. A transition from 0 to 1 on PWRGD resets the PCI Bridge (PB) 
and portions of the DC. The PB is responsible for resetting and configuring the DC and other host devices. 

During a hard reset, the MC initalizes its internal registers. When the DC receives a hard reset on RESET#, it 
resets the DP and MIC by asserting MIRST#. MIRST# on the DC should be connected to the MIRST# on the 
DP and MIC. 

When the PB (Compatibility PB in an 450GX dual PB system) generates a hard reset, it also drives the appro­
priate host data bus signals with the values specified in its Configuration Values Driven on Reset Register. The 
MC captures the values it needs (see Capture System Configuration Register description). 
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4.0 MC PINOUT AND PACKAGE INFORMATION 

The pinout and package information for the 82453GX/KX, 82452GXlKX, and 82451GXlKX is shown in this 
section. Pins unique to the 82450GX are shown in a list at the center of the figure. In the tables, the first name 
is the 450GX name. Note that TESTLO pins must be pulled low with a 1500 resistor and TESTHI pins 
must be pulled to 3.3V with a 10KO resistor. GTLHI pins should be pulled up with 1 OKa to VTT• 

4.1 82453KX/82453GX (DC) Pin Assignment 

GND 
GND 
TCK 
GND 
TMS 
TOI 

TOO 
TRST# 

GND 
GTLREFV 

GND 
NC 
NC 
NC 
NC 

A3511 
1129# 
A30# 
A32# 
A33# 
A34# 
1122# 
1124# 
1127# 
1126# 
GND 

VCC3 
A31# 
A19# 
112111 
1120# 
1123# 
112811 
A1611 
A1511 
A18# 
1125# 
A12# 
A14# 
Alll1 
A13# 
A1711 

A9# 
A7# 
A5# 
A811 

AlOII 
A6# 
M# 
A3# 

GND 
GND 

82453 DC 
QFP 

82453GX 

55 OMCNUMO 
57 SYSERR# 
118 CASB7# 
119 CASA7# 
120 CASB6# 
121 CASA6# 
122 CASB5# 
123 CASA5# 
126. CASB4# 
127· CASA4# 
140 RASB7# 
141 RASA7# 
142 RASB6# 
143 RASA6# 
144 RASB5# 
145 RASA5# 
148 RASB4# 
149 RASA4# 

NO = RESERVED 

GND 
GND 
RASB1# 
AASA2# 
RASB2# 
RASA3# 
RASB3# 
NC 
NC 
GND 
VCC3 
NC 
NC 
NC 
NC 
NC 
NC 
CASAO# 
CASBO# 
GND 
VCC3 
CASAl II 
CASB111 
CASA2I1 
CASB2# 
GND 
VCC3 
CASA3# 
CASB3# 
NC 
NC 
GND 
VCC3 
NC 
NC 
NC 
NC 
NC 
NC 
MIRST# 
SBCERR# 
GND 
RESET# 
BINIT# 
AP1# 
BREao# 
APo# 
GND 
HITM# 
HIT# 
GND 
GND 

2080RIDT.drw 

Figure 7. 82453KX1GX DC Pin Assignment (208-Pin QFP) 
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Table 23. 82453 KXlGX DC 

Alphabetical Pin List 
(208-Pin QFP) 

Name Pin# Type 

A3# 50 

A4# 49 

A5# 45 

A6# 48 

A7# 44 

A8# 46 

A9# 43 

A10# 47 

A11# 40 

A12# 38 

A13# 41 

A14# 39 

A15# 35 

A16# 34 

A17# 42 

A18# 36 

A19# 29 

A20# 31 

A21# 30 

A22# 22 

A23# 32 

A24# 23 

A25# 37 

A26# 25 

A27# 24 

A28# 33 

A29# 17 

A30# 18 

A31# 28 

A32# 19 

A33# 20 

A34# 21 

A35# 16 

ADS# 90 

AERR# 92 /0 

APO# 110 I 
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Table 23. 82453 KXlGX DC 
Alphabetical Pin List 

(208-Pin QFP) (Continued) 

Name Pin# Type 

AP1# 112 I 

BCLK 80 I 

BERR# 88 I/O 

BINIT# 113 I/O 

BNR# 77 I/O 

BREQO# 111 0 

CASAO# 139 0 

CASA1# 135 0 
CASA2# 133 0 
CASA3# 129 0 
CASA4#/NC 127 1·····.9) 
CASA5#/NC 123 iQ\ ii' 
CASA6#/NC .1;>10 .,. ...• ..... }-}>. i./ . 

CASA7#/NC . 11Q.··.ii ..• p .•••..•.••••..••.•..••.••.•.••.•.• 
CASBO# 138 0 
CASB1# 134 0 
CASB2# 132 0 
CASB3# 128 0 

CASB4#/NC 126 ··0.·.······· 
CASB5#/NC 122 .0·.> 
CASB6#INC 120 '··.·.··9· 
CASB7#/NC . 118 0 
DBSY# 76 I/O 

GND 1 V 

GND 2 V 

GND 4 V 

GND 9 V 

GND 11 V 

GND 26 V 

GND 51 V 

GND 52 V 

GND 66 V 

GND 75 V 

GND 79 V 

GND 86 V 

GND 91 V 

Table 23. 82453 KXlGX DC 
Alphabetical Pin List 

(208-Pin QFP) (Continued) 

Name Pin# Type 

GND 97 V 

GND 100 V 

GND 105 V 

GND 106 V 

GND 109 V 

GND 115 V 

GND 125 V 

GND 131 V 

GND 137 V 

GND 147 V 

GND 155 V 

GND 156 V 

GND 167 V 

GND 177 V 

GND 182 V 

GND 193 V 

GND 199 V 

GTLREFV 10 I 

HIT# 107 I/O 

HITM# 108 I/O 

MAAO 196 0 
MAA1 194 0 
MAA2 190 0 
MAA3 188 0 
MAA4 186 0 
MAA5 184 0 
MAA6 180 0 
MAA7 178 0 
MAA8 174 0 
MAA9 172 0 
MAA10 170 0 
MAA11 168 0 
MAA12 164 0 
MABO 195 0 
MAB1 191 0 
MAB2 189 0 
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Table 23. 82453 KXlGX DC 
Alphabetical Pin List 

(208-Pin QFP) (Continued) 

Name Pin# Type 

MAB3 187 0 
MAB4 185 0 

MAB5 181 0 

MAB6 179 0 

'MAB7 175 0 
MAB8 173 0 
MAB9 171 0 

MAB10 169 0 
MAB11 165 0 
MAB12 163 0 
MEMCMDO# 74 110 

MEMCMD1# 73 110 

MEMCMD2# 72 110 
MEMCMD3# 71 110 

MEMCMD4# 70 110 
MEMCMD5# 69 1/0 

MEMCMD6# 68 1/0 

MEMCMD7# 67 1/0 

MEMERRO# 65 I 

MEMERR1# 64 I 

MIRST# 117 0 
MICCMDO# 200 0 
MICCMD1# 201 0 
MICCMD2# 202 0 
MICCMD3# 203 0 

MICCMD4# 204 0 
MICCMD5# 205 0 
MICCMD6# 206 0 
MICMWCO# 197 0 
MICMWC1# 198 0 

I») 

1?)!.t:.~.ILV.·\>·i I?i>.i '::/.:;'::: .. ",,::.:< ... 

... '.:' .... ::: ... \.' .... ' ...•.. / 
PWRGD 54 I 

RASAO# 160 0 
RASA1# 158 0 

RASA2# 153 0 
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Table 23. 82453 KX/GX DC 
Alphabetical Pin List 

(208-Pin QFP) (Continued) 

Name Pin# Type 

RASA3# 151 o 
BASA'4#/NC 
RASA5#/NC 

BASA6#INC 
BA$A7.#lNG ··'··141 ni 

RASBO# 159 0 
RASB1# 154 0 

RASB2# 

RASB3# 

BASB4/t/NC 
RAS65#/NC 

RAS66/tINc 
RAS67#/NC 

REQO# 

REQ1# 

REQ2# 

REQ3# 

REQ4# 

RESERVED 

RESERVED 

RESERVED 

RESERVED 

RESERVED 

RESERVED 

RESET# 

RP# 

RSO# 

RS1# 

RS2# 

RSP# 

SBCERR# 

SYSCMDO# 

SYSCMD1# 

SYSCMD2# 

SYSCMD3# 

SYSCMD4# 

152 o 
150 0 

142 :·.::~,::":·'·:Y} 

,., ... :i··.·.···.:·.{ 
94 I 

95 I 

89 

93 

96 

12 NC 

13 NC 

14 NC 

15 NC 

83 NC 

207 NC 

114 

102 1/0 

101 110 
99 1/0 

98 1/0 

103 110 
116 o 
63 o 
62 o 
61 o 
60 o 
59 o 

intel· 
Table 23. 82453 KXlGX DC 

Alphabetical Pin List 
(208-Pin QFP) (Continued) 

Name Pin# Type 

SYSDEN# 58 0 
SYSERR#I 

I:· •• ·.··.U~.<:.···\ II" TESTHI 1·.::.·:· ••.••• : •.••• /,.\< 
TCK 3 I 

TDI 6 I 

TDO 7 0 
TESTLO 56 I 

TESTLO 81 I 

TESTLO 82 I 

TESTLO 84 I 

TESTLO 85 I 

TMS 5 I 

TRDY# 87 1/0 

TRST# 8 I 

VCC3 27 V 

VCC3 53 V 

VCC3 78 V 

VCC3 104 V 

VCC3 124 V 

VCC3 130 V 

VCC3 136 V 

VCC3 146 V 

VCC3 157 V 

VCC3 166 V 

VCC3 176 V 

VCC3 183 V 

VCC3 192 V 

VCC3 208 V 

WE#O 162 0 
WE#1 161 0 
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4.2 82452GXl82452KX (DP) Pin Assignment 

VCC3 
MOE56 
MOE57 
MOE58 
MOE59 
MOE60 
MOE61 
MOE62 
MOE63 

GNO 
MOE64 
MOE65 
MOE66 
MOE67 
MOE68 
MOE69 
MOE70 
MOE71 

Reserved 
GNO 

VCC3 
TESTLO 
TESTLO 

BCLK 
GNO 

MEMCMDO' 
MEMCM01l 
MEMCM02# 
MEMCM03' 
MEMCMD4' 
MEMCMD5. 

MEMCMD6. 
MEMCM071 
MEMERROI 
MEMERR1# 

Reserved 
SYSCMDOI 

~~~8~BU 
VCC3 
GNO 

SYSCM03' 
SYSCM041 

SYSOEN. 
GND 

OROYI 
GTLHI 

GNO 
GTLHI 
GTLHI 

GNO 
GTLHI 
GTLHI 

GNO 
GTLHI 
GTLHI 
GTLHI 

MIRSn 
GTLUE~X 

.. 
~~~~~~~~ ~~~;~~;~ ~~~~~~~~M~ gme~~~~M ~N~~=~= ~:~~~~mm ccwwwwwwwwcwwwwwwwwcnwwwwwwwww~cwl;jl;jl;jwwwl;jncwwwwwwwcwwwwwwwwcc 

EE~~~~~~~~E~~~~~~~~E~~~~~~~~~~~E~~~~~~~~~E~~~~~~~E~~~~~~~~EE 

o 

82452 DP 
QFP 

82452GX 
216 SYSERR# 
227 DEP7# 
229 DEP2# 
230 DEP4# 
232 DEP1# 
233 DEP6# 
235 DEP5# 
236 DEPO# 
237 DEP3# 

RESERVED = NC 

Figure 8. 82452 DP Pin Assignment (240-Pin QFP) 

120 
119 
118 
117 
116 
115 
114 
113 
112 
111 
110 
109 
108 
107 
106 
105 
104 
103 
102 
101 
100 

99 
98 
97 
96 
95 
94 
93 
92 
91 
90 
89 
88 
87 
86 
85 
84 
83 
82 
81 
80 
79 
78 
77 
76 
75 
74 
73 
72 
71 
70 
69 
68 
67 
66 
65 
64 
63 
62 
61 

I PRELIMINARY 

VCC3 
MOE7 
MOE6 
MOE5 
MOE4 
MOE3 
MOE2 
MOE1 
MOEO 
MOROYOM 
GNO 
062# 
058' 
GNO 
061# 
063# 
GNO 
055# 
056. 
GNO 
VCC3 
060# 
050# 
GNO 
053# 
054# 
GNO 
057' 
059# 
GNO 
046' 
048# 
GNO 
049# 
052' 
GNO 
0511 
041' 
042' 
VCC3 
GNO 
0471 
GNO 
045' 
044' 
GNO 
039. 
036' 
GNO 
043# 
040# 
GNO 
0371 
034' 
GNO 
033' 
038' 
035' 
GNO 
VCC3 

2400RI.drw 
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Table 24. 82452 KXlGX DP 
Alphabetical Pin List 

(240-Pin QFP) 

Signal Pin# Type 

BCLK 204 I 

00# 9 I/O 

01# 12 I/O 

02# 10 I/O 

03# 15 I/O 

04# 13 I/O 

05# 18 I/O 

06# 16 I/O 

07# 19 I/O 

08# 22 I/O 

09# 25 I/O 

010# 28 I/O 

011# 31 I/O 

012# 23 I/O 

013# 32 I/O 

014# 26 I/O 

015# 29 I/O 

016# 34 I/O 

017# 35 I/O 

018# 38 I/O 

019# 39 I/O 

020# 37 I/O 

021# 42 I/O 

022# 44 I/O 

023# 45 I/O 

024# 48 I/O 

025# 47 I/O 

026# 50 I/O 

027# 51 I/O 

028# 56 I/O 

029# 53 I/O 

030# 54 I/O 

031# 57 I/O 

Table 24. 82452 KXlGX DP 
Alphabetical Pin List 

(240-Pln QFP) (Continued) 

Signal Pin# Type 

032# 58 I/O 

033# 65 I/O 

034# 67 I/O 

035# 63 I/O 

036# 73 I/O 

037# 68 I/O 

038# 64 I/O 

039# 74 I/O 

040# 70 I/O 

041# 83 I/O 

042# 82 I/O 

043# 71 I/O 

044# 76 I/O 

045# 77 I/O 

046# 90 I/O 

047# 79 I/O 

048# 89 I/O 

049# 87 I/O 

050# 98 I/O 

051# 84 I/O 

052# 86 I/O 

053# 96 I/O 

054# 95 I/O 

055# 103 I/O 

056# 102 I/O 

057# 93 I/O 

058# 108 I/O 

059# 92 I/O 

060# 99 I/O 

061# 106 I/O 

062# 109 I/O 

D63# 105 I/O 
.• ' 'ir=pou: i .? •• ' •••....•..•••.•• ; ...... 

~ .. , ..... 

infel· 
Table 24. 82452 KXlGX DP 

Alphabetical Pin List 
(240-Pin QFP) (Continued) 

Sign: Pin# Type 

.• •••• ··G H·.···i· ..• iH.·.·.i ...................... 

...•.••....•... (.................. ~ .. 9 ..• ·\ 
.Lit·,·:········ , .•.•......••. (/ 

.•.....................•... .... 

OROY# 226 I/O 

GNO 1 v 
GNO 2 v 
GNO 11 v 
GNO 14 v 
GNO 17 v 
GNO 20 v 
GNO 24 v 
GNO 27 v 
GNO 30 v 
GNO 33 v 
GNO 36 v 
GNO 41 v 
GNO 43 v 
GNO 46 v 
GNO 49 v 
GNO 52 v 
GNO 55 v 
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Table 24. 82452 KXlGX DP 

Alphabetical Pin List 
(240-Pln QFP) (Continued) 

Signal Pin# Type 

GND 59 V 

GND 60 V 

GND 62 V 

GND 66 V 

GND 69 V 

GND 72 V 

GND 75 V 

GND 78 V 

GND 80 V 

GND 85 V 

GND 88 V 

GND 91 V 

GND 94 V 

GND 97 V 

GND 101 V 

GND 104 V 

GND 107 V 

GND 110 V 

GND 121 V 

GND 122 V 

GND 131 V 

GND 139 V 

GND 149 V 

GND 161 V 

GND 170 V 

GND 179 V 

GND 180 V 

GND 190 V 

GND 200 V 

GND 205 V 

GND 221 V 

GND 225 V 

GND 228 V 
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Table 24. 82452 KXlGX DP 
Alphabetical Pin List 

(240-Pln QFP) (Continued) 

Signal Pin# Type 

GND 231 V 

GND 234 V 

GTLREFV 239 I 

MDEO 112 I/O 

MDE1 113 I/O 

MDE2 114 I/O 

MDE3 115 I/O 

MDE4 116 I/O 

MDE5 117 I/O 

MDE6 118 I/O 

MDE7 119 I/O 

MDE8 123 I/O 

MDE9 124 I/O 

MDE10 125 I/O 

MDE11 126 I/O 

MDE12 127 I/O 

MDE13 128 I/O 

MDE14 129 I/O 

MDE15 130 I/O 

MDE16 132 I/O 

MDE17 133 I/O 

MDE18 134 I/O 

MDE19 135 I/O 

MDE20 136 I/O 

MDE21 137 I/O 

MDE22 138 I/O 

MDE23 141 I/O 

MDE24 142 I/O 

MDE25 143 I/O 

MDE26 144 I/O 

MDE27 145 I/O 

MDE28 146 I/O 

MDE29 147 I/O 

Table 24. 82452 KXlGX DP 
Alphabetical Pin List 

(240-Pln QFP) (Continued) 

Signal Pin# Type 

MDE30 148 I/O 

MDE31 151 I/O 

MDE32 152 I/O 

MDE33 153 I/O 

MDE34 154 I/O 

MDE35 155 I/O 

MDE36 156 I/O 

MDE37 157 I/O 

MDE38 158 I/O 

MDE39 159 I/O 

MDE40 162 I/O 

MDE41 163 I/O 

MDE42 164 I/O 

MDE43 165 I/O 

MDE44 166 I/O 

MDE45 167 I/O 

MDE46 168 I/O 

MDE47 169 I/O 

MDE48 171 I/O 

MDE49 172 I/O 

MDE50 173 I/O 

MDE51 174 I/O 

MDE52 175 I/O 

MDE53 176 I/O 

MDE54 177 I/O 

MDE55 178 I/O 

MDE56 182 I/O 

MDE57 183 I/O 

MDE58 184 I/O 

MDE59 185 I/O 

MDE60 186 I/O 

MDE61 187 I/O 

MDE62 188 I/O 
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Table 24. 82452 KXlGX DP 
Alphabetical Pin List 

(240-Pin QFP) (Continued) 

Signal Pin# Type 

MDE63 189 I/O 

MDE64 191 I/O 

MDE65 192 I/O 

MDE66 193 I/O 

MDE67 194 I/O 

MDE68 195 I/O 

MDE69 196 I/O 

MDE70 197 I/O 

MDE71 198 I/O 

MDRDYO# 111 0 

MDRDY1# 150 0 

MEMCMDO# 206 I/O 

MEMCMD1# 207 I/O 

MEMCMD2# 208 I/O 

MEMCMD3# 209 I/O 

MEMCMD4# 210 I/O 

MEMCMD5# 211 I/O 
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Table 24. 82452 KXlGX DP 
Alphabetical Pin List 

(240-Pin QFP) (Continued) 

Signal Pin# Type 

MEMCMD6# 212 I/O 

MEMCMD7# 213 I/O 

MEMERRO# 214 0 

MEMERR1# 215 0 

MIRST# 238 I 

RESERVED 199 

SYSCMD#O 217 I 

SYSCMD#1 218 I 

SYSCMD#2 219 I 

SYSCMD#3 222 I 

SYSCMD#4 223 I 

SYSDEN# 224 I 

SVSEFlRttl I} .• FJ ... ~ ..•• ··.·.·/·· •• 1··~.;Iii Fi'esERveiJ I·ii\· •• · •• ······•·· 
TCK 3 I 

TDO 7 0 

TDI 6 I 

intel· 
Table 24. 82452 KXlGX DP 

Alphabetical Pin List 
(240-Pin QFP) (Continued) 

Signal Pin# Type 

TESTHI 4 

TESTLO 202 

TESTLO 203 

TMS 5 I 

TRST# 8 I 

VCC3 21 V 

VCC3 40 V 

VCC3 61 V 

VCC3 81 V 

VCC3 100 V 

VCC3 120 V 

VCC3 140 V 

VCC3 160 V 

VCC3 181 V 

VCC3 201 V 

VCC3 220 V 

VCC3 240 V 
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20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 

A • • • • • • • • • • • • • • • • • • • • A 
NC NC MDE57 MDE60 MDE61 MDE65 MDE68 MDE71 TESTlO MEM. MEM· MEM· feer.u:j SYS· SYS· DADY. GTlHI GTlHI NC GND 

B • • • • • • • • • CMDa CM02' CMD6. • ••• CIl2# C';4# • • • • • B 
NC NC NC NC MDE62 MDE64 MDE67 MDE70 TESTlO BClK MEM· MEM· SYS· SYS· GND GTlHI GTlHI GTlHI GTlAEFV NC 

C • • • • • • • • I • Cf3# C~D7# C~DO# C,D3# • • • • • • C 
MDE53 MOE 54 NC MOE56 MDE59 GND MOE66 MDE69 MEM· MEM· MEM· SYS· SYSDEN, GTlHI GNO MIAST# NC NC TESTHI 

0 • • • • • • • • • c.oo# Cf4' E'AO# CiD1# • • • • • • • 0 
MDE49 MDE50 MDE55 GND MDE58 VCC3 MDE63 GND R3setwd VCC3 MEM· MEM· GND GTlHI VCC3 GTlHI GND NC NC TCK 

E • • • • CMD5. EAAa • • • • E 
M:E45 M:E48 M:E51 MEi2 /'C 1U TMS lRST# 

F • • • • 82452 DP, BGA • • • • F 
M:E42 M:E44 ME47 \.0::3 \.0::3 TOO D2# 01# 

G • • • • • • • • G 
ME40 ME41 M:E42 MEG 001 DlII eN) D3# 

H • • • • • • • • • • • • • • H 
M:E37 M:E38 M:El9 eN) eN) eN) eN) eN) eN) eN) eN) 00# 00# D7# 

J • • • • • • • • • • • • • • J 
M:E33 M:E34 M:E35 MEl3 eN) eN) (N) (N) eN) eN) /'C 00# 012# eN) 

K • • • • • • • • • • • • • • K 
MEXl MlU(1# M:E31 MEl2 eN) (N) eN) (N) eN) eN) \.0::3 D14# 00II 010# 

L • • • • • • • • • • • • • • L 
ME29 M:E27 M:E28 \.0::3 82452GX eN) eN) eN) (N) eN) CN) eN) 01311 011# 011# 

M • • • • A40EP1#: • • • • • • • • • • M 
M:E28 ME25 ME!4 ME23 A3:DEPO#' eN) eN) CN) (N) eN) eN) 018# D2O'# 017# 010# 

N • • • • A8.SYSEAA# • • • • • • • • • • N 
MEI2 ME!1 ME20 eN) B30EP3# eN) (N) (N) eN) eN) eN) CN) eN) 021# 018# 

P • • • • B4···.0EP6# • • • • P 
ME19 ME18 ME17 ME14 B50EP4# D27# 024# DZl# D22# 

• • • • C6<OEP2# • • • • R 05···OEP5# R 
ME16 ME15 ME12 \.0::3 \.0::3 D28# eN) D21# 

• • • • 07>OEP71t NC = RESERVED 
T • • • • T 

ME13 /'C MEl0 M:E9 /'C eN) rroI 00l# 

U • • • • • • • • • • • • • • • • • • • • U 
ME11 /'C /'C eN) M:E5 \.0::3 MlU(Q# (N) eN) caw \.0::3 eN) eN) Ill4# \.0::3 /'C eN) /'C D32# D28# 

V • • • • • • • • • • • • • • • • • • • • V 
M:E8 NC /'C /'C ME4 M:EO eN) [WI [ljJII Dl6# 051# 017# D38# DI3# CN) D31# /'C NC /'C 031# 

W • • • • • • • • • • • • • • • • • • • • W 
/'C /'C M:E7 M:E3 MEl D58# CS3II tmI D54# DI8# 011# /'C DI4# (N) 037# D38# /'C /'C /'C /'C 

Y • • • • • • • • • • • • • • • • • • • • Y 
/'C NC M:E6 ME! C62# 061# 00i# D5(VI D57# DI8# D52# 012# DI1# OBI DIO# D33II /'C /'C /'C NC 

20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 

25600AAIldw 

Figure 9. 82452 DP Pin Assignment (256 BGA) 
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Table 25. 82452KXlGX DP 
Alphabetical Pin List 

(256 BGA) 

SIgnal Ball# Type 

8CLK 811 I 

00# G4 1/0 

01# F1 1/0 

02# F2 1/0 

03# G1 1/0 

04# G3 1/0 

05# H2 1/0 

06# H3 1/0 

07# H1 1/0 

08# J3 1/0 

09# K2 1/0 

010# K1 1/0 

011# L2 1/0 

012# J2 1/0 

013# L3 1/0 

014# K3 1/0 

015# L1 1/0 

016# M1 1/0 

017# M2 1/0 

018# M4 1/0 

019# N1 1/0 

020# M3 1/0 

021# N2 1/0 

022# P1 1/0 

023# P2 1/0 

024# P3 1/0 

025# R1 1/0 

026# T1 1/0 

027# P4 1/0 

028# U1 1/0 

029# R3 1/0 

030# T2 1/0 

031# V1 1/0 
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Table 25. 82452KXlGX DP 
Alphabetical Pin List 

(256 BGA) (Continued) 

Signal Ball# Type 

032# U2 1/0 

033# Y5 1/0 

034# U7 1/0 

035# V5 1/0 

036# Y7 1/0 

037# W6 1/0 

038# W5 1/0 

039# V8 1/0 

040# Y6 1/0 

041# W10 1/0 

042# Y9 1/0 

043# V7 1/0 

044# W8 1/0 

045# Y8 1/0 

046# V11 1/0 

047# V9 1/0 

048# W11 1/0 

049# Y11 1/0 

050# Y13 1/0 

051# V10 1/0 

052# Y10 1/0 

053# V12 1/0 

054# W12 1/0 

055# Y14 1/0 

056# V13 1/0 

057# Y12 I/O 

058# W15 1/0 

059# U11 1/0 

060# W13 1/0 

061# Y15 1/0 

062# Y16 1/0 

063# W14 1/0 

OROY# A5 1/0 

infel· 
Table 25. 82452KXlGX DP 

Alphabetical Pin List 
(256 BGA) (Continued) 

Signal Ball# Type 

'" ...•....... 

ITEH':. 

(; ............. . 

.................,j t ·t. 

: ........ ... 
···············:·:i:} 

; ./. 
-f .••.•..•. 

~ ~.~ IT. •.••..••.•••. · .• ·.·.i/<.i> .•••... 
GTLREFV 82 I 

MOROYO# U14 0 

MOROY1# K19 o 
MOEO V15 1/0 

MOE1 W16 1/0 

MOE2 Y17 1/0 

MOE3 W17 I/O 

MOE4 V16 1/0 

MOE5 U16 1/0 

MOE6 Y18 1/0 

MOE7 W18 1/0 

MOE8 V20 1/0 

MOE9 T17 1/0 

MOE10 T18 1/0 

MOE11 U20 1/0 

MOE12 R18 1/0 

MOE13 T20 1/0 
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Table 25. 82452KXlGX DP 

Alphabetical Pin List 
(256 BGA) (Continued) 

Signal Ball# Type 

MDE14 P17 liD 

MDE15 R19 liD 

MDE16 R20 liD 

MDE17 P18 liD 

MDE18 P19 liD 

MDE19 P20 liD 

MDE20 N18 liD 

MDE21 N19 liD 

MDE22 N20 liD 

MDE23 M17 liD 

MDE24 M18 liD 

MDE25 M19 liD 

MDE26 M20 I/O 

MDE27 L19 liD 

MDE28 L18 liD 

MDE29 L20 liD 

MDE30 K20 liD 

MDE31 K18 liD 

MDE32 K17 liD 

MDE33 J20 liD 

MDE34 J19 liD 

MDE35 J18 liD 

MDE36 J17 liD 

MDE37 H2O liD 

MDE38 H19 liD 

MDE39 H18 liD 

MDE40 G20 liD 

MDE41 G19 liD 

MDE42 F20 liD 

I PRELIMINARY 
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Table 25. 82452KXlGX DP 
Alphabetical Pin List 
(256 BGA) (Continued) 

Signal Ball# Type 

MDE43 G18 I/O 

MDE44 F19 liD 

MDE45 E20 liD 

MDE46 G17 liD 

MDE47 F18 I/O 

MDE48 E19 liD 

MDE49 D20 liD 

MDE50 D19 liD 

MDE51 E18 liD 

MDE52 E17 I/O 

MDE53 C20 liD 

MDE54 C19 liD 

MDE55 D18 liD 

MDE56 C17 I/O 

MDE57 A18 liD 

MDE58 016 liD 

MDE59 C16 I/O 

MDE60 A17 liD 

MDE61 A16 liD 

MDE62 816 liD 

MDE63 014 liD 

MDE64 815 liD 

MDE65 A15 liD 

MDE66 C14 I/O 

MDE67 814 liD 

MDE68 A14 liD 

MDE69 C13 liD 

MDE70 813 liD 

MDE71 A13 I/O 

Table 25. 82452KXlGX DP 
Alphabetical Pin List 
(256 BGA) (Continued) 

Signal Ball# Type 

MEMCMDO# C11 liD 

MEMCMD1# A11 liD 

MEMCMD2# A10 liD 

MEMCMD3# 810 liD 

MEMCMD4# C10 liD 

MEMCMD5# 010 liD 

MEMCMD6# A9 liD 

MEMCMD7# 89 liD 

MEMERRO# C9 0 

MEMERR1# 09 0 

MIRST# C4 I 

RESERVED 012 

SYSDEN# C7 I 

SYSCMDO# 88 I 

SYSCMD1# C8 I 

SYSCMD2# A7 I 

SYSCMD3# 87 I 

SYSCMD4# A6 I 
I·:: ;( Ir.\o·.< I::('j>{:!; ii ., 
IEll '::1 

I·.··:.··· •• :·:iiii >< I···:········ •• ·: .• ••.••· •• ••• •• ··:IJ/ .··'":"OJ ... ··vr...:y··.::· •. · 
TCK 01 I 

TOO F3 0 

TDI E3 I 

TESTHI C1 I 

TESTLO A12 I 

TESTLO 812 I 

TMS E2 I 

TRST# E1 I 
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Table 26. 82452KX1GX DP VCC, Ground, and No Connect Pins (256 BGA) 

Signal BGA Ball# 

VCC3 F4,K4,R4, U6, U10,U15,R17,L17,F17, 06, 011,015 

GND A1,04,08, 013,017,H4,N4,U4,U8,U13,U17, H17,N17,G2,J1,L4,N3, R2,T3, V6,VV7,U9, 
U12, V14,C15, B6, C5, [H8, H9, H10,H11,H12, H13,J8,J9,J10,J11,J12,J13, K8,K9, K10, 
K11, K12, K13, L8, L9, L 10, L 11, L12, L 13, M8, M9, M10, M11, M12, M13, N8, N9, N10, N11, N12, 
N13](1 ) 

NC B1, C2, 02,03, E4, J4, T4, U3, V2, VV1, V3, VV2, Y1, VV3, Y2, VV4, V4, U5, Y3, Y4, VV9, V17, Y19, 
V18,VV19, Y20, T19,VV20, V19,U19, U18,B20,C18, B19,A2O,C3,A2,C12,A19,B17,B18 

1. Ground pins within the brackets are thermal connections. 

4.3 82451 KX/82451 GX (MIC) Pin Assignment 

GND 
GND 
1102 
1101 
1100 

IOD17 
IOD16 

GND 
IOD15 
IOD14 
IOD13 
IOD12 
10Dll 
VCC3 
GND 

IOD10 
IOD9 
IOD8 
IOD7 
GND 
1006 
IOD5 
IOD4 
1003 
IOD2 
10Dl 
TMS 
GND 

TOI 
10DO 
TOO 

NC 
TRST# 

TCK 
GND 
GND 

82451 
MIC 
QFP 

82451GX 
43 1301L 
44 13016 
45 13015 
46 13014 
47 l~g~~"," 48 
51 13011 
52 13010 
53 1309 
54 1308 
55 1307 
56 1306 
58 1305 
59 1304 
60 1303 
61 1302 
62 1301 
63 1300 
66 12017 
67 12016 
68 12015 
69 12014 
70 12013 
74 12012 
75 12011 
76 12010 
77 1209 
78 1208 
79 1207 
81 1206 
82 1205 
83 1204 
84 1203 
85 1202 
86 1201 
89 1200 

'.:c 'c 

72 GND 
71 GND 
70 NC 
69 NC 
68 NC 
67 NC 
66 NC 
65 GND 
64 VCC3 
63 NC 
62 NC 
61 NC 
60 NC 
59 NC 
58 NC 
57 GND 
56 NC 
55 NC 
54 NC 
53 NC 

52 NC 
51 NC 
50 GND 
49 VCC3 
48 NC 
47 NC 
46 NC 
45 NC 
44 NC 
43 NC 
42 TESTLO 
41 TESTLO 
40 GND 

NC = RESERVED 39 BCLK 
GND 
GND 

1440RIDT.drw 

Figure 10. 82451 KXlGX MIC Pin Assignment (144-Pin QFP) 
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Table 27. 82451 KXlGX MIC 

Alphabetical Pin List 
(144-Pin QFP) 

Signal Pin# Type 

BCLK 39 I 

GNO 20 V 

GNO 30 V 

GNO 37 V 

GNO 38 V 

GNO 40 V 

GNO 50 V 

GNO 57 V 

GNO 65 V 

GNO 71 V 

GNO 72 V 

GNO 80 V 

GNO 88 V 

GNO 95 V 

GNO 103 V 

GNO 109 V 

GNO 110 V 

GNO 116 V 

GNO 123 V 

GNO 128 V 

GNO 136 V 

GNO 143 V 

GNO 144 V 

1000 138 I/O 

1001 134 I/O 

1002 133 1/0 

1003 132 1/0 

1004 131 1/0 

1005 130 1/0 

1006 129 I/O 

1007 127 I/O 

1008 126 1/0 

1009 125 1/0 
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Table 27. 82451 KX/GX MIC 
Alphabetical Pin List 

(144-Pin QFP) (Continued) 

Signal Pln# Type 

10010 124 1/0 

10011 121 1/0 

10012 120 1/0 

10013 119 1/0 

10014 118 1/0 

10015 117 1/0 

10016 115 1/0 

10017 114 1/0 

1100 113 1/0 

1101 112 1/0 

1102 111 I/O 

1103 107 1/0 

1104 106 1/0 

1105 105 I/O 

1106 104 1/0 

1107 101 I/O 

1108 100 1/0 

1109 99 1/0 

11010 98 I/O 

11011 97 1/0 

11012 96 1/0 

11013 94 I/O 

11014 93 I/O 

11015 92 1/0 

11016 91 1/0 

11017 90 

1200/NC 

12D1/NC 

12D2/NC 

1203/NC 

J2D4/NC 

12D5/NC 

12D6/NC 

Table 27. 82451 KXlGX MIC 
Alphabetical Pin List 

(144-Pln QFP) (Continued) 

Signal Pin# Type 

1207/NC •.. .' 79 •... I/O 
11208/NC . ..... ..•. 78 . 1/0 

1209/NC .•••. 77 1/0 

120toINC'> 76 . •. I/Q 

12011/NC7E...i 1/0 

12Dl21NC .·'74<> .. ' ·.· .• ··.Il/O/> 

12D13/Nc lil() ~1/9/; 
12D14/NC ··.....6f.} .J/~)}. 

1.··· .• ·J2Qt5lNC : ..•••••• ~i3. ..... ".1/<:1.> 

12D16/NC I >7} I/q 

12D17/NC" !{~$116! 
13DO/NC63 i . 1/0 

13D1/NC62.· .. •.·.·.····.···· 1·.·.··1/0·· 

1302/NC i¢1< ...... 1/0 

1303/NC 60LIIC! 

13[)4/NC».i 1.5g.~ I· •• · iUO(} 
1305/NC5~>.·· ... ·••• .. ·.·I.·· •• ·· •. ·J/()/ 
13D6/Nc>. 56' 1/0 

13D7/NC •..... 55 I···.·· ..•• ·I)() 
I 13D8/NCf.<54 I/O 

1309/NO .< 53 110 
13D10/NC ..........•. 52 > 110 

13[)111NC. 51 1/0 

130121NC 48 '/0. 
13D13/NC' ...... 47 1/0 

13014/NC •..••.• 46 1/0 

~13P15/NCi>,45~. 
13D16/NC.). 44 ,1/0 

13DJ7/NCi ·····43· •. ··•·· .•• · .. · 1/0 

MOEO 33 1/0 

MOE1 32 1/0 

MOE2 29 1/0 

MOE3 28 1/0 
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Table 27. 82451 KXlGX MIC 
Alphabetical Pin List 

(144·Pin QFP) (Continued) 

Signal Pin# Type 

MDE4 27 1/0 

MDE5 26 1/0 

MDE6 25 1/0 

MDE7 24 1/0 

MDE8 23 1/0 

MDE9 22 1/0 

MDE10 19 1/0 

MDE11 18 1/0 

MDE12 17 1/0 

MDE13 16 1/0 

MDE14 15 1/0 

MDE15 14 1/0 

MDE16 13 1/0 

MDE17 12 1/0 

MDRDY# 11 I 
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Table 27. 82451 KX/GX MIC 
Alphabetical Pin List 

(144·Pin QFP) (Continued) 

Signal Pin# Type 

MICCMDO# 9 I 

MICCMD1# 8 I 

MICCMD2# 7 I 

MICCMD3# 6 I 

MICCMD4# 5 I 

MICCMD5# 4 I 

MICCMD6# 3 I 

MICMWC# 10 I 

MIRST# 2 I 

RESERVED 140 NC 

TCK 142 I 

TDI 137 I 

TDO 139 0 

TESTLO 31 I 

TESTLO 34 I 

intel· 
Table 27. 82451 KXlGX MIC 

Alphabetical Pin List 
(144·Pin QFP) (Continued) 

Signal Pin# Type 

TESTLO 35 I 

TESTLO 41 I 

TESTLO 42 I 

TMS 135 I 

TRST# 141 I 

VCC3 1 V 

VCC3 21 V 

VCC3 36 V 

VCC3 49 V 

VCC3 64 V 

VCC3 73 V 

VCC3 87 V 

VCC3 102 V 

VCC3 108 V 

VCC3 122 V 
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4.4 82453KXl82453GX (DC) Package Dimensions 

I
.. A 

,.. B-------~ 

888RRijR888ijR888RR888ijij88ijijijRij .! 
180 

181 

TOP 

121 
120 

.. 

C D 

Enlarged detail of lead end 
61 

60 _'-

240pin.drw 

Figure 11. DC Package Physical Dimensions (20B-Pin QFP) 

Table 2B. DC Package Physical Dimensions (20B-Pin QFP) 

Dim Millimeters Inches Dim Millimeters Inches 

A 30.6 ± 0.4 1.205±0.016 J 0.5 (T.P.) 0.020 (T.P.) 

8 2B.0 ± 0.2 1.102±0.00B K 1.3 ± 0.2 0.051 ± O.OOB 

C 2B.0 ± 0.2 1.102 ± O.OOB L 0.5 ± 0.2 0.020 ±O.OOB 

D 30.6 ± 0.4 1.205 ± 0.016 M 0.15 ± 0.05 0.006 ± 0.002 

F 1.25 0.49 N 0.075 0.003 

G 1.25 0.049 P 3.7 0.0126 

H 0.20 ± 0.05 O.OOB ± 0.002 Q 0.4±0.1 0.016 ± 0.004 

I O.OB 0.003 S 3.B max 0.150 max 
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4.5 82452KX/82452GX (DP) Package Dimensions 

Dim 

A 

B 

C 

D 

F 

G 

H 

I 
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I

- A 

I
- B--------------~ 

RRRARAR8ARRARAAAijAAAijijAijAijijijij 
180 

181 

TOP 

121 
120 

61 

C D 

Enlarged detail of lead end 

60 _'--

~ 
a 2' ~~: 

240pin.drw 

Figure 12. DP Package Physical Dimensions (240-Pin QFP ) 

Table 29. DP Physical Package Dimensions (240-Pin QFP ) 

Millimeters Inches Dim Millimeters Inches 

34.6 ± 0.3 1.362 ±0.012 J 0.5 (T.P.) 0.020 (T.P.) 

32.0 ± 0.2 1.260 ±0.008 K 1.3 ± 0.2 0.051 ±0.008 

32.0 ± 0.2 1.260 ±0.008 L 0.5 ± 0.2 0.020 ±0.008 

34.6 ± 0.3 1.362 ±0.012 M 0.15 ± 0.05 0.006 ±0.002 

1.25 0.049 N 0.1 0.004 

1.25 0.049 P 3.2 0.126 

0.22 ± 0.08 0.009 ± 0.003 Q 0.4 ± 0.1 0.016 ± 0.004 

0.08 0.003 S 3.8 max 0.150 max 
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intel· 82453KXlGX, 82452KXlGX, 82451 KXlGX (Me) 

TOP VIEW 

. ,. 24.0O----~ 
1.00 Dia . 

14----16.1 (}----+t 

P6:~:~ ~r"i------'27.0U-----~ 

1~16'10 
27LJ~ 24.00 

Mold Compound 

Printed Wiring Board 

BOTTOM VIEW 

Printed Wiring Board 
256 x 0.76 Solder Balls 

45° Chamfer 
4 Places 

27 .00 24.00 

SIDE VIEW 

-II> 

V 0 

~ v 
~ 
) 

0 
) 

~ 

) 

:---....D 
~ 

--!( ~ 

~ 
15° Typ. 
All Sides 

A Pin One 
Corner 

r+------27.0(}-----~ · ............... 
• ••••••••••••••• 1.435 .... ~~ .... ••• • • 1.27 •• 

•• .. 
• ••••• •• • ••••• •• • ••••• •• • ••••• •• • ••••• •• • ••••• •• 
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1.27 
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c 
0 
E 
F 
G 
H 
J 
K 
L 
M 
N 
p 
R 
T 
u 
v 
w 
V 
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1.17 
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Printed Wiring Board 

Figure 13. DP Package Dimensions (256 BGA) 
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4.6 82451 KXl82451 GX (MIC) Package Dimensions 
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Figure 14. MIC Package Physical Dimensions (144-Pin QFP) 

Table 30. MIC Package Physical Dimensions (144-Pin QFP) 

Dim Millimeters Inches Dim Millimeters Inches 

A 22.0 ± 0.4 0.866 ± 0.016 J 0.5 (T.P.) 0.020 (T.P.) 

8 20.0 ± 0.2 0.787 ± 0.008 K 1.0 ± 0.2 0.039 ± 0.008 

C 20.0 ± 0.2 0.787 ± 0.008 L 0.5 ± 0.2 0.020 ± 0.008 

D 22.0 ± 0.4 0.866 ± 0.016 M 0.15 ± 0.05 0.006 ± 0.002 

F 1.25 0.049 N 0.10 0.004 

G 1.25 0.049 P 2.7 0.106 

H 0.20 ± 0.05 .008 Q 0.1 ±0.1 0.004 ± 0.004 

I 0.08 0.003 S 3.0 max 0.119 max 
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Chapter 4 

PClset Electrical Specifications 
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intel· PClset Electrical Specifications 

1.0 ELECTRICAL CHARACTERISTICS 

This section contains the electrical characteristics associated with the Intel 450KXlGX PClsets. This includes 
information on power consumption, AC and DC signal timing information for GTL+ and non-GTL+ signals. To 
ensure functionality and reliability, the Intel 450KXlGX PClsets are specified for proper operation when T c 
(case temperature) is within the specified range of ODC to 85DC. For more information on measuring T c in your 
system, please refer to the Pentium Pro Family Developer's Manual: Specifications. Most of the Pentium Pro 
Processor signals use a variation of the low voltage GTL (Gunning Transceiver Logic). For more information on 
this technology refer to the Pentium Pro Family Developer's Manual: Specifications. 

1.1 Test Pins and Unused Pins 

For reliable operation, always connect unused inputs to an appropriate signal level. Unused GTL+ inputs 
should be pulled-up to Vn with a 25n to 10Kn resistor. Unused active low 3.3V inputs should be pulled-up to 
3.3V with a 10Kn resistor. Unused active high inputs should be pulled to ground (VSS) with a 1 Kn resistor. 
When connecting bidirectional signals to power or ground, a resistor must be used. When tying any signal to 
power or ground, a resistor will also allow for fully testing the processor and PClset after board assembly. It is 
suggested that -1 OKn resistors be used for pull-ups and -1 Kn resistors be used as pull-downs. 

In the 450KXlGX QFP and BGA Pinlists, in Section 3.0 of Chapter 2 and Chapter 3, all signals labeled 
"TESTLO" should be pulled to GND with a 1 Kn resistor. Signals labeled "TESTHI" should be pulled up to Vcc3 
with a 1 OKn resistor. Signals labeled "GTLHI" should be pulled up to VTT with a 10Kn resistor. All RESERVED 
and NC pins must remain unconnected. 

1.2 Signal Groups 

In order to simplify the following discussion, Signals have been combined into groups of like characteristics in 
Table 1. See Section 3.0 in Chapter 2 and Chapter 3 for a description of the Signals and their functions. All pins 
of the Intel 450GX PClset are listed here. Not all of these signals are available on the Intel 450KX PClset. The 
following pins do not exist on the Intel 450KX PClset: CASA[7:4]#, CASB[7:4]#, DEP#[7:0], 12D[17:0], 
13D[17:0], 10GNT#, 10REQ#, OMCNUM, RASA[7:4]#, RASB[7:4]#, SYSERR#. 

Table 1. Signal Groups 

Pin Group Signals Notes 

GTL+ Input A[35:3j#, ADS#, AP[1:0j#, REQ[4:0j#, RP#, RESET# (1 ) 

GTL+ Output BREQO# 

GTL+ 1/0 A[35:3j#, ADS#, AERR#, AP[1:0j#, BERR#, BINIT#, BNR#, BPRI#, 
D[63:0]#, DBSY#, DEFER#, DEP[7:0]#, DRDY#, HIT#, HITM#, (1 ) 
LOCK#, REQ[4:0j#, RESET#, RP#, RS[2:0]#, RSP#, TRDY# 

CMOS Input, 5V Tolerant 10GNT#, FLSHBF#, MEMREQ#, PCLKIN, PGNT#, RECVEN 

CMOS Input, 3.3V BCLK, MDRDY[1:0]#, MEMCMD[7:0]#, MEMERR[1:0]#, MIRST#, 
OMCNUM, PWRGD, SYSCMD[4:0]#, SYSDEN#, TCK, TDI, TMS, 
TRST# 

CMOS Output, 6mA, 5V Tolerant FLUSH#, INIT#, PCIRST#, SMIACT# 

CMOS Output, 6mA, 3.3V MEMERR[1 :0]#, SYSCMD[4:0]#, SYSERR#, TDO 
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Table 1. Signal Groups (Continued) 

Pin Group Signals Notes 

CMOS Output, 12mA, 5V CRESET#,MEMACK#,PREQ# 
Tolerant 

CMOS Output, 12mA, 3.3V CASA[7:0]#, CASB[7:0]#, MAO[12:0], MA1[12:0], MICMWC[1:0]#, 
RASA[7:0]#, RASB[7:0]#, RESET#, SBCERR#, SYSDEN#, (2) 
WE[1:0]# 

CMOS Output, 18mA, 3.3V MDRDY[1 :0]#, MICCMD[6:0]#, MIRST# 

CMOS 110, 6mA, 5V Tolerant PCLK 

CMOS 110, 6mA, 3.3V MEMCMD[7:0]# 

CMOS 110, 12mA, 5V Tolerant IOD[17:0], 11 D[17:0], 12D[17:0], 13D[17:0] 

CMOS 110, 12mA, 3.3V 10REQ#, MDE[71 :0] 

PCI Signals, 24mA AD[31 :0], C/BE[3:0]#, DEVSEL#, FRAME#, IRDY#, PAR, PERR#, 
(3) 

PLOCK#, PTRDY#, SERR#, STOP# 

Power GND, GTLVREF, VCC3, VCCpC1 

1. Italicized signals are inputs on one device and I/O on another device: A[35:3]#, ADS#, AP[1 :0]#, REQ[4:0]#, RP#, and 
RESET# are inputs to the DC, and I/O on the PB. MIRST# is an output from the DC and an input to the DP and MICs. 

2. SBCERR# is an open-drain signal. 

3. PCI signals are both 3.3V and 5V tolerant. The drive and receive strength for the PCI signals is set by the VCCPCI input 
(PCIBus voltage). For additional details, see the PCI Local Bus Specification, Rev 2.0. 

1.2.1 THE POWER GOOD SIGNAL- PWRGD 

PWRGD is a 3.3V input to the PCI Bridge and memory controller components. It is expected that this signal is 
a clean indication that the clocks and the 3.3V, VCCPC1 supplies are within their specifications. 'Clean' implies 
that PWRGD will remain low, (capable of sinking leakage current) without glitches, from the time that the power 
supplies are turned on until they become valid. The signal will then transition monotonically to a high (3.3V) 
state with the transition not taking longer than 100ns. PWRGD needs to be negated for at least 10 BCLKs 
before this transition from low to high can take place. Figure 1 illustrates the relationship of PWRGD to BCLK 
and the system reset signals. 

The PWRGD inputs to the Intel 450KXlGX PClsets and to the Pentium Pro Processor(s) should be driven with 
an "AND" of 'Power-Good' signals from the 5V, 3.3V and VCCP supplies. The output of this logic should be a 
3.3V level and should have a pull-down resistor at the output to cover the period when this logic is not receiving 
power. 
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3.3V 

BCLK 

PWRGD 
Min inactive pulse 
width = 10 BCLKs / --------' 

RESET# / 

----------------------~ 

M,-RST# r--
--------------------------~I 

CRESET# r--
--------------------------~I 

Figure 1. PWRGD Relationship 

1.3 Maximum Ratings 

Table 2 contains stress ratings for the Intel 450KXlGX PClsets. Functional operation at the absolute maximum 
and minimum is neither implied nor guaranteed. The PClsets should not receive a clock while subjected to 
these conditions. Functional operating conditions are given in the AC and DC tables. Extended exposure to the 
maximum ratings may affect device reliability. Furthermore, although the Intel 450KXlGX PClsets contain 
protective circuitry to resist damage from static discharge, one should always take precautions to avoid high 
static voltages or electric fields 

Table 2. Absolute Maximum Ratings 

Sym Parameter Min Max Unit Notes 

Vcc3 3.3V Supply Voltage with respect to VSS -0.5 4.3 V 

VIN GTL+ Buffer DC Input Voltage with respect to VSS -0.5 Vcc3 + 0.5 V (1 ) 
(not to exceed 4.3) 

VIN3 3.3V DC Input Voltage with respect to VSS -0.5 Vcc3 + 0.9 V (2) 
(not to exceed 4.7) 

VIN5 5V Tolerant DC Input Voltage with respect to VSS -0.5 VCC-PCI + 0.5 V (3) 

TsToR Storage Temperature -65 150 °C 

1. Parameter applies to GTL+ Signal Group Only 
2. Parameter applies to 3.3V and JTAG signal groups only 
3. Parameter applies to 5V tolerant signal groups and PCI signals only. V CC-PCI is the voltage level of the PCI Bus. 
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1.4 DC Specifications 

The following tables list the DC specifications associated with the Intel 450KX/GX PClsets. Care should be 
taken to read any notes associated with each parameter listed. 

Table 3. Voltage and Temperature Specifications 

Sym Parameter Min Typ Max Unit Notes 

Vce3 Device VCC 3.13 3.3 3.46 V ±5% 

Vce-pcl (3.3) PCI VCC for 3.3 V PCI Operation 3.0 3.3 3.6 V ±10% 

Vce-pcl (5) PCI VCC for 5.0 V PCI Operation 4.5 5.0 5.5 V ±10% 

Icc·pcl Clamping Diode Leakage Current 2 rnA At 33MHz 

Tc Operating Case Temperature 0 85 °C 

Table 4. Power Specifications 

Sym Parameter Max Unit Notes 

PMAX PB Max Power Dissipation 2.4 W (1 ) 

PMAX DC Max Power Dissipation 1.13 W (1 ) 

PMAX DP Max Power Dissipation 2.3 W (1 ) 

PMAX MIC Max Power Dissipation 0.69 W 

Icc3 PB Max Power Supply Current 640 rnA 

Icc3 DC Max Power Supply Current 370 rnA 

Symbol Parameter Max Unit Notes 

Icc3 DP Max Power Supply Current 460 rnA 

Icc3 MIC Max Power Supply Current 200 rnA 

Iss PB Max Vss Current 4800 rnA (2) 

Iss DC Max V ss Current 600 rnA (2) 

Iss DP Max Vss Current 4400 rnA (2) 

Iss MIC Max Vss Current 200 rnA 

1. Includes power dissipated in the GTL+ buffers. 
2. ISS is the maximum supply current consumption when all GTL+ Signals are low. It is the sum of ICC3 and GTL+ current. 

Table 5 lists the specification for the GTL+ termination voltage (VTT) and the GTL+ reference voltage (VREF). 

Table 5. GTL+ Bus DC Specifications 

Sym Parameter Min Typ Max Unit Notes 

VTT Bus Termination Voltage 1.35 1.5 1.65 V ±10% 

VREF Input Reference Voltage 2/3 Vn - 2% 213 Vn 2/3 Vn +2% V ±2% 
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Some of the signals on the PS, DC, and DP are in the GTL+ signal group. These signals are specified to be 
terminated to 1.5V. The DC specifications for these signals are listed in Table 6. 

Table 6. DC Specifications (GTL+ signal groups) 

Sym Parameter Min Max Unit Notes 

V1L Input Low Voltage -0.3 VREF - 0.1 V (1 ) 

V1H Input High Voltage VREF +0.1 1.8 V (1 ) 

VOL Output Low Voltage 0.30 0.55 V (2) 

VOH Output High Voltage -- -- V (3) 

IOL Output Low Current 38 48 rnA (2) 

III Input Leakage Current +15 ~A (4) 

IREF Reference Voltage Current +15 ~A 

ILO Output Leakage Current +15 ~A (5) 

C Pin Capacitance 10 pF (6) 

1. Refer to the 450KX and 450GX Ringback Specification for additional information regarding noise limits. 
2. Parameter measured into a 25Q resistor to Vn (1.5V). 
3. The output high voltage level is determined by Vn. 
4. (0 :S; VIN :S; VTT) 
5. (O:S; VOUT:S; Vn ) 
6. Total of buffer and package parasitics. 

The DC specifications for the non-GTL+ signal groups are listed in Table 7. A Specification covers 3.3V and 5V 
tolerant buffers, unless otherwise stated. 
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Table 7. DC Specifications (non-GTL+ groups) 

Sym Pin Group Parameter Min Max Unit Notes 

VIL CMOS Input Input Low Voltage 0.8 V 

VIL-PCI PCI Input Low Voltage - 0.5 0.8 V 

VIH 3.3V CMOS Input Input High Voltage 2.0 3.6 V (1 ) 

VIH-5V 5V Tolerant Input Input High Voltage 2.0 5.0 V 

VIH-PCI PCI Input High Voltage 2.0 VCC-PCI +0.5 V 

VOL CMOS 6,12, 18rnA Output Low Voltage 0.40 V At4mA 

VOL-PC I PCI Output Low Voltage 0.55 V 

VOH CMOS 6,12, 18rnA Output High Voltage Vcc3-0.1 V 

VOH-PCI PCI Output High Voltage 2.4 V 

IOL-6 CMOS 6rnA Output Low Current 6.0 rnA At VOL = O.4V 

IOL-12 CMOS 12rnA Output Low Current 12.0 rnA At VOL = O.4V 

IOL-18 CMOS 18rnA Output Low Current 18.0 rnA At VOL = 0.4V 

IOL-PCI PCI Output Low Current 6.0 rnA 

IlL CMOS Input Input Leakage Current ±100 JlA (2) 

ILO CMOS 6,12, 18rnA Output Leakage ±10 JlA (3) 
Current 

IIL-PCI PCI Input Leakage Current ±70 JlA 

IOL-PCI PCI Output Leakage ±10 JlA 
Current 

CIN All Input Capacitance 10 pF (4) 

Co All Output Capacitance 10 pF 

CliO All I/O Capacitance 10 pF 

CaCLK BCLK BCLK Capacitance 8 pF 

CTCK TCK TCK Capacitance 8 pF 

1. The Inter1e~ve databus signals (lxDxx) can interface to 3V or 5V DRAM. These signals are 5V tolerant. 

2. (0 ~ VIN ::; Vcc3) 
-100JlA for pins with 50Kn pull ups, +100JlA for pins with 50Kn pulldowns. 
Pins with 50Kn internal pull ups: MICCMD#, MICMWC#, MDRDY#, RESET, MEMCMD#, SYSCMD#, MEMERR#, 
SYSERR# 
Pins with 50Kn internal pulldowns: MDE[71:0j#, IxD[17:0j 

3. (0 ~ Vour ::; Vcc3) 
4. Except BClK, TCK 
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1.5 AC Specifications 

The following tables list the AC specifications associated with the Intel 450GX PClsets. Care should be taken to 
read any notes associated with each parameter listed. 

Table 8. AC Specifications (Clock signal groups) 

Symbol Parameter Min Max Unit Figure Notes 

f BCLK Frequency 50.00 66.67 MHz 

T1 BCLK Period 15 20 ns 2.2 

T2 BCLK Period Stability 300 ps (1 ) 

T3 BCLK High Time 6 ns 2.2 At> 2.0V 

T4 BCLK Low Time 6 ns 2.2 At < 0.8V 

T5 BCLK Rise Time 0.3 1.5 ns 2.2 0.8-2.0V 

T6 BCLK Fall Time 0.3 1.5 ns 2.2 2.0-0.8V 

T7 PCLKIN Period 30 ns (2) 

T44 TCK Rise/Fall Time 0 50 ns 

T44a TCK Frequency 16 MHz 

1. Measured at rising edge of BCLK crossing 1.5V. 
2. Please refer to the PCI Specification 2.0 for more details. 

Table 9. AC Specifications (GTL+ Signals) 

Symbol Parameter Setup Min Hold Min Delay Min Delay Max Unit Notes 

T8 GTL+ Inputs 4.5 0.3 ns (1 ) 

T9 GTL+ Outputs 1.0 6.0 ns (2) 

T10 GTL+ I/O 4.5 0.3 1.0 6.0 ns (1) (2) 

1. Values correspond to input waveforms as specified in the GTL+ Interface Specification in Pentium Pro Processor Devel­
oper's Manual: Specifications. A waveform with less than 200mV of overdrive is acceptable if it meets the criteria in Figure 
5. However, in this case, the minimum setup specification will be impacted by 1ns, making Setup Min 5.5ns. An example of 
a signal that would benefit from this derating is shown in Figure 6. 

2. Outputs measured into 25n tied to 1.5V. Measurement made at 1.0V crossing. 

Table 10, contains AC specifications for the CMOS signals. Please note that the PCI signals are specified with 
reference to the PCLKIN; the testability signals are specified with reference to the TCK, and all other signals 
reference the system bus clock, BCLK 
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Table 10. AC Specifications (CMOS signals) 

Sym Parameter Setup Hold Delay Delay 
Unit Notes Min Min Min Max 

PCI Side Signals 

T11 AD[31 :0], C/BE[3:0]#, PTRDY#, STOP#, PLOCK#, 7.0 0.0 2.0 11.0 ns (1 ) 
DEVSEL#, PAR, IRDY#, FRAME#, PERR#, 
SERR# 

T11a PREQ# 2.0 12.0 ns (1 ) 

T12 PGNT# 10.0 0.0 ns (1 ) 

Compatibility Bridge Signals 

T13 FLSHBF#, MEMREQ# 12.0 0.0 ns 

T14 MEMACK# 2.0 12.0 ns (2) 

Bridge To Bridge Signals 

T15 1I0REQ# 3.0 0.6 2.0 7.0 ns (3) 

T16 1I0GNT# 3.0 0.6 ns (3) 

Memory Interface Signals-DP 

T17a MDE[71:0]-Write Cycle 2.0 0.9 1.2 7.1 ns (3) 

T18 MDRDY[1 :0]# 1.2 5.9 ns (3) 

T19 MEMCMD[7:0]# 1.9 0.8 1.4 5.9 ns (3) 

Memory Interface Signals-DC 

T20 MICMWC[0:1]# 1.1 5.3 ns (3) 

T21 MICCMD[6:0]# 1.0 5.0 ns (3) 

T22 CASA[7:0]#, CASB[7:0]# 1.1 5.3 ns (3) (4) 

T23 RASA[7:0]#, RASB[7:0]# 1.1 5.3 ns (3) (4) 

T24 MAO[12:0], MA 1 [12:0] 1.1 5.3 ns (3) 

T25 WEO#, WE1# 1.1 5.3 ns (3) 

T26 MEMCMD[7:0]# 2.0 0.8 1.4 7.1 ns (3) 

T27 SBCERR# 1.2 5.5 ns (3) 

Memory Interface Signals-MIC 

T28 MICMWC#-Write Cycle 4.3 0.5 ns 
T29 MICCMD[6:0]# 5.2 0.6 ns 

T30 MDRDY# 5.6 0.4 ns 

T31a MDE[17:0] - Write Cycle 4.7 0.5 ns 
T31b MDE[17:0] Delay- Read Cycle 1.8 8.0 ns (3) (5) 
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Table 10. AC Specifications (CMOS signals) (Continued) 

Sym Parameter 
Setup Hold Delay Delay 

Unit 
Min Min Min Max 

T31c MDE[17:0] flow through during window - Read 1.7 7.5 ns 
Cycle 

T31d MDE[17:0] flow through pre-window - Read Cycle 1.9 9.0 ns 

T31e Window start time from BCLK rising - Read Cycle 2.0 ns 

T31f Window end time after BCLK rising - Read Cycle 0.5 ns 

T32a 1[3:0]Dx 1.2 1.3 ns 

T32b 1[3:0]Dx delay - Write Cycle 1.8 10.4 ns 

T32c 1[3:0]Dx float delay 2.1 9.7 ns 

Memory Control Signals 

T33 SYSDEN# 6.3 0.6 1.4 6.8 ns 

T34 DC-to-DP: SYSCMD[4:0]# 2.3 0.8 1.1 7.4 ns 

T35 DP-to-DC: MEMERR[1 :0]#, SYSERR# 3.2 0.8 1.2 5.3 ns 

T36 OMCNUM 3.3 0.3 ns 

Reset Signals 

T39 MIRST# 2.9 0.6 1.3 5.5 ns 

T40 CRESET# 2.0 10.0 ns 

T41 SMIACT# 2.0 12.0 ns 

T42 PWRGD Inactive pulse 10 Clks 

Testability Signals 

T45 TRST# ns 

T46 TMS 4.6 0.8 ns 

T47 TDI 6.0 2.0 ns 

T48a TDO 1.2 16.0 ns 

T48b TDO on/off delay 1.4 16.0 ns 

Non-GTL+ Host Bus Signals 

T49 INIT#, FLUSH# 2.0 12.0 ns 

1. Min timings are measured with OpF load, Max timings are measured with SOpF load. 
2. Min and Max timings are measured with a SOpF load. 
3. Min and Max timings are measured with OpF load. 
4. T22 and T23 apply to the Intel4S0KX PClset, signals CASB[3:0j#, CASA[3:0j#, RASB[3:0j#, RASA[3:0j#. 
S. See Figure 7. 
6. The power supply must wait until all voltages are stable for at least 1 ms, and then assert the PWRGD signal. 
7. Inputs are referenced to TCK rising, outputs are referenced to TCK falling. 
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1.5.1 WAVEFORMS 

GTl+ Signal Waveforms: Please see the Pentium Pro Family Developer's Manual: Specifications for more 
information on GTl+ Clock, Setup, Hold, and Valid Delay waveforms. 

PCI Bus Signal Waveforms: All PCI Bus signals are referenced to the PClKIN Rising edge. For more infor­
mation on the PCI Bus signals and waveforms, please refer to the PCI Specification 2.0 

THIGH 

elK 

TLOW 

TPERIOD 

Figure 2. Clock Waveform 

ClK 

Signal __________ ...., '-__ ~l\--_"'_a_lid--J 'L~'------~""" 

Figure 3. Valid Delay Timings 

ClK 

TSETUP T HOLD 

Signal 
--------~ 

Figure 4. Setup & Hold Timings 
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For GTL+ waveforms that fall in the shaded region 
--- Setup Min is derated 1 ns 

- T8 and T1 0 Setup Min = 5.5 ns 
VREF + 200 mV ---+-----:---jr-------..,..-------
VREF + 100 mV ---+----+-I-------~......l,~------

VREF ---+ ----..-~~----_f_-~~-----

VREF - 200 mV ---+ __ -..-____________ --==.w.=-..;..;=_ 

o 2 3 4 5 6 7 8 

lime (ns) 

Figure 5. Exception to GTL+ Minimal Input Waveform With Setup Impact 

,..,-----
/ -

-VREF + 200 mV 
I 

L " ./ 
t-VREF + 100 niv L / 
f-VREF 

/ / 
/ £ 

/ ~ 
/ 

----./ 

I I I I I I I 

30 32 34 36 38 40 

Time (ns) 

Note: 2ns Additional Flight lime as per the GTL+ I/O specification. However. another 
option is to derate setup by 1 ns as this meets the requirements for the exception. 

Figure 6. Example of 450KXJGX Receiver Waveform that Benefits from T su Derating 
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Figure 7. System Memory Signals [Memory Read (MIC)] 
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The Read Data Window is shown in Figure 7. At the first clock of a memory read cycle, data is valid to the MICs 
either before or during the MICs Transparent Latch Window. If data is valid before the window, T31 d timings 
apply. If data is valid during the window, T31 c timings apply. T31b is T co of the 2nd, 3rd, and 4th quad words. 

2.0 SIGNAL QUALITY 

The GTL+ I/O buffer specification defines new terms for use by buffer and system designers. These 450KXlGX 
PClset buffers are described in these terms within this section. See the Pentium Pro Family Developer's 
Manual: Specifications for the complete explanation of these terms. 

2.1 1/0 Signal Simulations-Ensuring 1/0 Timings 

It is highly recommended that system designers run extensive simulations on their Pentium Pro 
Processor/450GX- or 450KX-based designs. In addition, these simulations should include the memory 
subsystem designl. Please refer to the GTL+ Guidelines Application Note, AP-524, and the Pentium Pro Family 
Developer's Manual: Specifications for more information. For simulations, your field representative can provide 
the Intel 450KXlGX PClset liD Buffer Model Specification. 
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2.2 Signal Quality Specifications 

Signals driven by any component on the Pentium Pro Processor bus must meet signal quality specifications to 
guarantee that the components read data properly, and to ensure that incoming signals do not affect the long 
term reliability of the components. There are three Signal quality parameters defined: OvershooVUndershoot, 
Ringback, and Settling Limit. These parameters are discussed in the next sections. 

2.3 PClset Ringback Specification 

This section discusses the ring back specification for the parameters in the GTL+ signal groups on the Intel 
450KXlGX PClsets. 

Case A requires less time than Case B from the VREF crossing until the ringback into the "overdrive" region. 
The longer time from VREF crossing until the ringback into the "overdrive" region required in Case B allows the 
ringback to be closer to VREF for a defined period. 

NOTE: 

Specified for an edge rate of 0.3-0.8 V/ns. See the Pentium Pro Family Developer's Manual for the definition of these 
terms. See the figures below for the generic waveforms. All values determined by design/characterization. 

Table 11. 450KXlGX GTL+ Signal Groups RingbackTolerance-Case A 

Parameter Min 

a: Overshoot 100 

t: Minimum Time at High or Low 2.25 

p: Amplitude of Ringback -100 

5: Duration of Square-wave Ringback N/A 

</>: Final Settling Voltage 100 

NOTES: 
1. Specified for an edge rate of 0.3-0.8 V/ns. 

See the Pentium Pro Family Developer's Manual for the definition of these terms. 
See the figures below for the generic waveforms. 
All values determined by design/characterization. 
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Table 12. 450KXIGX GTL+ Signal Groups Rlngback Tolerance-Case B 

Parameter Min 

a: Overshoot 100 

't\:Minimum Time at High 2.7 

't2: Minimum Time at Low 3.7 

p: Amplitude of Ringback -0 

0: Duration of Square-wave Ringback 2 

<1>: Final Settling Voltage 100 

NOTES: 

1. Specified for an edge rate of 0.3-0.8 V/ns. 
See the Pentium Pro Family Developer's Manual for the definition of these terms. 
See the figures below for the generic waveforms. 
All values determined by design/characterization. 
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/ 

/ / 
/ / 

/ _ _ I 
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I~ 
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Unit Figure 
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~I 

Time 

Figure 8. Standard Input Lo-to-HI Waveform for Characterizing Receiver Ringback Tolerance 
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Figure 9. Standard Input Hi-to-Lo Waveform for Characterizing Receiver Ringback Tolerance 

2.4 450KXlGX Undershoot Specification 

The Pentium Pro processor bus signals AERR#, BERR#, BINIT#, BNR#, HIT#, and HITM# (only) are capable 
of sinking an 85mA current pulse at a 2.4% average time duty cycle. This is equivalent to -1.7V applied to a 
20n source in series with the device pin for 8 ns at 66 MHz with a utilization of 5%. 

I 0.5 ns (max)~ 

+ 1.7 V ____ ---, 

Voltage Source 
Waveform 

3.4 V p-to-p (max) R 

~ 
~I 

7.5 ns (max) 

Average duty cycle of 2.4% 

Note: This test covers the AC operating conditions only. 

Figure 10. Undershoot 
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3.0 THERMAL SPECIFICATIONS 

These tables show the power dissipation for the Intel 450KX/GX PClsets in OFP and BGA packages. 

Table 13. QFP Package Thermal Specifications 

Device Max Power in Watts 9ja °C/W 9jc °C/W 

PB-3040FP 2.40 18 5 

DP -240 OFP 2.30 25 6 

DC-2080FP 1.13 35 7 

MIC-1440FP 0.69 48 6 

1. 9ja and 9jc at 0 LFM air flow. 

2. 9ja would be reduced by 12CYo at 100 LFM air flow. 

Table 14. BGA Package Thermal Specifications 

Device Max Power in Watts 9ja °C/W 9jc °C/W 

PB -352 BGA 2.40 18 6 

DP-256 BGA 2.30 20 5 

3. 9ja and 9jc at 0 LFM air flow. 

4. 9ja would be reduced by 10% at 100 LFM air flow. 

5. Both components are 4 layers. 

6. Thermal data extracted from a 4"x4" four layer board with two planes. 
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INTEL 450KXlGX PCISET SPECIFICATION UPDATE in1:et 
PREFACE 
This document is an update to the specifications contained in the Intel 450KXIGX PClset datasheet, (Order 
Number 290523). It is intended for hardware system manufacturers and software developers of applications, 
operating systems, or tools. It contains Specification Changes, S-Specs, Errata, Specification Clarifications, 
and Documentation Changes. 

Nomenclature 

Specification Changes are modifications to the current published specifications. These changes will be 
incorporated in the next release of the specifications. 

S-Specs are exceptions to the published specifications, and apply only to the units assembled under that s­
spec. 

Errata are design defects or errors. Errata may cause the Intel 450KX/GX PClset's behavior to deviate from 
published specifications. Hardware and software designed to be used with any given stepping must assume 
that all errata documented for that stepping are present on all devices. 

Specification Clarifications describe a specification in greater detail or further highlight a specification's 
impact to a complex design situation. These clarifications will be incorporated in the next release of the 
specifications. 

Documentation Changes include typos, errors, or omissions from the current published specifications. 
These changes will be incorporated in the next release of the specifications. 

Identification Information 

The 82453 Memory Controller can be identified by the following values: 

Vendor 101 Device ID1 

8086h 84C5h 

The 82454 PCI Bridge can be identified by the following values: 

Vendor 101 Device 102 

8086h 84C4h 

NOTES: 

1. The Vendor 10 corresponds to the value in the Vendor 10 register of the device's PCI configuration space, at address 
offset 00-01 h (the A2 stepping of the 82453KX MC located the Vendor 10 register at address offset 04-05h). 

2. The Device 10 corresponds to the value in the Device 10 register of the device's PCI configuration space, at address offset 
02-03h (the A2 stepping of the 82453KX MC located the Device 10 register at address offset 06-07h). 

vi 
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GENERAL INFORMATION 

Top Markings 

A- and B-step Production Units, BGA: 

NOTES: 

PClset 
• FWnnnnnaa 

I 5 Unnn 

@ @ 'YVCountry 

YYWWXXnnn 

nnnnnaa = Product Number. 
Q nnn = Sample Specification Number 
S Unnn = S-spec Number. 
'YY Country = Copyright Dates and Country of 
Origin. 
YYl.JlNVXXnnn = Alternative Identification Number. 
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A- and B-step Production Units, QFP: 

PClset 
• Snnnnnaa 

15 Unnn 

@ @ 'VYCountry 

YYWWXXnnn 
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Basic Intel 450KX PClset Identification Information 

Product Vendor Device Revision Product Kit 
Number ID ID ID Stepping Steppings S-Spec Vcc TCASE Notes 

S82451KX n/a1 n/a1 n/a1 A1 A2,80 S U025 3.3V±5% O°C - 85°C 

S82451KX n/a1 n/a1 n/a1 A1 A2,80 5 U039 3.3V±5% O°C - 85°C 

S82452KX n/a1 n/a1 n/a1 A1 A2 S U026 3.3V±5% O°C - 85°C 

FW82452KX n/a1 n/a1 n/a1 A1 A2 S U029 3.3V±5% O°C - 85°C 

S82452KX n/a1 n/a1 n/a1 A1 A2 S U040 3.3V±5% O°C - 85°C 

FW82452KX n/a1 n/a1 n/a1 A1 A2 5 U043 3.3V±5% O°C - 85°C 

S82452KX n/a1 n/a1 n/a1 A3 80 S U061 3.3V±5% O°C - 85°C 

S82453KX 8086h3 84C5h3 2 A2 A2 S U027 3.3V±5% O°C - 85°C 

S82453KX 8086h3 84C5h3 2 A2 A2 S U041 3.3V±5% O°C - 85°C 

S82453KX 8086h 84C5h 4 A4 80 5 U062 3.3V±5% O°C - 85°C 

S82454KX 8086h 84C4h 2 A2 A2 S U022 3.3V±5% O°C - 85°C 

FW82454KX 8086h 84C4h 2 A2 A2 5 U024 3.3V±5% O°C - 85°C 

S82454KX 8086h 84C4h 2 A2 A2 S U028 3.3V±5% O°C - 85°C 

FW82454KX 8086h 84C4h 2 A2 A2 5 U030 3.3V±5% O°C - 85°C 

S82454KX 8086h 84C4h 2 A2 A2 S U042 3.3V±5% O°C - 85°C 

FW82454KX 8086h 84C4h 2 A2 A2 S U044 3.3V±5% O°C - 85°C 

S82454KX 8086h 84C4h 4 A4 80 S U064 3.3V±5% O°C - 85°C 

NOTES: 

1. These components are not visible from the PCI bus, and so do not have Vendor, Device, or Revision 10 registers at the 
PCI specification-defined locations. 

2. These components have BGA (Ball Grid Array) packaging. 
3. The A2 82453KX MC's Vendor and Device 10 registers are not at the PCI specification-defined locations; the Vendor 10 

register is located at register offset 04-05h, and the Device 10 is located at 06-07h. 
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Summary Table of Changes 

The following table indicates the Specification Changes, Errata, Specification Clarifications, or Documentation 
Changes which apply to the Intel 450KX PClset. Intel intends to fix some of the errata in future steppings of 
the component(s), and to account for the other outstanding issues through documentation or specification 
changes as noted. This table uses the following notations: 

CODES USED IN SUMMARY TABLE 

X: 

Doc: 

Fix: 

Fixed: 

NoFix: 

(No mark) or (blank box): 

!§ti'~~~'aT ' ., ",", 
NO. A2 BO Plans 

1 X X Doc 

2 X X Doc 

3 X X Doc 

NO. A2 BO Plans 

1 X Fixed 

2 X Fixed 

3 X Fixed 

4 X X NoFix 

5 X Fixed 

6 X Fixed 

7 X Fixed 

8 X Fixed 

9 X Fixed 

10 X Fixed 

11 X Fixed 

12 X Fixed 

13 X Fixed 

14 X Fixed 

15 X Fixed 

16 X Fixed 

Specification Change, Erratum, Specification Clarification, or Documentation 
Change applies to the given stepping. 

Intel intends to update the appropriate documentation in a future revision. 

Intel is investigating the possibility of fixing this erratum in a future stepping of the 
component(s). 

This erratum has been previously fixed. 

Intel is currently not investigating a fix for this erratum. 

This item is fixed in or does not apply to the given kit stepping. 

Tb'i§::'§[r~Jijm:li~I~lI5§r~'!:r~W;Q[:mQ'~Ift~'aJ[Qm:I5~)iir§YIQ4:ii,Y?r~!QJ1IQllti~;:~9.~Mm~BI~'j 

SPECIFICATION CHANGES 

PLLRST pin added 

Valid memory timing parameters 

CMOS overshoot/undershoot specification 

ERRATA 

Stop Clock Acknowledge cycles may confuse buffers 

O-byte length write may cause subsequent write failure 

Inbound read may be accepted despite posted outbound write 

SMRAM addresses may not be decoded correctly 

Mixed read lines and partials may corrupt data 

Inbound write posting may cause write failure 

RMW with line write may cause data corruption 

Inbound write may collide with some special cycles 

Extended read-a round-write may corrupt write data 

Outbound posted write after inbound read prefetch may hang 

Inbound posted write with 1: 1 interleaving may corrupt data 

RAW may cause data corruption 

Data transfer order 3 may cause data to be issued out of order 

PCI address parity error may cause dropped transaction 

System hang with inbound write posting enabled 

RAW may cause data corruption during refresh 
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NO. A2 80 Plans DOCUMENTATION CHANGES 
I 

1 X X Doc Register offset and default value correction I 

2 X X Doc CMOS definition should be 3.3V or 5V 
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SPECIFICATION CHANGES 

1. PLLRST Pin Added 

A PLLRST pin will be added to the definition of each device in the Intel 450KX PClset. The pin numbers will 
be assigned as follows: 

Device Pin Number 

82454KX PB OFP 301 

82454KX PB BGA A5 

82453KX DC OFP 81 

82452KX DP OFP 202 

82452KX DP BGA B12 

82451 KX MIC OFP 42 

This signal will be added to the block diagram in Figure 1 of both Chapter 2 and Chapter 3. 

Each of the specified PLLRST pins are 5V tolerant signals. 

The signal will be added to Chapter 2, Section 1.4 and to Chapter 3, sections 1.1, 1.2 and 1.3 as signal 
"PLLRST", type "I, CMOS", and described as ''This pin must be driven high for at least 2 clocks to reset the 
internal DPLL (Digital Phase Lock Loop). The DPLL should be reset after (or until) the clock input pins are 
stable at their final operating frequency. This pin does not have an edge rate requirement." 

The following sentences will be added to Chapter 2, section 3.7.2 and Chapter 3, section 3.4: "The PLLRST 
pin must be driven high for at least 2 clocks to reset the internal DPLL. The DPLL should be reset after (or 
until) the clock input pins are stable at their final operating frequency." 

Chapter 4 will be updated to include this pin information throughout. 

2. Valid Memory Timing Parameters 

The following is a list of timing values which have been validated by Intel. The list is the result of applying the 
rules set forth in the /nte/450KXIGX PC/set datasheet plus a set of filters to eliminate settings that Intel 
believes would not or could not be used in practice. Note that OEMs must still ensure that the timing 
parameters used meet the timing constraints for their system design, applicable clock rates, and supported 
DRAM speeds. See below for a list of acronyms used in the table. 

RCD = 3, RCAD = 2, and CSR = 1 for all setting options listed below. 

1:1 2:1 4:1 

LWC RASPW CAH RCAS WCAS RP CP RBD ACh CP RBD ACh CP RBD ACh 

2 5 1 2 2 3 1 2 2814 2 1 2834 1 0 2814 

2 5 1 3 2 3 1 3 2914 1 1 2914 1 0 2914 

2 5 1 3 3 3 1 3 2954 1 1 2954 1 0 2954 

2 6 1 2 2 3 1 2 3014 2 1 3034 1 0 3014 
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1:1 2:1 4:1 

LWC RASPW CAH RCAS WCAS RP CP RBD ACh CP RBD ACh CP RBD ACh 

2 6 1 3 2 3 1 3 3114 1 1 3114 1 0 3114 

2 6 1 3 2 4 1 3 3115 1 1 3115 1 0 3115 

2 6 1 3 3 3 1 3 3154 1 1 3154 1 0 3154 

2 6 1 3 3 4 1 3 3155 1 1 3155 1 0 3155 

2 6 2 3 2 3 1 3 3514 1 1 3514 1 0 3514 

2 6 2 3 2 4 1 3 3515 1 1 3515 1 0 3515 

2 6 2 3 3 3 1 3 3554 1 1 3554 1 0 3554 

2 6 2 3 3 4 1 3 3555 1 1 3555 1 0 3555 

2 6 2 4 3 3 1 4 3654 2 2 3674 1 0 3654 

2 6 2 4 3 4 1 4 3655 2 2 3675 1 0 3655 

3 5 1 2 2 3 2 3 4834 2 1 4834 1 0 4814 

3 5 1 3 2 3 2 4 4934 1 0 4914 

3 5 1 3 3 3 2 4 4974 1 0 4954 

3 6 2 3 2 3 2 4 5534 1 0 5514 

3 6 2 3 2 4 2 4 5535 1 0 5515 

3 6 2 3 3 3 2 4 5574 1 0 5554 

3 6 2 3 3 4 2 4 5575 1 0 5555 

3 6 2 4 3 3 2 5 5674 2 2 5674 1 0 5654 

3 6 2 4 3 4 2 5 5675 2 2 5675 1 0 5655 

3 6 2 4 4 4 1 4 5695 2 2 56B5 1 0 5695 

RCO = 3, RCAO = 2, and CSR = 2 for all setting options listed below. 

1:1 2:1 4:1 

LWC RASPW CAH RCAS WCAS RP CP RBD ACh CP RBD ACh CP RBD ACh 

3 6 2 3 4 3 1 3 0594 1 1 0594 1 0 0594 

3 6 2 4 3 4 2 5 0675 2 2 0675 1 0 0655 

2 6 2 3 3 3 1 3 B554 1 1 B554 1 0 B554 

NOTE: 
All above values are in number of cycles, not actual bit settings, except ACh (which is the actual bit setting, in hexadecimal). 
RCD: RAS# to CAS# Delay: bits 3:2 of the Memory Timing Register (AC-AFh). 
RCAD: RAS# to Column Address Delay: bit 4 of the Memory Timing Register (AC-AFh). 
CSR: CAS# Setup to RAS# for CAS# before RAS# refresh: bit 15 of the Memory Timing Register (AC-AFh). 
LWC: Last Write to CAS#: bits 14:13 of the Memory Timing Register (AC-AFh). 
RASPW: RAS# Pulse Width: bits 12:11 of the Memory Timing Register (AC-AFh). 
CAH: Column Address Hold Time: bit 10 of the Memory Timing Register (AC-AFh). 
RCAS: Read CAS# Pulse Width: bits 9:8 of the Memory Timing Register (AC-AFh). 
WCAS: Write CAS# Pulse Width: bits 7:6 of the Memory Timing Register (AC-AFh). 
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RP: RAS# Precharge Time: bits 1:0 of the Memory Timing Register (AC-AFh). 
CP: CAS# Precharge Time: bit 5 of the Memory Timing Register (AC-AFh). 
RBD: Read Burst Delay: bits 2:0 of the Command Register (4C-4Fh). 
ACh: Actual hexadecimal value programmed into bits 15:0 of the Memory Timing Register (AC-AFh). 

3. CMOS Overshoot/Undershoot Specification 

The following will be added to Chapter 4, Section 2.4, Intel 450KXIGX Undershoot Specification, in the Intel 
450KXIGX PClset Data Sheet, and the section will be retitled Intel 450KXIGX Overshoot/Undershoot 
Specifications. 

The 3.3V tolerant CMOS signals of the processor bus allow for the following maximum AC waveforms: 

+7.1 V 

Overshoot 
Waveform 

OV 

3.6V 

Undershoot 
Waveform 

-3.5 V 

~
t 

7.1 V p-to-p 

(min), 

\
t 

7.1 V p-to-p 

(min). 

Average duty cycle of 17.6% 

Note: This test covers the AC operating conditions only. 

R 

OvershooUUndershoot 
Test Waveform 
Voltage Source Impedence 
R = 29/280 
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ERRATA 

1. Stop Clock Acknowledge Cycles May Confuse Buffers 

PROBLEM: If a Stop Clock Acknowledge special cycle is issued from a processor bus agent, the 82454 PB 
may pipeline an outbound (host-to-PCI bus) read behind it if the 100 (In Order Oueue) depth is set to 8. The 
read and write buffer pointers which track these transactions may become confused, and the data buffer 
which contains the data for the outbound read may be deallocated incorrectly. A similar situation arises if the 
special cycle is issued concurrent with an inbound read. Even if the 100 depth is 1, this may occur, if inbound 
(PCI-to-host bus) write-posting is enabled in the 82454 PB. 

IMPLICATION: A Stop Clock Acknowledge special cycle may cause premature deallocation of a buffer holding 
outbound read (or inbound write) data, resulting in a system hang with DBSY# asserted. 

WORKAROUNO: BIOS code can contain a workaround for this erratum. 

2. O-Byte Length Write May Cause Subsequent Write Failure 

PROBLEM: If a O-byte write occurs, a subsequent write to memory may fail, corrupting memory, or a resulting 
implicit writeback or line read may not complete, causing a system hang. This can happen if: 

• Back-to-back 8-byte writes occur after the O-byte write. 

• The O-byte write receives an implicit writeback response with RAW enabled in the 82453KX MC. 

• The O-byte write is followed by a line read and preceded by a O-byte read. 

IMPLICATION: The Pentium® Pro processor will not perform O-byte writes. The only configurations identified 
by Intel where the failing sequence is issued are with 824731 FB (PIIX) or 824731 SB (PIIX3) controllers used 
as IDE bus masters behind the 82454 PB, with inbound write-posting enabled and an 100 depth of 8. In this 
case, the 82454KX PB may issue O-byte writes as well as pipelined back-to-back 8-byte writes (which may be 
issued by the 82454KX PB normally). 

WORKAROUNO: Ensure that no system bus agent issues O-byte writes. If the 824731FB (PIIX) or 824731SB 
(PIIX3) controllers are used, they must not be used as IDE bus masters. 

3. Inbound Read May Be Accepted Despite Posted Outbound Write 

PROBLEM: The 82454 PB may accept an inbound read even if a posted write is queued. This is an ordering 
violation. 

IMPLICATION: An outbound access which follows the outbound posted write may be snoop stalled 
indefinitely. If a new, non-posted, inbound request is issued, BPRI# will be asserted even though the 
outbound posted write has not been issued to the PCI bus, causing a deadlock, and the system will hang. 

WORKAROUNO: Do not enable outbound write posting in the 82454 PB. 

4. SMRAM Addresses May Not Be Decoded Correctly 

PROBLEM: While executing in SMM (System Management Mode), certain sequences of transactions may 
allow the CAS# signal to be asserted without a corresponding RAS# signal during a memory access to 
SMRAM. In the A2 stepping of the Intel 450KX PClset, there are many such sequences. For the BO stepping 
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of the Intel 450KX PClset, the sequences must be pipelined SMRAM requests (with the loa depth set to 8) 
as follows: 

• An SMRAM request which opens a page (Le. the transaction address accesses a block of DRAM with a 
new row address). 

• An SMRAM request which is a page hit. 

• Another SMRAM request which is a page hit. 

The address phase of the third request must occur during the first clock of CAS# assertion for the second 
request to encounter this erratum. A second sequence is: 

• An SMRAM request which is a page hit. 

• Another SMRAM request whose ADS# assertion comes 5 or 6 clocks later than the ADS# assertion for 
the previous transaction, and which is also a page hit. 

IMPLICATION: If these sequences occur while in SMM, data corruption may result. 

WORKAROUNO: For the A2 stepping of the Intel 450KX PClset, SMM cannot be used. For the BO stepping of 
the Intel 450KX PClset, this erratum can be avoided by setting the loa depth to 1, thus preventing 
transactions from being pipelined together. 

5. Mixed Read Lines and Partials May Corrupt Data 

PROBLEM: The 82453KX MC may not deallocate a data buffer correctly after the following sequence of 
transactions occurs: 

1. A read line. 

2. A read partial. 

3. A read line which receives an implicit writeback response. 

IMPLICATION: Stale data may be retrieved for a subsequent read line or read partial, resulting in corrupted 
data, or a protocol violation may be observed during a read line, causing a system shutdown. 

WORKAROUNO: If the following conditions are met, this erratum will not occur: 

• In an MP system, all processors must have identical memory models, with all MTRRs for a particular 
region of memory mapped the same way. 

• Mixed mode paging must not be used. 

• All memory behind the 82453KX MC must be mapped to the same memory type. 

• The loa depth must be set to 1. 

6. Inbound Write Posting May Cause Write Failure 

PROBLEM: During an inbound posted write burst, the 82454 PB may use the same data buffer for two 
adjacent transactions. This causes the first write to use and deallocate the data from the second write, 
corrupting data and incorrectly deallocating a data buffer. When the data phase for the second write arrives, 
DBSY# may be asserted for some time, with no data phase or DRDY# assertion. When the PCI master 
completes the write burst, the deallocated buffer is never rewritten, resulting in a system hang with DBSY# 
asserted. 

IMPLICATION: Enabling inbound write posting may cause data corruption followed by a system hang. 
Disabling inbound write posting may result in signi~cant 1/0 performance loss. 
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WORKAROUNO: An external arbiter should be implemented which allows inbound posting to be enabled, and 
guarantees at least two idle cycles between inbound PCI requests. 

This arbiter must not perform overlapped arbitration. One way to ensure this is to implement the circuit 
described below, external to the arbiter. The actual workaround involves waiting for a bus idle before allowing 
a new grant to be issued. The loa depth must still be set to 1, and 2:1 interleaving must be used, to work 
around other errata which may surface when inbound write posting is enabled (even with this workaround). 
Note that this latter restriction requires at least 4 SIMM DRAM modules to be loaded at all times. 

This following circuit is an implementation of the described workaround: 

One gate is required for each grant, 
but none is needed for the PCEB or SIO grant 

F32 ~ I 
OPB GNTn# 

PCI GNTn# 

IRDY# 
FRAME# 

PCICLK 

This workaround will allow inbound write posting to be enabled on A2 450KX PClset silicon, and will not affect 
the functionality of 80 450KX/GX PClset silicon, though a slight performance loss may result if this 
workaround is used with the 80 stepping. Enabling inbound posting by using this workaround is a significant 
performance enhancement for systems with A2 450KX PClset silicon; refer to Intel's World Wide Web site for 
more details on the performance loss incurred by disabling inbound write posting (at URL 
http://www.intel.com/procs/supportlppro/82450.htm). 

7. RMW with Line Write May Cause Data Corruption 

PROBLEM: If the 82453KX MC is performing a Read-Modify-Write (RMW) transaction due to a partial write to 
memory, and this is followed by a line write before the RMW completes, the byte enable signals for the RMW 
will be held too long, and only part of the line write will actually be written to memory. 

IMPLICATION: A write may fail, corrupting data, if partial writes and line writes are pipelined together. 

WORKAROUNO: If the following conditions are met, this erratum will not occur: 

• All processors in an MP system must have identical memory models, with all MTRRs for a particular 
region of memory mapped the same way. 

• Mixed mode paging must not be used. 

• All memory behind the 82453KX MC must be mapped to the same memory type. 

• The loa depth must be set to 1. 

8. Inbound Write May Collide with Some Special Cycles 

PROBLEM: A special cycle from a processor bus agent which occurs during a write from the PCI bus to the 
processor bus may corrupt the byte enable signals for the write, causing incorrect data to be written into 
memory. Special cycles include Shutdown, Flush, Halt, Sync, Flush Acknowledge, Stop Clock Acknowledge, 
and SMI Acknowledge. This can only occur with outbound write posting enabled. 
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IMPLICATION: Special cycles coincident with inbound traffic from the PCI bus may corrupt data. However, 
only Flush, Sync, and Flush Acknowledge special cycles will normally be issued from Pentium Pro processors 
using the A2 stepping of the Intel 450KX PClset. 

• Flush special cycles are issued upon execution of an INVD instruction. Note that this instruction 
intentionally removes modified lines from the cache without writing them back to memory; this results in 
the contents of memory being unusable. Therefore, the possibility of data corruption due to a Flush 
special cycle can be ignored. 

• Flush Acknowledge special cycles are issued upon completion of flushing the caches after observation of 
a FLUSH# signal assertion. This signal is only asserted by the 82454KX PB when the system is in 
Deturbo mode. Therefore, these special cycles can be avoided by not enabling Deturbo mode in the 
affected systems. 

• Sync special cycles are issued upon execution of a WBINVD instruction. This instruction is a privileged 
instruction which should only be executed by operating system level code. Intel has not identified any 
such code which uses this instruction during inbound traffic. 

Since each of these special cycles are only issued when the contents of the cache are being invalidated, 
inbound traffic which hits a cached memory location is not valid. If all inbound traffic during these special 
cycles targets cached memory, no effect will be seen due to this erratum. However, inbound traffic targeting 
uncached main memory would be corrupted if Deturbo mode, INVD instructions, or WBINVD instructions were 
used simultaneously. Note that INVD and WBINVD instructions are very rare system events; execution of an 
INVD instruction removes modified lines from the cache without writing them back to memory, so incorrect 
data in memory will not cause further system problems. 

WORKAROUNO: Do not enable outbound write posting in the 82454KX PB. 

9. Extended Read-Around-Write May Corrupt Write Data 

PROBLEM: In a sequence of transactions to two different pages in memory (page X and page Y), the row 
address strobe (RAS#) and memory address (MA#) signals may be asserted on the same clock, resulting in a 
protocol violation which corrupts the data as it is written into memory. The sequence of transactions is as 
follows: 

1. A line read to page X. 

2. A line read to page X. 

3. A line read to page X. 

4. A line write to page Y. 

5. A line read to page X. 

6. A line write to page Y. 

7. A line read to page X. 

8. A line read to page X. 

This sequence will appear at the DRAM in the following order, with Read-Around-Write (RAW) and Extended 
Read-Around-Write (ERAW) enabled: 

1-2-3-5-4-7-8-6 

In this sequence, transaction 5 is issued to memory before transaction 4 due to RAW/ERAW. Transaction 6 is 
then detected, and transaction 4 is issued since no reordering may occur around multiple writes. At this point, 
transaction 6 is at the front of the queue, and is a row-hitlpage-hit relative to transaction 4, so the RAS# signal 
is left asserted in preparation for transaction 6. ERAW then causes transactions 7 and 8 to be reordered in 
front of transaction 6; these transactions are not row-hitlpage-hit transactions, and the MA# lines are updated 
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on the same clock as RAS# is reasserted, causing the protocol violation. The data returned for transactions 7 
and 8 will then be corrupted. 

IMPLICATION: ERAW will corrupt data returned for this sequence of memory transactions. 

WORKAROUNO: Do not enable ERAW in the 82453KX MC. 

10. Outbound Posted Write After Inbound Read Prefetch May Hang 

PROBLEM: If an outbound write closely follows an inbound read prefetch, the data buffer containing the 
outbound write's data may be rewritten by the data for the prefetch. This occurs when the outbound write is 
issued after the PCI master has disconnected, but before the last prefetch has been issued on the processor 
bus; in this situation, the outbound write will incorrectly be allowed to post. 

IMPLICATION: This condition will result in improper deallocation of the data buffer before the outbound write 
completes, hanging the system. 

WORKAROUNO: Outbound write posting must be disabled in the 82454KX PB. 

11. Inbound Posted Write with 1:1 Interleaving May Corrupt Data 

PROBLEM: In systems configured with 1:1 interleaved memory (with only 2 SIMMs, for example) and inbound 
write posting enabled, if a string of line write transactions receive implicit writeback responses, data may be 
corrupted for subsequent writes if a refresh cycle occurs during the line writes. This occurs when the refresh 
backs up the transactions to memory such that the first partial write following the line write sequence is issued 
to the 82451 MIC with line-size encoding. The SYSCMD# and MEMCMD# signals will be correct, however. 

IMPLICATION: Corrupted data will be written to memory in this case, with the data which was supposed to be 
written shifted by 8 bytes (data chunks 0-1-2-3 will be written as X-0-1-2, where X is most likely all O's). 

WORKAROUNO: Do not enable inbound write posting in the 82454KX PB if memory is 1:1 interleaved, and 
use an loa depth of 1. 

12. RAW May Cause Data Corruption 

PROBLEM: If Read-Around-Write (RAW) is enabled in the 82453KX MC, some sequences of memory 
transactions may cause the 82453KX MC to issue the memory address (MA#) and row address strobe 
(RAS#) signals on the same clock edge for a DRAM read cycle, causing data corruption. The sequence which 
encounters this behavior is as follows: 

1. A read to the 82454KX PB is snoop stalled. 

2. During the snoop stall, a read-for-ownership (i.e. read and invalidate line) occurs. 

3. Also during the snoop stall, a line write which is a row-hitlpage-hit occurs. 

4. A code line read which is a row-miss/page-miss occurs at the end of the snoop stall, but before snoop 
status is available for transactions 2 and 3. 

IMPLICATION: When this occurs, the 82453KX MC will not start the write cycle until the snoop status is 
available for the preceding read. By then, the second read is in the internal queues behind the write, MA# will 
be driven with RAS# still asserted, and incorrect data will be returned for transaction 3. 

WORKAROUNO: Do not enable RAW in the 82453KX MC. 
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13. Data Transfer Order 3 May Cause Data to Be Issued Out of Order 

PROBLEM: If a line write is issued which uses a data transfer order of 3 (with A[4:3] = 11, so that the chunks 
are issued in order 3-2-1-0) and receives an implicit writeback response, a line write immediately following this 
transaction may be issued with a reversed data transfer order, corrupting memory. 

IMPLICATION: A line write whose address has A[4:3] = 11 (binary) will have a "critical chunk" of 3. According 
to the protocol established by the Intel486™ processor, this chunk must be written to memory first. A line write 
transaction which follows this one may have a different critical chunk (chunk 2, for example, issued in the 
order 2-3-0-1), but may be written to DRAM with a reversed order (1-0-3-2, in this case, or a data transfer 
order of 1). This causes the memory location to contain incorrect data. Note that neither the Pentium Pro 
processor nor the 450KX PClset will issue line write transactions with this data transfer order (they will always 
have a data transfer order of 0). Third party agents which issue such transactions with a data transfer order of 
3 will encounter this erratum. 

WORKAROUNO: Do not use third party agents which issue line writes with a data transfer order of 3 to the 
82453KX MC. 

14. PCI Address Parity Error May Cause Dropped Transaction 

PROBLEM: If PCI address parity checking is enabled in the 82454KX PB, an inbound (PCI to processor bus) 
transaction with bad address parity will cause the 82454KX PB to assert SERR#. The DEVSEL# signal may 
then remain deasserted incorrectly. If a second inbound transaction occurs after the error, it will not be 
forwarded to the processor bus. 

IMPLICATION: Though a PCI address parity error may be detected and flagged, a second transaction after 
the one with the error may be dropped, possibly corrupting data. 

WORKAROUNO: The system can be configured to promote the SERR# resulting from the parity error to an 
NMI, allowing software to handle the failing 1/0 system normally. 

15. System Hang with Inbound Write Posting Enabled 

PROBLEM: After a long write burst from the PCI to the processor bus, an outbound request will dynamically 
disable inbound write posting. The transaction immediately following the inbound burst may get a very fast 
retry. If this occurs, the 82454KX PB state machine may encounter a race condition which causes a bus hang 
on the next inbound request. The conditions for this to occur include: 

• An inbound posted line write completes. 

• The queue and data buffer for inbound transactions are full, or inbound write posting is dynamically 
disabled. 

• The transaction after the inbound posted write is a non-dual address transaction with A[4:2] = 5 or 6, with 
only one idle cycle between it and the inbound posted line write. 

This has only been observed in sequences containing a WRINV command on the PCI bus. 

IMPLICATION: If inbound write posting is enabled in the 82454KX PB and the WRINV command is being used 
by a PCI device, the PCI bus may hang. The next outbound transaction will then hang the processor bus with 
BNR# toggling or with an infinite snoop stall. 

WORKAROUNO: Ensure non-overlapped PCI arbitration via the workaround documented under Erratum 6, 
Inbound Write Posting May Cause Write Failure. If this workaround is not used, inbound write posting must be 
disabled in the 82454KX PB to avoid this erratum. 
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16. RAW May Cause Data Corruption During Refresh 

PROBLEM: If Read-Around-Write (RAW) is enabled in the 82453KX MC and there are no transactions in its 
queues, a refresh which should occur next may cause improper transaction ordering. This boundary condition 
is as follows: 

1. A line read transaction is issued. 

2. From 2 to 6 clocks after the ADS# assertion for the read, a refresh is requested. 

3. A line write transaction is issued. 

4. A line read transaction is issued which is a row-miss. 

In this case, the refresh will be recognized before the write appears at the head of the queue, and will block 
the write from being handled. This allows the second line read to be reordered by RAW to occur before the 
write. 

IMPLICATION: This boundary condition may cause data to be corrupted, if the data for the line read is 
dependent on the line write. Intel has observed this erratum in 1: 1 interleaved configurations, and to a lesser 
extent in 2:1 interleaved configurations. 

WORKAROUNO: Do not enable RAW in the 82453KX MC. 

17. GA T Devices May Time Out During Inbound Read Prefetch 

PROBLEM: While in GAT (Guaranteed Access Time) mode, the 82454KX PB does not dynamically disable 
inbound read prefetching. Thus, a transaction which is issued immediately after MEMACK# is asserted may 
cause a prefetch to occur, tying up the bus and possibly allowing ISA or EISA devices configured for GAT to 
time out. 

IMPLICATION: The 2.4 ~s guaranteed access time may not be met for devices behind the 82454KX PB and 
an ISA or EISA bridge, resulting in spurious timeouts for such devices if inbound read prefetching is enabled, 
though most such devices will accept a longer access time. 

WORKAROUNO: If timeout problems occur while in GAT mode, disable inbound read prefetching in the 
82454KX PB. 

18. Data May Be Corrupted If RCD = 4 and LWC = 3 

PROBLEM: The memory timings RCD (RAS# to CAS# Delay) and LWC (Last Write to CAS#) interact in such 
a way that if RCD is set to 4 and LWC is set to 3, the following transaction sequence will cause a data read to 
be corrupted: 

1. A line read which triggers an implicit writeback and results in a page miss. 

2. A line read which triggers an implicit writeback. 

3. A line read to the same line as transaction 2. 

IMPLICATION: These timing values may cause read data to be corrupted if the writeback memory type is 
used. 

WORKAROUNO: Do not use an RCD value of 4. 
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19. Teo_MAx Specification Not Met for GTL+ Signals 

PROBLEM: The Teo_MAX specification for the GTL+ signals of the Intel 450KX PClset is 6.0 ns. The actual 
value is 7.5 ns. 

IMPLICATION: This value should be used when designing systems using the affected chipsets. 

WORKAROUNO: None identified. 

20. RA W May Hang 1:1 or 2:1 Interleaved MP Systems 

PROBLEM: If Read-Around-Write (RAW) is enabled in the 82453KX MC, there is a potential for two reads 
being assigned to the same internal data buffer, causing the system to hang. The following transactions must 
be issued during a snoop stall for a previous read for this erratum to occur: 

1. A line read transaction. 

2. A a-byte length read transaction. 

3. An explicit write back transaction. 

4. A line read transaction. 

Transactions 1 and 4 may target the same buffer (causing the system to hang) in this situation. In A2 450KX 
PClset silicon, it is also possible for a read transaction to incorrectly pass a write transaction with the same 
line address, but different chunk address. Both of these conditions require multiple symmetric bus agents 
(such as processors). 

IMPLICATION: Uniprocessor systems will not be affected by this erratum. Other Intel 450KX PClset-based 
systems will hang if this sequence occurs during a snoop stall. 

WORKAROUNO: Do not enable RAW in the 82453KX MC. 

21. Mixed Interleave Increments May Cause Data Corruption 

PROBLEM: If some DRAM module sizes are mixed together, some Intel 450KX PClset-based systems may 
corrupt user or system data, resulting in incorrect calculations and/or system failure. This can only occur if: 

• Interleave increments containing 8-Mbytes or 32-Mbytes of memory exist in conjunction with interleave 
increments which contain other amounts of memory, or 

• One or more interleave increments have 8- or 32-Mbytes of memory, and there are no DRAM modules in 
the first row (row 0) of the memory subsystem. 

Note that in systems with only one row of memory in use (Le. 2 SIMMs in 1:1 interleave or 4 SIMMs in 2:1 
interleave), or with all SIMMs or DIMMs the same size and configuration, only one interleave increment size is 
possible (since all memory in the same row must be the same size), so this erratum will not affect the system. 

Also note that the BIOS of some (usually server) platforms may automatically downsize or eliminate a row of 
memory if a bad DRAM module is detected in that row. It is possible for this alteration of memory sizes to 
result in the system entering a vulnerable configuration (if memory is downsized to interleave increments of 8 
or 32 Mbytes, or if row a is removed from the configuration). This can occur even with logically double-sided 
DRAM modules, which otherwise always have the same size interleave increments across their two rows. 

IMPLICATION: Some systems only support one row of memory (Le. 1:1 interleaving with 2 SIMMs or 2:1 
interleaving with 4 SIMMs). In these systems, only one interleave increment size is possible (since all memory 
in the same row must be the same size), so they are not affected by this erratum. In systems which support 
two or more rows of memory (other than systems which support two rows of double-sided SIMM DRAM only), 
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one must be careful not to mix DRAM of certain sizes. If there are 8 or 32 Mbytes of DRAM in any interleave 
increment, all other interleave increments must have the same amount of DRAM, and row 0 must be 
populated with DRAM modules to avoid data corruption due to this erratum. 

The chart below gives the interleave increments for some common memory technologies: 

SIMMs DRAM Technology Interleave Increment 

Two 4-Mbyte, single-sided 1-Mbit x 4 4-Mbit 8 Mbytes* 

Two 8-Mbyte, double-sided 1-Mbit x 4 4-Mbit 8 Mbytes* 

Two 8-Mbyte, single-sided 2-Mbit x 8 16-Mbit 16 Mbytes 

Two 16-Mbyte, double-sided 2-Mbit x 8 16-Mbit 16 Mbytes 

Two 16-Mbyte, single-sided 4-Mbit x 4 16-Mbit 32 Mbytes* 

Two 32-Mbyte, double-sided 4-Mbit x 4 16-Mbit 32 Mbytes* 

Two 32-Mbyte, single-sided 8-Mbit x 8 64-Mbit 64 Mbytes 

Two 64-Mbyte, double-sided 8-Mbit x 8 64-Mbit 64 Mbytes 

Two 64-Mbyte, single-sided 16-Mbit x 4 64-Mbit 128 Mbytes 

Two 128-Mbyte, double-sided 16-Mbit x 4 64-Mbit 128 Mbytes 

DIMMs DRAM Technology Interleave Increment 

One 8-Mbyte, single-sided 1-Mbit x 4 4-Mbit 8 Mbytes* 

One 16-Mbyte, double-sided 1-Mbit x 16 16-Mbit 8 Mbytes* 

One 16-Mbyte, single-sided 2-Mbit x 8 16-Mbit 16 Mbytes 

One 32-Mbyte, double-sided 2-Mbit x 8 16-Mbit 16 Mbytes 

One 32-Mbyte, single-sided 4-Mbit x 4 16-Mbit 32 Mbytes* 

One 64-Mbyte, double-sided 4-Mbit x16 64-Mbit 32 Mbytes* 

One 64-Mbyte, single-sided 8-Mbit x 8 64-Mbit 64 Mbytes 

One 128-Mbyte, double-sided 8-Mbit x 8 64-Mbit 64 Mbytes 

One 128-Mbyte, single-sided 16-Mbit x 4 64-Mbit 128 Mbytes 

NOTE: 
*To avoid corruption of data, do not mix 8-Mbyte or 32-Mbyte interleave increments with other increment sizes (including each 
other). If 8-Mbyte or 32-Mbyte interleave increments are used (exclusively), ensure that row 0 is populated with DRAM 
modules. 

WORKAROUNO: When upgrading memory: 

• In systems which support multiple rows of memory, always populate row 0 with DRAM modules. 

• Exercise caution when using 4-Mbyte or 16-Mbyte SIMMs (single- or double- sided), or when using 8-
Mbyte or 32-Mbyte DIMMs. Note that exclusively using DRAM modules which are all the same size will 
always avoid this erratum" 

• When writing a BIOS for an Intel 4S0KX-based system, the memory configurations susceptible to this 
erratum should be detected and flagged to alert the user of the problem. Ensure that such detection 
mechanisms are placed after any bad DRAM detection mechanisms so that vulnerable configurations are 
detected after memory downsizing has occurred. 
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• Refer to your system documentation, or contact your system vendor, for details on your system's support 
for the various interleaving modes and DRAM styles. 

See the white paper Mixing DRAM Sizes with the 824S0KXJGX PC/set on Intel's World Wide Web site at URL 
http://www.intel.com/procs/support/ppro/450kxgx.htm for more information. 

22. Parity Error May Occur for ADS# During BINIT# 

PROBLEM: If BINIT# is asserted due to some catastrophic system event, the system will reset the bus and 
attempt to recover. If, however, ADS# is asserted for a request during the BINIT#, some of the signals 
associated with the request may not be driven when they should be. This results in an incorrect request parity 
and an assertion of AERR# 2 clocks after the BINIT# is complete, which is not a valid error phase. 

IMPLICATION: A second (spurious) AERR# will be observed, resulting in a spurious SERR#. No data loss or 
hang is associated with this erratum, just an extra assertion of AERR# after detection of a catastrophic bus 
condition. 

WORKAROUNO: None identified. 

23. Hang with PCI-to-PCI Bridges in MP Systems 

PROBLEM: If a PCI-to-PCI bridge is present in a system, either on a card or native on the motherboard, a 
"livelock" hang condition may be possible if pipelined transactions are allowed (i.e. the 100 depth is set to 8). 
This may happen if the following events occur: 

1. An ordering event (such as I/O reads, and I/O writes for some components) from one processor is 
followed by a second such event from another processor. These outbound events are directed through 
the 82454KX PB, and dynamically disable inbound write posting. 

2. The PCI-to-PCI bridge is attempting to perform an inbound write through the 82454KX PB. 

If this situation arises, the PCI-to-PCI bridge will retry the outbound transactions, but must follow ordering 
constraints on the I/O operations. The outbound transactions are then reissued on the processor bus faster 
than the 82454KX PB can prepare to service the inbound write request from the PCI-to-PCI bridge. 
Consequently, the inbound write cannot complete, and the I/O transactions are continuously retried and re­
issued on the processor bus, resulting in a "livelock" hang with neither side making forward progress. 

IMPLICATION: PCI-to-PCI bridges present in an MP system may cause the system to hang. 

WORKAROUNO: Set the 100 depth to 1. If this is not acceptable (multiprocessor systems may see significant 
performance degradation with this setting), a hardware workaround may be implemented using a 
programmable logic component. This workaround allows the outbound transactions to complete after they are 
retried by the PCI-to-PCI bridge, by putting the 82454KX PB in non-GAT (as opposed to GAT, or Guaranteed 
Access Time, mode) for 64 processor clocks after an outbound request is retried once, or after an inbound 
request is retried 8 times. 

24. PCI_RST# Not Asserted Asynchronously 

PROBLEM: The 82454KX PB requires a valid BCLK to assert the PCI_RST# signal, due to clocked logic in 
the assertion paths of these signals. 

IMPLICATION: This signal is not asynchronous, as was intended. 

WORKAROUNO: Ensure a valid BCLK is provided before attempting to reset the PCI bus. 
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25. BERR# to BINIT# Conversion May Prevent Recovery From BINIT# 

PROBLEM: If an error on a bus split operation occurs which causes an assertion of both BERR# and BINIT#, 
and BERR# to BINIT# conversion is enabled in the 82454KX PB, BINIT# will be driven a second time, 2 bus 
clocks after the first completes. At this time, another 450KX agent may still be driving BNR# for the first 
BINIT#, and other devices may then try to drive BNR# for the second BINIT#. This results in the system being 
unable to recover successfully from the BINIT#, hanging the system. 

IMPLICATION: After a double assertion of BINIT# due to detection of a catastrophic error, the bus may not be 
reset properly, resulting in a system hang. 

WORKAROUNO: Do not enable BERR#-to-BINIT# conversion in the 82454KX PB. BERR#-to-SERR# 
conversion can be used instead. 

26. Error Reporting Registers May Not Record Error Information 
Correctly 

PROBLEM: The error reporting functionality of the 82453KX MC is limited in the following ways: 

1. If a transaction occurs which contains an SBC (single-bit correctable) error, the error is detected, 
corrected, and logged (if ECC error detection, correction, and logging are enabled in the 82453KX MC). If 
a subsequent transaction contains an SBC error on one chunk (an 8-byte block of data) and an UNC 
(uncorrectable, double-bit) error on another, both will be detected, and the SBCERR# and BERR# signals 
will be asserted normally, but only the SBC error will actually be logged in the error reporting registers of 
the 82453KX MC. 

2. If a transaction occurs with an UNC error, the error is tracked via an internal error buffer, and BERR# is 
asserted (if this feature is enabled). If the system does not shut down due to this error, and an SBC error 
occurs such that the UNC error is being popped from the error buffer at the same time that the SBC error 
is pushed into the buffer, the UNC error will not be logged into the error reporting registers of the 
82453KX MC. 

IMPLICATION: Under some circumstances, some errors will not be reported properly when detected in 
combination with other errors. This will result in an error not being logged into the error reporting registers of 
the 82453KX MC. However, this erratum does not affect the detection and correction of SBC errors or the 
detection of UNC errors. 

WORKAROUNO: None identified. 

27. Combination of ECC Errors May Cause One Error to Be Undetected 

PROBLEM: The 82452KX DP may not detect a memory ECC error during pipelined line reads, when there 
are multiple SBC and/or UNC errors across cache line boundaries. The error combinations which are affected 
are as follows: 

1. An SBC error will detected and corrected, but not reported to the 82453KX MC, if it occurs on chunk 3 of 
the first line read when there is an UNC error on chunk 2 of the first line read and an SBC on chunk 0 of 
the second line read. In this case, no error record will exist for the first SBC, but data will not be corrupted. 

2. An UNC error will be detected by the 82452KX DP but not reported to the 82453KX MC, if it occurs on 
chunk 3 of the first line read when there is an SBC error on chunk 2 of the first line read and either type of 
error on chunk 0 of the second line read. In this case, no error record will exist for the first UNC, and 
BERR# will not be driven if the third error is an SBC. 
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Note that these are the only combinations of errors affected by this erratum; other combinations of errors 
(including cache lines with more errors than specified) will all be detected, and any subsequent UNC errors 
which occur will cause BERR# to be driven by the 82453KX MC (assuming this feature is enabled). 

IMPLICATION: An error will not be detected if it occurs with these very specific combinations, possibly 
resulting in corrupted data. The other errors in these combinations, as well as all other errors which occur on 
other transactions which do not fall within this pattern, will be detected correctly. 

WORKAROUNO: None identified. 

28. 16-Byte Write May Hang System 

PROBLEM: If a 16-byte partial write is issued in the middle of a sequence of line writes, the line write 
immediately after the 16-byte write may fail. A subsequent read transaction will hang the processor bus. Note 
that neither the Pentium Pro processor nor any Intel 450KX PClset agent will generate 16-byte writes. Only 
systems containing third-party bus agents may be affected by this erratum. 

IMPLICATION: If third-party agents which issue 16-byte writes are present in a system, the system may hang 
after a sequence of write transactions. 

WORKAROUNO: Do not use third-party agents which issue 16-byte writes. 

29. 16-Byte Read with Two ECC Errors May Not Be Reported Correctly 

PROBLEM: If a line read contains either type of error in chunk 3, and the line read is followed by a 16-byte 
read which has either an SBC error in chunk 0 and an UNC error in chunk 1 or an UNC error in chunk 1 and 
an SBC in chunk 0, a stale error record will be left in the error reporting registers which does not correspond 
to the last errors detected. All errors in this combination will be detected, however, and BERR# will be driven 
for UNC errors (assuming this feature is enabled). Note that neither the Pentium Pro processor nor any Intel 
450KX PClset agent will generate 16-byte reads; only systems containing third-party bus agents may be 
affected by this case. 

IMPLICATION: Under some circumstances, some errors will not be reported properly when detected in 
combination with other errors. This may result in an error not being logged into the error reporting registers of 
the 82453KX MC at all, or it may result in incorrect error information being logged. This erratum does not 
affect the detection and correction of SBC errors or the detection of UNC errors. 

WORKAROUNO: Do not use third-party agents which issue 16-byte reads. 

30. Inbound Locked PCI Transactions May Hang System 

PROBLEM: This erratum manifests itself in the following sequence: 

1. A locked read request is issued on the PCI bus, and targets the processor bus. The 82454KX PB asserts 
DEVSEL#. 

2. The transaction is entered into the 82454KX PB's request queue, which then asserts BPRI#. 

3. Before the ADS# for this transaction occurs, a pipelined retry response is received for the previous 
request. 

4. ADS# is asserted on the processor bus for the locked read. In the sequence which causes the system to 
hang, the 82454KX PB confuses the retry for the previous transaction with a retry for this locked read. 
LOCK# is then asserted for only one clock, but the PCI LOCK# signal remains asserted. 
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5. The locked read's response phase completes on the processor bus and TRDY# is asserted on the PCI 
bus, completing the first part of the lock. Note that BPRI# is still asserted. 

6. The locked write which is the second half of the inbound lock is issued on the PCI bus, and the 82454KX 
PB asserts DEVSEL#. 

7. The locked write transaction is entered into the queue. However, the 82454KX PB cannot issue the 
transaction on the processor bus until PCI LOCK# is deasserted. The PCI bus cannot deassert PCI 
LOCK# until the write completes. This deadlock results in the system hanging. 

IMPLICATION: If a PCI device driver allows the device to issue a locked transaction targeting the processor 
bus, and the 100 depth is set to 8, a retry response for a transaction may cause the system to hang. 

WORKAROUNO: Drivers that are capable of issuing inbound locked PCI transactions are very rare. When 
using these drivers in a system, use an 100 depth of 1. 

31. Retry on Inbound Read May Corrupt Outbound Data 

PROBLEM: If an inbound read is retried by a third-party agent, and DBSY# is still asserted from a normal 
data response for a pipe lined read directed through the 82453KX MC, an outbound write can be issued while 
the outbound data buffer and status pOinter are out of synch. This results in incorrect data being used for the 
outbound write. 

IMPLICATION: Using third-party devices which issue pipelined retry responses may result in data corruption. 

WORKAROUNO: If third-party devices which issue retry responses are used in the system, use an 100 depth 
of 1. Alternatively, a third-party device can delay its retry response until DBSY# is deasserted from the 
previous response. 

32. ADS# in Last Clock of BINIT# Prevents Recovery 

PROBLEM: If an ADS# assertion for a transaction targeting the 82453KX MC occurs during the last clock of 
an assertion of BINIT#, the ADS# will not be canceled correctly. The system will hang instead of recovering 
from the catastrophic condition which resulted in the BINIT# assertion. . 

IMPLICATION: BINIT# is only asserted upon detection of a catastrophic bus condition. If this occurs, the 
system may not generally be able to recover. This erratum decreases the possibility of being able to recover 
from this condition, but does not cause any additional incorrect behavior. 

WORKAROUNO: None identified. 

33. Some Signals Indeterminate After RESET# Deassertion 

PROBLEM: There exists.a window of a single bus clock after RESET# has been deasserted where simulation 
has shown a possibility of the 82453KX MC sending a spurious command via the MEM_CMD# and/or 
MIC_CMD# signals to the 82452KX DP and/or 82451 KX MICs. 

. ': '. 

IMPLICATION: If this were to occur, it might result in the 82452KX DP and/or 82451 KX MICs attempting to 
execute a false command, most likelt resulting in a system hang on startup. However, Intel has not identified 
any silicon 450KX component that has ever exhibited this condition, either under test or in actual systems; the 
MEM...:.CMD# and MIC_CMD# signals have always been observed. to come up in a deter~inistic fashion. 

WORKAROUNO: None identified. 

22 



infel~ INTEL450KXlGX PCISET SPECIFICATION UPDATE 

34. Delayed Read from PCI-to-PCI Bridge May Corrupt Data 

PROBLEM: There exists a boundary condition in the 82454KX PB which may cause corruption of read data in 
an MP system, if the following sequence of events occurs: 

1. A processor performs a destructive read directed towards a device below a PCI 2.1 Local Bus 
Specification compliant PCI-to-PCI bridge. The bridge delays the read and the 82454KX PB gives a retry 
response to the transaction. When this occurs, the PCI-to-PCI bridge starts a timer. The PCI-to-PCI bridge 
discards the read data from the target device if this timer expires. 

2. A different processor initiates a configuration access (read or write) to a nonexistent device with a device 
ID of greater than 15. These accesses are allowed to time out on the processor bus (and are claimed by 
the 82454KX PB's watchdog timer), and are not forwarded to the PCI bus by the 82454KX PB. 

3. Another processor issues a non-posted write to the 82454KX PB, or an inbound request targets the 
82454KX PB before the first processor can retry the destructive read. If this occurs, the read cannot be 
forwarded to the PCI bus until the 82454KX PB's watchdog timer expires. 

The PCI-to-PCI bridge's timer will expire after 215 PCI bus clocks (which is less than the 82454KX PB's 
minimum watchdog timer value of 1.5 ms). After this, it will discard the data, as required by the PCI 2.1 Local 
Bus Specification. Since the read was destructive, the data is lost. 

IMPLICATION: This erratum would typically occur when a driver is scanning for populated PCI device 
numbers in the system. If delayed reads are enabled in the PCI-to-PCI bridge, data corruption may result. 

WORKAROUNO: Do not enable delayed reads in PCI 2.1 Local Bus Specification compliant PCI-to-PCI bridge 
devices. 

35. Page Open Policy of "Hold Page Open" May Corrupt Write Data 

PROBLEM: If Read-Around-Write (RAW) is enabled, the Page Open Policy is set to "hold page open," and 
the loa depth is set to 8, there is a potential for data corruption after a configuration cycle is issued during a 
sequence of memory transactions, as follows: 

1. A read from memory. 

2. A write to the Configuration Address register. 

3. A write to memory which is a page miss. 

4. A read from memory which is a page hit (relative to transaction #1). 

Or, 

1. A read from memory with an ECC error logged. 

2. A write to memory which is a page miss. 

3. A read from memory which is a page hit (relative to transaction #1). 

These sequences, with the configuration detailed above, will cause the data for the write to memory to be 
corrupted. 

IMPLICATION: With all of these features enabled, data corruption may occur, resulting in unpredictable 
system failure. 

WORKAROUNO: Use the default Page Open Policy (close page). Disabling RAW and ERAWor using an loa 
depth of 1 will also prevent this erratum, but may have a larger impact on performance. 
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36. T CASE Drop Plus Voltage Swing May Cause DPLL Failure 

PROBLEM: Analysis of the DPLL (Digital Phase Lock Loop) units of the Intel 450KX PClset components has 
shown that a DPLL failure can occur during certain changes in temperature and/or voltage within the Intel 
450KX PClset component specification, resulting in a loss of DPLL functionality for between 2 and 500 bus 
clocks. 

The current specification states that the Intel 450KX/ PClset is operational over a T CASE range of 0 - 85°C and 
a Vcc range of 3.3V ± 5%. 

After a device has undergone a hard reset of the DPLL (via the PLLRST pin), a drop in T CASE accompanied 
by an increase in Vcc may cause this erratum to occur. The magnitude of the temperature drop and supply 
voltage increase required to cause this failure is graphed below: 
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Figure 1. Vcc Increase vs. T CASE Drop for DPLL Failure (Worst Case) 

IMPLICATION: If the TCASE of any Intel 450KX. PClset component is allowed to decrease by more than 18°C 
after the point at which DPLL lock is obtained after a DPLL hard reset, a positive voltage swing may cause the 
component to lose its internal clock for 2 - 500 processor bus clocks. This may result in a system hang, lost 
data, or other unpredictable system failure (note that if the component is not processing commands or data for 
the time during which the internal clock is lost, no failure will be observed). The larger the temperature drop 
and/or voltage swing, the more likely the failure. 

IfVcc swings from 3.3V -5% to 3.3V +5%, and TCASEdoes drop more than 18°C past the temperature at 
which the DPLL was reset, this erratum may occur. Similarly, if T CASE transitions from 85°C (at DPLL reset 
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time) to DoC, a swing in Vee of more than 0.5% may cause this erratum. Thus, maintaining a moderately 
constant TeAsE and Vee will prevent this erratum, as per the graph above. 

WORKAROUNO: Ensure that the DPLL reset occurs during a period where the TeASE is low and/or the Vee is 
high relative to normal operational conditions (e.g. if the system is running at a high temperature and is 
powered down, allow it to cool before powering up again). Alternately, ensure that the system meets a 
restricted specification for changes in TeASE and Vee. 

37. Memory Gap Reclaiming May Corrupt Data 

PROBLEM: If the memory subsystem is configured using the Memory Gap Register (MG), Low Memory Gap 
Register (LMG), or High Memory Gap Start Address and End Address registers (HMGSA, HMGEA) to allow a 
gap in the address map of the 82453KX MC, and if the memory in these gaps is reclaimed (by setting the 
appropriate bit in the MG, LMG, or HMGSA registers), the row address strobe (RAS#) signals may be 
corrupted. 

IMPLICATION: An incorrect address may be generated for a memory access if any of these three memory 
gaps are enabled with the memory reclaimed. This would result in data corruption and unpredictable system 
failure. 

WORKAROUNO: If these memory gaps are used, do not reclaim the memory in the gaps. 

38. RAW May Corrupt Write Data in 1:1 Interleaving 

PROBLEM: If a memory subsystem is configured for 1:1 interleaving (i.e. only using one memory interleave, 
also known as non-interleaved), and read-around-write (RAW) is enabled, a partial write transaction to a 
memory location marked as Modified in the L2 cache followed by a line read transaction which is re-ordered 
around the partial write may result in the write data being corrupted. 

IMPLICATION: With RAW enabled and the memory subsystem 1:1 interleaved, data corruption may occur, 
resulting in unpredictable system failure. 

WORKAROUNO: Do not enable RAW if the system is configured in 1:1 interleaving. 

PROBLEM: BINIT# is asserted on the Pentium Pro processor system bus to indicate the occurrence of a 
catastrophic system error condition or a situation that prevents reliable future operation. When the 82453GX 
MC component of the 450GX PClset recognizes the assertion of BINIT# on the system bus, it prepares to 
clear certain internal state. In the process, a currently active RAS# signal associated with a read, write or 
refresh operation in progress may also be negated. If this negation causes the minimum RAS# pulse width 
timing to be violated then spurious bits may appear in one page of the memory array. 

IMPLICATION: The catastrophic system error conditions that led to BINIT# assertion may in turn lead to a 
page of memory being incompletely written or improperly refreshed before potentially recovering from BINIT#. 

WORKAROUNO: Recovery from BINIT# assertion may be aided by a Machine Check Exception (MCE) or 
System Management Interrupt (SMI) handler. MCE or SMI handlers resident in non-volatile memory can 
protect recovery routines from encountering this situation, allowing them to be reliably executed after BINIT# 
assertion. 
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SPECIFICATION CLARIFICATIONS 

1. Explicit Writebacks Claimed by 82454KX PB 

Note 2 in Section 3.2 of the Intel 450KXIGX PClset Data Sheet states that writebacks initiated by other agents 
are ignored by the PB. It should be noted that while this is true with respect to PCI bus transactions (i.e. no 
PCI bus cycles will be generated due to any writeback transaction), if a writeback occurs to memory behind 
the 82454KX PB, the data will be lost or a violation of processor bus protocol will occur. The 82454KX PB is 
not a caching agent, and no writeback transactions should be targeted to devices on the PCI bus. Memory 
behind the 82454KX PB may not be mapped as cacheable (yVB type) memory. 

The following text will be added to the paragraph describing the DRL DRAM Row Limit Register in Section 
2.3.13 of Chapter3 Memory Controller of the Intel 450GX PClset databook. 

"The DRAM Row Limit registers may only be programmed in such a fashion that they do not violate the 
supported memory configurations outlined in Table 22, Minimum and Maximum Memory Sizes for Each 
Configuration. Other configurations of the row limit registers using increments other than those described are 
not supported." 
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DOCUMENTATION CHANGES 

1. Register Offset and Default Value Correction 

Some configuration registers are documented unclearly or inconsistently in the Inte/ 450KXIGX PC/set 
datasheet. A table of the correct offsets and values is given below with the changes in bold (note that this list 
only contains reg,isters with changes): 

Configuration Register Address Offset Default Value Notes 

824S4KX 

Top of System Memory 40-43h OOOOOOOOh 

Bridge Device Number 49h '00011001b 

PB Configuration 4Ch 19h 

PCI ReadlWrite Control 54-55h OOOOh 

Memory Gap Range 7S-79h . OOOOh 

Memory Gap Upper 7A-7Bh OOOOh 
Address 

PCI Frame Buffer 7C-7Fh OOOOOOOOh 

High Memory Gap Range SS-SBh OOOOOOOOh 
Start Address 

High MemorY Gap End SC-SFh OOOOOOOOh 
Address 

Configuration Values Driven BO-B1h OOOOh Bit 7: 1 = Depth of 1. 0 = Depth of 
on Reset 8. Pentium Pro processors use an 

in-order depth of 1 if this bit is 1. 

Captured System B4-B5h OOOXXXXX X = captured during hard reset. 
Configuration Values XXXO OOOOb Bit 7: 1 = Depth of 1. 0 = Depth of 

8. Pentium Pro processors use an 
in-order depth of 1 if this bit is 1. 

SMRAM Range BS-BBh 0000 0005h Bits [15:0] correspond to A[31:16]#. 
The default starting address is 
SOOOOh and ranges to SFFFFh. 

PB Retry Timers CS-CBh 00000003h 

82453KX 

Controller Device Number 49h 0001010Xb X = loaded at reset 

Single Bit Correctable Error 74-77h OOOOOOOOh 
Address 

Low Memory Gap Register 7C-7Fh 0010 OOOOh Bits [9:S]: Reserved. 

Bits [4:0]: Low Memory Gap Size. 
This field defines the memory gap 
size as follows: 

Bits [4:0] Size Bits [4:0] Size 
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Configuration Register Address Offset Default Value Notes 

00000 1 MB 00111 5MB 

00001 2MB 01111 16 MB 

00011 4MB 11111 32 MB 

High Memory Gap Start 8S-SBh OOOOOOOOh Bit 30: Reclaim Enable. 1 = 
Address Enable. 0 = Disable (default). When 

enabled, the physical memory in 
this gap is reclaimed. 

High Memory Gap End 8C-SFh OOOOOOOOh 
Address 

Memory Timing Register AC-AFh 30DF3516h Bit 15: 1 = 2 Cycles. 0 = 1 Cycle 
(default). 

SMRAM Range BS-BBh OOOOOOOAh 

2. CMOS Definition Should be 3.3V or 5V 

In Section 1.0 of both Chapter 2 and Chapter 3 of the /nte1450KXIGX PC/set datasheet, CMOS signals are 
defined as follows: 

CMOS Rail-to-rail CMOS tolerant to 5V levels. 

This should read: 

CMOS Rail-to-rail CMOS tolerant to 3.3V or 5V levels. See Chapter 4, Section 1.2., Signal Groups. 
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Part II: Specification Update for the Intel 450GX PClset 





GENERAL INFORMATION 

Top Markings 

B- and C-step Production Units, BGA: 

NOTES: 

PClset 
• FWnnnnnaa 

I 5 Unnn 

@ @ 'VYCountry 

YYWWXXnnn 

nnnnnaa = Product Number. 

Q nnn = Sample Specification Number 

S Unnn = S-spec Number. 

'YY Country = Copyright Dates and Country of 
Origin. 

YY'NWXXnnn = Alternative Identification Number. 
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B- and C-step Production Units, QFP: 

PClset 
• Snnnnnaa 

I 5 Unnn 

@ @ 'VYCountry 

YYWWXXnnn 
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Basic Intel 450GX PClset Identification Information 

Product Vendor Device Revision Product Kit 
Number 10 10 10 Stepping Steppings S-Spec Vcc TCASE Notes 

S82451GX n/a1 n/a1 n/a1 A1 80 SU019 3.3V±5% O°C - 85°C 

S82451GX n/a1 n/a1 n/a1 A1 CO SU019 3.3V± 5% O°C - 85°C 

S82452GX n/a1 n/a1 n/a1 A3 80 SU056 3.3V± 5% O°C - 85°C 

FW82452GX n/a1 n/a1 n/a1 A3 80 SU057 3.3V±5% O°C - 85°C 2 

S82452GX n/a1 n/a1 n/a1 A4 CO SY050 3.3V±5% O°C - 85°C 

FW82452GX n/a1 n/a1 n/a1 A4 CO SY053 3.3V±5% O°C - 85°C 2 

S82453GX 8086h 84C5h 4 A4 80 SU058 3.3V±5% O°C - 85°C 

S82453GX 8086h 84C5h 5 A5 CO SY051 3.3V±5% O°C - 85°C 

S82454GX 8086h 84C4h 4 A4 80 SU059 3.3V±5% O°C - 85°C 

FW82454GX 8086h 84C4h 4 A4 80 SU063 3.3V±5% O°C - 85°C 2 

S82454GX 8086h 84C4h 6 A6 CO SY052 3.3V± 5% O°C - 85°C 

FW82454GX 8086h 84C4h 6 A6 CO SY054 3.3V±5% O°C - 85°C 2 

NOTES: 
1. These components are not visible from the PCI bus, and so do not have Vendor, Device, or Revision ID registers. 

2. These components have BGA (Ball Grid Array) packaging. 
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Summary Table of Changes 

The following table indicates the Specification Changes, Errata, Specification Clarifications, or Documentation 
Changes which apply to the Intel 450GX PClset. Intel intends to fix some of the errata in future steppings of 
the component(s), and to account for the other outstanding issues through documentation or specification 
changes as noted. This table uses the following notations: 

CODES USED IN SUMMARY TABLE 

X: 

Doc: 

Fix: 

Fixed: 

NoFix: 

(No mark) or (blank box): 

Shaded: 

NO. BO CO Plans 

1 X X Doc 

2 X X Doc 

3 X X Doc 

4 X Doc 

5 X Doc 

6 X Doc 

7 X Doc 

NO. BO CO Plans 

1 X Fixed 

2 X Fixed 

3 X Fixed 

4 X Fixed 

5 X X NoFix 

6 X Fixed 

7 X Fixed 

8 X Fixed 

9 X Fixed 

10 X Fixed 

11 X X NoFix 

Specification Change, Erratum, Specification Clarification, or Documentation 
Change applies to the given stepping. 

Intel intends to update the appropriate documentation in a future revision. 

Intel is investigating the possibility of fixing this erratum in a future stepping of the 
component(s). 

This erratum has been previously fixed. 

Intel is currently not investigating a fix for this erratum. 

This item is fixed in or does not apply to the given kit stepping. 

This erratum is either new or modified from the previous version of the document. 

SPECIFICATION CHANGES 

PLLRST pin added 

Valid memory timing parameters 

CMOS overshoot/undershoot specification 

New features added to PDM register 

Unused Pentium® Pro Processor Device Log register added 

Locks to in-line shadowed BIOS not supported in Aliased GAT mode 

AERR# to BERR# Conversion Enable bit added 

ERRATA 

SMRAM addresses may not be decoded correctly 

Processor bus ECC error reporting may not record error information for one error 

RAW may hang 1:1 or 2:1 interleaved MP systems 

Mixed interleave increments may cause data corruption 

Parity error may occur for ADS# during BINIT# 

Configuration cycle to non-compatibility bridge may collide with inbound posted 
write 

Hang with PCI-to-PCI bridges in MP systems 

PCI RST# not asserted asynchronously 

Combination of ECC errors may cause one error to be undetected 

BERR# to BINIT# conversion may prevent recovery from BINIT# 

16-Byte read with two ECC errors may not be reported correctly 
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NO. 80 CO Plans 

12 x Fixed 

13 x Fixed 

14 x Fixed 

15 x Fixed 

16 x Fixed 

17 x Fixed 

18 x X NoFix 

19 x Fixed 

20 X Fixed 

21 X Fixed 

22 X Fixed 

23 X NoFix 

24 X X NoFix 
I,',~·: ~"",," 
2h·\ " J\.; J\. 

NO. BO CO Plans 

1 X X Doc 
,;;;:';,:,,'/:' ".". ./, :,;:nLi z:.'.':\:'·;:;' liA, ':·x 

NO. BO CO Plans 

1 X X Doc 

2 X X Doc 
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ERRATA 

Inbound locked PCI transactions may hang system 

Retry on inbound read may corrupt outbound data 

ADS# in last clock of BINIT# prevents recovery 

Some signals indeterminate after RESET# deassertion 

Delayed read from PCI-to-PCI bridge may corrupt data 

Page Open Policy of "hold page open" may corrupt write data 

T CASE drop plus voltage swing may cause DPLL failure 

Processor bus ECC signals may be corrupted 

IO_REQ# may not be deasserted for BPRI# during GAT, Non-GAT, or APIC 
Flush mode request 

Memory gap reclaiming may corrupt data 

RAW may corrupt write data in 1:1 interleaving 

Inbound write may be posted too soon after misaligned or multi-Dword cycle 

IO_REQ# may not be deasserted for BPRI# during GAT mode request 

§,iN!.t~A~~~r~lgnM~YJ¢~'.f~~.~i#iY~:,~§#·.~~9~tlpn; .. ··:;'Hii,.i'·iii/·., 

SPECIFICATION CLARIFICATIONS 

Explicit writebacks claimed by 82454GX PB 

?UpP9Jj~~!.Gp6fjg~r~tign§g9tMP.Rgw;.~!mlt<f;{~gl§~~tiflrc>gr~mmJQg: 

DOCUMENTATION CHANGES 

Register offset and default value correction 

CMOS definition should be 3.3V or 5V 
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SPECIFICATION CHANGES 

1. PLLRST Pin Added 

A PLLRST pin will be added to the definition of eac.h device in the Intel 450GX PClset. The pin numbers will 
be assigned as follows: 

Device Pin Number 

82454GX PB QFP 301 

82454GX PB BGA A5 

82453GX DC QFP 81 

82452GX DP QFP 202 

82452GX DP BGA B12 

82451GX MIC QFP 42 

This signal will be added to the block diagram in Figure 1 of both Chapter 2 and Chapter 3. 

Each of the specified PLLRST pins are 5V tolerant signals. 

The signal will be added to Chapter 2, Section 1.4 and to Chapter 3, sections 1.1, 1.2 and 1.3 as signal 
"PLLRST", type "I, CMOS", and described as "This pin must be driven high for at least 2 clocks to reset the 
internal DPLL (Digital Phase Lock Loop). The DPLL should be reset after (or until) the clock input pins are 
stable at their final operating frequency. This pin does not have an edge rate requirement." 

The following sentences will be added to Chapter 2, section 3.7.2 and Chapter 3, section 3.4: "The PLLRST 
pin must be driven high for at least 2 clocks to reset the internal DPLL. The DPLL should be reset after (or 
until) the clock input pins are stable at their final operating frequency." 

Chapter 4 will be updated to include this pin information throughout. 

2. Valid Memory Timing Parameters 

The following is a list of timing values which have been validated by Intel. The list is the result of applying the 
rules set forth in the /nte/450KXIGX PC/set datasheet plus a set of filters to eliminate settings that Intel 
believes would not or could not be used in practice. Note that OEMs must still ensure that the timing 
parameters used meet the timing constraints for their system design, applicable clock rates, and supported 
DRAM speeds. See below for a list of acronyms used in the table. 

RCD = 3, RCAD = 2, and CSR = 1 for all setting options listed below. 

1:1 2:1 4:1 

LWC RASPW CAH RCAS WCAS RP CP RBD ACh CP RBD ACh CP RBD ACh 

2 5 1 2 2 3 1 2 2814 2 1 2834 1 0 2814 

2 5 1 3 2 3 1 3 2914 1 1 2914 1 0 2914 

2 5 1 3 3 3 1 3 2954 1 1 2954 1 0 2954 

2 6 1 2 2 3 1 2 3014 2 1 3034 1 0 3014 
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1:1 2:1 4:1 

LWC RASPW CAH RCAS WCAS RP CP RBD ACh CP RBD ACh CP RBD ACh 
2 6 1 3 2 3 1 3 3114 1 1 3114 1 0 3114 

2 6 1 3 2 4 1 3 3115 1 1 3115 1 0 3115 

2 6 1 3 3 3 1 3 3154 1 1 3154 1 0 3154 

2 6 1 3 3 4 1 3 3155 1 1 3155 1 0 3155 

2 6 2 3 2 3 1 3 3514 1 1 3514 1 0 3514 

2 6 2 3 2 4 1 3 3515 1 1 3515 1 0 3515 

2 6 2 3 3 3 1 3 3554 1 1 3554 1 0 3554 

2 6 2 3 3 4 1 3 3555 1 1 3555 1 0 3555 

2 6 2 4 3 3 1 4 3654 2 2 3674 1 0 3654 

2 6 2 4 3 4 1 4 3655 2 2 3675 1 0 3655 

3 5 1 2 2 3 2 3 4834 2 1 4834 1 0 4814 

3 5 1 3 2 3 2 4 4934 1 0 4914 

3 5 1 3 3 3 2 4 4974 1 0 4954 

3 6 2 3 2 3 2 4 5534 1 0 5514 

3 6 2 3 2 4 2 4 5535 1 0 5515 

3 6 2 3 3 3 2 4 5574 1 0 5554 

3 6 2 3 3 4 2 4 5575 1 0 5555 

3 6 2 4 3 3 2 5 5674 2 2 5674 1 0 5654 

3 6 2 4 3 4 2 5 5675 2 2 5675 1 0 5655 

3 6 2 4 4 4 1 4 5695 2 2 56B5 1 0 5695 

RCO = 3, RCAO = 2, and CSR = 2 for all setting options listed below. 

1:1 2:1 4:1 

LWC RASPW CAH RCAS WCAS RP CP RBD ACh CP RBD ACh CP RBD ACh 

3 6 2 3 4 3 1 3 0594 1 1 0594 1 0 0594 

3 6 2 4 3 4 2 5 0675 2 2 0675 1 0 0655 

2 6 2 3 3 3 1 3 8554 1 1 8554 1 0 8554 

NOTE: 
All above values are in number of cycles, not actual bit settings, except ACh (which is the actual bit setting, in hexadecimal). 

RCD: RAS# to CAS# Delay: bits 3:2 of the Memory Timing Register (AC-AFh). 

RCAD: RAS# to Column Address Delay: bit 4 of the Memory Timing Register (AC-AFh). 

CSR: CAS# Setup to RAS# for CAS# before RAS# refresh: bit 15 of the Memory Timing Register (AC-AFh). 

LWC: Last Write to CAS#: bits 14:13 of the Memory Timing Register (AC-AFh). 

RASPW: RAS# Pulse Width: bits 12:11 of the Memory Timing Register (AC-AFh). 

CAH: Column Address Hold Time: bit 10 of the Memory Timing Register (AC-AFh). 

RCAS: Read CAS# Pulse Width: bits 9:8 of the Memory Timing Register (AC-AFh). 

WCAS: Write CAS# Pulse Width: bits 7:6 of the Memory Timing Register (AC-AFh). 
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RP: RAS# Precharge Time: bits 1:0 of the Memory Timing Register (AC-AFh). 
CP: CAS# Precharge Time: bit 5 of the Memory Timing Register (AC-AFh). 
RBD: Read Burst Delay: bits 2:0 of the Command Register (4C-4Fh). 
ACh: Actual hexadecimal value programmed into bits 15:0 of the Memory Timing Register (AC-AFh). 

3. CMOS Overshoot/Undershoot Specification 

The following will be added to Chapter 4, Section 2.4, Intel 450KXIGX Undershoot Specification, in the Intel 
450KXlGX PClset Data Sheet, and the section will be retitled Intel 450KXIGX Overshoot/Undershoot 
SpeCifications. 

The 3.3V tolerant CMOS signals of the processor bus allow for the following maximum AC waveforms: 

+7.1 V 

Overshoot 
Waveform 

OV 

3.6V 

~
t 

7.1 V p-to-p 

(min), 

V OvershooUUndershoot 
Test Waveform 

Undershoot 
Waveform 

7.1 V p-to-p 

\
t fi
~ 

Voltage Source Impedence 
R = 29/280 

-3.5 V 

(min). 

Average duty cycle of 17.6% 

Note: This test covers the AC operating conditions only. 

4. New Features Added to PDM Register 

• GAT/non-GAT Optimization Changes: the optimizations previously associated with non-GAT mode (e.g. 
less frequent dynamic disabling of inbound write posting) have been added to GAT mode. Thus, EISA 
performance should see non-GAT-like performance while running in full GAT mode. In addition, support 
was added for Aliased GAT mode (Le. putting the 82454 PB in non-GAT mode with the south bridge in 
GAT mode). This mode allows the inbound write posting optimization to take effect, in addition to allowing 
the deassertion of BPRI# between requests. Bit 3 of the PCI Decode Mode register at offset 48h is used 
for this purpose; setting this bit to '1' enables Aliased GAT mode. Table 1 details the optimizations. 

Table 1. GAT/non-GAT Optimization Changes in CO 82454GX PB Silicon 

Operation A2 and BO Steppings CO Stepping 

82454GX PB receiving GAT mode requests, Inbound write posting Inbound write posting kept 

South bridge in GAT mode dynamically disabled, enabled, 

BPRI# held asserted BPRI# held asserted 
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Operation A2 and 80 Steppings CO Stepping 

82454GX PB receiving non-GAT mode Inbound write posting Inbound write posting kept 
requests (Aliased GAT mode), kept enabled, enabled, 

South bridge in GAT mode, BPRI# held asserted BPRI# deasserted after 

Both sideband signals aliased to FLUSHBUF MEMACK# 

Locks to shadowed BIOS not 
supported 

82454GX PB receiving any sideband Not supported Not supported 
requests, 

South bridge in non-GAT mode 

• Livelock Prevention Disable: The workaround for Intel 450GX Erratum 7 has been incorporated internally 
into the CO str)pinr; of the 82454GX PB. A mechanism is provided to disable this workaround, by setting 
bit 5 of the PCI Decode Mode register at offset 48h to a '1'. 

• Traffic Priority Mode: This bit can be asserted to override the priority normally given to outbound 
requests. If this bit is zero (the default state), then non-GAT mode is entered for 64 clocks after an 
inbound request is retried eight times. Setting bit 6 of the PCI Decode Mode register at offset 48h to '1' 
disables this new feature. Intel recommends that BIOS override the default value and set this bit to '1' in 
systems with PCI Local Bus Specification 2.1 compliant PCI-to-PCI bridges which may experience 
extremely heavy inbound traffic; otherwise, temporary processor read starvation could result, reducing 
performance. Note that in other systems, especially those which experience heavy outbound traffic, this 
bit should remain at the default setting of '0'; otherwise, inbound read starvation may result, also 
impacting performance. 

Configuration Register Address Offset Default Value Notes 

82454GX 

PCI Decode Mode 48h 06h Bit 6: Traffic priority mode 

Bit 5: Livelock prevention disable 

Bit 3: Aliased GAT mode enable 

5. Unused Pentium® Pro Processor Device Log Register Added 

A new 16-bit register, called the "Unused Pentium Pro Processor Device Log", has been added to the 
82454GX PB at address offset CCh. This register should be programmed by BIOS to reflect the populated 
and unpopulated device IDs between 16 and 31 on the host bus (bus 0). The BIOS algorithm should perform 
a scan of the range from 16 to 31 on bus 0, detect each location that returns all1's (indicating an unpopulated 
device 10) from offset DOh in their configuration space, and set the corresponding bit in 82454GX PB 
configuration register CCh. (Bits corresponding to populated device ID's must remain "0" (deasserted). Bit n of 
this register corresponds to device 10 n + 16.) Previously, all reads to locations which return all 1's from offset 
DOh generated by further PCI scans would have timed-out (been claimed by the watchdog timer in the 
82454GX PB); the new register will force the 82454GX PB to claim these transactions via positive decode and 
forward them to the PCI bus, where they will result in a PCI master abort. This will provide much faster 
missing device access handling than the previous watchdog timer mechanism in the 82454GX PB (which will 
still be used if this regist~r is left with its default value of OOh). The new treatment of these cycles is necessary 
to avoid a potential for loss of read data in the presence of PCI 2.1 compliant PCI-to-PCI bridges during PCI 
device scans (see Intel 450GX Erratum #16). 
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Configuration Register Address Offset Default Value Notes 

82454GX 

Unused Pentium Pro CCh OOh Bit n corresponds to device 10 n + 
Processor Device Log 16. 1 = device 10 is unpopulated 

(as determined by a scan of bus 0). 
a = device present at 10 n + 16. 

6. Locks to In-Line Shadowed BIOS Not Supported in Aliased GA T 
Mode 

As described in Intel 450GX Specification Change 4, New Features Added to PCM Register, bit 3 of the PCI 
Decode Mode register in the 82454GX PB is used to put the PCI Bridge into Aliased GAT mode. Section 3.3, 
PCI Bus Interface, of the Intel 450KXIGX PClset datasheet describes the 82454GX PB's support for host bus 
locks. The following information will be added to this section: 

Locked transactions targeting in-line shadowed BIOS regions using conventional write protection (Le. read­
only to memory and write only to the PB) are not supported if Aliased GAT mode is enabled. If locked 
transactions must be issued to BIOS with Aliased GAT mode enabled, then the relevant BIOS region must be 
eHhe~ . 

• Mapped read/write in memory (forgoing write protection), 

• Read only in memory, write only to a third party device, or 

• Read only in memory, allowing the PB watchdog timer to time out write transactions. 

7. AERR# to BERR# Conversion Enable Bit Added 

Bit 1 of the PB Extended Error Reporting Command register (EXERRCMD) at offset COh is Reserved for Intel 
450GX PClsets of BO stepping; for the CO stepping of the Intel 450GX PClset, this bit can be set to '1' to 
enable the assertion of the BERR# signal upon detection of an assertion of AERR#. 

Configuration Register I Address Offset I Default Value I Notes 

82454GX 

PB Extended Error 

I 
COh I 0000 0010h 

I 
Bit 1: AERR# to BERR# enable. 

Reporting Command 
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ERRATA 

1. SMRAM Addresses May Not Be Decoded Correctly 

PROBLEM: While executing in SMM (System Management Mode), certain sequences of transactions may 
allow the CAS# signal to be asserted without a corresponding RAS# signal during a memory access to 
SMRAM. The sequences must be pipelined SMRAM requests (with the 100 depth set to 8) as follows: 

• An SMRAM request which opens a page (Le. the transaction address accesses a block of DRAM with a 
new row address). 

• An SMRAM request which is a page hit. 

• Another SMRAM request which is a page hit. 

The address phase of the third request must occur during the first clock of CAS# assertion for the second 
request to encounter this erratum. A second sequence is: 

• An SMRAM request which is a page hit. 

• Another SMRAM request whose ADS# assertion comes 5 or 6 clocks later than the ADS# assertion for 
the previous transaction, and which is also a page hit. 

IMPLICATION: If these sequences occur while in SMM, data corruption may result. 

WORKAROUNO: This erratum can be avoided in the Intel 450GX PClset by setting the 100 depth to 1, thus 
preventing transactions from being pipelined together. 

2. Processor Bus ECC Error Reporting May Not Record Error 
Information for One Error 

PROBLEM: If a line transaction returns data to the processor bus with an UNC or SSC ECC error detected on 
chunk 0, it will be reported correctly. If, however, an error of the opposite type (SSC vs. UNC) is detected on 
chunk 1 or chunk 2, this error will not be reported in the error reporting registers. However, an SSC error will 
be detected and corrected appropriately by the 82452GX DP, and an UNC error will cause SERR# to be 
driven (assuming this feature is enabled). 

IMPLICATION: After this specific sequence of errors, one error will not be reported properly when detected in 
combination with other errors. This will result in an error not being logged into the error reporting registers of 
the 82453GX MC. However, this erratum does not affect the detection and correction of SSC errors or the 
detection of UNC errors. 

WORKAROUNO: None identified. 

3. RAW May Hang 1:1 or 2:1 Interleaved MP Systems 

PROBLEM: If Read-Around-Write (RAW) is enabled in the 82453GX MC, there is a potential for two reads 
being assigned to the same internal data buffer, causing the system to hang. The following transactions must 
be issued during a snoop stall for a previous read for this erratum to occur: 

1. A line read transaction 

2. A O-byte length read transaction 

3. An explicit write back transaction 

4. A line read transaction 
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Transactions 1 and 4 may target the same buffer in this situation. 

IMPLICATION: Systems which use 4:1 interleaving and uniprocessor systems will not be affected by this 
erratum. Other systems will hang if this sequence occurs during a snoop stall. 

WORKAROUNO: Do not enable RAW in the 82453GX MC in a 1:1 or 2:1 interleaved MP configuration. 

4. Mixed Interleave Increments May Cause Data Corruption 

PROBLEM: If some DRAM module sizes are mixed together, some Intel 450GX PClset-based systems may 
corrupt user or system data, resulting in incorrect calculations and/or system failure. This can only occur if: 

• Interleave increments containing 8-Mbytes or 32-Mbytes of memory exist in conjunction with interleave 
increments which contain other amounts of memory, or 

• One or more interleave increments have 8- or 32-Mbytes of memory, and there are no DRAM modules in 
the first row (row 0) of the memory subsystem. 

Note that in systems with only one row of memory in use (i.e. 2 SIMMs in 1:1 interleave, 4 SIMMs in 2:1 
interleave, or 8 SIMMs in 4:1 interleave), or with all SIMMs or DIMMs the same size and configuration, only 
one interleave increment size is possible (since all memory in the same row must be the same size), so this 
erratum will not affect the system. 

Also note that the BIOS of some (usually server) platforms may automatically downsize or eliminate a row of 
memory if a bad DRAM module is detected in that row. It is possible for this alteration of memory sizes to 
result in the system entering a vulnerable configuration (if memory is downsized to interleave increments of 8 
or 32 Mbytes, or if row 0 is removed from the configuration). This can occur even with logically double-sided 
DRAM modules, which otherwise always have the same size interleave increments across their two rows. 

IMPLICATION: Some systems only support one row of memory (i.e. 1:1 interleaving with 2 SIMMs, 2:1 
interleaving with 4 SIMMs, or 4:1 interleaving with 8 SIMMs). In these systems, only one interleave increment 
size is possible (since all memory in the same row must be the same size), so they are not affected by this 
erratum. In systems which support two or more rows of memory (other than systems which support two rows 
of double-sided SIMM DRAM only), one must be careful not to mix DRAM of certain sizes. If there are 8 or 32 
Mbytes of DRAM in any interleave increment, all other interleave increments must have the same amount of 
DRAM, and row 0 must be populated with DRAM modules to avoid data corruption due to this erratum. 

The chart below gives the interleave increments for some common memory technologies: 

SIMMs DRAM Technology Interleave Increment 

Two 4-Mbyte, single-sided 1-Mbit x 4 4-Mbit 8 Mbytes* 

Two 8-Mbyte, double-sided 1-Mbit x 4 4-Mbit 8 Mbytes* 

Two 8-Mbyte, single-sided 2-Mbit x 8 16-Mbit 16 Mbytes 

Two 16-Mbyte, double-sided 2-Mbit x 8 16-Mbit 16 Mbytes 

Two 16-Mbyte, single-sided 4-Mbit x 4 16-Mbit 32 Mbytes* 

Two 32-Mbyte, double-sided 4-Mbit x 4 16-Mbit 32 Mbytes* 

Two 32-Mbyte, single-sided 8-Mbit x 8 64-Mbit 64 Mbytes 

Two 64-Mbyte, double-sided 8-Mbit x 8 64-Mbit 64 Mbytes 

Two 64-Mbyte, single-sided 16-Mbit x 4 64-Mbit 128 Mbytes 

Two 128-Mbyte, double-sided 16-Mbit x 4 64-Mbit 128 Mbytes 
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DIMMs DRAM Technology Interleave Increment 

One 8-Mbyte, single-sided 1-Mbitx4 4-Mbit 8 Mbytes* 

One 16-Mbyte, double-sided 1-Mbit x 16 16-Mbit 8 Mbytes* 

One 16-Mbyte, single-sided 2-Mbit x 8 16-Mbit 16 Mbytes 

One 32-Mbyte, double-sided 2-Mbit x 8 16-Mbit 16 Mbytes 

One 32-Mbyte, single-sided 4-Mbit x 4 16-Mbit 32 Mbytes* 

One 64-Mbyte, double-sided 4-Mbit x16 64-Mbit 32 Mbytes* 

One 64-Mbyte, single-sided 8-Mbit x 8 64-Mbit 64 Mbytes 

One 128-Mbyte, double-sided 8-Mbit x 8 64-Mbit 64 Mbytes 

One 128-Mbyte, single-sided 16-Mbit x 4 64-Mbit 128 Mbytes 

NOTE: 
*To avoid corruption of data, do not mix 8-Mbyte or 32-Mbyte interleave increments with other increment sizes (including each 
other). If 8-Mbyte or 32-Mbyte interleave increments are used (exclusively), ensure that row 0 is populated with DRAM 
modules. 

WORKAROUNO: When upgrading memory: 

• In systems which support multiple rows of memory, always populate row 0 with DRAM modules. 

• Exercise caution when using 4-Mbyte or 16-Mbyte SIMMs (single- or double- sided), or when using 8-
Mbyte or 32-Mbyte DIMMs. Note that exclusively using DRAM modules which are all the same size will 
always avoid this erratum. 

• When writing a BIOS for an Intel 450GX-based system, the memory configurations susceptible to this 
erratum should be detected and flagged to alert the user of the problem. Ensure that such detection 
mechanisms are placed after any bad DRAM detection mechanisms so that vulnerable configurations are 
detected after memory downsizing has occurred. 

• Refer to your system documentation, or contact your system vendor, for details on your system's support 
for the various interleaving modes and DRAM styles. 

See the white paper Mixing DRAM Sizes with the 82450KXIGX PC/set on Intel's World Wide Web site at URL 
http://www.intel.com/procs/support/ppro/450kxgx.htm for more information. 

5. Parity Error May Occur for ADS# During BINIT# 

PROBLEM: If BINIT# is asserted due to some catastrophic system event, the system will reset the bus and 
attempt to recover. If, however, ADS# is asserted for a request during the BINIT#, some of the signals 
associated with the request may not be driven when they should be. This results in an incorrect request parity 
and an assertion of AERR# 2 clocks after the BINIT# is complete, which is not a valid error phase. 

IMPLICATION: A second (spurious) AERR# will be observed, resulting in a spurious SERR#. No data loss or 
hang is associated with this erratum, just an extra assertion of AERR# after detection of a catastrophic bus 
condition. 

WORKAROUNO: None identified. 
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6. Configuration Cycle to Non-Compatibility Bridge May Collide with 
Inbound Posted Write 

PROBLEM: It is possible for a non-compatibility 82454GX PB (nc82454) in a dual-bridge system to respond 
incorrectly to a CONFDATA cycle. This is due to a boundary condition in the 82454GX PB which may result in 
the nc82454's CONFADDR register not being updated for a previous CONFADDR cycle. This, in turn, may 
result in the nc82454 either claiming a subsequent CONFDATA cycle intended for another PCI device, or not 
responding to a subsequent CONFDATA cycle intended for it. This boundary condition arises only when 
configuration cycles are directed at the nc82454 during inbound posted write traffic. 

IMPLICATION: This erratum may result in corrupted configuration space of bridges or PCI devices in dual-
82454GX PB systems, possibly resulting in assertion of BINIT#. 

WORKAROUNO: Use an loa depth of 1 on dual-82454GX PB systems. This will prevent the pipelining 
necessary for the inbound posted write and outbound configuration cycle to collide. If an loa depth of 8 is 
desired, do not enable inbound write posting in the non-compatibility 82454GX PB. In this case, BIOS level 
and operating-system level workarounds (if present) will re-enable inbound posting in the non-compatibility 
82454GX PB and work around the erratum via BIOS code and OS software. The OS workaround will be 
incorporated into future revisions of some operating systems; contact your OS vendor for release details. 
These workarounds require that: 

1. There are two 82454GX PB's in the system of stepping BO or earlier. 

2. Inbound write posting is enabled in the compatibility 82454GX PB. 

If these conditions are met, the operating system and BIOS must do the following whenever configuration 
cycles are issued: 

1. In a loop, read the Vendor ID from the nc82454's configuration space, until it matches the known value. 
When this occurs, the OS is pointing at the nc82454's configuration space. 

2. In a loop, read the PCI ReadlWrite Control register. When this value no longer matches the Vendor ID, 
the OS is pointing at the correct register in configuration space. 

3. Write a value into the PCI ReadlWrite Control register which disables inbound write posting. 

4. Issue the configuration cycles as originally intended. 

5. Write a value into the nc82454's PCI ReadlWrite Control register to re-enable inbound write posting. 

7. Hang with PCI-ta-PCI Bridges in MP Systems 

PROBLEM: If a PCI-to-PCI bridge is present in a system, either on a card or native on the motherboard, a 
"live lock" hang condition may be possible if pipelined transactions are allowed (Le. the loa depth is set to 8). 
This may happen if the following events occur: 

1. An ordering event (such as 1/0 reads, and I/O writes for some components) from one processor is 
followed by a second such event from another processor. These outbound events are directed through 
the 82454GX PB, and dynamically disable inbound write posting. 

2. The PCI-to-PCI bridge is attempting to perform an inb~und write through the 82454GX PB. 

If this situation arises, the PCI-to-PCI bridge will retry the outbound transactions, but must follow ordering 
constraints on the I/O operations. The outbound transactions are then reissued on the processor bus faster 
than the 82454GX PB can prepare to service the inbound write request from the PCI-to-PCI bridge. 
Consequently, the inbound write cannot complete, and the I/O transactions are continuously retried and re­
issued on the processor bus, resulting in a "Iivelock" hang with neither side making forward progress. 

IMPLICATION: PCI-to-PCI bridges present in an MP system may cause the system to hang. 
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WORKAROUNO: Set the loa depth to 1. If this is not acceptable (multiprocessor systems may see significant 
performance degradation with this setting), a hardware workaround may be implemented using a 
programmable logic component. This workaround allows the outbound transactions to complete after they are 
retried by the PCI-to-PCI bridge, by putting the 82454GX PB in non-GAT (as opposed to GAT, or Guaranteed 
Access Time, mode) for 64 processor clocks after an outbound request is retried once, or after an inbound 
request is retried 8 times. 

8. PCI_RST# Not Asserted Asynchronously 

PROBLEM: The 82454GX PB requires a valid BCLK to assert the PCLRST# signal, due to clocked logic in 
the assertion paths of these signals. 

IMPLICATION: This signal is not asynchronous, as was intended. 

WORKAROUNO: Ensure a valid BCLK is provided before attempting to reset the PCI bus. 

9. Combination of ECC Errors May Cause One Error to Be Undetected 

PROBLEM: The 82452GX DP may not detect a memory ECC error during pipelined line reads, when there 
are multiple SBC and/or UNC errors across cache line boundaries. The error combinations which are affected 
are as follows: 

1. An SBC error will detected and corrected, but not reported to the 82453GX MC, if it occurs on chunk 3 of 
the first line read when there is an UNC error on chunk 2 of the first line read and an SBC on chunk 0 of 
the second line read. In this case, no error record will exist for the first SBC, but data will not be corrupted. 

2. An UNC error will be detected by the 82452GX DP but not reported to the 82453GX MC, if it occurs on 
chunk 3 of the first line read when there is an SBC error on chunk 2 of the first line read and either type of 
error on chunk 0 of the second line read. In this case, no error record will exist for the first UNC, and 
BERR# will not be driven if the third error is an SBC. 

Note that these are the only combinations of errors affected by this erratum; other combinations of errors will 
all be detected (including cache lines with more errors than specified), and any subsequent UNC errors which 
occur will cause BERR# to be driven by the 82453GX MC (assuming this feature is enabled). 

IMPLICATION: An error will not be detected if it occurs with these very specific combinations, possibly 
resulting in corrupted data. The other errors in these combinations, as well as all other errors which occur on 
other transactions which do not fall within this pattern, will be detected correctly. 

WORKAROUNO: None identified. 

10. BERR# to BINIT# Conversion May Prevent Recovery From BINIT# 

PROBLEM: If an error on a bus split operation occurs which causes an assertion of both BERR# and BINIT#, 
and BERR# to BINIT# conversion is enabled in the 82454GX PB, BINIT# will be driven a second time, 2 bus 
clocks after the first completes. At this time, another 450GX agent may still be driving BNR# for the first 
BINIT#, and other devices may then try to drive BNR# for the second BINIT#. This results in the system being 
unable to recover successfully from the BINIT#, hanging the system. 

IMPLICATION: After a double assertion of BINIT# due to detection of a catastrophic error, the bus may not be 
reset properly, resulting in a system hang. 

WORKAROUNO: Do not enable BERR#-to-BINIT# conversion in the 82454GX PB. BERR#-to-SERR# 
conversion can be used instead. 
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11. 16-Byte Read with Two ECC Errors May Not Be Reported Correctly 

PROBLEM: If a line read contains either type of error in chunk 3, and the line read is followed by a 16-byte 
read which has either an SBC error in chunk 0 and an UNC error in chunk 1 or an UNC error in chunk 1 and 
an SBC in chunk 0, a stale error record will be left in the error reporting registers which does not correspond 
to the last errors detected. All errors in this combination will be detected, however, and BERR# will be driven 
for UNC errors (assuming this feature is enabled). Note that neither the Pentium Pro processor nor any 
450GX PClset agent will generate 16-byte reads; only systems containing third-party bus agents may be 
affected by this case. 

IMPLICATION: Under some circumstances, some errors will not be reported properly when detected in 
combination with other errors. This may result in an error not being logged into the error reporting registers of 
the 82453GX MC at all, or it may result in incorrect error information being logged. This erratum does not 
affect the detection and correction of SBC errors or the detection of UNC errors. 

WORKAROUNO: Do not use third-party agents which issue 16-byte reads. 

12. Inbound Locked PCI Transactions May Hang System 

PROBLEM: This erratum manifests itself in the following sequence: 

1. A locked read request is issued on the PCI bus, and targets the processor bus. The 82454KX PB asserts 
DEVSEL#. 

2. The transaction is entered into the 82454GX PB's request queue, which then asserts BPRI#. 

3. Before the ADS# for this transaction occurs, a pipelined retry response is received for the previous 
request. 

4. ADS# is asserted on the processor bus for the locked read. In the sequence which causes the system to 
hang, the 82454GX PB confuses the retry for the previous transaction with a retry for this locked read. 
LOCK# is then asserted for only one clock, but the PCI LOCK# signal remains asserted. 

5. The locked read's response phase completes on the processor bus and TRDY# is asserted on the PCI 
bus, completing the first part of the lock. Note that BPRI# is still asserted. 

6. The locked write which is the second half of the inbound lock is issued on the PCI bus, and the 82454KX 
PB asserts DEVSEL#. 

7. The locked write transaction is entered into the queue. However, the 82454GX PB cannot issue the 
transaction on the processor bus until PCI LOCK# is deasserted. The PCI bus cannot deassert PCI 
LOCK# until the write completes. This deadlock results in the system hanging. 

IMPLICATION: If a PCI device driver allows the device to issue a locked transaction targeting the processor 
bus, and the loa depth is set to 8, a retry response for a transaction may cause the system to hang. 

WORKAROUNO: Drivers that are capable of issuing inbound locked PCI transactions are very rare. When 
using these drivers in a system, use an loa depth of 1. 

13. Retry on Inbound Read May Corrupt Outbound Data 

PROBLEM: If an inbound read is retried by a third-party agent or second 82454GX PB (in a peer-to-peer PCI 
transaction), and DBSY# is still asserted from a normal data response for a pipelined read directed through 
the 82453GX MC, an outbound write can be issued while the outbound data buffer and status pointer are out 
of synch. This results in incorrect data being used forthe outbound write. 
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IMPLICATION: Using third-party devices which issue pipelined retry responses or drivers which cause PB-to­
PB traffic may result in data corruption. Intel has not currently identified any software which is capable of 
causing PB-to-PB traffic in a dual-82454GX PB system. 

WORKAROUNO: If third-party devices which issue retry responses are used in the system, or if drivers are 
used in a dual-82454GX PB system which allow PB-to-PB traffic, use an loa depth of 1. Alternatively, a third­
party device can delay its retry response until DBSY# is deasserted from the previous response. Also, ensure 
that drivers which support peer-to-peer PCI transactions only do so for devices under the same 82454GX PB. 

14. ADS# in Last Clock of BINIT# Prevents Recovery 

PROBLEM: If an ADS# assertion for a transaction targeting the 82453GX MC occurs during the last clock of 
an assertion of BINIT#, the ADS# will not be canceled correctly. The system will hang instead of recovering 
from the catastrophic condition which resulted in the BINIT# assertion. 

IMPLICATION: BINIT# is only asserted upon detection of a catastrophic bus condition. If this occurs, the 
system may not generally be able to recover. This erratum decreases the possibility of being able to recover 
from this condition, but does not cause any additional incorrect behavior. 

WORKAROUNO: None identified. 

15. Some Signals Indeterminate After RESET# Deasserlion 

PROBLEM: There exists a window of a single bus clock after RESET# has been deasserted where simulation 
has shown a possibility of the 82453GX MC sending a spurious command via the MEM_CMD# and/or 
MIC_CMD# signals to the 82452GX DP and/or 82451GX MICs. 

IMPLICATION: If this were to occur, it might result in the 82452GX DP and/or 82451 GX MICs attempting to 
execute a false command, most likely resulting in a system hang on startup. However, Intel has not identified 
any silicon 450GX component that has ever exhibited this condition, either under test or in actual systems; the 
MEM_CMD# and MIC_CMD# signals have always been observed to come up in a deterministic fashion. 

WORKAROUNO: None identified. 

16. Delayed Read from PCI-to-PCI Bridge May Corrupt Data 

PROBLEM: There exists a boundary condition in the 82454GX PB which may cause corruption of read data in 
an MP system, if the following sequence of events occurs: 

1. A processor performs a destructive read directed towards a device below a PCI 2.1 Local Bus 
Specification compliant PCI-to-PCI bridge. The bridge delays the read and the 82454GX PB gives a retry 
response to the transaction. When this occurs, the PCI-to-PCI bridge starts a timer. The PCI-to-PCI bridge 
discards the read data from the target device if this timer expires. 

2. A different processor initiates a configuration access (read or write) to a nonexistent device with a device 
ID of greater than 15. These accesses are allowed to time out on the processor bus (and are claimed by 
the 82454GX PB's watchdog timer), and are not forwarded to the PCI bus by the 82454GX PB. 

3. Another processor issues a non-posted write to the 82454GX PB, or an inbound request targets the 
82454GX PB before the first processor can retry the destructive read. If this occurs, the read cannot be 
forwarded to the PCI bus until the 82454GX PB's watchdog timer expires. 
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The PCI-to-PCI bridge's timer will expire after 215 PCI bus clocks (which is less than the 82454GX PB's 
minimum watchdog timer value of 1.5 ms). After this, it will discard the data, as required by the PCI 2.1 Local 
Bus Specification. Since the read was destructive, the data is lost. 

IMPLICATION: This erratum would typically occur when a driver is scanning for populated PCI device 
numbers in the system. If delayed reads are enabled in the PCI-to-PCI bridge, data corruption may result. 

WORKAROUNO: Do not enable delayed reads in PCI 2.1 Local Bus Specification compliant PCI-to-PCI bridge 
devices. 

17. Page Open Policy of "Hold Page Open" May Corrupt Write Data 

PROBLEM: If Read-Around-Write (RAW) is enabled, the Page Open Policy is set to "hold page open," and 
the loa depth is set to 8, there is a potential for data corruption after a configuration cycle is issued during a 
sequence of memory transactions, asfollows: 

1. A read from memory. 

2. A write to the Configuration Address register. 

3. A write to memory which is a page miss. 

4. A read from memory which is a page hit (relative to transaction #1). 

Or, 

1. A read from memory with an ECC error logged. 

2. A write to memory which is a page miss. 

3. A read from memory which is a page hit (relative to transactiol1 #1). 

These sequences, with the configuration detailed above, will cause the data for the write to memory to be 
corrupted. . 

IMPLICATION: With all of these features enabled, data corruption may occur, resulting in unpredictable 
system failure. 

WORKAROUNO: Use the default Page Open Policy (close page). Disabling RAW and ERAW or using an loa 
depth of 1 will also prevent this erratum, but may have a larger impact on performance. 

18. T CASE Drop Plus Voltage Swing May Cause DPLL Failure 

PROBLEM: Analysis of the DPLL (Digital Phase Lock Loop) units of the Intel 450GX PClset components has 
shown that a DPLL failure can occur during certain changes in temperature and/or voltage within the Intel 
450GX PClset component specification, resulting in a loss of DPLL functionality for between 2 and 500 bus 
clocks. 

The current specification states that the Intel 450GX PClset is operational over a T CASE range of 0 - 85°C and 
a Vee range of 3.3V ± 5%. 

After a device has undergone a hard reset of the DPLL (via the PLLRST pin), a drop in TeAsE accompanied 
by an increase in Vee may cause this erratum to occur. The magnitude of the temperature drop and supply 
voltage increase required to cause ~his failure is graphed below: 
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Figure 1. Vcc Increase vs. TCASE Drop for DPLL Failure (Worst Case) 

IMPLICATION: If the TCASE of any Intel 450GX PClset component is allowed to decrease by more than 18°C 
after the point at which DPLL lock is obtained after a DPLL hard reset, a positive voltage swing may cause the 
component to lose its internal clock for 2 - 500 processor bus clocks. This may result in a system hang, lost 
data, or other unpredictable system failure (note that if the component is not processing commands or data for 
the time during which the internal clock is lost, no failure will be observed). The larger the temperature drop 
and/or voltage swing, the more likely the failure. 

If V cc swings from 3.3V -5% to 3.3V +5%, and T CASE does drop more than 18°C past the temperature at 
which the DPLL was reset, this erratum may occur. Similarly, if T CASE transitions from 85°C (at DPLL reset 
time) to O°C, a swing in Vcc of more than 0.5% may cause this erratum. Thus, maintaining a moderately 
constant T CASE and Vcc will prevent this erratum, as per the graph above. 

WORKAROUND: Ensure that the DPLL reset occurs during a period where the T CASE is low and/or the Vcc is 
high relative to normal operational conditions (e.g. if the system is running at a high temperature and is 
powered down, allow it to cool before powering up again). Alternately, ensure that the system meets a 
restricted specification for changes in T CASE and Vee. 

19. Processor Bus ECC Signals May Be Corrupted 

PROBLEM: The processor bus ECC signals issued by the 82454GX PB may not contain correct ECC 
information, when processor bus ECC is enabled, the loa depth is 8, and inbound posting (PCI bus to 
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processor bus) is enabled. This erratum occurs on all Intel 450GX components; Intel has observed it more 
frequently at low voltage and high temperature. 

IMPLICATION: With an 100 depth of 8 and inbound posting enabled, processor bus ECC will not be reliable. 

WORKAROUNO: Anyone of the following three workarounds may be implemented to prevent this erratum: 

1. Disable processor bus ECC in all processor bus agents. Memory bus ECC is not affected and can remain 
enabled. To disable processor bus ECC and keep memory bus ECC enabled, use the following processor 
bus ECC settings: 

• Data Error Checking Enable: 
Pentium Pro processor, EBL_CR_POWERON MSR, bit 1 = 0 (disabled). 

Logging Uncorrectable Errors on the Host Data Bus Enable: 
82453GX MC, register offset C4-C5h, bit 7 = 0 (disabled). 

Logging Correctable Errors on the Host Data Bus Enable: 
82453GX MC, register offset C4-C5h, bit 8 = 1 (enabled). 

• Single-bit Error Correcting of Host Data Bus Enable: 
82453GX MC, register offset C4-C5h, bit 9 = 0 (disabled). 

• Single-bit ECC Error Correcting of Host Data Bus Enable: 
82454GX PB, register offset COh j bit 10 = 0 (disabled). 

Report Uncorrectable Host Data Bus ECC Errors: 
82454GX PB, register offset COh, bit 11 = 0 (disabled). 

2. Use an 100 depth of 1. 

3. Disable inbound write posting in the 82454GX PB. 

20. 10 _REQ# May Not Be Deasserted for BPRI# During GA T, Non-GAT, 
or APIC Flush Mode Request 

PROBLEM: During a GAT, non-GAT, or APIC Flush mode sideband request after the reception of inbound 
posted writes, the 82454GX PB goes into a state where all inbound posted writes are then drained. IO_REO# 
is kept asserted during this process. However, if a retry occurs, 10_REO# should be deasserted soon after 
BPRI# is asserted, instead of remaining asserted until all inbound posted writes are drained. If inbound writes 
target a cluster bridge and cannot make progress (due to retries from the cluster bridge), a deadlock occurs. 
After MEMACK# assertion for a sideband request, if a posted write is retried, the 82454GX PB does not 
rearbitrate for BPRI# before reissuing the write, and contention on the BPRI# signal may result. It is also 
possible for traffic originating behind the compatibility 82454GX PB and targeting the non-compatibility 
82454GX PB to encounter this boundary condition. However, Intel has not currently identified any software 
which generates such traffic. . 

IMPLICATION: Handling of all GAT mode (FLUSHBUF# and MEMREO# asserted), non-GAT mode (only 
FLUSHBUF# asserted), and APIC Flush (only MEMREO# asserted) sideband requests are affected, whether 
from a EISA master/south bridge or other logic on the board (including the logic·workaround for 450GX 
Erratum #7 or for GAT mode transaction aliasing). .. . 

WORKAROUNO: Ensure that drivers which support peer-to-peer PCI transactions only do so for PCI devices 
under the same 82454GX PB. No workaro~nd has. been identified for third~party clustering agents. 
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21. Memory Gap Reclaiming May Corrupt Data 

PROBLEM: If the memory subsystem is configured using the Memory Gap Register (MG), Low Memory Gap 
Register (LMG), or High Memory Gap Start Address and End Address registers (HMGSA, HMGEA) to allow a 
gap in the address map of the 82453GX MC, and if the memory in these gaps is reclaimed (by setting the 
appropriate bit in the MG, LMG, or HMGSA registers), the row address signals may be corrupted during the 
row address strobe (RAS#) signal assertion. 

IMPLICATION: An incorrect address may be generated for a memory access if any of these three memory 
gaps are enabled with the memory reclaimed. This would result in data corruption and unpredictable system 
failure. 

WORKAROUNO: If these memory gaps are used, do not reclaim the memory in the gaps. 

22. RA W May Corrupt Write Data in 1:1 Interleaving 

PROBLEM: If a memory subsystem is configured for 1:1 interleaving (Le. only using one memory interleave, 
also known as non-interleaved), and read-around-write (RAW) is enabled, a partial write transaction to a 
memory location marked as Modified in the L2 cache followed by a line read transaction which is re-ordered 
around the partial write may result in the write data being corrupted. 

IMPLICATION: With RAW enabled and the memory subsystem 1:1 interleaved, data corruption may occur, 
resulting in unpredictable system failure. 

WORKAROUNO: Do not enable RAW if the system is configured in 1:1 interleaving. 

23. Inbound Write May be Posted Too Soon After Misaligned or Multi­
DwordCycle 

PROBLEM: Inbound writes should not be posted by the 82454GX PB between the time an outbound memory 
read, I/O write, or 110 read cycle is taken from the request queue until it completes on the PCI bus. If such a 
cycle required multiple transfers on the PCI bus (Le. is misaligned across a Dword boundary or is a multi­
Dword request) and the last transfer of the request receives a retry response from the PCI bus, then a write 
may be posted before the cycle completes. 

IMPLICATION: Misaligned or multi-Dword memory reads, I/O reads, and 110 writes may cause a subsequent 
inbound write transaction to be posted improperly, resulting in an ordering violation and system hang. 

WORKAROUNO: Ensure that: 

1. The Lock Atomic Reads feature in the 82454GX PB's PB Configuration Register (bit 6 of register offset 
4Ch) is set, and that the arbiter uses full PCI bus locks. This will prevent another PCI master from 
acquiring the PCI bus after a retry on the last transfer of a misaligned or multi-Dword memory or I/O read. 

2. Ensure that misaligned 110 writes do not occur. Intel has not currently identified any commercial operating 
system or application software which contains misaligned liD writes. 

24. IO_REQ# May Not Be Deassertedfor BPRI# During GAT Mode 
Request 

PROBLEM: During a GAT mode sideband request after the reception of inbound posted writes, the 82454GX 
PB goes into a state where all inbound posted writes are then drained. 10,;.,REQ# is kept asserted during this 
process. However, if a retry occurs, 10_REQ# should be deasserted soon after BPRI# is asserted, instead of 
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remaining asserted until all inbound posted writes are drained. If inbound writes target a cluster bridge and 
cannot make progress (due to retries from the cluster bridge), a deadlock occurs. After MEMACK# assertion 
for a GAT mode sideband request, if a posted write is retried, the 82454GX PB does not rearbitrate for BPRI# 
before reissuing the write, and contention on the BPRI# signal may result. It is also possible for traffic 
originating behind the compatibility 82454GX PB and targeting the non-compatibility 82454GX PB to 
encounter this boundary condition. However, Intel has not currently identified any software which generates 
such traffic. 

IMPLICATION: Handling of all GAT mode (FLUSHBUF# and MEMREQ# asserted) sideband requests are 
affected. Such requests may result in a deadlock if peer-to-peer transactions or third-party clustering agents 
are used. 

WORKAROUNO: Ensure that drivers which support peer-to-peer PCI transactions only do so for PCI devices 
under the same 82454GX PB. Systems with third-party clustering agents must use Aliased GAT mode to 
avoid this erratum. 

PROBLEM: BINIT# is asserted on the Pentium Pro processor system bus to indicate the occurrence of a 
catastrophic system error condition or a situation that prevents reliable future operation. When the 82453GX 
MC component of the 450GX PClset recognizes the assertion of BINIT# on the system bus, it prepares to 
clear certain internal state. In the process, a currently active RAS# signal associated with a read, write or 
refresh operation in progress may also be negated. If this negation causes the minimum RAS# pulse width 
timing to be violated then spurious bits may appear in one page of the memory array. 

IMPLICATION: The catastrophic system error conditions that led to BINIT# assertion may in turn lead to a 
page of memory being incompletely written or improperly refreshed before potentially recovering from BINIT#. 

WORKAROUNO: Recovery from BINIT# assertion may be aided by a Machine Check Exception (MCE) or 
System Management Interrupt (SMI) handler. MCE or SMI handlers resident in non-volatile memory can 
protect recovery routines from encountering this situation, allowing them to be reliably executed after BINIT# 
assertion. 
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SPECIFICATION CLARIFICATIONS 

1. Explicit Writebacks Claimed by 82454GX PB 

Note 2 in Section 3.2 of the Intel 450K.XIGX PClset Data Sheet states that writebacks initiated by other agents 
are ignored by the PB. It should be noted that while this is true with respect to PCI bus transactions (Le. no 
PCI bus cycles will be generated due to any wi"iteback transaction), if a writeback occurs to memory behind 
the 82454GX PB, the data will be lost or a violation of processor bus protocol will occur. The 82454GX PB is 
not a caching agent, and no writeback transactions should be targeted to devices on the PCI bus. Memory 
behind the 82454GX PB may not be mapped as cacheable (WB type) memory. 

The following text will be added to the paragraph describing the DRL DRAM Row Limit Register in Section 
2.3.13 of Chapter 3 Memory Controller of the Intel 450GX PClset databook. 

"The DRAM Row Limit registers may only be programmed in such a fashion that they do not violate the 
supported memory configurations outlined in Table 22, Minimum and Maximum Memory Sizes for Each 
Configuration. Other configurations of the row limit registers using increments other than those described are 
not supported." 
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DOCUMENTATION CHANGES 

1; Register Offset and Default Value Correction 

Some configuration registers are documented unclearly or inconsistently in the Intel 450KXIGX PClset 
datasheet. A table of the correct offsets and values is given below with the changes in bold (note that this list 
only contains registers with changes): 

Configuration Register Address Offset Default Value Notes 

82454GX 

Top of System Memory 40-43h OOOOOOOOh 

Bridge Device Number 49h 0001 1001 b Compatibility 82454GX 
0001 1010b Auxiliary 82454GX 

PB Configuration 4Ch 19h Compatibility 82454GX 
1Ah Auxiliary 82454GX 

PCI ReadlWrite Control 54-55h OOOOh 

Memory Gap Range 78-79h OOOOh 

Memory Gap Upper 7A-7Bh OOOOh 
Address 

PCI Frame Buffer 7C-7Fh OOOOOOOOh 

High Memory Gap Range 88-8Bh OOOOOOOOh 
Start Address 

High Memory Gap End 8C-8Fh OOOOOOOOh 
Address 

Configuration Values Driven BO-B1h OOOOh Bit 7: 1 = Depth of 1. 0 = Depth of 
on Reset 8. Pentium Pro processors use an 

in-order depth of 1 if this bit is 1. 

Captured System B4-B5h OOOXXXXX X = captured during hard reset. 
Configuration Values XXXO OOOOb Bit 7: 1 = Depth of 1. 0 = Depth of 

8. Pentium Pro processors use an 
in-order depth of 1 if this bit is 1. 

SMRAM Range B8-BBh 00000005h Bits [15:0] correspond to A[31:16]#. 
The default starting address is 
50000h and ranges to 5FFFFh. 

PB Retry Timers C8-CBh 00000003h 

82453GX 

Controller Device Number 49h 0001010Xb X = loaded at reset 

Single Bit Correctable Error 74-77h OOOOOOOOh 
Address 

Low Memory Gap Register 7C-7Fh 00100000h Bits [9:5]: Reserved. 

Bits [4:0]: Low Memory Gap Size. 
This field defines the memory gap 
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Configuration Register Address Offset Default Value Notes 

size as follows: 

Bits [4:0] Size Bits [4:0] Size 

00000 1 MB 00111 5MB 

00001 2MB 01111 16 MB 

00011 4MB 11111 32 MB 

High Memory Gap Start SS-SBh OOOOOOOOh Bit 30: Reclaim Enable. 1 = 
Address Enable. 0 = Disable (default). When 

enabled, the physical memory in 
this gap is reclaimed. 

High Memory Gap End SC-SFh OOOOOOOOh 
Address 

Memory Timing Register AC-AFh 30DF3516h Bit 15: 1 = 2 Cycles. 0 = 1 Cycle 
(default). 

SMRAM Range BS-BBh OOOOOOOAh 

2. CMOS Definition Should be 3.3V or 5V 

In Section 1.0 of both Chapter 2 and Chapter 3 of the Intel 450KXIGX PClset datasheet, CMOS signals are 
defined as follows: 

CMOS Rail-to-rail CMOS tolerant to 5V levels. 

This should read: 

CMOS Rail-to-rail CMOS tolerant to 3.3V or 5V levels. See Chapter 4, Section 1.2., Signal Groups. 
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