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Concerned with early LISP development ($ee A.I. Memo 50). 

oB Recursive Functions of Symbolic Expressions and their Computation ~ 
Mechine, John McCarthy, (in Computer Programming and' Formal Systems, 
North-HoI'Iand Publishing Co., Amstardam,1963. ' 

09-14 Concerned with early LISP development [.sse A.I~· Memo 50).' 

o1!S SML-E)(8mples of Proofs ~ Recursion Induction, John McCarthy. 

OlB A Question-Answering Routine, A.V. Phillips. 

017 Programs ~ Common Sense, John McCarthy. Published in Proc. Math. of 
Thought Processes, HMSO, 1958. (in Semantic Information Processing) 

olB Some Results from! Pattern Recognition Program Using LISP, Louis Hodes~ 

.019 Concerned with early LISt:' development (see A.\, Memo 5.0). 

oao Puzzle Solving Program in LISP, JoMnMcCarthy. 

021 The Proofchecker, Paul Abrahams' (complete version in Mathematical 
Algorithms. April 1966,. Vol. 1, No. 2; July 1966, Vol. 1, No.3.) 

022-28 Corcerned with early LISP development (see A.I. Memo 50). 

Simplify, Tim Hart. 

C2B Concerned with early LISP c;levelopment .(see A.I. Memo 50). 

029 Introdu::tion ~ the Calculus.of Knowledge, sertram Raphael, November 1961. 

030 !.b!Tree Prune (TP) Algorithm, Oec. 1961, Tim Hart & Oaniel Edwards, 
Revised Oct. 1963 - The alpha-beta Heuristic. (See Slagle, J. and J.N. 
Dixon: JACM, ,Vel. 16, No.2, April 1969, pp. 199-207.) 

031 A Basis for! Mathematical Theory of Computation, John McCarthy, Jan. 
1962. Published in: West am Joint Cqmputer Conference, 1861. 

032 On Efficient Ways of Evaluating Certain ReCl!rsiva Functions, John McCarthy. 

033 " Universality of (~ Tag Systems and ! ~ Symbol Z. 2!!!.!!. Universal Turing 
Machines, Marvin Minsky (in Computation).. , . 

034 A New §:!!! Function, John McCarthy. ' 

03S Concerned with early LISP development (eee A.I. Memo 50). 

O3B On the .Problem of the Effective Oefinttionof Random Sequence, Mic;:hael 
Levin, Marvin Minsky, Roland Silver. 

037 

038 

Some Identities Concerning the Function subst ~ Lswis Norton. 

Machine Understanding of LinguistiC Information - ~StJrvay and Proposal. 
BertNllm Raphael. (In Semantic InformationProc:essing] 
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COncerned with early LISP ,development (see A.!, Memo 50). 

040 A Nota gn the Feasibility of Application of the Davis Putnam Proof Procedur~ 
. to Elementary Number Theory, Donald Dawson. ! 

041 A Chass Playing Program, Alsn. Kotok. 

042 Propossd Research'~ Learning, Msrvin Minsky. 

043 Proposal for f! General Learning Machine, Bertram Raphael. [In Semantic 
Information Processing) . . 

044 A Simple ~ Proof of Post's Normal Form Theorem, Marvin Minsky. [In 
Computation) 

O4B A QUestion-Answerer for Algebra Word Problems, Daniel Bobrow; (In 
Semantic Information Prcx;essing) , - .. - . 

c4B A Heuristic Program to Solve Geometric Analogy Problems, T.G. Evans, Oct. 
1962. [In Semantic Information Processing) , 

047 A Propossl to Investigsts the Application of !! Heuristic Theory of Tree­
searching to !! Chess-playing Program, Burton Bloom, February 1963. 

c4B Naural Nsts and Theories of Memory, Marvin Minsky, March 1963. 

c49 Computer Representation of SemenUc Information, Bertram Raphael,April 
1963. [In Semantic Information ProCessing) 

oBO Concerned with early LISP development; More infprmation fS in AI Memos 98. 

051 

O5~ 

oB3 

054 

eBB 

cBB 

057 

c5B 

116. 190 a~d: 

MACLISPReference Manual,O. Moon e't ai, Project MAC; The LISP 1.5 
Prggramming Manual, J. McCarthy et $1, M.I.T. Press, Cambridge, Masa.; Ths 
Programming Language LISP, ;Berkeley Enterprises, Newton, Mass., LISP 1.5 
Primer, Clark Weissman, Prentice Hall, Englewood Cliffs, N.J. 

METEOR: A LISP Interpreter for String Transformation, Daniel Bobrow, 1963. 

Universality of Tag Systems with ~ John Cocke ~ Marvin Minsky, April, 
1963; (in Computation,) 

ARGUS: Real-Time handwritten charsctsr-recognition systsm, Werren 
. Teitelman, May 1963.' .. 

Proposal for f! FAPLanguage OebugQ!!!g Program, Josl Winett, June, 1963. 

Primitive Recursion, Michael Levin. Jl,lly, 1963. 

A Proposal for f!Geometry Theorem PrOVing Program, . Tim Hart, September 
1963. " . . '.' , 

MACRO Definitions for LISP, Tim Hart, October, 1963. 

A LISP, Garbage Collector Algorithm Ueing Serial Secondary storage, Marvin 
Minsky, October,. 1963 (MAC-M-129). ' , 
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Op,ratlon of ! Semantic Queetion-Answsring System, Bertram Raphael, 
November 1963. (In Semantic Information ProceSSing,) . 

. =eO Recent Improvements in DOT, D.Edwards, M; Minsky, Novsmber 1963. 

CS1 MathscQp!: Part!: A Propoaalfor ! Mathsmetical Menipulation-Display 
.. Systam, Marvin Minsky, November 1963. More advanced rEleults in Ph.D. 

thesis of William Martin MAC-TR-3S, January 1967. [AD-657-283). 

ce;;a Csriveter!. A Program for Visual Inspection of Solutions to First-Order Non-
linear Differential Equations, Marvin Minsky, Dec.19S3, MAC-M-124. 

083 Seccmdsry Storage In IISP, Daniel Edwards, Dec. 19S3, MAC-M-.128. 

084 b!.2.E. E)(erclses, Tim Hert, Michaal" levin; Jan.19SS MAC-M-134. (In The 
Programming language LISP, Berkeley Ent, -Newton, MAl 

=a!5The Graphical TypawritElr, A Versatife Ramota Console Idea, MAC-M-135, 
Marvin Minsky • 

. =ae Natural lsnguaga Input for! Computer Problem Solving System, Daniel 
Bobrow, MAC-M-148. In Semantic Information Processing)' , 

eS~ Revised User'e Version,Time Sharing LISP 'for CTSS, William Martin, Tim 
Hart. MAC-M-153. . . 

=as Synta)( of !!:!! New Lenguage, Michael Levin, May, 1963, MAC-M-15S. 

ces New language Storage Conventions,' Michael Levin, May 1964, MAC-M-159. 

o~O Has..,..Coding Functions· of ! Complex Varieble, William Martin, June 1964. (In 
Symbolic Mathematical leboratory, MAC-TR-36) (AD-657-283). 

0~1 String Menipulation in the New Lemguage, Danial Bobrow,' July 1964, MAC-M-
176. . 

072 Proposed .Inetructionagn the GE 635 for List ProceSSing ~ Push Down 
Stacks, Michael levin Sept. 19.64, MAC-M-183. 

0~3 Unrecognizable Set.e ~ Numbers, Marvin Minsky, Seymour Papert, Nov. 1964. 
'Revised Sept. 1965. [In JACM, Vel. 13, No •. 2, April, 1966). . 

0~4 CTSS LISP Notice-Supplement ,to A.I.. Memo ~!!Z, T. Hert, Oec. 1964, MAC-
M-206.· .' 

0~15 Tslevision Cemera-ta-Computer Adapters: POP-6 Davice 77Q, Marvin Minsky, 
Jan. 1965, MAC-M-21!5. . 

078 Tha COMIT Feature in LISP!!. Denial aob,row, Feb. 1965. MAC-M-219. 

077 

o~s 

Mattar, Mind and Modele. Marvin'Minsky,March 1966. Published in 1965 IFlp· 
Congress. (In Semantic Information Processing). 

Topics!!:! ~ Theory. Michael Levin, May 1965, MAC-M-240 •. 

079 'PCP-B IISP Irput-OUtputfor !!:!!! Oateehone. Williem MarUn, Juna 1965, MAC-
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M-241. 

pOP-S LISP Input-Output for the Oisplay, William Martin, June 1965, MAC.,.M-
242. ' , 

PDP-S TECO, Peter Sameon, July 1966, MAC-M-250. 

MAC POP-B CECtape File Structural Pater Samson, July 1965, MAC-M-249. 

Uae of MACCMP, Peter Samson, July 1965, MAC-M-248. (See A.I. Memo 118). 

EotT and BREAK Functions for LISP, Warren Teitelman, MAC-M-264. 

Syntax and Display of Mathematical Expressions, William Martin, July 1965. 
[In Symbolic Mathematicat L,aboratory, MAC~ TR-36). (AC-657-283) 

Design of the Hand, Marvin Minsky, August 1965, MAC-M-258 (see AI Memo 
267) (S.90) 

Eb!f. - A Format List Procsssor, Warrsn TSitelman, MAC-M-263. (See Bolt, 
Beranek and Newman Report No: 10, ,15 July 1967. 50 Moulton St., 
Cambridge, Mase.) 

MACTAP, !. POP-6 OECtape Handling Package, Peter Samson, Sept. 1965, 
MAC-M-287. ' 

A Theory of Compoter Instructions, WardOouglas Maurer, Sept. 1965. (In 
Programming: An Introduction 12 Computer Languages and Techniques, 
Maurer, Holden-Day Inc., San Francisco). \ 

Computer Experiments in E!!J!!!. Algebra, W.O. Maurer, June 1965. 

Computer Experiments in Finite Algebra 11 W.O. Maurer, Oae. 1965. 

MIDAS, Peter Semso", Oct. 1968. Rev.ised version of MAC-M-279, OC,t 1965 
(eee A.I. Memoa 179, 214). ($1.70) 

A Useful Algebraic Property of Robinson's Unification Algorithm, Tim Hart, Nov. 
1965, MAC-M-285. ' 

Topics in Modal Theory, Michael Lavin, Jan. 1966, MAC-M-294. 

A New Version of CTSS LISP, Joel Moses, Robert Fenichel, MAC-M-296. 

A New Machine-Learning Technique Applied to the Gama of Checkers, Arnold 
Griffith, March 1966, MAC-M-299 (see Artificial Intelligence, Vol 5, No 2). 

A Program Featura for CONVERT,Adolfo Guzman, Harold MCintosh, April 
1968, MAC-M-305. 

POL YBRICK: Adventures in the Domain of Parallelepipltds, Adolfo ,Guzn'1an, 
May 1966. See MAC-TR-:-37. (AO-656-041). 

Symbolic Integration, Joel Moses, June 1966. 

Symbolic Integration, !!, Joel Moses, Oct. 1966., See Symbolic integration 
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MAC-TR-47. (AD-B62-666). 

c9B PDP-! LISP, Peter Sarneon, June 196B, MAC-M-313. See A.I. Memo 116. 

099 CONVERT, Adolfo Guzman, Harold McIntosh, June 1966, MAC-M-316. 
Published in COMM, ACM 9, B, Aug. 19BB, pp. B04-615. 

0100 It!!. Summer Vlelon Project, Seymour Pepart,July 1966. 

0101 SIDES ~ Richard Greenblatt, Jack HoliowaYi described by Donald Sordillo, 
August 1966, MAC-M-320. 

0102 A Quick Look et 90me of Our. Programs, Gerald Sussman, Adolfo Guzman, 
July 1966 .. 

0103 Additions to the Vision Library, John White, Aug. 1966. 

:::104 Output to the PDP-6 Calcomp Plotter, Jack Holloway, Aug. 1966. 

:::105 Modifications to PDP-6 Teletype Logic, 'Tom Knight, Aug. 1966. 

=10es An Input Macro for TECO, Donald Eastlake, Sept. 196B, MAC-M-324. 

0107 Music Playing on the PDP-6, DonaldSordillo,. AU$l. 1966, MAC-M-326 .. 

010a 

0109 

A Primitive Control E. Feature, Donald Eaetlake, Oct. 19B6, MAC-M-329 .. 

SCPLDT BIN, Donald Sordillo, Oct. 196B, MAC-M-333 (see A~I.Memo 112) 

0110 Figure Boundary! Description Routin~ ·for the PDP-6 Vision Project, John 
Whit!!, Sept. 1966, MAC-M-32e. 

0111 Summer Vision Programs, Leelie LamporJ, Oct. 1966, MAC-M-332. 

0112 CHAR PLOT, Donald S.ordillo, Oct. 19.66, MAC.,.M-334. [Replaced by A.I. Memo 
~S . 

01\8 A Description of the CNTDUR Program, Larry Krakauar, Nov. 1966, MAC-M-
335.' '. 

0113A A Description of the CNTOUR Prc;:lg~m, Revised, Larry Krakauer. 

0114 ~ Step ~ Step Computer Solution of Three Problems in Non-Numerical 
Analysia, William Martin, July 1966. (See Symbolic Mathematical Laboratory 
MAC-TR-36) (AD-657-2e3. 

0115 Program Memo) PetsI' Samaon, Dec. 196B • 

. 11B PCP-6 LISP (LISP 1.6), January 1967, Revis.ed April 1967 (see A.I. Memo 190 
and MACLISP Reference Manual, D. Moon et ai, Project MAC). ($1.30) 

This Is a moealc description of POP-B LISP, intended for readere familiar 
with the LISP 1.5 Programmer'e Manual or who have. ussd LISP on some 

, other computsr. Meny of the features, euch·as the display, are subject to 
'change. Thus, consults PDP .. g syetems programmer for any differences 
which may axiet :between LISP of Oct. 14, 1966 a'nd present LISP on the 

c 

c 
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C: system tape (sic). 

c) 

0117 Memo, Ruseell Nofte1(er. 

o11S PDP-6 Software Update, Thomas Knight, Jan. 1967; Revieed June 1967, 
Donald 'Eastlake (System Program). 

0119 A Primitive Recognizer of Figures in !:! Scene, Adolfo Guzman, Jan. 1967; eee 
his Dissertation: Some Aspects of Pattern Recognition '~ Computer, MAC­
TR-37. (Ac-656 041). 

0120 Vision Memo, Marvin Minsky, Feb. 1967. 

121 Estimating Stereo Disparities, Marvin Minsky, Feb. 1967. (1.90) 

122 

123 

0124 

128 

An interesting practical and theoretical problem is putting bounds on how 
much computation one needs to find the stereo-disparity between two 
narrow-angle ster.eo scenes. By narrow angle I mean situations wherein the 
angle subtended by the eyes'isa very few degrees; the kind of correlation­
disparity method discussed here probably is not applicable to the wide­
angle stereo we will usually use for scene-analysis in the Project. 

Remarks 9!! Correlation Tracking, Marvin M.nsky, March, 1967. ($.90) 

Computer Tracking of Eye MoHons, Marvin Minsky, Seymour Papert, March 
1967 (see A.I. Memo 253). [$.90) 

This memo explains why the Artificial Intelligence 'group is developing 
methods for on-line tracking of human eye movemente. It also gives a brief 
resume of results to date and the ne>ctsteps. 

Paradoxical Perception, Seymour Papert [never written). 

CHAR PLOT, Michael Speciner, March 1967 [see A.I. Memo 13B). 

A Quick Fail-Safe Procedure for Determining whether th~ GCD of 2 
Polynomials is 1. Joel Moses, MIii,,!=h 1967, MAC-M-345. [$.90) 

Experiments by Colline have shown that given two polynomials chosen at 
random, the GCD has a high probability Of being 1. Taking into account this 
probability and the cost of obtainit'9 a GCD [eoms GCcs of polynomials of 
degree 5 in two or three vsrisbles can take on the order of a minute on the 
7094), It appears that a quick method of determining whether the GCD is 
exactly 1 would be ,profitabte. While no such method ie known to exist, a 
fail-safe procedure has been found and ie described hare. 

0127 Incorporating MIDAS Routines into PCP-6 LISP, Roland Silver, March 1967; 
revised in Nov. 1967 (127A). 

etaS Hardware and Program Memo, Michael Beeler, March 1967. 

0129 

0130 

eUTERPE: A computer Language for the Expreseion of Mueical' Ideas, 
Stephen Smollar,' April 1967 (see also A.I. Memo 141). 

A Miecell.any of Convert Programming, Adolfo. Guzman, Harold Mcintosh, April 
1967, MAC-M..;S46. ' 
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0131 POL YSEG, Arnold Griffith, April 1967. 

0132 Additions to LAP, John White, JUly 1967 [See AI Memo 152. 
:~ - . 

=133 ! Glossary of Vision Terms, Russ Abbott, June 1967. 

0134 PSEG: Standardization of Oata, Jim Bowring, June 1967. 

=135 Automate on !! a-Dimensional Tape, Manuel Blum, Carl Hewitt, July 1967 •. 

0138 Matrix Inversion in LISP, John White, July 1967. . 

0137 PLANNER: ~ Langusge for Proving Theorems, Carl Hewitt, July 1967. 
Replaced by A.I. Memo t68, MAC-M-386, Oct. 1968. Revised June 1969. 

0138 The Calcomp Plotter !!! an Output Davice !.!:l TS and LISP, Michasl Speciner, 
July 1987. . . 

0139 Decomposition of !! Visual Scene into Bodies, Adolfo Guzman, Sept. 1967, 
MAC-M-357. . . 

0140 Perceptrone end Pattern Recognition, Marvin Minsky, Seymour Papert, Sept. 
1967. (In Perceptrons) 

0141 EUTERPE-LISP: ~LISP System with Music. Output, Stephen Smoliar, Sept. 
1967. (eee also A.I. Msmo 243) . 

. 0142 STRING, Pstsr Samson, Sspt. 1967. 

143 Stereo end PerspectivsCalculations, Marvin'MinskYi Sept. 1967. [$1.30) 

0144 I/O Test, Michael Bseler, Sept. 1967. 

0145 A Fast-Parsing Scheme for Hand-Printed Mathematical Expressions, William 
Martin, Oct 196~, MAC-M-360. 

0148 PICPAC: ~ PDP-6 Picture Packase, RolandSi!ver, Oct. 1967 .. 

0147 ~ Multiple Prcicedure DOT, Thomas Knight, Jan. 1968. 

147A DOT Refsrence Manual, F;:ric Osman, Sept. 1971.' ($2.10) 

This memo describes the version of DDT used as the command level of the 
AI Leboratory Time Sharing Syatem [ITS). Beeidesthe usual program 
control, examination, and modificntion features, this DOT provides many 
epecial utility commands. It also hesthe capability to control several 
programs for e user and to a single instruction continue mode and interrupt 
on read or write reference to a given memory location. 

0148 SUBM - ~ CONVERT Program for Constructing the Subset Machine Defined 
§y! Traneition System, Harold V. Mcintosh; Jan. 1968. 

0149 RECIS - A CONVERT Compiler ofRF;:C fr;Jr the POP-6, Harold V. Mclntoeh, 
Jan. 196B. . 

cl!50 ~ and CONG - CONVERT and LISP Prggrams to. Find the Congruence 

o 

c 

c 
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Reletlone of ! ~inite State Machine, Herold V. Mcintosh, Jan. 1968. 

Functionel Abstraction in LISP and PLANNER, Carl H.ewitt, Jan. 1968. 
(Replaced by AI TR-258.) -.-

01!'52 PDP-B LAP, John White, Jan. 196B; replaced by A.I. Memo 190. 

0153 ~ - ~ CONVERT Program to Reali~e the McNaughton-Yamada Analysis 
Algorithm, Harold MCintosh, Jan. 1968. 

1154 It!! Artificial Intslligence of Hubert L. Dreyfus; ~ Budgst of Fallacies, Seymour 
Papert, Jan. 1968. ($2.10) 

155 

:::158 

0157 

01!$B 

e159 

180 

Thie paper reviews the earlier writing of Hubert Dreyfus on Artificial 
Intelligence. It reveals many fallacies in Dreyfus' thinking. 

A Left to Right then Right to !:.!!! Par.sing Algorithm, William Martin, Feb, 
1968. ($.90) 

Determination of the minimum resourc·es required to parse a langyage 
generated by a given context 'free grammar is an intriguing and yet unsolved 
problem. It seems plausible that any unambiguous context free grammar 
could be parsed in time proportional to the length, n, of each input string. 
Early has presented an algorithm which par~es many grammars in time 
proportional to n, but requires n::;n on some. His work is an extension of 
Knuth'e algorithm, which leads to a very efficient paree proportional to n of 
deterministic languages. This mamo presents a different extension of 
Knuth's method. The algorithm is probably more efficient than Early's on 
certain grammare; it will fail complately on others. The essential idea may 
be interesting to those attacking the general problem. 

Linear Decision and LearninQ . Modele, Marvin Minsky, March 1968 (see A.I. 
Memo 167). 

Time-Sharing LISP for the PDP-6. John Whits, March 1968. Replaced by A.I. 
Memo 190. . 

SARGE: ~ Program for Drilling Students in Freshman Calculus Integration 
Problems, Joel Moses, March 1968, MAC-M-369. 

Numerical' Solution of Elliptic Boundary Value Problems ~ Spline Functions, 
Jayant Shah, April' 1968, MAC-M-371. . 

Focusing, B.K.P. Horn, May 1968. ($1.70) 

Thie memo describee a method of automatically focusing the image 
diseector camara. Tha eame method can be used for distance measuring. 

ITS 1.5 Reference Manual, O. Eastleko, R. Greenblatt, J. Holloway, T. Knight,S. 
Nelson, MAC-M-377. July 1969 (Revised form of ITS 1.4 Reference Manual, 
June 1968). (see AI Memoe147 A, 238, 260A, 261A) ($2.60) 

This reference rnanualconsiets of two parts. The first (sectior.lsl through 
5) Is Intended for those who are either interested in the ITS 1.5 time sharing 
monitor for its own eakeor who wieh to write machine language programs 
to run under it. Some knowledge of PDP-6 [or POP-l0) machine language is 
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ussful in reading this part. The second part [sections 7,8, and 9) describes 
thrse programs that run under ITS. The first program [DOT) is smodifi'ed 
machins language dabugging program that also replaces tha monitor 
command I.eval [whera the user ia typing directly at tha moni.tor) present in 
most time-sharing systems. The remaining two [PEEK and LOCK) are a 
status display and a miscellaneous utility program. It should be remembered 
that the A.I. Laboratory POP-6 and POP-l0 installation is undergoing 
continuous software and hardwara devalopment which may rapidly outdate 
this menuel. 

0182 Ramarks ~ Visual Display and Console Systems, Marvin Minsky, June 1963, 
revised July 1968. . 

:::lB3 Holes, Patrick Winston, August 1968, revised April 1970. 

:::164 Producing Memos Using T J6, TEC.O and the ,rYE! 37 Teletypa, Larry 
Krakauer, Sept. 1968. Repleced by Memo 164A. 

:::lB4A Ths Text-Justifiar T J6, R; Greenblatt, B.K.P. Horn, L. Kraksuar, June 1970. 
See AIM 358. 

elBe Description and Control of Manipulation ~ Computer-Controlled Arm, Jean-

elBe 

ele1 

Yves Gresser, S~Pt. 1968. 

Recognition of Topological Invariants ~ Modular Arrays, Tarry Bayer, 
Saptembsr 1968. 

Linaar Separatign and Learning" Marvin r'IIinsky snd Seymour Papert,Octobsr 
1968. (In Psrceptrons) 

elBe PLANNER, Cerl Hewitt, MAC-M-386, October ,1968, revised June lSS'9. 
(Replaced by AI-TR-a58.) 

elB9 PEEK ~ LOCK, Donald Eastlake III, 'MAC-M-387, November 1968; replaced 
by revieed A.I. M$mo 161A,260, a61. 

e11D WlRElist, John HolI~ay, January 1969. 

111 OecomposiUon of ! Visual Scene Into, Three-Dimensional 80dies, Adolfo 
Guzman, January 1969. MAC-M-.391. 

e112 Robot Utility Functions, Stewe,r't Nelson,. Michael Levitt, Februsry 1969; 
replaced by Revised A.I. Memo 161A, July 1969. 

113 A Hauristic Program That Constructs Decision Trees, Patrick Winston, March 
1969. ($1.70) 

Suppose there is a sat of objects,(A,B, ... ,Z), and a eet of tests, (Tl,Ta,.",TN). 
When, a test ieapplied to an object, the result is either T or F. Assume the 
taete may vary in cost and the objects mey' vary in probability of occurrence. 
Dne then hopes that an unknown objact may be identified by applying a 
sequence of tests. The appropriate test at any point in the sequence in 
general should depend on' the results I;)f previous tests. The problem is to 
construct a good test scheme using the test costs, the probsbilities of, 
accurancs;snd e t.bis of test outcomes. ' 

c 
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The Greenblatt Chess Program, Richard Greenblatt, Donald Eastlake III. 
Stephen Cracker, April 1969. [$.90) 

Since mid-November 1966 a. chees program has been under development at 
the Artificial Intelligence Laboratory of Project MAC at M.I.T. This peper 
describes the state of the program as of August '1967 and gives some of 
the details of the heuristice and algorithms employed. 

017B On Optimum Recognition Errar and Reject Trade-off, C.K. Chow. April 1969. 

0178 Discovering Good Regione for Teitelman'e Character Recognition Scheme, 
Patrick Wineton. May 1969. 

0177 Prepraceesor for Programs Which Recognize Scenes, H.N. Mahabala, August 
1969. . . 

178 Ths Image Dissector Eyes, B.K.P. Horn. August 1969. [$1.70) 

This is a collection of data on the construction, operaUon and performance 
of the two image disseCtor cameras. Some of this data is useful in deciding 
whsther certain shortcomings ar'B significant for a givan application and if 
so, how to compenaate·fcr them. 

0179 The Arithmetic;-Statement Pseudo-Ops: :! and :.E, B.K.P. Horn, August 1969. 

180 The Integration ~ ! Class of Special Functions with the Risch AIgorithm,Joel 
Mos!!s, MAC-M-4a1. ($.90) 

We indicate haw to extend the Risch algorithm to handle a class of special 
functions defined i.n terms of integrals. Most of the integration mac;hinery 
for this class of functions is similar .to the machinery in tha algorithm which 
handles logarithms. A program. embodying much of the extended integration 
algorithm has been written. It wes used to check a lable of integrals and it 
succeeded in finding some misprints in it. 

e181 PROGRAMMAR: A Language for Writing Grammars, Terry Winograd, November 
1969. (see A;I. Memo aBa & AI-TR-235) . 

e18;! Dieplay Functions in LISP, Thomas Binford, 1970. 

183 

184 

On Boundary Detection, Annette Herskovits and Thomas Binford, July 1970. 
[$a.10) 

A description is givl!n of how edges of prismatic objactsappear through a 
televieion camera serving as visual input to a computer. Two types of edge­
finding predicates are proposed and compared, one linear in intensily, tha 
other non-linear. A statistical. analysis of both is carried out, assuming input 
data distorted by: a Gaussian noise. Both predicates have been implemented 
as edge-verifying procedures, i.e: procedures aiming at high sensitivity and 
limited to looking for edgea when approximate location and· direction are 
given. Both procedures hava been tried on sctual scenes. Of the two 
procedures, the non-linear one emerged as e satisfactory solution to line­
yeriflcation because it perForme well in spite of surface irregularitiss. 

Parsing K!Y. Word Grammars, William Martin, MAC-M-395. ($.90) 
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Key word grammars are defined to be the same as context free grammars, 
except that a produ:::tion may specify a string of arbitr:-ary symbols. These 
grammars define languages similar to those used in the programs CARPS 
and ELIZA. We show a method of implementing the LR(k) parsing algorithm 
for contaxt free grammars which can be modified slightly in order to parsa 
key word grammars. When this is dons ths algorithm can uss many .of the 
techniques used in the ELIZA parss.' Therefore, the algorithm helps to 
show the relation between the classical parsers and key word parsers. 

olsa Proposal !B. ARPA for Research 9!!Artificial Intelligence at MIT, 1970-1971, 
Marvin Minsky and Seymour Papert, December 1970. 

olse Seymour Paperl, LOGO report, Never written (see A.I. Memo 245). 

187 Form and Content in Computer ,Science, Marvin Minsky, Oecember 1969; ACM 
'Turing Lecture' August 1969. ($1.30) 

018S A Stability Test for Configurations of Blocks, Manuel Blum, Arnold Griffith, 
Bernard Neumann, February 1970. 

olSaConstru:::tion of Oecision Trees, E. Roger Banks, February 1970. 

claO Interim LISP Progress Report, John White, March 1970. 

191 A. !:. Bibliography, Aprit 1970, updated later (FREE!) 

0192 Removing Shadows in !! Scene, Richard Orban, August 1970. 

019a Learning, Teaching and A:I., Marvin Minsky and Seymour Papert. 'Never 
written. ' 

194 Movie Memo, Michael Beeler, April 1970. ($1.30) 

01ge 

OlElS 

,0197 

0198 

199 

This is intended as a briaf explanation ·of how to use the Kodak movie 
camers in eync with e display. 

INSIM1: A Computer Model of Simple Forms of Learning, Thomae L. Jones, 
. April 1970. ' 

Hypergeometric Functions in MATHLAB" Lewis Wilson, May 1970. ) , , 

A Simple Algorithm for Self-Replication, Terry Winograd, term paper written 
November 1967, released as' A.I. Memo May 1970~ 

Cellular Automata, E. Roger Banks, June 1970. 

tthe Function of FUNCTION in LISP, Joel Mosas, June.1970. ($.90) 

A problem common to many powerful progr'$mming languages aris,as when 
one has to determine what values to assign, to fr.ee variables in functions. 
Oifferant implementationsl approaches which attempt to solve the problem 
ara considersd. Tha discussion concentratEis on LISP implamantationaand 
paints out why most currant LISP systems are. not as genaral as the original 
LISP l.!5aystam~ Readera not familiar with LISP should be abla to read this 
paper without difficulty sincswe have tried to couch'the argumant in 
ALGOL-liks terms as mu:::h as possible. 
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19B5-1969 Progress Report, Marvin Minsky and Seymour Papsrt. 

Comparative Schematology, Michael Paterson and Carl Hewitt, November 
1970. 

Peter Samson's Music Processor, BIG, Michael Seeler, July 1970. 

Micro-Planner Reference Manual, Gerald Sussman and Terry Winograd, July 
1970. . . 

Micro-Planner Reference Manual, (revisecO, Gerald Sussman, Terry Winograd, 
and eugene Cherniak, Oecember 1971. ($1.30) 

This is a manual for the uee of the Micro Planner interpreter, which 
Implements a subset of Carl Hewitt'e language, PLANNER and is now 
available for'use by .ths Artificie1lntelligence Group. 

Extending Guzman's see Progrsm, Martin Rattner, July 1970 (M.I.T. B.S. 
Thesis June 1970). . 

Look-Ahead Strategies .in One Person Game" with Randomly Generated Game 
Trees, Oavid S. Johnson; M.I.T. M.S. thesis August. 1968, released as A.I. 
Memo July 1970. . 

Ths Vision Laboratory, Part One, Thomas O. Binford, July 1970. 
, . 

Mors Comparative SchematoloQ)', Carl E. Hewitt, August 1970. (Replaced by 
AITR-2B8.) . 

Teaching Procedures in Humans and Robots, Carl Hewitt. Psper presented 
April 1970, issued as A.I. Memo September 1970. (Replaced by AI TR-25B.) 

Digital Flight Simulation, David SilvBr,March 1971. Program listing available 
from line printsr FLIGHT >, aSK os; . 

A User's Guide to the A.I. Group L1SCOM LISP Compiler, Jeffrey P. Goldsn, 
December 1970 •. ($.90) . 

The operation of e version of a fast arithmetic LISP compiler for ITS on the 
PDP-l0 is discussed. --. 

=::211 Equivalence Problems in ~. Model of ·Computation, Michael S. Peterson, Ph.O. 
thesis (Trinity College, Cambridge UniverSity), 1967; issued in November 
1970. . 

=::212 Terry Winograd, Using the Lsnguaga-Undersb;Joding System, Never written 
(ses A.I. Memo 2Sa). . . 

. =::213 Ths Computer !! ~ Performing Instrument, ,Gordon MUmma and Stephen 

0214 

. Smollar. Preeented es e MAC seminar February 1970, issusd as A .• 1. Msmo 
February 1971. .' . 

Linking Loader for MIDAS, Peter Sameon, Mereh 19~1. Originally printed aB 
MAC Memo in Jenuary 196.B. 

0215 !::!2!! to Get Onto the System.' Merk Dowson, April 1971. 
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c;jI15A Instsnt .T J6, How to Get the System to Type Your Papers, M. Dow son, Sept. 
1971. . 

0218 Theories, Pretheories,and Finite State Transformations 9!! Trees, Mitchell 
Wand, May 1971. 

917 Computer Proofe E!. bi!:!!! Theorems, W.W. Bledsoe, Robert S. Boyer, W.H. 
Henneman, June 1971. ($.90J 

Some relatively· simple concepts have been developed which when 
incorporated into existing automatic theorem proving programs (including. 
those using resolution), enable them to prove efficiently· e number of the 
limit theorems. of elementerycalc:ut'us, including the theorem that 
differentiable functlonssre continuol,Js. These concepts inelude: 

(1) A limited theory of typss, to deSignate whether a given variable belongs 
to B certain interval on the rl:tal line, [al· An algebraic simplification routine, 
(:3) A routine for solving linear ineqUalities,applicable to all areas of analySiS, 
and (4) A limit heuristic, de'signed especially for the I:imit theorems of 
calculus.· . , 

alB Information Theory and the Game of Jotto, Michael Beeler, August 1971. 

··0237 

238 

($.90) 

The operation and uee pf a 1'01'-10 program for play';ng the word game 
JOTTO ere described. The program works by making ~fhe move which will 
give It the most information in the information-theoretic senee. 

An Inquiry Into Algorithmic Complexity, Patrick E. O'Neil, September 1971. 

ITS Status Report, Oonald Eastlake, April 197a. ($2.10) 

ITS is a time-shared operating Syl;'5tem designed for the Artificial Intelligence 
Leboratory DEC 1'01'-10/1'01'-6 insiallation and tallor-ed to its special 
requirements. This status report described the design philosophy behind 
the ITS system, the hardwere ·and software facilitie.s of the system 
Implemented with this philosophy, and some information on work currently In 
progress or de!3irable in the near future. . 

239 HAKMEM, M. Beeler, R.W. Goeper, R. Schroeppel, February 1972. ($2.60] 

0240 

HAKMEM is a collection of 191 miscellaneous items, most of which are too 
short to justify documentation individually. Topics are related to computers, 
but ranga over number theory end several other branches of mathematiCS, 
games, programming techniques, and electronic circuits. Ifeme coma from A. 
I. work, outelde contributore, end computer folklore. 

"I keep HAKMEM In the bathroom, it's greet reading." .. Knuth 

l1SIM Re·ference Manual, Donald Eas\lake, December 1971. 

240A l1SIM Reference Manual, (revleed), Donald Eastlake, February 1972. ($1.70) 

A program that simUlates a Oigitsl equipment Corporatior:l POP-ll computer 
and many of its peripheraleon the A,I. Laboratory.Time Sharing System 
(IT!;) is described. from e ueer'e reference. point of view. This simUlator ,has 
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a built In DDT-like command level which provides the user with tlie normal 
range of DDT facilltiee but alao with several special debugging fsatures 
built into the simulator. The ODT command Isnguage was implemented by 
Richard M. Stallman while the simUlator was written by the' author of this 
memo. 

An A.I. Approach to Englieh Morphemic' Analysis, Tarry Winograd, September 
1971. (1.90) 

Thts paper illustrates an approach toward understanding !:\Btural language 
through tha techniques of srt.iflcial inteIHgence. It explores the stn.r::ture of 
English word-endings both morpho-graphemically and semantically. It 
illustrates tt)s use of· procedures and semantic representations in rslating 
tha broad renge of knowledge a' language user brings to bear on 
understanding and utterance. ' 

Using tlia EUTERPE MusicSystsm, Staphen W. Smoliar, October 1971. 

Mark Dawson, Never written. 

Proposal to ARPA for Reeearch !:!!1 Artificial Intelligence at M.I.T., 1971-1972, 
Marvin Minsky and Seymour Papert, October 1971. 

A Computer Laboratory for Elementary 'Schools, Seymour Papsrt, October 
, 1971 (LOGO Memo No.1). ,($.90) , , 

This is a rseearch project on elementary education whoee immediate 
objective I" the development of new methode and materials for teaching in 
an anvironment of computere and computer-controlled devices. Longer term 
objectives ara related to theories of CO(iJnitive prOCesses and to conjectures 
about the possibility of prodUCing much larger ct,langes than are usually 
though possible in the expected intellectualachievament of children. This 
proposal is formulated in terms oftha self-sufficient immediats objectives. 

Teaching Children Thinking, SeYmour Papert, October 1971 (LOGO Memo No. 
2). (11.30) 

The purpose of this eesay ie to 'present a grander viSion of an educational 
system in whichtachnology is used not in the form of machines for 
processing 'children but ee samething the child himself will learn to' 
manjpulate,to extend, to apply to projEiH;:te, thereby' gaining a greater and 
more articulete maetery of the world, a sense of the power of applied 
knowledge and a self-confidently realistic image of himself as an intellectual 
agent. Statad more Simply, I ,believe with Dewey, Montessori and Piaget that 
children learn by doing and by think~ng about what they ·do; And so the 
fundamental ingrediente of educati·onal innovation must be better things to 
do and better ways to think ~bout oneaelf doing thase things. 

248 Twenty Things fa Do ~ ~ Computer, Seymour Papert and Cynthia 
Solomon, June' 1971 (LOGO Memo No.3). ($1.70) , 

;J49 
, ' 

Teaching Children to be Mathematicians VS. Teaching, About Mathematics, 
Seymour Papert, July 1971 [LOGO Memo No.4). ($1.30) . \ 

Being a mathematiCian is no more defineble as knowing a' set ~f 
mathematical fact. than being a poet is definable aeknowing a set of. 

. ' 
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linguistic facts~ Some modern mat" ed reformers wi.1I give this statement a 
too easy assent with'the comment: Yes, they must understand, not merely 
know. But thi.s misses the capital point that being a mathematician, again 
like being a poet, or a composer' or an engineer, means dOing, rather thliln 
knowing or under,standing. This essay is an attempt to explore some ways 
In which on. might be able to put children in a beUerposition to do 
mathematice rather than merely to learn about it. 

PLANNER ImplementationProPC!sal. to ARPA, 1971-1972, Carl Hewitt, 
December 1971. 

Mini-Robot Proposal to ARPA, Marvin lVIinsky, January 1972. 

Artificial Intelligence. Progress Report, Marvin Minsky and Seymour Papert, 
January 1972. (Ideritical with pp. 129-224 of the 1971 Project MAC 
Progress Report YIII.). AO-754-Siim. 

The Computer-Controlled Oculometer: ~ Prototype .Interactive Eye Movement 
Tracking System, Matthew J. Hilleman, R. Wade Williams and John S. Roe, 
February 1972. (Originally publiehed as a report to NASA in September 
1970.) ($2;80) 

The . Oculometer electro-optic subsystem utilizes near-infrared light· reflected 
epecularly off the front surfece of the sut:;Jject's cornea and diffusely off 
the retina; producing a bright pupil' with an overriding corneal highlight. An 
electro-optic scanning aperture vidi-ssctor within the unit, driven by a digital 
eye-tracking algorithm programmed into the POP-6 computar, detects and 
tracks the centers of the corneal highlight and the bright pupil to give eye 

. movement measurements. A computer-controlled, moving mirror head motion 
trscker directly coupled to thevidissector tracker permits the subject 
reasonable freedom of movemsnt. 'Yarioua applications of this system, 
which are suggeste!=! by the work reported here, include: 

(E,) using the eye £;IS a contrOl device, 
(b) recording eye fixation and exploration patterns, 

'. (c) game 'playing, 
(d) training machinee, end . 
[e) PSYCho-phySiological testing and recording. 

:2a4 NIM: A Gam&-Playing Program, Seymour Papert and Cynthia Solomon, Feb. 

0.,a5 

1972 (LOGO Memo No.6). [$.90) 

This note illustrates some ideas about how to initiate beginning students 
into the art of· planning and writing a program complex enough to be 
conSidered a project rather tnan an exercise on using the language or 
elmple programming ideas. The project is to write a program to play a 
eimple gems (one-pile NIM of 21) as invincibly as possible. We developed the 
project for a clas8 'of sevsnth grads children we taught in 1968-69 at the 
Muzzy High School In Lexington, Mass~ (This' work was supported by NSF 
Contract No. NSF-C 668 to Bolt, Beranek and NeWman, Inc.) This was the 
longest programming project these children had encountered, and our 

. Intention was to give them a model of how to go about working under these 
conditione. . 

~ Comiving Is Better Than Planning, .Gerald Jay SUSSn'1Bn, Feb. 3, 1972. 

------~------. 
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;U55 A Why Conniving Is BsUer Trien Planning, Gerald Suaemariand Drew 
McDermott, April 1972 (see also A.I. Memo 259). ($1.30) 

ca5B 

=257 

0259 

This paper is a critique of a computer programming language, Carl Hewitt's 
PLANNER, a formalism designed especially to cope with ths problems that 
Artificial Intelligencs encounters. It is our' contention that the backtrack 
control structure that is the backbone of PLANNER is more of a hindranca in 
the solution of problems than a help~ In particular, automatic backtracking 
encourages inefficient algorithms, conceals what is happening from the 
user, and misleads him wi.th primitiveEil having powerful names whose power 
is only superficial. An alternative, a programming language called CONNIVER 
which aVOids these problems,' is presented from the point of view of this 
critique. . 

Efficiency of Eguiv.alence Algorithms, Michael J. Fischer. Presented at 
Symposium on Complexity of Computer Computations, T.J. Watson Research 
Csntsr, March 22, 1972; issued 'as A.I. Memo April·1972. 

A Two Countsr Machine Cannot Calculate C!::::::n , . Ricliard Schroeppel, May 
1973. -

AD-773-918. 

Conniver Rsference Manual, Crew McCermott and Gerald Sussman, Mey mn ' . 

25BA THE CONNIVER REFERENCE MANUAL, Crew McCermott and Gerald 
Sussman, Ja~uary 1974. ($2.10) AO-773-·555. . 

This manual is an introduction and reference the latest version of the 
Conniver programming language, an A. I. language with general control and 
data-base structurss. 

C26D LOCK, Donald E. Eastlake, June' 1972. 

,2BOA LOCK, Donald E. Eastlake, January 19'4. ($.90) AC-773-920. 

LOCK is a miscellaneous utility program operating under the ITS system. It 
allows ths user 'to easily and conveniently perform a variety of infrequently 
required tasks. Mast of these relate to console input-output or the 
operation of the ITS system. ' 

C281 PEEK, Eestleke, May 1973. 

2B1A PEEK, Donald E. Eastlake, February 1974. ($.90) AC-773-92S. 

0262 

C.2B3 

PEEK is a utility program designed to operate under the ITS time sharing 
system. It enables a user to monitor e variety of aspects of the time 
sharing system by providing periodically updated display output or periodic 
pri'nted output to teletype or line printer. 

A Concrete Approach To Abstract Recursive Oefinitions, Mitchel Wand, June 
1972 (Paper presentad, at Symposium on the Thaory of Automata 
Programming and,Languagas, I.R.I.A., Paris,July 1972). 

A Hsterarchical Program for RQCoanition of Polyhedra, Yoahiaki Shirai, June 
1972 (see Artificial Intelligence Vol 4j No 2) [also part. of·At-TR-281 and The 
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. P!YChology of Computer Vision) 

SS4 OllYeloplng ! Musical Ear: ~ New Experiment, Jean~e Bamberger, July 1972. 
(LOGO Memo No.6) [$.90) . 

This is a report on some ideas we have been developing at M.I.T. for self­
paced, independent music study. The aim of our approach is to nurture in 
studente that enigmatic quality called musical -- be it a musical ear or an 
Individual's capacity to give e musical performance. Whire all of us cherish 
these qualities, rarely do we come to grips with them directly in teaching. 
More oftsn we rely. on our magical or mystical faith in the inspiration of 
music itself, and its great artists, to do the teaching. And for some (maybe 
ultimately alll this is tha best course. 6ut what about the others to whom 
we teach only the techniques of playing instruments or some facts about 
music -- ite forme,ite history and ite apparent elements? How often do we 
havs or take'the time to examine the assumptions underlying these facte we 
teach, or to question the relation'between what we teach and what we do 
ae musicians? 

SBB Infanta in Children Stories-Toward ~ Model of Natural Language 
Comprehension, Garry S. Meyer, August 1972. ($~tl0) 

How can we construct a program that will understand stories that children 
would understand? By understand we msan the ability to answer questions 
about that story.. We are interested' hers with understanding natural 
language in e very broad area. In particular how does ona understand 
stories about infante? We propose a system which ans:wers such 
questions by relating the story to background real world knowledge. We 
make uee of the general model proposed by Eugene Charniak in his Ph.D. 
thssis (Charniak 72). The model sets up expectations whih can be used to 
hslp answer questions about the story. There is a set of routines called 
BASe-routines that correspond to our real world knowledge and routines 
that srs put-in which are called DEMONS that correspond to contextual 
Information. Context can help to assign e· particular meaning to an 
ambiguous word, or pronoun. . 

·SB? Manipulator Oesign Vignettes, Marvi·n Minsky, October 1972. [$1.30) 

This msmo is about mechanical arms. The literature on robotics seems to 
be deficient in such discussions, perhepEJ beca\Jse not enough sharp 
theoretical problems have been formulated to attract interest. I'm sure many 
of these matters have been discussed in other Iit.eratures -- prosthetiCS, 
orthopedice, mechanical engineering; etc., and references to such 
di ecussi one would be welcome. We rai.se these issues in the context of 
desigrling tha mini-:-robot system in the A.I. Laboratory in 1972-1973. But we 
would like to attract the interest of the general heurietic programming 
community to such questions. 

gSS A Human Oriented Logic for Automatic Thsorem Proving, Arthur J. Nevins, 
October 1972. ($1.70) . . . 

A deductive system is described which should replace the resolution 
principle as the primary instrument for proving theorems by computer. The 
.system has been realized by a computer program whose performance 
comperes favorably with the beet resolution type theorem provers while at 
the eame time It appears mare co"sistent with the IClsical processes used 
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by humans when proving·theoreme. 

Proposal to ARPA for Continued Research E!:! A.I., Marvin Minsky, October 
'1972. 

Teaching of Procedures-Progrees Repqrt, Gerald Jay Sussman, October 
1972. . (Replaced by AI-TR-297) 

How the GAS Program Works With ~ Note 9!! Simulating Turtles with Touch 
Sensors, Michael Speciner, December 1972. 

The Little Robot System, David Siiver, January 1973. [$.90) AD-773-929. 

The Little Robot System provides for the I.T.S. user a medium sizs four 
degree of freedom six axis robot .which is' controlled by the POP-6 computer 
through the programming language LI.5P. The. robot includes eight force 
feedback channels which when interpreted by. the POP-6 are read by LISP 
as the signed force applied to the end of the fingers. 

Proposal to ARPA for Continuation of Micro-Automation Development, Marvin 
Minsky, January 1973. 

DifferentialPeceptrons, Ma.rtin Brooks,Jerrold Ginsparg, January 1973. 
($1.30) AD-773-919 •. 

This paper' shows that differenfial perceptroris are aquivalent to 
perceptrons on the cJaes of figures that fit exactly onto a sufficiently small 
square grid. By investigating predicates of various geometric 
transformationa, we· discover that translation and symmetry can be 
computed in finite order- uaing finite coefficiente in both continuous end 
discrete cases. 

The Making of the Film. SOLAR CORONA, Michael Beeler, February 1973. (Film 
Memo No. 1.1. ($;90) AO-773 ... 92a. 

The film SOLAR CORONA wae' made from data teken from August 14, 1969 
through May 7, 1970,'by OSO-VI, one of the Orbiting Satellite Observatories. 

277 ~ Linguistics Oriented Programming Language, Vaughan R. Pratt, February 

278 

1973. ($1.30) AD-773-566. ' 

A programming language for nalural language processing p~ograms is 
described. Examples of the output of programs written using it are given. 
The rea eons for various design decisions are discussed. An actual session 
with the system ie praaented, in which a email fragment of an English-to­
Franch translator is developed. Some of ~he limitations of tha system ara 
discussed, along with plans for further development. 

D-SCRIPT: ~ Computational Theory ofOescriptiQns, Robart C. MO.ore, 
February 1973. ($1.30) AO-773-926. ' 

This paper describes O-SCRIPT a language representing knowledge in , 
artifical intelligence programs. D-SCRIPT contains a powerful formalism for 
descriptions, which permits, the repreeentation of statements that are 
problematic for other systems. Particular attention is, paid to problems of 
opaque contexts, time contexts, and knowledge ~bout knowledge. The 
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design of a theorem prover,for this Isnguagt;! is also considered. 

279 Pretty-Printing, Converting List to Linear Structure, Ira Goldstein, February 
1973. ($1.30) AO-773-927. 

Pretty-printing is the conversion of list structure to 'a readable format. This 
paper outlines the computational problems encounteredi., such a task and 
documente the current algorithm in use. 

280 Elementary Geometry Theorem Proving, Ira Goldstein, April 1973. ($1.70) AD,,:, 
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735-568. . 

An elementary theorem prover' for a small part of plane 'Euclidean geometry 
,is preeented. The purpose is to iIIuetrate jmportant problem solving 
concepts that naturally arise in building procedural models for mathematics. 

Grammar for the People: . Flowcharte of SHROLU'e Grammar, Andee Rubin, 
, March 1973. ($1.30) 

The grammar whichSHR,OLU uses to parse sentences isoumned in a aeries 
of flowcharts which attempt to modularjze and illuminate its structure. In 
addition, a short discussion of eyetematic grammar is included. 

Proposel To ARPA For Continul;ld Research On A.I. For 1973, Marvin Minsky 
and Seymour Papert, June 1973. (aaBA.I.Memo 299) 

The Binford-Horn LlNEFiNDER, B.K.P. Horn, Revised Dacember 1973. 
(Originally published as A.I.Vieion Flash 16, July 1971). ($.90) 

This, paper briefly describes the processing performed in the course of 
producing a line drawing from an image obtained through an image dissector 
camera. The edge-marking phaae usee a non-linear parallal line-follower. 
Complicated statistical measures are not uaed. The line and vertex 
generating phases use a number of heuristice to guide the transition from 
edge-fragments to cleaned-up line-drawing. ' Higher-level understanding of 
the blocks-world is not used. Sample line-drawings produced by the 
program are included. 

The FINOSPACE Problem, Garald J. Suseman, March 1973. (Originally issued 
ae A.I. ViSion Flash lB, August 1971. See WP .113.] 

Finding !!:!! Skeleton of ~ Brick, Tim Finin, March 1973. ,(priginally issued as 
A.I. Vision Flesh 19, August 1971.) '. 

Richard Schroeppel, Never written. 

Visual Position Extraction Using Stereo Eye Systems With ~Relative 
Rotational Motion Capability, Oaniel' W. Corwin, March 1973. [Originally 
Issued alii Vision Flash 22, January 1972.) 

Paterson's Worm, Michael Beeler, June 1973. [$.90) AO-775-351. 

A description of a mathematical idealization of Jhe feeding pattern of a kind 
of worm ie given. 

292 UT: Telnat Reference Manual, OonaldEastlake, April 1974. ($.90) 
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. UT Is a user tel net program .designed to' run under the ITS time sharing 
aysten:" It implsmsnts the rslatively recent ARPA negotisting protocol for 
tel net. . 

Minsky and Paperl, Never written 

On Lightness, Berthold K.P. Horn"October 1973 (see Computer, Graphics and 
Information Processing, December, 1974). ($2.10) (AO-773-569). 

The inteneity at a pOint in an imago is the product of the reflectance at the 
corresponding Object point and tMe intansity of illumination at that point. We 
are able to perceive lightness, a quantity closely correlated with reflectance. 
How then do we eliminate the component due to illumination from the image 
on our retina? The two components of image intensity differ in their spatial 
distribution. A method is presented here which tekes adventege of this to 

. conipute lightness from imags intenEiity in e layered, parallel fashion. 

An Essay gn the Primete Retine, David Msrr, Janl/sry 1974 [see Vision 
Research, 1974, M, 1377-1388). [!I?2.10) [AD-034-482). 

, . ~ 

This essay is considerably longer than the published version of the same 
thsory, end is designed for readers who have only elementary knowledge of 
the rstina. It is organized into four parts. The first is a review that 
consists of four sections: rstinal anatomy, phyaiology, psychophysics, and 
ths retinex thaory. The main exposition starts with Part II, which deals with 
the operation of the retina In conditions of moderata ambient illumination. 
The account is limited to an analysis of a single cone channel -- like the red 
or the green one -- the rod channel being referred to frequently during the 
account. Pert III considers various interesting properties of retinal Signals, 
including those from the fully dark-adapted relina; and finally the thorny 
problem of bleaching adaptation is dealt with in Pari IV. The general flow of 
the account will be from the rac~ptors to the ganglion cells, and an analysis 
of each of the retinal celle'and synapses ius given in the appropriate place. 

Q..!!.! of Technology to Enhance !iducation, Seymour Paperl, June 1973 
(LOGO Memo 8). ($2.60) , 

This paper is the subetance of a propoeal to the N.S.F. for support of 
research on children's thinking and, elementary education. This work was 
supported by the National Science Foundation'under grant GJ-l049 and 
conducted at the Artificial Intelligerice Laboratory. ' 

299 Proposal to ARPA for Research 2!! Intelligent Automata and Micro-

300 

" 

Automation,1974-1976, September 1973. ($ct60) , ' , 

This documentconsiste of thorough descriptions of the various sections of 
the laboratory and their intent for the next two years. 

Oesign Outline !2!: Mini-Arms Based ~ Manipulator Technology, Carl R. 
~Iatau, May 1973 (issued as A.I. Momo January 1974). ($1.70) AO-773-570. 

The design of small manipulators is an art requiring proficiency in diveree 
disciplines. This paper' documente some of the general ideas' illustrated by' 
a particular design-for an arm rciughlyone,quarter human size. The material 
18 divided into the following sectione: 

'. 



A. General d.,eign constraints. 
B. Features of existing manipulator technology. 
C. Sceling relationships for major arm components. 
O. Design of a par.ticular emall manipulator • 

. E. Commente on future possibilities. 
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301 A. Mechanical Arm Control Syetem;. Richard C. Waters, January 1974. ($1.30) 
(AO-A004-872). 

Thie paper describes a proposed mechanical arm control system, and some . 
of the lines of thought which lead to the current design. It is divided into 
five main eections: . 

1. Some Ideas on Control 
2. The Basic Capabilitiee of the Arm Controller 
3. The Internal S~rL.Ctllre of the Arm Controller 
4. the Oynamic Leval of the Arm Control System 
5. The Procedural Level of the Arm Control System 

30;2 A Relaxation Approach to Splitting !!1 !!n Automatic Theorem Prover, Arthur 
,Nevine, January 1974. (S1.30) (AO-A004-269). . 

The splitting of s problem into eubprobleme C)ften involves the same variable 
appearing in more than on& of the'eubproblems. This makes thesa 
subproblems dependent upon one another since a solution to one may not 
qualify as a solution· to another.· A two stage metho.d of splitting is 
dascribed which first obt~ins solutions by relaxing the dependency 
requirement and then attempts to reconcile solutions to different 
subproblems. The method has been realized as part of an automatic 
theorem prover programmed in LISP which takes advantage of the 
procedural power that LISP provldf,Js. 

303 Plane Geometry Theorem PrOVing Using Forward Chaining, Arthur Nevins, 
January 1974. (St30) AO-A004-223 .. 

. A computer program is described which operates on .a subset of plane 
geometry. Ite performance not only compa,ras favorably with previous 
computer programs, but within ,its limited problem domain (e.g. no curved 
lines or introduction of new P9ints), it aleo comparee favorably With the best 
human theorem provers. Th~' program smployea combination of forward 
and backward chaining with'ttle· forwerd component playing the mors 
important role. 

304 Acceleration of Series, WiIl!ali1 Gosper, March 1974. (AO-A011837). ($2.10) 

:::305 

The convergence of infinite eeriee can be accelerated by a suitable splitting 
of each term into two parts and then combining the second part of tha n-th 
term with the firet part of the (n+1)-th term to get a new, series and leaving 
the firet part of the firet term as al'1 "orphan." Repeating this process an 
infinite number of times, the ser-ies will often approach zero, and we obtain 
the serlee of orphane, which may converge faster than the original series. 
heuristice for determini,ng the aplits ara given. Various mathematical 
constanta, orginally defined aa series having a term ratio which approaches 
1, are acc;elsrated into seriee having a term, ratio leas than 1. 

Summary of. MYCROFT: A Syatem for Understanding Simple Picture 

O· I. . 
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Programs, Ira Goldstsln, May 1974. (Replaced by AI-TR-294) AO-A004-671. 

A Framework for Represfilnting Knowledge, Marvin Minsky, June 1974. (AO­
A0l1-168). [12.10). (In Psychology of Compu~er. Vieion) 

This is a .partial theory of thinking, combining a number of classical and 
modern concepts ft:'om psychology, linguistics, and A. I. Whenever one 
encounters a new situal'ion [or makes a substantial change in one's 
viewpoint) he Sllects from m"mory a st.ructure called a frame: a 
remembered framework to be adapted to fit reality by changing details as 
necessary. 

This paper describes LLOGO, an implementation of the LOGO language 
written in MACU9P for the ITS,. TEN50 snd TENEX POP-1D syatems, and 
MUL TICS. The relative merits of LOGO and LISP as edUcational lenguages 
ere discussed. Deelgn decisions in ths LISP implementation of LOGO are 
contrasted with those of two other implementetions: CLOGO for the POP-10 
and llLOGO for tha POP-ll, both written in assembler language. LLOGO's 
special facilities for character-oriented display terminals, graphic display 
"turtlee", and music gener:ation are alsD described. 

Force Feedback in Pr.ecise Aaaembly Tasks, Hirochika Inoue, August .1974. 
(AD-AOIl-3B9). (11.30) 

This paper describeS the execution of precise assembly tasks by a robot. 
The level of performance of the experimentel system allows such basic 
actions as putting ~peg into a hole, screwing a nut on a bolt and picking up 
a thin piece from a flat table .. The tolerance achieved in the experiments 
was 0.001 inch •. Theexperiments proved that force feedback enabled the 
relieble assembly of e bearing complex conSisting of eight parte with close 
tolerances. A movie of the demonstration is available. 

Commenting Proofs, Jamee R. Geiser, August 1974. [1.90). (AO-A0l1-838). 

This paper conatitute,s a summary of a eeminer entitled "Commenting 
Proofs"given at the A.I. Lab st M.I.T. during the Spring of 1974. The work is 
concerned with new syntactic structures in f.ormal proofs which derive from 
their pragmatiC end semantic aspf3Cts. It is a syntheSis of alements from 
Yessanin-Volpin's foundational studies and developments in Artificia.1 
Intelligence concerned with commenting programs and the use of this idea in 
automatic debugging procedures. 

TORT!S: Toddler'. OWn Recursive Turtle Interpreter System, Radia Perlman, 
December 1974. dliGo Memo No. 9)($1.30) i. . 

. . 
TORTIS is s dSYice '. preschool children to' communicate with and program 
the turtle. It consist. of several boxes (currently 3 button boxes and two 
blox boxes) designed so that only a few new concepts are introduced at a 
tima but more can be added when the child becomes familiar with what he 
has. Hopefully transitions are gradual enough so that the child never thinks 
talking to the turtle. Is t~o hard or that he is "too dumb."And hopefully 
playing with the systsm should teach such concepts as numbers, breaking 
largs' problems intasmall solvable steps, writing and -debugging procedures, 
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recursion, variables,snd conditionals~ Mostimportanl of all, it should teach 
thEit learning is fun. 

The Luxury of Necessity, Jeanne Bamberger, Oecember 1974. (LOGO Memo 
No.l;;2) (!li1.30) 

This paper was originally written as an address to a conference of the 
National Aesociation of Schoole of Music on "The Music Consumer". Posing 
a series of questions which point. to Fundamental issues underlying the 
LOGO music project, the paper goes on to describe some of the specific 
projects with which students have been working in an effort to probe these 
issues. Emphasis is placed on·"modes of representation" as a significant 
realm of enquiry: just how does an individual represent a tune to himself, 
what ara the diffe.rencas between formal and informal modes of 
rapresentetion--what features and relations of a melody does a. 
representation capture, what. does it leave out? What is the influence of 
such modes of "perception", how do they eHect strategies of problem 
solving, notions of "sama" and "different11 or even influence musical "tasta"? 
Finally, there are some hints at what might constitute "sufficiently powerful 
representationsl! of musical design with axamples f.rom both Simple and 
complex pieces of music as· well as a probe into what might distinguish 
"simple11 from "complex1• musi.caldesigna. 

3.13 LOGO Manual, Hal Abelson, Nat Goodman, Lee Rudolph, December 1974. (LOGO 
Memo 7) ($2.10) 

This document describes the LOGO system implemenled lor the POP 11/45 
at theM.I.T. Artificial Intelligance Laboratory. The "systemll includes not 
only ths LOGO evaluator, but also a dedicated time-sharing system which 
services about a dozen users. There are also variou~ specjal devices such 
as robot turtles, tons generators, and CRT displays. 

314 What's In A Tuns, Jeanne Bamberger, Oecember 1974. (LOGO Memo 13) 
($1.30) - - --. . 

The work reported hera began with two fu.ndamental assumptions: 1) The 
. perception of music is an active process; U volves the individual in 
selecting, sorting, and grol,lping the features of th~ phenomena before her. 
;;2) Individual differences in response toa potentially sensible melody rest 
haavily on just which faatu.res the individual has access to or is able to 
focus on. 

=315 A Glossary of LOGO Primitives, Hal 'Abelson, Jim Adams, September 1974. 
(LOGO Msmo 14). ' 

31eA A Glossary of POP11 LOGO Primitives, E. Paul Goldenberg, March, 1975. [LOGO 
Memo 16). ($1.30). . 

This glossary was writtsn for the purpose of providing a quick and concise 
yet accurate descripion of the primitives and special words and characters 
of the March 18. 1975 PDP 11 implementation of the LOGO language. Many 
entries include references to other related words end/or examples of the 
use of the primitive being described, but this is not inlended to replace the 
function of a good manual. For a more detailed end comprehensive 
dsscriptionof the language,see AIM 313 LOGO Manual (LOGO Memo 7) 
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Localizatian af Failurea in Radio Circuits - ~ Study ih Causal and Teleological 
Reaeanin , Allen Brown, Gerald Sussmali, Oecembar 1974.tAO-AOll­
Sa9).51.30) 

Thie paper examines some methodoiogiE!s for diagnosing correctly designed 
radia circuite which are failing to perform in the intended way because of 
scme faulty component. Particular emphasis is placed on the utility and 
neceseity af good teleological descriptiQne in euccessfully executing the 
task af iaolating failing components.· . 

320 . Velocity Space and the Geometry of Planetary Orbits, Harold Abelson, Andrea 
diSesaa, Lee Rudolph, Oecemberl974. [LOGO Memo 15) ($1.30) 

321 

322 

323 

Wa develop a theory of orbits for the inverse-square central force law 
which differs considerably from the usual deductive approach. In particular, 
we make no explicit use of calculus. By .beginning with qualitative aspects 
af ealutiane, we are· led to a number of geometr·ically realizable physical 
Invariants of the orbits. Consequently most of our theorems rely only on 
simple geometricalrelationehipa. Oespite its simpliCity, our planetary 
geometry ie powerful enough to treat a wide range of psrturbations with 
relative ease. Furthermore, without introducing any more machinery, we 
obtain full quantitative rasults. The peper concludes with suggestions for 
further research into the geometry of planetary orbits. 

Model-Oriven Geometry Theorem Prover, Shimon Ulima!,), May 1975. ($.70). 
AOA-02144B. . . 

Thie psper describssa new Geometry Theorem Prover, which was 
implemented to iIIuminste some issues related to the use af models in 
theorem proving; The pap!;!r is,divided into three parts: Part 1 describes the 
G.T.P. and presents the ideas embedded in it. It 'concer:1trates on the 
forward search method, and gives two examples of proofs produced that 
way. Part 2 describes the backward search mechanism, and presents 
proofs to a sequence of successively harder problems. The last section of 
the work addresses the notion of eimilarityin a problem, defines a notion of 
semantic symmetry, and comparee it to Gelernter's concept af syntactic 
symmetry. 

A Frame for Frames: Representing Knowledge for Recognition, Bsnjemin ..J. 
Kuipers, March 1975. [AO-AOI2-83.5). ($t30). 

This papar presants a veraion of frames suitable for representing 
knowledge for a class of recognition problems. An initial section gives an 
intuitive model of frames, and illustrates a number of desirable features of 
such a representation: A more technical example describes a small 
recognition program for ihe Blocks World which implements. some of these 
features. The final section discusses the ·more general significance of the 
rspresentation and thfiJ r~ognition process used in the example.! 

Orienting Silicon . Integrated Circuit Chips for Lead Bonding, Berthold K. P. 
Horn, ..January 1975. Un Computer Graphics and Information Proces,sing, 
September, 1975). [$0.90). [AOA,:,,021137) .. 

Will camputers that see and understand what they see revolutionize· industry 
by automating ·the part orientaiionand part inspection processes? There 
are two abstacles: tha expense of computing and our feeble understanding 
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of images. We believe these obstacles are fast ending. To illustrate what 
can ba done we describe a working program that visually determines the 
position and orientation of ailicon chips used in integrated circuits. 

On the Purpose of Law-level Vieion, Oavid Marr, Oecember 1974. (AO-A012-
392). 

The Low-level Symbolic Repreaentation of Intensity Changes in sn Image, 
David Marr, Oecamber1974. (AO-A013-669). 

!b!. Recognition of Sharp Closely Spaced Edges, David Marr, December 1974. 
(AO-A013;"090). ($0.90). 

The recognition ,of sharp edges from edge- and bar-mask convolutions with 
an image is etudied for the special case where the separation of the edges 
ieof the order of tha maeks' panel-width. Oesmearing techniques are 
employed to separate the. iteme in the image. Attention is also given to 
parsing dS-smeared mask convolutions into edges and bars; to detecting 
edge and bar terminations; and to the detection of small blobs. 

327 A Note Q!! the Computation of Binocular Disparity in ~ SymbOliC, Low-level 
Visual Processor, Oavid Marr, Oecember 1974. {AO-A012-393). ($0.90)., 

Ths goals of the computation that extracts disparity from pairs of pictures 
,of a scene are defined, and the constraints imposed upon that computation 
by the three-dimensional structure of the world are shown to be inadequate. 
A precise expression of the goals of the computation is possible in a low­
Isvelsymbolic visual processor; the constraints translats in this 
environmsnt to pre-requisites on the binding of disparity values to low-level 
symbole. The outline of a method bafJed on this is given. 

32B Heuristic Techniques in Computer ~ Circuit Analysis, Gsrald Jay 
Sussman and Richard Matthew Stallman, March 1975. ($1.30). [ADA-D21171). 

We prssent EL, a new kind of circuit analysis program. Whereas other 
circuit analyeis f3Ystems rely on classical, forr:nal analysis techniques, EL 
employs heuristic "inspection" methods to solverathar complex DC bias 
circuits. These techniques also give EL the ability to explain any result in 
terme of its own qualitetive reasoning processes. ELls reasoning,is based 
on the concept of a "local one-'step deduction" augmsnted by various 
"teleological" principles and by the concept of a "macro-element". We 
present several annotated examples of EL in operation and an explanation of 
how it works. We also show how EL can be extended in several directionl;J, 
irclucling sinueoidal steady stata analysis. Finally, we touch on possible 
impUcations for engineering education. Wb feel that EL is significant not 
only aa a novel approach to circuit snalysis ut also as an application of 
Artifi~ial Intelligerce techniques to a 'new, andintersting domain. ' 

329 ParSing Intensity Profilas, Tomas Lozano-Perez, May 1975. ($1.30). (ADA-
Oa117a). 

Much low-level vielon work in AI deals with one-dimensional intensity 
profiles. This paper describes PROPAR, s system that allows a convenient 
and uniform mechanism for recognizing such profiles. PROPAR is a modified 
Augmented Transition Networks parser. The grammar used by ths parser 
serves to ,describe and label the set of acceptable profiles. The input to the 
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parser are descriptions of segments of a piecewise linear approximation to 
an intensity profile. A sample grammar is prasented and the results 
discussed. 

A Computational View Of The Skill Of Juggling, Howard Austin, Oecember 
1974. ($1.70). . 

This research hae as ite basic premise the belief that physical and mental 
skills are highly similar; enough eo in fact that computation paradigms such 
as the ones used in Artificial Intelligence research about predominantly 
mental skills can be usefuly extended to include physical skills. This thesis 
is pursued experimentally by the categorization of "juggling bugs" via 
detailed video observations. A descriptive language for juggling movements 
is developed and a taxonomy of bugs is presented. The remainder of the 
paper is concerned with an empirical determination of the characteristics or 
an ultimate theory of juggling movements. The data presented is relevant to 
the computational iesues oJ control structure, naming, addressing and 
subprocedurization. 

Thesis Progrese Report: ~ System For Representing and Using Real-World 
Knowledge, Scott E. Fahlman, May 1975. ($a.10). (AOA-OcH178). 

This paper describes progress to dete in the development of a system for 
rsprssenting various forms of real-world knowledge. The knowledge is 
stored in the form of a net of simple parallel precessing elements, which 
ellow certain typeeof deduction and set-intersection to be performed very 
quickly and easily. It is ,claimed that this approach offars definite 
advantages for recognition, and meny other data-accessing tasks. 
Suggestions are included for the application of this eystem as a tool in 
vision, naturaHanguage precessing, speech recognition, and other problem 
domains. " . 

Ideas about Management of Oata 8.ases, Erik Sandewll, May 1975. (AO-A013-
312). ($1.30). 

The paper advocatsa the need for systems which support maintsnance of 
LISP-type data bases, and describes an experimental system of this kind, 
called DA8A. In this system,a· description of the data base's structure is 
kept in the data base itaslf. A number of utility programs use the 
description for operations on the ,deta base. The description must minimally 
include syntactic information reminiscent ,of elata structure declarations in 
more conventional progr.amming languages, and can be extended by the user. 

On the Detection of light SourCes, Shimon Ullman, May 1975. ($O.SO). 

The paper addresses ths following problem: Given an array of light 
intensities obtained from aotne scone, find the light sources in the original 
scene. The follOWing factcrsare discussed from the point of view of their 
relevance to light eources detection: The highest Intensity in the scene, 
absolute intenSity value, local and global contrast, comparison with the 
average IntenSity, and lightness computation. They are shown to be 
insufficient for explaining humans' ability to identify light sources in their 
visual fiald. Finally, e mathod for accomplishing the source detection task in 
the mondrian world Ie preeented. . ' 

Analyzing Natural Images: !! Computatio~1 Theory of Texture Vision, David 
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Marr, June lB75~ (AO-A013-257). 

33S Image Intenaity 'Understending, Bsrthold K.· P .. Horn, August 1975. ($2.10). 
(ADA-0C;!1135). 

Image intensities have bsen proce&gedtraditionally without much regard to 
how th.ey arise. Typically they are· used only to segment an image into 
regions or to find edge-fragments. Image intensities do carry a great deal 
of useful information about three-dimensional aspects of objects and some 
initial attempts are made here to exploit this. An understanding of how 
lmagee are formed and what determines the amount of light reflected from a 
point on an object to the viewer ie vital to such a development. The 
gradient ... space,popularlzed by Huffman and Mackworth is a helpful tool in 
this regard. 

33B Teaching Teachers Logo, The Lesley Experiments, Howard Austin, April.1976. 

337 

($1.30).' . 

This research is concerned with the questi.on of whether or not teachers 
who lack specialized backgrounds can edapt to and become profiCient in the 
technically complex, philosophically sophisticated LOGO learning 
environment. Excellent reeults were obtained and are illustrated through a 
seriee of examples of student work. The report then gives some brisf 
observetions about the thought styles' observed and concludes with 
suggestions for further work. . 

Artificial Intelligence, Language and the Study of KnOWledge, Ira Goldstein 
and Seymour Papert,July 1975, Revised March 1976 .. ($a.10). 

This paper studies the relationship of Artificial Intelligence to the study of 
language and the representation of the underlying knowledge which 
.eupporte the comprehension process. It develops the view that intelligence 
ie based on the ability to use large amounts of diverse kinds of knowledge in 
procedufal ways, rether than on the posseSSion of a few general and 
uniform principles. The paper ~rso provides a unifying thread to a variety of 
recent spproaches tonalurallanguage comprehension. We conclude with a 
brief discussion of how Artificial Intelligence· may have a radical impact on 
education if the principles which it utilizes to explore the representation and 
use of knowledge are made available to the student to use in his own 
learning experiences. This paper is a· revised version of an earlier docunient 
written with .Marvin Minsky. Meny of the ideas in thie paper owe much to 
Minsky'e thoughtful critique; the authors, however take responsibility for 
the organizstionand wording of this document. 

338 The Art of Snaring Oragons, Hervey A. Cohen, November 1974, revised May 
1975. (LOGO Memo 18). ($2.10). 

DRAGONS afe formidable probleme in elementary mechanice not amenable to 
solution by naive formule cranking. What is the intellectual weaponry one 
needs to linere a Oragon? To snere e Oregon one brings to mind an 
hsurletic frame -- a specifically etructured aasociation of problem solving 
Ideae •. Data on the anatomy of heurietic fremes - j,ust how and what ideas' 
are linked together .. has been obtained from the protocols of many at tacks 
on. Dragone by etudente and physiCists. In this paper various heuristic 
ffames are delineeted by detailing how they molviete attecks on two 
particular Dragons, Milko and ~ugglo, frOIT! the writer's compilation.' This 
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model of the evolution of. problem Bolving skills has also been applied to the 
interpretation of the intellectual growth of children, and in an Appendix we 
uss it to give a cogent interpretation for the protocols of Piagetian· 
"Conservation" experiments. The model provides a sorely needed theoretical 
framework to discuss teaching stratagem's calculated to promote problem 
solving skille. 

Vsry Large Planner-type Q!!! Base,!, Orew V. McOermott, September 1975. 
($1.70). , 

This paper describes the implementation of a typical data-base manager for 
an AI language' like Planner, Conniver, or QA4, and some proposed 
extensions for applications involving greater quantities of data than usual. 
The extensione are concerned with data bases involving several active and 
potentially active sub-data-bases, or"contexts". The major mechanisms 
discuesed are the use of contexts as packets of data with free variables; 
and indexing data according to the' contexts they appear in. The paper also 
defends the Planner approach' to data representation against- some more 
recent proposals. 

Early Processing of Visual Information, O. Marr, Oecember 1975. ($2.10). 

The erticle describes a symbolic approach to visual information processing, 
and seta out four principles that appear to govern the design of complex 
symbolic information processing systems. A computational theory of early 
visual information processing is presented, which extends to about the level 
of figure-ground eeperetion. It includes a process-oriented theory of 
texture vision. Most of 'the theory has been implemented; and examples are 
shown of the enalysis of several natural images. This replaces Memos 324 
and 334. ' 

Spatial Dieposition of Axes in ~ GeneraJized Cylinder Representation of 
Objects that 00, Not Encompass the Viewer, O. Marr and K. Nishihara, 
December 1975. ($1.70). AO-A023456. . 

It ie proposed that the 3-0 representation of an object is bassd primarily on 
a stick-figure configuration, wnereeach stick represents one or more axes 
in the ,object's generalized cylinder, representation. The loosely hierarchical 
description of a stick-figl,Jre is interpreted by a special purpose processor, 
able to maintain two vectors and the gravitational vertical relative to a 
Cartesian space-frame; It delivers information about the appearance of 
these vectors, which helps the systemtp rotate its model into the correct, 
3-0 orientation relative to 1he viewer during recognition. 

The Development of Musical Intelligence !! Strategies for Representil}9 Simple 
Rhythms, Jeanne Bamberger, November 1975. ($2.10). [LOGO Memo 19). 

This paper describes two' distinct and contrasting strategies which 
individuals use for making sense of simple rhythmic figures. The strategi~s 
are characterized by the pbrticular faatures of the figures which each 
captures. The distinctions between the two strategies are significant to the 
general development of mt,Jsical intelli'gence, Bnd may also suggest 
implications for learning and teaching in other domains as well. It is the 
thesis of the paper that while individuale tend to favor one' strategy or the 
other. both are necessary for intelligent musical behavior. I will suggest 
further that it fs the dynamiC intsraction of the two strategies which leads 
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to the development of significant new knowledge and to creative learning . 
and performance in the domain of music. and perhaps in other disciplines, 
too. Finally, I will propose the theory that traditional schooling tends to 
emphasize one strategy over the olherand in any case encour.ages ths 
tendercyto ksep them separate rather than stimulating their interaction. . . 

343 Leading ! Child to ! Computer Culture, Cynthia Solomon, December 1975. 
(LOGO Memo .20). ($0.90); 

344 How Near Is Near? A Near Specialist, Murray Elias Oenofsky, February 1978. 
($2.10). ' 

This paper presents a system for understanding the concept of ~ and 
fer, weighing such factors as purpose of judgement, dimensions of the 
objects, absoluts size of ths distance, and size of the dietance relative to 
othsr objects, ranges, and standards. A further section discusses the 
meaning of phrases such as ~ near,much nearer than, and ~ ~ as. 
Although we will speak of near as a judgement about physical distance, 
most of. the ideas developed will be applicable to any continuous measurable 
paramster, such ae size or time. An edaptation for rows (discrate spaces) 
I, made as well. 

349 Turtle Escapes the Plane: Some Advanced Turtle Geometry, Andy diSesss, 
December 1975. ($1.30). (LOGO Memo 21). 

Since the LOGO Turtle took his first step he has been mathematically 
confined'lo running around an' flat surfaces. Fortunately the physically 
intuitive, procedurally oriented' nature of the TurUe which makes him a 
powerful explorer in the plane is equally, if not more apparent when he is 
liberated to tread an curved surfaces. This paper is aimed roughly at the 
High School level. Yet because it ie built on intuition end physical action 
rather then formalism, it caM reach euch "graduate school" mathematical 
ideas as geodesics, Gaussian Curvature, and topological invariants as 
expressad in the Gauss-Bonnet Theorem. ' 

349 An Interpreter for Extended Lambda Ca.lculus, Gerald J.Sussman and Guy L. 
Steele, ~r., December 1975. ($1.70). ' 

Inspired by ACTORS (Greif and Hewitt) (Smith and Hewitt), we have 
implemented an interpreter for a LISP-like language, SCHEME, based an the 
lambda calculus (Church), but extended for side effects,multiprocessing, 
end process synchronization. The purpose of this implementation is tutorial. 
We wish to: (I) alleviate the confusion ceused by Micro-PLANNER, 
CONNIVER, etc. by clarifying the embedding of non-recursive control 
structures in a recursive host language lika LISP;(2) explain how to use 
these control structures, independent of such issues as pattern matching 
snd data base manipulationj (3) have a Simple concrete experimental domain 
for certain issues of programming semantics and style. 

351 A State Space Model for Sensorimotor Control end Learning, Marc Raibert, 
January 1978. [$1.30); 

This ia the first of a two part presentation of a model which deals with 
problema of motor control, motor learning, adaptation, and sensorimotor ' 

. Integration. In this section the problems are outlined and a solution ie given' 
, which makes use of a state space memory and a piece-wiese lin~rizetion of 
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the equations of motion. A forthcoming companion a~ticle wlll·present the 
results of tests performed en an implementati.on of tha model. 

Lambda:' The Ultimate Imperative,Guy Lewis Steele, Jr. and Gerald Jay 
Sussman, March; 19i'6. [$1.70). . 

We demonstrate how to model the following common programming 
construct·s in terme of an applicative order language similar to LISP: Simple 
recursion; iteration; compound statements and expressions; GO TO and 
assignment; continuation-passing; escape· expressions; fluid variables; 
call by name, call by need, and call by reference. The models require only 
(poesibly self-referent) lambda application, conditionals, and (rarely) 
assignment. No complex data structures such as stacks are used. The 
models are transparent, involving only local syntactic transformations. Some 
of these models, such as thossfor ~O TO·and aSSignment, are already well 
known, and appear in the work of Landin, Reynolds, and others. The models 
for escape expressions, fluid variables, and call by need with side effects 
are new. This paper ie partly tutorial in intent, gathering all the models 
together for purpose$ of context. . 

355 Artificiallntelligenca -- !! personal view, David Marr, March 1976. ($0.90). 

3.58 

The goal of A.I.ie to identify and solve useFul information processing 
prQblems. In so doing, two types or theory arise. Here, they ara labelled 
Types 1 and 2, and their characteristics are outlined. This discussion 
creates a ·more than usuatly rigorous perspective of the subject, from which 
past work and future prospeCts ara briefly reviewed. 

Logo Progress Report 1973-1975, H. Abelson,..1. Bamberger, I. Goldstein, and 
S. Pepert, September 1975, Revised March 1976. [LOGO Memo $122). [$1.30). 

Over the pest two years, the Logo Project has grown along many 
dimansions. This document provides an overview in outline form of the main 
activitias and accomplishments ·of the past as well as the major goals 
guiding our current research. Research on the deaign of learning 
environments, the corresponding development of a theory of learning and the 
exploration of teaching ectivities !n these environments is presented. 

3S? From Underatanding Computation to Understanding Neural Circuitry, O. Marr 
and T. Poggio, May 1976. [$1;30). -. .. 

35B 

The CNS needs to be understood at four nearly independent levels of 
description: (1) that at which the nature of a computation is expressedj(2) 
that at which the algorithms that implement a computation are characterized: 
(3) that at which an algorithm is committed to particular mechaniSmS: and 
(4) that at which the mechanisms are realized in hardware. In general, the 
nature of a computation ie determined by the problem to be solved, the 
mechaniems that are used dspend upon the available hardware, and the 

. particular algorithms chosen depend on the problem and on the available 
mechanisms. Examples are given of theories at ~hleVel. 

The Text-Justifier T J6, Joseph .D. Cohen, May 1976. ($1.70). 

This memo, intended as both a reFerence and user's manual describes the 
text-justifying program T J6, which compiles Ei neat oUtput document frOme 
sloppy input manuscript. T J6 can justify and fill text; . auton:stically number 
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pagee and figuresi control pege format and indentation; underline,' 
auperacript, and subscript; print ,a table of contents; elc. 

359 Spatial Knowledge, Benjamin Kuipers, June 1976. ($1.70). 

This paper introduces a model of spatisl cognition to describe the states of 
partial knowledge that people havo about the epatial structure of a large­
acal. environment,. Spatial knowledge has several different representations, 
each of which captures one aspect of tha geography. With knowledge 
stored,in multiple representations, we must exami,ne the procedures for 
assimilating new information, forsotving problems, and for communicating 
information between representations. 'The model centers on an abstract 
machine called the TOUR machine. which executes a description of the route 
to drive the "You Are Here" pOinh,r (a small working memory) through a map 
that deacribes the geography. Representations for local and global spatial 
knowledge are discuesed'in detail. The moelel is compared with a survey of 
the psychological literature.' Finelty, the directions of necessary and 
desirable future reeearch are outlined. 

aso Using Computer Technology to Provide ~ Creative Learning Environment for 
Preachool Children. Radia Perlman, May 1976. ($1.30). 

TORT'IS ie a syetem of epecial termtnals together with software which is 
designed to provide programming capability and be accesible for use by very 
young children.' The system is designed to edd capabilities in small 
increments so that the child is never overwhelmed by 'too much to learn at 
one tim." and mainteine a feeling of control over the environment. This 
system fecilitatee learning of various ,concepts such as relative size of 
numbers, frames of reference, procedure$, conditionals, and recursion, but 
more importantly it teaches good problem solving techniques and a healthy 
epproach to learning. 
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Computation, Marvin Minsky, Prentice Hall, 1967. 

Perc.ptrona, Marvin Minsky and Seymour Papert, MIT Press, 1968. 

Semantic Information Precessing. Mervin Minsky [Ed.) MIT Press, 1968. 

Counter-Free Automata, Seymour Papert and Robert McNaughton, MIT 
Preas, 1971. 

Understanding Natural Language, Terry Winograd, Academic Press, 1972. 

A Computer Model of Skill Acquisition, Geraid Sussman, American Elsevier, 
February 1975. ' 

The Psychology of Computer Vision, Patrick H.' Winston [Ed.), McGraw-Hili, 
'1975. 
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TECHNICAL REPORTS 

Pleaee nate: All technical rePorts accompanied by, an 'AD' number may be 
obtained from the fallowing sources: ' 

Government contractore, mey obtainAI-TR reports from: Defenss 
Documentstion Center, Cameron Station, Alexandria, Va. 22314. Specify AD 
number. 

Others may obtain the reporte from:' National Technical Information Service, 
Operations Dlvieion, Springfield, Va. 22151. Specify AD number. Prices 
differ for microfiche and paper documents. 

cAI-TR-219 Bobrow, Daniel G., Natural Language Input for a Computer Problem 
Solving Language, June 1964. (MAC-TR';1)'AD-604-730. (In Semantic 
Information Processing)' ' 

cAI-TR-220 Raphael, Bertram, SIR:, A Computer Program for Semantic Information 
Retrieval, June 1964. (MAC-TR-2) AO-608-499.(ln SemantiC 
InforlT1!lltion Processing) 

, . 
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cAI-TR-221 (Thesis) Teitelman, Warren, PILOT: A Step Toward Maf'l-:'Computer 

CAI-TR-222 

cAI-TR-223 

'CAI-TR-224 

cAI-TR-225 

cAI-TR-228 

cAI-.TR-227 

CAI-TR-228 

Symbioeis, Sept. 1966. (MAC-TR-32) AO-638-446. . 

(Thssis) Norton, Lewis M., ADEPT: A Heuristic Program for Proving 
Theorems of Group Th~ory, Oct. 1966. ·(MA,C-TR-33) AD-645-660. 

(Thesis) Martin, William A., Symbolic Mathematical Laboratory, Jan. 
1967. (MAC-TR-36) AO-657:"283. 

(Thesis) Guzman-Arenas, ,Adolfo, Some Aspects of Pattern Recognition 
by Computer, Feb. 1967. (MAC-TR-37) AO-656-041. 

Forte, Allen, Syntax.,.Based' Analytic Reading of Musical Scores, April 
1967. (MAC-TR-39) AD-6el-806. ' , 

(Thesis) Moses, Joel, Symbolic 'Integration, Dec. 1967. (MAC-TR-47) 
AD-882-SSS. ' 

(Thesis) Charniak, Eugen!9,· CARPS: A Program Which Solves Calculus 
Word problems, July 1968. (MAC-TR-51) AO-673.,.670. 

(Thesis) Guzman-Arenas, Adolfo, Computer Recognition of Three­
DimenSional Objects in a Vieual Scene, Dec. 1968.' (MAC-TR-59) AD-
892-200. . 

cAI-TR-229 (Thesis) Beyer, Wendell Terry, Recognition of TopoJogicai Invariants by 
Iterative Arrays, Oct. 1969. (MAC-:TR-66) AO~699-502. 

AI-TR-230 (Thesis) Griffith, ArnoldK., Computer Recognition of Prismatic Solids, 
Aug. 1970. (MAC-TR.,.73) AO-711';763.· ($3.25) 

An investigation· is mads into the problem of constructing a model of 
the appearance to en optical input device of scenes consisting of 
plene-faced geometric solids. The goal is to study algorithms which 
fl·nd the real straight edges in the scens, taking into account smooth 
variations in intensity over faces of the ~olids, blurring of edges, and 
noise. 

cAI-TR-231 (Thesis) Winston, Patrick H., Learning StruCtural Descriptions From 
Examples, Sept. 1970. (MAC-TR-76) AO-713-988; 

CAI-TR-232 [Thesis) Horn, Berthold K.P., Shape From Shading: A Method for 
Obtaining the Shape of a SmciothOpaque Object From One View, Nov. 
1970. (MAC-TR-79), AD-717-S36. (In The Peychology of Computer 
Vision). 

cAI-TR-233 (Theeis) Banks, Edwin Roger, Information PreceSSing and Transmission· 
in Cellular Automata, Jan. 1971. (MAC-TR-81) 

AI-TR-234 [Thesis) Krakauer, Lawrence J., Computer Analysis of Visual Properties 
of Curved Objects, May .1971. [MAC-TR-82) AO-723-647. ($2.25) 

A method is presented 'for the visual enalyeis of objects by 
computer.lt ie particulerly'well suited for opaque objects with 
smoothly curved eurfaces. The method extracts· information about 
the object's surfece proper.til!le, including measures of its speculerity, 
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o . texture, and regularity .. It also aids in determining the object's shaps. 

(~: 

cAI-TR-236 (Thesis) Winograd, Terry, Procedures as a Representation for Data in 
a Computer Program for Understanding Natural Language, February 
1971. (MAC-TR-84) AD-721-399. 

Available in book form under the title: Understanding Natural 
Language, Tarry Winograd, Academic Press [New York) 1972. In 
Britain and Europe: Edinburgh University Press, 1972. 

cAI-TM-23B. (Thesis) Jones, Thomae L., A Computer Model of Simple Forms of 
Learning, Jan. 1971. (MAC-TR-20). AO-720-337. 

AI-TR-242 (Thesis) Smaliar. Stephan W., A Parallel Processing Model of Musical 
Structurss, September 1971. [MAC-TR-9ll AD-731-S90. ($3.25) 

EUTERPE is a resl-time computer system for the modeling of musical 
structura$. It provides a formalism wherein familiar concepts of 
musical analysie m1!Iy be. readily expressed. This is verified by its 
application to the arislysis of a wide variety of conv.entional forms of 
music; Gregorian chant, Mediaeval polyphonV, Bach counterpoint, an~ 
sonata form. It may be of further assistance in the real-tims 
expsriments in various tec;:hniquss of thematic development. Finafly, 
ths system is endowed with sound syntheSiS apparatus with which 
ths ussr may prepars tapes for muslc~1 performances. 

cAI-TR-25S. (Thssis] Hswitt,. Carl. Dsscription and Theoretical Analysis [USing 
Schemata] of PLANNER: A ·Language for Proving Theorems and 
Manipulating Models In A Robot, April 1972. AD-744-S20. 

·cAI-TR-2B6 (Thssis] Charniak, Eugane, Toward A Model Of Children's Story 
Comprshension, December 1972. AD-75.5-232. [$4.25) 

cM-TR-271 (Thesis) Waltz, David L., Generating Semantic Descriptions From 
O.rawings of Scenes With Shadows, November 1.972. AD-754-DBO~ (In 
Tha Psychology of Computer Vision] 

cAI-fR-2S1 Winston. PatriCk H., Editor, Progress lIT Vision And Robotics, May 1973. 
AO-775-439. 

AI-TR-2S3 (TheSis) Fahlman, Scott E., A Plenning·System For Robot Construction 
Ta'sks, May197a~ AD-773-471. [$3.25) 

This paper describes BUILD, a ·computsr program which generates 
plane for buildings specified structl,!res out of simple objects such as 
toy blocka. A powarful heuristic control structure enables BUILO to 
usa a number of sophisticated construction techniques in ita plans. 
Among tha final design, pre-assembly of movable sub-structures on 
the table, end the use of extra blocks as temporary supports and 
counterweights in the COl,Jrse of the construction . 

. AI-TR-291 (Thesis) McDermott, Drew V., Assimilation of New Information by a 
Natural Language-Understanding System, February 1974. 

AO-780-194. ($~.25). 

This work dascribes a program, called TOPLE, which usss a 
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procedural model of the world to understand simple declarative 
sentences. It eccepts sentences in a modified predicate calculus 
symbolism, end uses . plausible reasoning to visualize scenes, resolve 
embiguous pronoun and noun phrase referencas, explain in events, and 
make conditional predications. Because it doas .plausible deduction, 
with tentativa conc;:lusions, it must contain a formalism for describing 
Its rsasons for its conclUsions and what the allernaives are. 

AI-TR-294 (Thesie) Goldetein, lraP., UridJ!rslanding Simple Picture Programs, April 
1974. (AD-A005-907). ($3.50). 

What are the characteristics of. the process by which an intent is 
transformed into e ptan end thsn a program? How is a program 
debuggsd? A systsm hes been designed to investigate these 
questions in the cont.axt of understanding simple turtle' programs for 
drewing. picturee. The .system called MYCROFT generates 
commentery to describe the effecls, plan and anomalias of a turtle 
program when compared to e mottel of the intended picture. Repair of 
the program is then based upon a combination of general debugging 
technique and specific repair knowledge associated with geometriC 
model primitives. 

CAI-TR-297 (TheSis) Sussman, Gsrald ..I" A COmputationsl Model of Skill 
Acquisition, August 1973. ['In ~ Computer Model of Skill Acquisition) 

cAI-TR-31C Wineton, Patrick H., New Progress in. Artificial I ntelligencs, Ssptember 
1974. AO-AOOa-272,' , .' 

AI-TR-31B (Thesis) RUbin, Ann D" HypotheSiS Formation and Evaluation in Medical 
Diagnosis, Jer.tUBry 1975 ($4.25). " 

This theais describes some aspects of a computer system for doing 
medical diagnosis in the specialized field of kidney disease. A four­
step process which consists of disposing of findings, activating 
hypotheses, evaluating hyp.otheses lOcally arid combining hypotheses 
globally is examined for its heuril!!'tic implications. The work attempts 
to fit the problem of medical diagnosis into the framework of other 
Artificial I"telligence problems and paradigms and in particular 
explores the notions of pure search ve. heuristics methods, linearity 
and interaction, local vs. global knowledge, and the structure of 
hypotheses within the world of kidney disease. 

AI-TR-34e (Thesis) John M. Hollerbach, Hierarchical Shape Description of Objects 
~ Selection and Modification of prototypes, Novembar 1975. ($3.35). 

, An approach towards ehapa description, basad on prototype 
modification and generalized cylinders, has besn devel"oped and applied 
to the object domains pottery al1d polyhedra: 1. A program describes 
end identifies pottery from vase outlines entered as lists of pOints. 
The descriptions have been modeled after descriptions by 
archeologiste, with the result that identiffcations made by the program 
ee remarkably consistent with those of the archeologists. It has been 
possible to quantify their ehape descriptors, which are everyday 
terms in our language applied to many sorts of objects besides 
pottefY, 80 that the resutting descriptions seem very natural. 2. New . 
Pf3rsing strategies for polyhedre overcome some limitations of 
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previous work. A special feature is that the processes of parsing and 
Identification are carried out simultaneously. With this descriptive 
approach, the evidently unrelated domains of pottery and polyhedra 
ara treated similarly. Objects are segmented into multiple generalized 
cylinders. The cylinders ere then described by assigning a prototype, 
a standard shape from a . small repertoire, which is modified to 
conform more exactly withtha cylinder. The modifications are 
etructured hierarchically and specify the degree of modification as 
coarsely or precisely as desired. Some modifications sre speciFic to e 
given prototype, others are applicable to severel of them. The 
emphaeie throughout thie work has been to develop useful, qualitative 
descriptions which bring out the significant features and subordinate 
lesser ones. To this purpose curved lines representing the bOllndary 
of ~ases have been quaMti~ed into a few curvature levels. Line, 
region, and volume ehepes are all described by assigning and 
modifying prototypes. In each instance the prototypes are specielized 
to the domain, and p·ose diferent prot:'!lems in sslsction and 
modification. 

(Thesie) Robert Carter Moors, Raasoning from Incomplete Knowledge in 
! Procedural Deduction, System, December 1975. [$2.35). 

Ons very ussful idea in AI research has been the· notion of an explicit 
.model of a proble,;,. situation. Procedural deduction languages, such 
as PLANNER, havs been ve.luable tools for building these models. But 
PLANNER and ita rifJlatives are very limited in their ability to describe 
situations which are only partially epecified .. This thesis explores 
methode of increasing the ability of procedural deduction systems to 
daal with incomplete knowledg.a. The thesis examines in detail, 
problems involving negation, implication, disjunction, quantification, end 
equality. Control etructure iesues and the problem of modelling 
change under incomplete knowladge are also consider. Extensive 
comparisons are also made with systems for mschanical theorem 
prOVing. . 

(ThesiS) Johan de Kl"eer, 9-uaJitative and Quantitative Knowledgt! in 
Classic.al Mechanics, Oecem~er 1975. [$2.35). (AOA-021515). 

This thssis invsstigates· what knowledgs is necessary to solve 
mechanics problsms.A program NEWTON is describsd which 
undsrstands and solves problems in a mechanics mini-world of 
objscts moving on surfaces. Fects and equations such as those 
given in a mechanics text need to be presented. However, this is far 

. from sufficient to eolve problems. Human problem solvsrs rely on 
"commonsense" and "qualitative" knowledge which the physics text 
tacitly assumes to be present. A mechanics problem solver must 
embody euch knowledge. Quantitative knowledge given by equations 
and more qualitative common eense knowledge are. the major research 
pointa exposited. in this thesie. The major issue in solving prolems is 
planning. Planning involves tentatively outlining a possible path to the 
solution wlthQut actually solving the problem. Such a plan needs to be 
constructed and debugged in the process of solving ths problem. 
Envisionment, or qualitative simulation of the event, plays a central 
role in this planning process. 
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