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1. Theorstiecal discussion:

The problem is Eo track the motion of part of & field of view. Let
us assume that the scene is a two-dimensional picture in a plane perpen-
dicular te the roll axis. (These simplifying assumptions, of course, are
a main problem in estimating how the system works im real 1ife). So we
can think of the picture as a function f(x,y) in some plane.

How suppose that at time I‘_'|__| the =scene isg fﬂ{x,y} and at some time
later it has moved, and is £p{x,y). Suppose also that the scene has not
changed, but has only been moved rigidly in the plane. Then an elegant -
mathematicel way to estimate this motion is to compute the cross-correlation
of the original and current picture. First let us review a basic simple
mathematical fact. ©Given any function f(n? and any displacement 4, it is

true that - .
FoECx) E(x) 2 JF £0x) f(x +1)

{(when the expressions are meaningful} and we hawve > rather than =

except under the most peculiar conditions, f.e., when the pattern is
perfectly perlodic. (This fact is a consequence of the triangle inequality
a? + b ¥ :2, g8lightly generalized)., In fact, if one considers

g (a) = FE(x) f£(x + 4)

one always gets a graph like

with its maximum at 0 and gymmetrical cn beoth sildes. bow, censider some



small number d, called the "delay", and consider the formula
glh) = fle{x+4d) - £(x-4d}] f(x+ h)
If we look at the wvalues of this for various values of h, we find:

gld) = rf(x+d) f(x+d) - ff{x - d) £(x + d) = (o) = ¢(2d) =0

glo) = fi(x+d) £(x) - [f{x = d) £(x) = 4(d) = 4(d ) =0

gl-d) = jf{x+ d) f(x - d) - JE(x - d) £{x = d) = 4(2d) - g(o) <0
(because -LE{“ 4+ a) f(x+a+b) = _if{x) f{x + B) 1in general).
and assuming everything is nice and smooth, we cam expect to get a curve
like this:

yvielding a "discrimination curve" which is just what we want, because in
the "linear" range it computes the displacement of f(x) from £{x+h) for us!
Mow it is of practical importance for us to know how large 18 the "linear"
range hecause
(1) it tells us how large a step a device could cope with and
(2) it imeldentally tells us how accurate or coarge the computation
of the integrals muat be - this bearz on the gize of optical
slit - or whatever 13 used 1n practice.
Now we can find a lot about this by (theoretically) considering a very
small displacement 4 - in fact, 1f d is allowed to go to zere, we get a
sort of differential analysis: we divide by d to keep things from blowing

up, and we get:



3.

1im
d-+o

=M

JIE(x + d) = £(x - d)] fix + h)

filx +d) - £(x - d)

£{x + h)
! 2d

= 27 f(x) f(x +h)

= 24 (n
by some analysis invelving d—"déﬂ = Ff (x)f(x+ h) + £ ()E(x + h),
and the fact that $C(h) = ${=h).

This says that as the delay d goes to zero, the "discrimination curve"

approaches the derivative of the suto-correlztion functicn ¢{h)

and this suggests that there s no serious risk 1f we take d to be of the
order of % the width of the main peak of the auto-cerrelation function.
In terms of the picture-function f(x,¥), this width iz a measure of the
"grain" of the scene=-texture; it is probably the most important ("first=
order") parameter for characterizing scenes in terms suitable for
correlation-based instruments.

What iz the imtuitive gignificance of the tracking function?

SE'(x) £{x + R} = ¢"(h)

Tue simple examples show what is happening:
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g0 if h is pesitive, or negative we get

rTA PR3]

. e R L
and here, for a square wave, we get simply the sign of the displacement!
ocn the other hand,

2. f(x) = H,H;FAHHMHH
fix) = r————w

h positive h negative

I . Ay

HET#T_I::_;E = F_H*FI___iJ M . —

and we get something more proportiomal to the amount of the displacement.
Under the assumption that the lengths of regions of positive and negative
derivatives are generally equal, we can approximate thiz "analogua"
gituation by differentiating and “elipping" the results; the arror in
this depends wery much on the situation and sometimes the "digitized"

result will be better, usually worse, than the analogue.

2. Polar coordinates and axial tracking.

How let ue consider & more practical sitwation; we consider the
problem of tracking, still with the samz assumptions, but assuming the
scene ig on a sphere so that we want to compute pitch, yaw, and roll.

Bow let ug replace f£{x,¥) by Fir,/} and consider a pelar integral



- 2m
foR(e) f Qlr,8) J(B) d 8dr
@ Q

where K and J are "hardware" functions we have to consider. Suppose
first that J(2) = 1 and E(r) falls off fast enough to make the integral
convaerge (that is, a "finite radial angle shaded slit." The slit widch
is concealed in the rest of the mathematies). Then if the scene is
simply rotated, we use for Qir,3)

Q(r, ) = Fl(r,8) F(r,8 4«)

and this gives us an estimate of the phase,® , jJust as in the first
section.

If the scene suffers a tranglation, in pitch or vaw, the effect
on this averages ocutbt te zero because we get opposite effects In each

hemisphere:

but thiz iz a statiscicsl cencellatien and is an error that must be
reckoned on! Thus there will be "cross talk" 1If the picture is not
symmetric, in a suitable average sense.

Mow, to get the yaw-component, we use J(8) = sinf and get the effects
abave to addl

+ (advance) sin ™ = +
&

= (retard} sin - 1) = o
4

In this case the contribution of the pitch component averages to zero



because for it we get cos (6) = J{4):

+ (advanca) :us{%ﬂ = +
- (retard) cas (-%ﬂ = -

and these cancel.

Thus it is possible to resolve the three components roll (J(8) = 1),
piteh, (J(8) = cos 8), and yaw (J (8} = sin A) by changing the  kernel™
of the integral. One could even approximate this digitally by using

-

cog B

gin 8

]

as approximations, but this would increase the "cross talk."

3. The AssunpCions

It remains to discuss the assumptions:
1. Stereo chenges mean that throughout, we never really have
fix + h)
but we always have a new plcture
glx + h) == £{x + h) + error

2. It is safe to say cthaC becauge the situatieom is rezl, there is
no trouble wich che analytic mathematics. One has to worry only
about the photon and other noise inwelved in empiricsl evaluasticon
of the integrals and derivatives.

3. Although the auto-correlatien function is always symmetrical

FE(x)Y f{x + hy = Ji{x) f(x - h)

thiz is only approximately true for a new scense
fg(=) f(x + h) # [g(x} £(x - h)
ani a systematic drift during a changing scena could cause a

cumulative error.



4, ,The mest serious problem is: To what extent will a chearetical
caleulation based on a good smooth, convex maximum of auto-
correlation function be realistic? It will be valuable in
caleculating the underlying basic random-variable drift of the
svstem, but this theory has te be supplemented by a special=

case analysis of the worst "deterministic™ patterns known or

suspected to cause trouble.

We should do some experiments uwsing cerrelation on very simple

arrays. Even, say, lb& points around a clrcle zhould yield interesting
results!l



