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Proposzal to ARPA for Woark on Artificlal Intelligence
M.I1.T,. Artificlal Intelligence Laboratory

Preface
The Artificial Intelllgence Laboratory proposes to contlnue Its work on
a group of closely Iinterconnected projects, all bearing on questions
about how to make computers able to use more sophlsticated kinds of
knowledge to solve Jlfflcult problems. This proposal explains what we
expect to come of thls work, and why It seems to us the most profitable

direction for research at this time.

The core of this proposal Is about well-defined specific tasks such as
extending the computer's abllity to understand information presented as
visual scenes=-=or in natural, human language. Although these specific
goals are Important enough In themselves, we see their pursult also as
tightly bound te the development of a general theory of the computatlions
needed to produce Intelligent processes. Obvlously, a certain amount of
theory Is needed to achleve progress in this and we maintaln that the
steps toward a deep theory in this domaln must Include thorough analysls
of very specific phenomena. Our confidence In this strategy is based
both on past successes and on our current theory of knowledge structure.

Thess bazes agre discussed both below and in the appendices.



To glve a clearer ldea of this positien, we contrast our stratepy vith a
number of questlions typical of an earlier phase of thirking about

pdreificial Intelligence {and which are still often posed by outsiders):

You seem to be making "performance" programs for certain particular
jobs., Why do you corcentrate on "specialist" programs like
VISION and the BLOCES WORLD, that deal with such narrowly

restricted kinds of objects?

Why den't you do more work omn learning? Aren't vou building too
muck of the solutions Into vour programs, Instead of petting
them to adapt themselves to new sfituations?

Why don't vou pursue more "general" problem solvipng methods? Are
vou using the ripht kinds of computers? Shouldn't you model
the brain more closel y?

Qur answers to such lssues are all tied closely topether. 0Of course we
want to develop programs with very broad powers, GBut finding how to do
this Invelves the usual paradoxical strategy of Science: the keys to
"renerality" often 1le In understanding thoroughly certain Issues that
are best studled In special situations in which the issues are
particularly clear. We believe that for us the most central such issue
is this: how can we explolt diverse kinds of knowledge In the same

process?

The art of computer programming has developed along 1ines
very narrow ir this regard. Each kind of "subroutine", inm
traditional programming, expects to get Information In one
specific format, "data tvpe", or structure. Two processes
operating at different "levels" then cannot communicate
directly, The traditional solution is to orpanize all
complicated programs Into a series of stapes or "passes” in
which the data-types change sharply and irrevocably.
Unfortunately, as we and others have found, this is

Incompatible with many important Intelligence=1ike
OFroOCESSFES,



Our proposed solutions are still evolvinmg, but they all =seem to turn

around new metheds of programming and new ways to represent knowledpe

about programming. The fleld of Artiflcial Intellirence has made

enormous proFress in the past few years toward brcoming a scientific

subject. Among its most powerfully productive paradipms are:
Learning Structura]l Descriptions

Heterarchical Programming

Enowledpe about Procedures
Procedural Embedding

Im our preposals for the past two years, we explained why we EEE these
as important and how we plan to develop them. We append the central
portions to this proposal, as appendices. HReaders who have followed Al
closely should have no difflculty with the language of those
expositions, but readers unfamiliar with the jargen ef this field would
do better to begin with our book-length report A.l. MFMO 252, a general
introduction to the role of our work in relation to other sciences
concerned with thinking and intellipgence. The central part of this

proposal will spell out the state of the particular projects to which

those general ldeas are applied in our Laboratory.

For some years, we have been developing these new methods largely in the
context of two "micro-worlds", the VISION SYSTEM and the BLOCKS WORLD.
Within these models we now can work on sophisticated fe:hniuues for
learning, as well as on the new styles of programming. While both of

these older worlds are very specialized In a number of ways, a third



domaln is now beginning to crystallize; 1t 15 a more gereral, common-
sense domain of discourse in which one can discuss many everyday
concepts we are sure must be fnvolved in "thoughtful" activity--such

matters as time, space, purpose, planning, simple economics, necd for

knowledge, etc.

COALS and APPLICATIONS

The next few sections are about our main goals, both for long=-range
research and for particular application areas, The general technlcal
position of our 1970 and 1971 proposals still represents the direction
of our approach. However, although those proposals are relatively
explicit about the high=Tevel problems motivating our research, they do
not give a very clear plecture of the actual prejects, or of their
practical conseguences. |In this proposal we shall concentrate on giving
a more concrete view of our Immediate goals. The next four sections are
cach directed te an "area" of application. It will be obvious that the
concepts and methods used in these areas are closely related. Our
intentions about the applications vary, naturally. In some cCases we
have major efforts toward completing effective operational prototypes.
In the rest, we expect to produce demonstration prototvpes, or only to

develop some theory, clarify problems, and attempt to direct the

attention of others to problems which we think need Immediate attention,
Some projects are limlited because we don't vet know how to proceed

faster, otkers are limited simply hy the size of the project staff, or



hy no=-lonper adequate hardware,

AREA 1: RORDTICS, VISION, AUTOMATICHN

AUTOMATION and PRODUFTIVITY:
Fver in Its current sarly stage nF development, Al s ready for
applicatior inm mary practical areas such as Industrial assembly,
fahrication, inspection, mining, redicire, underses a2nd spoce
exploration, and arriculture, Althounk we are rot directly sctive
in these areas, the Al Labk makes offorts te Inform individousls and
arpenciers who might be so invoalved, The United States has rot
addrrssed the problem of eereral productivity with the imagiratier
and epergy appropriate and necessary to meet future needs.  The
Lahoratory has probahly Rad 2 larpe effect ir draviecg attentior to
this situation and the past year has seen & substantial growthk of
concern with this area, ir government and Incdustry.

In conjunction with development of the mini-robot, we plan to work
toward 2 demonstration of lts applicability to automation. The tarret
application 15 not yvet settled; the front rumner s automated assembly,
inspection, and testing of very small computer processors, built of
microelectronic components. This choice of application might scem a
little "inbred"; the main factor Is simply that the microelectronic
industry is the only one really concerned today with very small

pgeepmblies. e are =til]l open to suggestions about other applications.

RF”UTIPS
Wle wauld 1ike to see muck more sophisticated computer controlled
pffectnrs hecorme avallable for practical application as well as for
research, There bas bheen much too 1ittle development in the field
of mechanical manlpulators. Even though there Bare perkaps L0
competinge "industrlal robots"™ in production today, they are all
astoniskingly uniform in their primitive articulation. MNone have
but the most rudimentary feedhack facilities. Although it would be
a serious diversion to try to make our Laboratory into a center for
general developrent of reliable mechanical hardware, we and the
other ARPA projects are plaving a critical role in drafting
prototypes and stimulating national activity in that arca.



In particular, D, Silver 1s now debuggirg a force-feedback system that
usps straln measurements In the manipulator's wrist., This appears to be
extremely effective for practical matters, as a compromisc hetween
elaborate touch sensors (that are hard to relate to larper=scale forces)
and motor=load feedback systems (which In prirciple inform about lTocal

foarces but are impractical im practice because of the very poor
signal/noise ratle one has after subtracting out gravity and inertial

terms for the whole moving mass).

COMPUTER VISION:

Our long-range goal s to discover how to make machines able to
look out at the world and “"see". This plays such a large role in
our previous work that we will not review It at this point, except
to note that this goal Involves major developments in areas often
called "perception" and "pattern recognition". We malintain that
good performance in non=trivial vision problems requires systems
that really understand & lot about what they are looking at, and
the kind of fundamental research on krnowledge that we are doing can

not be slde-stepped,.
The MIT VISION SYSTEM 1=, at present, still an experimental prototype
developed te explore new ldeas both about machine vision and new styles
of propramming. It is the most powerful system available within 1ts
narrow domain of analysing monocular, polyvhedral scenes. We are

extending its capabilities to deal with more natural objects. LUp to
now, this system could deal enly with polvhedral objects having uniform

plane surfaces, such as blocks, wedges, pyvramids and the like. But

{1} We are now working on processing and description of textured
surfaces.

(2) More global object-descriptions are being studied, using a
scheme of Hollerbach that starts with basic shapes and
describes local deviations from it; we expect to be able to
extend these to non-planar objects,

{3) The new system wlll be able to deal with motion and use It for



visual purposes In applications such as pouring liguids.

{4) We are beginning to combine vigual, tactile and force feerdback,
and plan to demonstrate 2 significant automratic assembly
application, using the new mini=-robot hardware.

e hope to show that the sophistication developed over the vears in our
heterarchical vision system will lead to a system able to deal with
speing real sltuations like that in a regular tool box. Althourh the
problems In a realistic environment will be more complex, we expect many
principles to carry over from our present system, Among these

principles:

The best methods for "low level" scene analysis lean toward

relatively simple low level filters gulded by larrFe amounts of
knowledge about the objects.

Creat power derlives from the use of & firm theory of the semantics
of boundaries to rapidly classify lines as shadows, cracks, concave
or convex edges, etc, EBetter results come from using higher level

knowledge than from attempting to pusk the use of local optical
cues bevond meaningful limits.

We know a good deal about bullding descriptions in terms of gpeometric
and optical relatlons between objects, ways to hypotheslze objects from
partial presentations and ways to propose groupings and using the groups

to aid analysis. |t remains to be seen how smoothly this experience car

be transferred from the old BLOCKS WORLD to the realistic scene world.

MIMI=ROROTICS: :
He have a particular interest in developing laboratory ecuipment
for robotics research on a2 very small phyeical scale. We have twa
reasons for this., First, there are Important applications for a
mechanical "microtechnology" that does not row exist, yet there Is
ne serlous technical limitatlion deterring it., These applications
range from involving febrication and assembly of physically small
hut complicated systems to new applications Iin medicine,
apriculture, and space that are generally unrecognized at present.
For detalls, see our proposal to ARPA about Microtechnology.
tpcond, we feel that there Is now 2 sturdy backlog of good ideas



far advanced automation that are developing very slowly only
hecause it is hard for people to set up research laborateries ip
this fleld. This project 1s an opportunity for our Laboratory to
simpl1fy and modernize its own equipment and, at the same time,
produce an easlly-copled system that we hope will bhave a

csubstantial effect In speeding up prorress In other centers,
e emphaslze that the size scale invelved In our mini-robot project is
MOT 5o small as to regquire major engineering fnpnovations. The devices
will work within a space of a few Inches, with accuracy on the order of
,001 Tnch, which it a modest precision In machine tool practice. We
expect the system to be able to handle tasks on an order of magnitude

smaller than does current eguipment, without creating very serious new

design complications.

AREA |I1: Frnowledge

"The trouble with computers s ...1"

Evervone has his own complaint, derfving from some collection of bad
experiences. The computer is too 1Tteral; you have to tell it about
every possible sltuation, and even then It will manage to find some
misinterpretation. Another way to put it is to say that today's
computers have no "common senze'. For example, In the BLOCKS WORLD, we
have to write explicitly into the program something that says not to try
te put twe blecks in the same place. Less trivial:

| f. there is a statement that "block 1 is on bleck 2", and

some action moves block 1, then that statement should be
removed,



To do this explicitly for a1l kirnds of statements leads Lo zeorious
problems, because some such statements concern others. e need a more
general method, MNot too general, of course; if an action causes block 1
to be painted red, we don't want the action of moving it to make the
machine think it will become green again! Solution: thke mackine should
know that "peometric" aspects like "abowve", "parallel to", "to the left
af" transform in certain ways, while "surface" properties like "preen",
"rough', "sticky", transform In other wavs. These are things that

"ayery child knows".

Even In situations that seem very simple to people, behaving in a
"eenslbhle" fashion requires knowing a lot about many different kinds of
things. In one way or another, every facet of our Laboratory is
concerned with such Issues, as are the other Al laboratories.

Ordinarily, in each particular problem area, one accumulates more and
more "ad hoc" technigues that improve competence. Unfortunately, this
kind of experlience doesn't seem to lead to general insights.
Formulating the theoretical issues is critical if we are to make sense

of the whole area and discover practical methods for handling real world

problems, The issues can be formulated along & number of dimensions:

BROAD we, DFEP:
Most workers seem to believe that common sense reasoning is fairly
ekallow" in the sense that If the process were represented Bs a
lopical deductlon process the "proofs" would not be very long.
Fven sa, finding a proof with just 10 steps would pose a terrible
srarch problem, because it is clear that the basis for common sense
reasoning must contain many thousands of ltems, The problem, then,
is more one of finding 2 mechanism for determining "relevance" than



finding ore for deduction. Such a mechanism would depend,
presurably, on bullding a classiflcatory structure for how
different kinds of knowledge irteract,

IMDEPENDENCE :
How does one add new Information to the system? In one ideal, all
information Is expressed in the form of compact "declarative"
cstatements: "broken glass s sharp'": "powers of a group element
form cyclic subrroups", ete. In the "“theorem=proving" arproach to
reasoning, all the Information it so represented on the same level,
as "axioms", and new Information is added sirply by adding another

axiom,
Thls Tdeal leads, unfortumately, to some serfious difficulties. One
really cannot use "facts" unless they are accompanied by information
about how to use them. Some facts serve to warn against using other
facts for certain jobs. A person's most important kind of information,
perhaps, is about thinking 1tself; how to break a problem into subgoals,
deciding when certain kinds of analoglies are appropriate, when certain

kinds of plans are realistic, ete., We don't know enough, vet, about how

to represent information about such matters, Independent of particular
application areas, and this makes problems for the thearem=proving

approach.

PROCEDURAL wvs. DECLARATIVE:
These problems seem at first not oulte so difficult when one
considers embedding knowledpe in the form of procedures., A warning
gbout a certaln "fact" becoming undependable in some kind of
situation can be embodied by programming an appropriate test at the
right place In the problem=solving program. But this only raises
other, equally hard problems. Embedded in a procedure, the meaning
of an assertion can become dependent on its local context to such &
degree that Inserting more knowledge becomes very hard. In the
declarative system this problem of local dependence is not so
acute, but it is only an Illusion toe think that It can be made to
disappear effectively. For even im the axiomatic systems, the
meaning of a term depends on other assertions using that symbol,
end the interactions can become badly dispersed; one suddenly sees
the local dependence as a lost advantage instead of as a nuisance,



An intermediate kind of system==the "production" of our colleapurs
at CHMU==has many problems of its own: the effects of items arre
influenced largely by their nelghbars, they have some degree of
Independence, but it s hard to see how they can apply to one
another in ways that would be useful for planning.

This is an area of Intense intellectual activity today, with very
diverse viewpoints. Our plan Is not to attempt vet to decide which
approach is best, for each has Important elements, but to attempt to
extend our microworlds in several different wave to find what are the

important problems and phenomena.

HATURAL LANGUAGE:
Work Is continuing on various extensions of SHROLU, Winograd's
lanruage understanding system. The availablility of this system
over the ARPA network, In @ well documented version at CMU, will
permit faster progress In developing technigues for introducirg new
concepts., Unfortunately, our own computer svstem s too overloaded
to make the facillty available to many outsiders, and it will no
doubt lToad the other systems rather heavily, az well.

¥ork on language will continue to develop both theory and
extensions of current capabilities. A variety of seminars are
directed toward 2 deeper understanding of the processes Involved in
language understanding, with one goal--that of defining the
directions for a "next generation" language understanding program.
A number of students are working on aspects of syntax and
semantics, such as the problems of guantifier scope, the addition
of a wider range of syntactic constructions to the previously
developed grammar, the [ssues raised by simple sorts of language
translation and the problems of generating complex syntactic
structures from a semantic base, Drew McDermott (see below) Is

writing a program which will make the sort of plausible inferences
necessary for understanding language in context. This is being
done in cenjunction with the development of the COMMIVER language
as a formalism for representing and manipulating knowledge. His
program follows a8 narrative of a simple series of events, trying to
draw causal connectlons between them and making predictions about
what it expects to happen.

Several thirgs are helng done to make the earlier work (see last
vear's prorress report) more useful te other people. Some of them

are hﬂ]nf done in conjunction with the Project MAC ?ftumatig
proprammineg group and the Al project at Carpegle=-Mellon. They



involve providing easier ways to interface propgrams with new data
areas, a user-engineered front end ermabling people to run the
proprams and Interrogate them through the use of a simple command
tree, improved documentation and other descriptive material suck as

flow charts of the grammar,

UMDERSTAMNDIME HARRATIVE:
In hls recent thesis, Eurene Charnlak proposes a technioue for
handl Ing many aspects of common sense In connection with
understanding narrative., A narrative is a sequence of statements

describing 2 seguence of events, understandable by 2 person, but
which usually contains a near minimum of fetail, A great deal of
materlial must bhe filled in by the reader, using his own store of

general knowledpe, to convert & narrative to a step=-1ike chain of
statements that say evervthing expliclitly, Charniak sketches out a

cspquence of stages of analysis for each sentence that may result in
filling In many such detalls. These mechanlisme are supposed to
help resolve ambigulties, determine unspecified references, propose
motivations for actions and generally act as information retrieval

and plausible explanation devices.
Charniak's central mechanisms involve setting up procedures called
"demons". These are essentially PLANNER antecedent statements that are
et up by local contexts and then persist, actively "watching" for
statements that might signify the occurrence of certain activities that
particularly concern the demon., For example, when a mathematical
subject Ts mentioned, the system could set up a demon that moniters the
subsequent text for ordinary words that happen to have special

mathematical significance, so that meanings would be conslidered that

would have a very low rate of occurrence In ordinary text.

Last year's proposal mentioned plans for this svstem. It has changed
and developed substantially and the thesis will be available soon as a
report. There does not yvet exist an operatlional svetem for exploring

the advantages and limitations of this Idea and constructing one will

depend on recrulting capable workers for that project.



UMDFRSTANDI MG HHERATI?E 21
While Charniak's work applies to a world that reguires a very wide
knowledre base==It it the world of things a first=grade child must
know to understand kis reading books, Drew McDermott is attempting
a system that attacks the same general kind of prohlem in a8 less
local way, by attacking a8 problem of narrower scope but rreater
logical depth. Charnlak's system can be viewed as an experiment to
see how far one can go In fF11llng in narrative details by setting
up predictions whenever possible to ermbody what ore already knows
or mlight reasonably expect about the situation. These expectations
operate on a8 very wide range of subject matter but thev have no
general mechanisms for dealing with complicated interactions.
McDermott's model operates in a2 much more restricted domainm=--an
extension of Winograd's BLOCKS WORLD, which now contains an actor
with his own motivations and knowledge. Again, the system has to

generate @ hypothetical scenaric to be consistent with & narrative,.
he svstem must deal with different kinds of causality, decide

whick kinds of explanations would be adequate for an actor who has
specific items of knowledge and generzlly have theories about what
kinds of assertions are "plausible" under different belief
condltions., In particular, the system must distingulsh between
actions that are plausible to It and those that are plausible to
the actor who may not know that a certain object is behind another,
ete.

IMFORMATIOM RETRIEWVAL:
This field, which addresses a problem mF recognized and ever-
growling Tmﬂnrtance, Fas been domimnated up to now by marginally
useful attempts to classify knowledge without understanding §t. In
any particular application, such an "Information retrieval system
can be made to do a certain amount of useful screening but as the
data base expands past the experimental prototyvpe, one always finds
& threshold that 1f set too low Inundates the vser wlith toe much
hut 7f set higher misses too many relevant ftems. Obviously, one
can escape this only by increasing the degree to which the system
itself can deal with the meanings of the classificatory concepts.
As our work on language-understanding pProgresses, we Ccan expect
more and more areas of application for such techniques. Our new
"micro-worlds" of comman-sense reasoning should begin to open up
the arca of Information retrieval to effective applications of
Artificial Intelligence research.

We do not kave a committment to any specific project In this Information
retrieval area. However, we are convinced that it s approaching the
time when such & study will be worth while and we plan to discuss It

with others versed in bibliographic and library sciences,



AREA 111:  PROCRAMMIMEG

Workers In Artificial Intelligence have plaved important roles in the

development of many new kinds of programming lanpuages. As far as our
own purposes were concerned, the language situation In our Laboratory
was, [f anvthlng, unusually stable over a decade; almost all Al work
{except, notably, the Greenblatt Chess program) used LIEPF azs i1ts basic
lanrpuage, and LISP development itself was generally conservative.
However, durlng this period several sub-languages were developed within
the speclalist program projects; for example METEOR and CONVERT were
completed and used in cases where LISP seemed Inadequate., These were
early pattern directed systems related to COMIT and SHOBOL and, more
recently, such [deas and many others were put together in Hewitt's
PLANMER . Hhile the earlier steps in this direction were exploited only
by thelr Inventors, PLANMER's time was evidently ripe, for It was
auickly adopted for use by Winston's Vision project, Vinograd's Matural
Language project and several others in our Laboratery. Thus we have
seen the first major language change in a long time, Many other Al
centers are already working with versions of MICRO-PLAMNER, an
implementation of a subset of Hewlitt's proposed large system. Mow under
development, jointly with Project MAC, 15 & more comprehensive system

for PLANMER. In the meantime, experience with MICRO=PLANMNER led to a



reaction by some users who had difficulties with debupping in situatior:
where PLAMMER's unprecedented facillties for autormatic search, backup,
and revision of Tts own data-structures could grt out of hand ard also
in situations where programmers wanted thelr programs te have access to
information about just what happened within the automatic searches,
This led to the proposal of COMMIVER, by Sussman and others, a languare
in which one has many of PLANMER'S specification and auvtomatic
facllities but with more control over multiple functional environments,
return to previous states and explicit control of backup situations. I
may take guite some time to settle the batch of new practical and
theoretical arguments about which assortment of structures and features
should be given priority in the "general purpose" Al lanpuage of the
near future; In the meantime one has 1ittle choice but to encourage
experimentation In this area. We 1ist below activities bearing on this

subject:

LAHGUAGE.DEVELDPHEHT FLANNKER

dgintT¥ wlth Project MAC, a PLANMER development pr$Je:t Is under
WaY, here are quite a few interesting problems of how to

implement the new kinds of objects and gquantities, It Is not an
ordinary systems programming problem. There are serious
theoretical problems about the extent to which such programs can b
compiled, and 1ittie is known about what running speeds are
possibkie In any case.

LANGUAGE DEVELOPMENT: CONMIVER
Cfonniver permits direct cross communication between different past
states of a running program. Thus, one can make a suggestion and
ask how it would have helped in 8 previous attempt to solve a
problem! At first sight, the implementation problems appear
enormous but many students are thinking about this and we are
cptimistic that a svstem will be built that can efficiently run
larger-than=-"toy" problems.



LANGUAGE DEVELOPMENT: LOGD
The language LOGO, ceveloped In our Educatiorn project, now Ras an
incarnation within LISP, developed by |. CGoldstein, This brings a
useful tool into the ARPAMNET community of Al workers, becauvse of
the rapidly growing body of work in children's cognlitive
development that is invoelved with the use of this languare.

LANGUAGE DEVELOPMENT: LISP
In association with MATHLAB, our version of LISP, MACLISP, has been
under continual development, primarily by Jon White and others, and
there is now 8 verslon accessible to the ARPA network,

PROGRAM=UNDERSTAMDIMNG PROCRAMS:
Elsewhere in this proposal, we mention several projects that are
connected with language development. Althouph not directly
caoncerned with new major languages, each has a specialist language
of Its own and some of the ideas In them are sure to be demanded
and implemented by others In one or more of the major exterior
languages. Particularly promising in this regard are the projects

that are developing programs whilch.  understand other programs,
notably the Exprr?ﬁents u? anﬁ stein, Eussman, ﬁ:ﬁnrmntﬁ an

Hewitt. The control structure of Winston's VISION SYSTEM,
currently written in PLAMMER, 1z alszo likely to stimulate new
styles of procedure description.

THEORY OF PROGRAMMING:
The Al LAE has played @ key role In persuading the computer sclience
coemmunity to consider more realistic problems; to shift thelr
attention from syntactic form to semantic content. |In programming
languages this means a move from computer=linguistics to theory of
control structures, In mathematical research this means shifting
from infinitary logic and recursive function theory to theories of
computational complexity, and theory of solvability of control for
simple problems. Both of these are just as "abstract" and
theoretical, but far more realistic and practical.

Indeed, such results from recursion theory as "the unsolvability of
the halting problem" can be deeply mislieading., For an
"interesting" class of practical programs, knowledge of the
programmer's intent, and understanding of common control structures
is sufficlient to debug a non-kalting program, Similarly, Ir the
areas of "pattern-recognition" and perceptual sciences, we have
helprd to turn the emphasis from "invariants" to poal-relevant
descriptions and, generally, from a wishful=tkinking search for the
Festalt to the careful analyslis of ways In which processes can pass
from local features to gleobal descriptions and back, In
heterarchical control structures.

Khile we plan te continue working In these areas, It Is Impossible
to predict which will develop rext or In which way., VWhile we stand



by our judpements about priorities of importance in this sort of
theoretical research, our Laboratery iz In danper of becoming

ineffective Tn implementing our opinions, for budepetary reasons,
We cannot afford to recrult enougk staff to mairtain first=rate

competence in the necessary areas. We plan to look for additional
suypport in the theoretical area.

AUTOMATIC PROGRAMMING:
Many of our staff members are working on prejects that bear on 2
common problem; how to create a computer program that satisfies a
collection of goal-oriented conditions--that is, & program that
accompl ishes & task which 15 specifled In terms of the result
rather than in terms of the computational steps to be taken, This
Is true "automatiec programming" and the possibility of doing it
resides essentially in the degree of our ability to represent
within the computer appropriate kinds of knowledge about
computation, programming, debugging, planning, ete. As the body of
this proposal shows, our maln current goal is te develop this kind
of knowledge and techniaues for representing It and we expect that
this body of work will lead, In the not too distant future, to real
progress toward programming systems that canm be told what kinds of
programs are to be produced.

AREA V: Educatlon and Prosthetics {Mon=-ARPA projects)

EOUCATION:
To plve a rounded plicture of the Laboratory's goals, we have to
mention some work not supported under the ARPA contract, but
mutually interdependent with It. The largest such activity is a
program of research into the structure and development of human
copnitive skills, with emphasis on developing wavs to help people
learn better how to learn., Imn this area, our Laboratory is working
on theorles orlginating jointly In Artiflieclal Intelligence and in
the kind of developmental schemata proposed by Plaget and his
colleagues. We feel that the discoveries we have made In this
area have heen of major importance both in formulating new ideas
about design of superlor educational paradigpms, and In helping us
formulate conjectures about how common sense krnowledge may be
structured for use in an artificial intellipence.

PROSTHETICS and MOTOR CONTROL:
A& natural result of combining ideas about artificlal intelligence,

robotics, and human problem=solving 1s &8 new horizon of possible

wavs for men to control external devices. In instructing a robot
to do & task, the ordinary industrial technigue of recording the

precise trzjectory of a master-slave manipulation system will work

only in the rigid assembly=1ine situation of absolute task
repetition. An intelligent helper, on the other hand, could do
much more with an explanation or some meaningful gestures. We are
planning some studies in which highly handicapped persons might



control external systems, such as virtual kevboards or simple but

versatile manipulators, by using limited motor channels aupmented
by sophisticated intention-guessing software. One immedjate roal

may be to establish useful channels for intelligent but isolated
cerebral palsy victims to establish effectijve real world
Interactions.

Technically, this project resembles the ARPA speech program, in the way
that limited objectives can have large values in the right situations.
The scientific detalls may also turn out to be rather similar. We plan
to approach & Health agency for support in this area, and to have this

activity involve people both in our Rebotlics and Educatien groups.



PART Iz ==sssmmmmmmmene== feneral Theory of Intellirence
Hhy do we helieve that we can achieve these roals?

The complexity of the answer depends on the derree of achievement ore
kaes Irn mind, Tke more immediate applications are casily seen to he
"within the state of the art" set by recent work ir our Laboratory and
elsewhere. This Includes the corstruction of a werkirr mini-robet,
extending machine vision to some Industrial situations, and so on.
Other aspects of our goals cannnt so easily be justified. Their
achlievement would depend on solving hard theoretical problems. Our
confidence that this can be done rests on an elaborate theory of
intelligence that reflects many vears of work., In this section we
review some of the issues In constructing this theory of Intelligence.
It is not fully self-contained here and must be read in conjunction wit

our prorress reports, especially A.1, Memo 252 which is a@ppended, and

our previous proposals,

The form of our review s a brief, almost te1f€ranhic,
statement of the lines of approach to the problem of
intellipence most common arerg computer scientists. Its
purpose 15 to situate our own position in an intellectual
landscape that will be familiar to the reader. That is why

we will pot review the many other, quite differernt opinions



held In other discipl ines,

ALMIMISTRATIVE POWER:
The secret of intelligence lies in a problem=-solvirg structure that
is inherently highly efficlent and selective, by virtue of some
particularly pood schemes for deduction, bookkeeping, roal-tree

administration, redundancy-elimiration, etc.

LOCICAL UMIFORMITY:
The secret of intelligence lies in using a universal lopical
decision procedure. This should be able te handle all sorts of
prohlems and not need special programming for each new kind of
problem, 0f course, ore must ke able ta sultebly encode the

different problems into It along with an adeguate set of

effleiency-enhancing heuristics.

COMMON SEMNSE:

One can't expect much "general intellirence” unless the system
knows the simplest kinds of things that every normal child does; if
you move something it will no lomger be where |t was; two things

can't be in the same place; if A precedes P and B precedes € then A
must precede C; etc. Therefore we first should concentrate on 2
propram with "cormmon sense"., This specialist prorram is essential

for other develepments,



EPISTEMOLOGICAL POWER:
A person seems [ntelligent hecause he knows how to deel with ¢
large varirty of problems. We thkerefore have te make collections
of such knowledge and to do this we first lave to develon
systematic schemata for acquiring, representing and classifvirg all

the different kinds a knowledge that will bhe neederd.

LEARMIMEG:
It is impractical to do all the work implied by the previous two
surrestions. It would be better to make 2 rereral learning progran
that will acquire both common sense and general knowledge by trial

and error, reading books, etc.

PROGRAMMING KMOWLEDGE:
Perhaps the secret of the general problem solwving ahlility of
intelliFence lies rot in having encugh adequate procedures in
advance but in being able to assemble, guickly, a problem solving
propram appropriate to the problem of the moment! This would still
mean that one needs knowledge, but now it Isp't so general: what
one needs is to know enourh about propramming (and beuristic
programming, in particular) so that one can write and debug a

propram that is good enough for the task.

Before proceeding further, we should summarize our attitude toward these

viewpoints, There may or may not turn out to be other unsuspected



reneral principles of great importance., We take the prsitior thet 211

the above points are relevant but that ore must ales add:

"CEMERAL KMOWLEDRE™:

What we see as "intelliFpence" is a system's ghilfity to solwe
diverse and difflcult preblems, in impressively short and effretive

ways. When a system solves a problem in a marner that dors pot usE
tedious search, we must say that it seems to know how to solve the
problem. For various technical reasens, we canmot heliove that

there can exist “general" methods te de this on o wide variety of
problems without a lot of stored krowledge, so0 a lot of
intelligence, on the performance level, must be in knowlng how to
solve problems efficiently--and sprecifically.

FMOWLEDGE ABOUT EMOWLEDGE:
On the other hand, for other technical reasons we think that simply

holding large stores of krnowledge 1= inadeguate, brcause
performance will degrade--unless much of the knowledege is

structured teo direct the use of the rest. “uch of what one knows,

then, will not appear at the "factual" lewel at 211, but will
concern when and how to use other parts of the Information store
and, especially, whken not to.

flthough a fixed store of such knowledpe could be adeguate for a wvast
variety of useful activity, some of It should be concerned with how to
acquire more, so that Tntellectual rrowth s possible, Hew much
knowledge=structure s needed te begin the "bootstrap" process? e
don't really know much about thls, Our conviction s that one must ke
very careful In theorizing about the development of intelligence in
humans, not to overlook the amounts that may he absorbed from the
environment Iin highlvy=-prepared abstract form, in the course of acguiring
lanpuage. Putting aside guestions about how the limpuistic processes
themselves are developed, we believe that even at .the level of learning

proper use of individual words, the child is more or less forced to



acaquire thousands of irportant corcepts whase importarce bee byen

fetermired hy milleria of forcefu] selectior,

e kave not mentiorned many other opiniors held by corputer scifrtists;
for example, that perkaps the important advaneee lie ir porcllel
processing, or ir holistie access to corternt=addressed memory, cte. elc,
e have noted only some of the views that play sisrificant roles ir our

owr models of the situation.

Even without attemptirg tn decicde between thesp=-nor rather, discussirg
the roles that they each play--it skould be clear that suck a discussion
nresupposes a thorouph understarding of the iscues, Fxactly here lies
the irportance of the relatively deep, if narrow, examipations of the
“"specialist" proprams. Both the VISIOM SYSTEM and the PIOCKS WORLD Fave
teld us a great deal, not just about how "performance=-level" krovledre
might be structured but also about how problem solvers must he
rrogrammed.  The new wave of programming methrods==FLANNER, COMMIVER==-and
the Heterarchical approach in general, are all attempts to meet probliems
that arose In these studies: Issur; that never clearly crystallized ir

the rarlier studies an more "eerneral" problem solving systems,



LEARMIHC

Here apain there are a rurber of positiorns that each skhovy orly pert of
thke situation. Ore common view s, we foel, really wrerp: that there
ie » process called learming whiclk is guite distirct frorm other mental
activities, We list a nurher of prirciples that mey seer obhvious to

some Feaders, and perkzps wronF to some others,

DEECRIPTIOMN:
To rrcord the irportant consequences of an expericnce, o000 MUSt
extract and represent the rssertizl feotures, So Tearring is notl

merely recordinp: It Invelves shreve abstraction., There is little
use ir recordirg evervthing.

UMPEBETAMDIMG THE GOAL:
Ve oursht to know the kird of proprem structure we went to result,
before we can expect to be able to design 2 progrem to learn that
structure. If learning then consists of adding axionms to a loric
fata base, the learmer has to understand somethirng about the
"oproof" procedure. If learnirg consists of makirg changes in
programs, then the learner must know eppropriate thirps about
programming.

IMCRFMFHTALITY amnd COMTEXT=IHNDEPEMDEMCE @

Ve want to he ahle to make small chanpes easlly., Rddipe sﬂmethlrr
rew shouldn't distort evervthing learned brfore, So far as
prossihle, the learrirg mechapism skouldp't have to toke into
account evervtbirg plse already krowr: nor should it have to krow
211 ahout how evervithine is orFanized, DOn the surfoce, 2t lerst
thigs would seemr to favor use of declarative statererts, or
productiep=based prerrams.  But we fo rot really urderstand the
rEtent to thch threse make 1t pocsikle alsn to represent cortrel
structures ir ways that are 2150 eesily charmged ircremerntally, and

e suspect that declarative structures will rot ture out to be very
prowerful in this regard,
CFEURC MR

“Eorme learning, 8t lrast, s rearrarperert ard drbugrinq. not just
addire rew performarce=level krowledye, but reclassifyirg Tt



restructurierr 1t, madifyire the precedures that precees the Aatn
structures ir which the "factual® krowedpe ir prheddpd,

LEARMIMNG TO ILFARM:
e can't really expect, after all, te build a prorrsm that coar e
all these things from the start. &e the learrirg proprom jteelf
had better be self-applied so that it car he beotstropped=-hy o
rood teacher.

Our experimental and theoretical propram must recornize that
because we do not yet have sufficiently irtellipert paradilpm
programs, we simply cannot yvet feel sure just whkatr sorts of

structures we wWill want our learning programs to learrn! That is,
although we camnot see any clear ard particular difficulty akead ir

building learning programs, we do rnot yet krow ercuph to "specify"”

them. =~ At the risk of seeming to repeat, it can be put this way:
we still do not have any prototype proprams that exhibit

satisfactory "common-sense" behavier using stallow reaserirg and

large knowledge bases. HNot havirp such a model for a tarFet, we
are not guite ready to attack directly the problem of learring such
a8 structure and still less ready for the problem of "learning to

learn" it.

The most promicing system for learning 2t 2 symholic description level
ls, at present, the ore presented in Wirstor's thesis. That system is &
specialist program; it works at buildirg structural descriptions ir the
RLOCKES WORLD by "learrnirg from examples", The basic strategy ir this
scheme is to compare a description of thke current situation with certair
"learned df5ErlptTnns" that it has built up from earlier expericrces.
The "most important" differences betweer the presert rezlity and the
staored parédigms are computed by a procedure that embodies the mochine's
prejudices about what features of differerces between situations are the
Fost importarnt. This peneral scheme raises @ lot of specific problems

for study:



lrderstanding Jiffrrences.,
The program of Hirsten's thesis bullde ard modifies descrirticors by
selecting one "dominant" feature frem mary, ir eich cvele of
comparing two structural descripticrs. TrRis is dore by & conmor =
sense ranking of some kirds of relatiors over othere., A Frorce
irtellirent way would bhe te urderstard bhow such feotures are really
related to the current goal; then the system could hzve “rerescors"
for its priorities. Thkis would brcome important wher, ir rew

eftuations, It would be akle to re-order these prioritics. I o
rationnal way, by rraconing about T1fs reasons,

Procedural learnirg.
Witk all that we kRave sald phout the importarce of lezarrirp ard

debugring procedures, it would seem natural to ask about exterdirg
or. adapting the structural description-learring proFrar to propram

learnirg, At First glarce, there seems a8 werld of differerce
hetween describhing stoacks of blocks and describirr computatioral
schemata. However, YWinstorn's crapter on "rroupirF” sureests that

thege might rot he so far apart. We see a8 possible bridee I the
transformational process that recernizes repeated chalrs of
structural relations and represerts thkem by a nor=-repetitive

structure describirg the tvpical neipkbortood of 2 "typical”
element.

fuch 2 "proup" structure resembles the inner loop of a prograr.  The
ahstraction process itself seems clogse to thet ore would vuse to prrerate
& clesed subroutire to compress parts of an lterative performance
protecol (as proposzed, for example, irn Hewitt 1972). To meske it write
an actuz] program one would need, ir prirciple, orly to make it add to
fts representation of “typical element” information ehout the irltial
ard final elements as well., For example, the program now describes a
"stack" hy Adescribing 2 "tvpical elerent" and noting that each tvpical
element bas anotker typical element above it. To corvert this to, say,
a proFram for hulldirpe stacks, ore woulr wart te add ap iritialization

sectinm:



"out a block or the tahle

and an exit condltion:

"stop 1f thet hlock Ts twn fret above the teble',

The "irner loop" ("put a block orn that block") would br pererated by 2
procedure that understands how to make am element "typical"™, namely, by

the actior "put a block on 1t"!

PROGEAMMING EPISTEHOL DY :
If we do that, have we made &2 larpge step tovard uvrderstanding
enough about progrem=learnirg, or s It 8@ mirniscule part of the
joh? To deal with such a gquestior, one would have to work with a
classification of program-structures, and at least a tentative
measure of the irmportance of the different varieties., Clearly, one
can do arything, in prirciple, with the iritialize=loop-exit
prorFrammicrg element, sirce the exit corditior allows the expressior
of conditionals., Faually elearly, the loop struocture, ir practice,
is & very confirinp, irnexpressive structure for the kirds of
procedures an intelligent system would seem to need,

prEarRAMM MG and PLAMMIMG:
The lssue of how to represent abstractly, the protocel of an
experience, s corplicated by bow representatiors irteract with
various kinds of goals, For example, ore might ask for proposals
about kow a machire might have learred the processes that are
rreprogrammed into the problem=selving substructure of Wiroprod's
ELOCKS WDRLD,

Corsider just the part of the system that removes all hlocks or top of

hlock that the pProgram wants to move.

1. Ope might have a8 process ir whkich the machire solves & perticular
caze arnd then gereralizes. |f severg]l blocks are removed, and the
rrotocal of actions is analysed, it would not be hard to detect the
repetition and represent it as a loop.



2. In PLAMMER cede, however, there is noe leoep., One might irstead
recognize in the proatocol the goal-subgoal=-acticon relation of
removing the supported bleck, and embed this In an antecedent
theorem. Here, the generalization is easy, even from a sirgle
Instance; what is harder is to sce how to notice the significance
of the repetition; in other cases the one-example generalization
will usually be wrong!

2. Im any case, the problem remains of generating & procedure
appropriate to the goals., The CLEARTOP proprem is appropriote only
under certain conditions. |If there are & great many blocks on the
one we want to move, then CLEARTOP will irmvolwve a 1ot of work., The
system skould be able to learn that this mavy be a8 cordition for
backing up te another goal; It should perhaps be able to use
knowledege about sweeping all the hlocks off with & broom; it
should perhaps know about 1ifting the lower block ard dumping them
off {and this may necessltate some common sense about the
randomness of where they may land),

4. We might really want to know how many blocks are on the one to be
moved, so this kird of obhservation might have to be proprammed in.
What kind of knowledge is required to judrpe whken counting 1%
appropriate?

For some time, Cerald Sussman has been attempting to formulate the

issues Tnvolved In different ways to loock at the problem. HRecently, he

has constructed a program which "learns" programs like the CLEARTOP
procedure by runnlng simpler programs on examples, detecting "bups"--

incidents in which the program does something silly==-and formulating a

program change that makes it work on that example. It remains to be

seen whether this approach to "learning through debugging" can be made
powerful by providing it with enough diagnostic description and

programming knowledge., It iz interesting how issues arise In such a

project that resemble problems in guite diverse areas of computer

sclience; issues about multiple processes, management of temporary
storage, domaires of protection {(of the results of interacting subgoals),

ete,



PROCRAMS and IMTEMTIOMS:
A direct attack on the problem of represerting krowledre phout
programming (s under way In the work of lra foldstein, who 15
Adeveloping a =vstem that understands some structures of progrems
that produce graphical drawirgs., This project is interesting
because it combines general krowledpe about proprome==loop
structures, recursiors, etc. with a semantic besis ir greometry--an
area that we have always found particularly rewarding because of
the deep mathematical technigues that are close to the surface of

such activities. Goldstein's program atterpts to relate the
expressed Intention of the progpremmer--for example, 2 child who has

written a bugged LOCO program intended to craw a figure of some
specified kind=-to the code he has written. It looks for clues
about various kinde of familier programming structures and should
be able to debug the proprammer's code even when the actual code Is
hopelessly flawed, Such 2 program must handle & variety of
different kinds of knowledge:

about procedures

about geocmetry
gbhout pietures and must explore how declarative descriptions

of scenes relate to procedurz] drawing programs.



