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1974 PROPOSAL TO ARPA

SUMMARY

The results of a decade of work on Artificial Intel|igence have brought
us to the threshold of a neu phase of knouwledge-based programming -- In
which we can design computer systems that

{1} react reasonably to significantly complicated situations and

{2} perhaps more important for the future -- interact
intalligently with thair operatore when they sncounter
limitations, bugs, or insufficient information.

Thie proposal lays out programmes for bringing several such systems near
to the point of useful application. These include:

A physical "micro-automation® system for maintenance and repair
of alectronic circuits.

A ralated "expert" problem-solving program for diagnosis and
modification of electronic sircuitsa.

A set of advanced "Automatic Programming” technigues and systems
for aid in developing and debugging large computer programs.

Some Advanced Natural Language application meathods and systems
for use With these and other interactive projects.

A series of specific "expert" probles solvers, Including Cheas
analysia.

Steps touward a new genesration of more intelligent Information
Raetrleval and Management Asslstance systems.

The application areas are chosen to advance our general competence,
clarify dark areas, and provide working prototypes that should be
espacially halpful im bringing other areas to the same practical stages.
The proposal details plans for two years research work, beginning
January 1374, and we further draft what we believe must be done to bring

sach area to the point of major practical applications in the order of
five ysars.



OVERYIEMW OF THIS DOCUMENT

This proposal follous more than usually guickly cur previous propomal of
barely six months age. Thus, much of this proposal e for continuation
of work already under way. Houwsver, we can nou specify more precisely
the problems and milestones we expect to encounter and achieve, and more
preciss assignments of people and resources in the |aboratory to
specific subtasks. This is in response to the considerable increass in
gize and complexity of the projects, as compared to those of the past
Wwhich were usually attacked by individuala rather than by groups.

SECTION 1 presents our work-plan for the next two years (plusl,
clasaifying the tasks into seven areas of concentration. Each area ims
further broken down into one or tuwo primary topic and a number of
secondary topice. Each primary topics has clear-cut milestone goals for
the tuwo year pericd. Those goals mentioned in Section 1| are selected to
illustrate the nature of the problem area; they are real goales but not
necessarily the most important or most difficult.

These areas have discrete milestones and identifiable personnel with
responaibility to those goals. Houwever, to some axtent these
asslgnments are nominal, in that there is a great deal of interaction
and sharing of expertise within the laboratory. In other uwords, Section
1 presents a "|inear® model of the laboratory; listing seven "terms" as
though independent and ignoring the Important interactions.

PROJECTS 1 through 7 are the body of the proposal. Each states the
goals of one of our application areas, ite problems, proposed methods,
resources needed, expected "milestones”, and the pecple who will be
responsible.

PROJECT 1 describes in detail the proposed Yisual Electronic Repairman
Project, which includes the goales of our previous work on Hicro-
Automation and Machine Yieion.

PROJECT 2 describes the “Knouledge-Based Electronic Repairman®
project.

PROJECT 3 describes our Automatic Programming, Debugging and Sel f-
Documentation research programma,

PROJECT & describes our work toward Natural Language interactive
semantic systems.

PROJECT & describes a number of theoratical projects concerning
repressntation of knouledge, learning, logic, atc.



PROJECT & describes the Chess project and several other small|l "expart
problem solving" projects.

FPROJECT ¥ proposea two study projects concerned with improving the state
of the art in Information Retrleval and In Management Assistance.

SECTION 3 discusses the state of A.l., in terms of methods, outstanding
problems, and probable time-scales. [t also explains the cohesiveness
of the entire area of study.

EEE‘i'[EI"I 5 is the A.I. Laboratory Bibl iography.



SECTION 1
SCHEMATIC OUTLINES OF THE PRO.JECTS

1. Topice with emphasis on YISION AND MANIPULATION
FRIAARY TOPIC: Circuitboard Repair Robot

SECONDARY TOPICS: HManipulating liquids
Seeing irregularly shaped forms
Hand-eye coordination
Micro-Automation development
Inexpensive eguipment for research

2. Topice with emphasis on DEBUGGING ELECTRONIC CIRCUITS
FRIFARY TOPIC: Electronic Trouble Shooting

SECONDARY TOPICS: Syntax and Semantice for circults
Diagnosies of faulte
Flanning of signal tracing
Planning of repair

3. Topics with emphasis on AUTOMATIC PROGRAMMING AND DEBUGGING

PRIMARY TOPICS: Debugging Electronics and Graphice Programa
Implementation of ACTOR formalism

SECONDARY TOPICS: Classification of common program bugs

Intention=Oriented Automatic Programming
Automatic Annotatien and Self-Documentation

&, Topica with an emphasis on NATURAL LANGUAGE

PRIMARY TOPICS: Semantic theoriee of Syntax (with W. Martin)
¥. Pratt's syntax |anguage development

SECOMDARY TOPICS: Representation of extended avents and scenarios
Interfacea for other projects



5. Topice with a general THEDRETICAL EMPHASIS

PRIMARY TOPICS: Representation of knouledge: Frames, Actore
Clasaification of Common-Sense Knowledge

SECOMNDARY TOPICS: Inductive Inference [Solomonoffl
Mathematical Complexity
Modal Logice [(Gelser]
Physiological Theories (Marr)

B. Topice with an emphasis on EXPERT PROBLEM SOLYING

PRIMARY TOPICS: Chess and Surprise Analysis (Greanblatt)
Geomatry (Brown}

SECONDARY TOPICS: Theorem-Proving (Mevinal

Qualitative Physics
Decislon under uncertainty
Advanced Learning machines

7. Tepics concerned with IDENTIFYING AREAS OF APPLICATION

SUB-TOPICS: Advanced Automation; Hicro-Automation
Advanced Information Systems
Heurietic Information Retrieval
FPerasaonal MHanagement Assistants
Undersea and Space
Overview and Assessment of Problems in Al



SECTION 2
THE PROJECTS

Thie section is the body of the technical propossl. [t is subdivided
Iinto seven PROJECTS. Each subsection begins with a compact overview
With, more or |less, the following format:

DEFINITION: A brief explanation of what the project is about.

MILESTONES: HWe divide sach project into phases as appropriate.
Milestones are given for each phase. He give projections beyond ‘H"Il
tuo-year proposal period to shou hou ue envizsion these projects coming
to fruition over the subseguent feu years.

It is understood that this ies a very difficult field, our goals are
ambitious, and our standards are extremely high. He have tried to be
realistic about these estimates but some may take longer. The overall
hope is to get each of these areas onto solid foundations == in the
research and prototype sense -- within three years, so that
dissemination of technigues and eguipment can put them uwell on the road
to practical exploitation within five years.

APPLICATIONS: Each subsection summarizes briefly some applications of
the project to important problems.

PROBLENS: We mention the outetanding difficulties and bottlenacka that
appear to be the sost serious.

COSTS: The especially expenaive aspects of each project. Only a few
requira "special" equipment, but all except the moat
theoretical areas require unusually heawvy computational
services under |arge-memory, time-shared operating aystema.

PERSOMMEL: The principal innovators and people responsible for resul ts,
and their associates as known at this time.

Acknouledgement: Much of the text of the following sectiona is adapted
from drafts by P. Wineton and B.K.P.Horn Project 1; G.J.Sussman, Project
2y [. Goldstein, Project 3.13 C. Hewitt, Project 3.2y ¥. Pratt, Project
&; R. Greenblatt, Project G.



PROJECT 1
YISION, MANIPULATION, MICRO-AUTOMATION
The Physical Elesctronlc Repairman

DEFINITION: He want to bring machine vision to the point where one
could feel comfortable about saying that the computer "can sea". As
emphasized in our ear|ier uork, this is not a uwell-defined, isolated
task, because perception in general, and vision in particular, cannot be
cut away from general knouledge and intelligence. But within the
microdor|ld of the Electronic Repairman, we can define what it means to
sea, and many useful applications are Within reach.

He already can get the computer to scan and "underatand" well|-control led
scenes involving objects with neat geometric shapes, some aspects of
standard printed circuite, and some moderately complicated shadow
sltuations,

Specifical ly, thia project will be concerned With real-uworld visual
analysis of the kinds of scenas found inside slectronic assembl ies.

MILESTONES:

SJULY 1574 Visual analysie of printed circuit lagouts.
Recognition of electronic components

DEC. 1374 Hechanical inspection of solder joints,
Use of test probes at circuit pointe
Use of Hiniature Hand-Eye system
Pouring liguids with visual control

DEC. 1975 VYisual inspection of solder joints.
Identification or verification of physical ly broken part
Diagnosis of simple malfunction
Physical replacement of defective components.
Connection to electronics debugging programs [Project 21

DEC. 1977 Connection wlth NATURAL LANGUAGE ASSISTANT.
Connection with Automatic Programming Assistant
Correlation of physical component with verbal ﬂuwrintim.
Agsembly of a whole kit.

The latter ies also an ambition of the Stanford Project, and close
callaboration should be posalble by that time.



APPLICATIONS: Assembly, Inspection, maintenance, and repair of
computers and other alectronic equipment.

General ization to similar functions of emall mechanical assambl iea.

Servicing of electronic assembl ies of larger systems, e.g., electrical
systems of engines, antennae, undersea and space devices. (Eventually)
MHaintenance of sub-miniature systems.

Computer vision has extenaive applications to supplementing other
systems. For example, such a system could maintain surveillance over
the area around a dangerous machine, a secure installation, an
intenaive-care patient, an object=in=road-ahead uarning.

ENGINEERING PROBLENMS:

Curved objects Representation of componante.
Shading and Texture. Direct range-finding.

Arm and hand design. Arm dynamics.

Force-feedback sensation. Motion tracking.

Motion parallax.

Oualitative physice of components, wWires, etc.

Understanding shading and texturs

Developing descriptive languages for representing components.
Daveloping a |language for convenlence to human operatorse.
Heterarchical programming for real-time interrupt environment.

COSTS: Use of very large programming systems and memory
Diagnoatic display
Completion of Hicro-Automation Laboratory.

PERSONMEL Prof. MWinston (vision system development and software)
Prof. Horn (hardware and softuare development)
Research Staff, Consul tants, Studentas (see below)



TECHNICAL ASPECTS OF PROJECT 1
RESEARCH IN MACHINE YISION

Prof. P.H. Hinaton - Prof. B.K.P. Horn
T. Finin J. Lerman A. HWoodham A. Boberg

Js Hollerbach H: Duniavey 5. Fahliman H. Lavin

R. Haters H. Billmare G. Dresher H. Kornfald
E: Fraudsr 5. Slesingesr H. Adler D. Harr

T. Lozano-Perez Y. Scheinman C. Flateau R. Mofteker

INTRODUCTION

Hork on machine vision has progressed rapidly in the last three years.
Many baeic lesues are nou more sharply defined, permitting ue to focus
outaida the reatricted world of careful ly prepared simple polyhedra.

At the "performance” level, we can take a collection of flat-sided
objects of assorted shapea, pile them in a disorderly heap, and ask
the program to analyse, disassemble, and rearrange the objects into
another, orderly structure. The latter can be specified by a
symbol ic description or by presenting a physical example to be
analysed by the system. Many "low-level® viaion problems had to be
seolved to reach thie leval of performance. HMany of them are

summar ized in our January, 1372 Progress Report, and much more
detail Is avallable in technical notes and reports.

It is important to note that we have made no compromises in our
original long=term goal to set a firm foundation for Monocular
machine vialon! Thie vision syetem werks as well on Pictures of a
scene as it does on the physcial scene itealf. [t is not based
essentially on the use of physical range-finding methods, tactile-
probe exploration, or other "active" sensors.

This ia not to say that active sensors are not valuable! We plan
mary uses of them in our project. We simply want to underline the
scientific importance of the systematic work on what one might call
picture-vision, because casual onlookers might be unduly impressad
Hith how easily one can get superficially similar practical
applicationa by more application-tailored methods. But the
understanding that has come from the study of the purse, monocular
vigion problem is a more solid and permanent addition to our
"general" capabilities, both practical and scientific. This
knowledge Will aluways be available when active systems run inteo
difficulty because of (for example) large distances, pouer
limitations, monitoring through TY type sensors, need for not

| disturbing the scens, etc. And perhaps most important, this work
has already made cutstanding contributions to modern cognitive
paychology in in understanding human vision. See, for example, the



widely used introductory pesychology textbook of Donald Norman, or
the assessment of Sutherland in the British SAC report on
Artificial Intelllgence research (see Section 3).

Problems remain, to be sure, but now that the construction of a multi-=
purpose Blocks-Horld hand-eye system is behind ua, it is time to
reorient our afforts towards rlcher domalns.

Firat, ue need to expand our basic features to include texture,

calor, shading, sharpness of focus, highlights, shadous, and
motion.

Second, we want to study visual aituations in which percelved
context can have a substantive role in analysis.

Third, we plan to extend the interaction with other concentration
areas around the laboratory =o as to profit from advances in
natural language, representation of knouwledge, problem solving,
advanced programming developmanta.

B. PROGRESS TO DATE

Baefore outlining our position with respact to further work, ue uwish to
describe a feu recently completed projects that seem likely to support
e studies.

1. David Waltz has worked out a semantic theory of polyhedral |ine
drauings that isa a major breakthrough In several respects. The
theory gives deep Inaights into the succese of earlier work and
provides a powerful analysis capability for separating regiona into
bodies; in identifying edges as convex, concave, obecuring, shadou
or crack; in using shadous to determine contact; and in reasoning
out the orientation of object facea. That more information should
aimplify problem solving ia obvious; Waltz has gone far beyond the
truism and shoun how the idea can be worked out using a formalism
and representation structure that should contribute to work in
advanced systems for both visual and linguistic work. In all early
vision projects, shadow boundaries caused mal functions because they
were often interpreted as physical boundaries; in Haltz® system
they are exploited in several uways to correct other kinds of errors
and ambiguities, even to asserting that a missing line must exist
and should be loocked for more careful ly.

2. Previous vision systems suffered from an artificial division
into |ine=finder/scena-analysis partnerships, communicating only by
uay of a handed-over line drauwing. The new systems of Jerry Lerman
and Yoshiak]l Shirai show hod the barrier can be eliminated and how
high level knouledge of physical constraints and partial analysie
can guide the filters and trackers that most intimately deal with



lok=lavel intensity information. The systems are thus prime
examples of the heterarchical prograsming concept discussed
el seuhere in this proposal.

Briefly, the problem is thie. In older systems (as well as in
older psychological theories of vision) the process was divided
into ateps, for example:

1. Find distinctive visual feature pointas, e.g., large
gradients.

2: Aggregate them into higher=level elementa, #.g., |ines.

3. Aggregate those into, say, regions.

4. Aggregate these into, say, "objecte".

B. ldentify or "recognize" the objects.

E. Aggregate the objects into familiar structures.

Such systems worked, if at all, only on careful ly prepared scenes
and "toy" problem demonatrationa. The trouble is that there are so
many places for errors, and these propagated so mercilesaly, that
the chance of the whole chain working uwas too small to be useful.
In the neu systems ue have found ways to use knouledge at a high
lavel -- may, about what kinds of edges occur in shadowad, concave
regions, to continually monitor the performance of the low level
"line=findera™ operating at the primitive "scanning” leval.

3. Tim Finin has given the evolving vision system considerable
deductive depth through several goal-oriented programs. Ona of
these specializes in using a theory of "perceived groupa”. Often,
some of an object's individual dimensiona, position, or orientation
parametera are indeterminate because of an cbstruction in the |ine
aof sight. In these situations the vision system hypothesizes the
missing information, using other objects considered similar by
virtus of alignment in a stack, a8 common purpose, or aimple
proximity. Thias is one entry into the area of context driven
analysis.

4. Finin, Lerman, and Slesinger have completed a visual feedback
module that checks the position of a block after positioning by the
hand. Then it jiggles it into place if its positional error
exceeds a small threshold. Thie feedback |ink makes possible
exploiting the random-access capability of a programmable image
acouigition system by looking only at pointe lying on & amal |
circle around expected vertex locations. Finin and Lerman have
alec completed a touch feedback module for use in certain cases
when a monocular image is inherently ambiguous.

5. Bob Hoodham has dons Inltial complementary work om visual
motion tracking. As the first step in &8 coffee-pouring
demonstration, ha has worked out and compared several mechan|sms
for monitoring the rising level of coffes in a stylized cup.



Although this s still in a demonatration phase and not integrated
inte the syatem, we believe the mechanism will extend smoothly to

such skills as shadow-alided placessant of delicate objects.

E:. Scott Fahiman has devised a construction planning system which
golves problems in two distinct directions. First, three
dimenaional modelling skill has been developed in the form of
sophiasticated touch and stability tests. Second, in cooperation
With the specialists in CONNIVER language, he has demonstrated the
rnead for and use of advanced control and data base mechaniesms. Tha
aystem can plan fairly cosplicated constructions reguiring
temporary ascaffolding supports.

7. Rich Boberg has explored the problem of reveraing the analysis
proceas, that is, reconstructing a4 scens from an abstract
dezscription. He baliave this is the first atep touard an
automatic design system where the machine containa and uses
considerable common sense knouledge about the comatraints inherent
in a physical world. In the next section we will discuss how
Dunlavey's work pushes still further in this direction.

&. John Hollerbach probed the problem of describing complex shapes
through work on complicatd, higher order polyhedra. His heuristic
theory of projection shous houw many objects can be sensibly
decomposed into basic shapes, modified by protrusions and
Indentations.

8. In another domain, Mark Adler has shouwn hou to make progress
toward solving the problem of |ine drauings with curves. [n a
atyle reminiscent of initial work on polyhedra, ha has outlined an
approach to the analysis of some highly constrained kinds of
drauings. This should contribute conceptual ly to work on more
genaral real vision, to diagram reading and sanipulating services,
and eventually te personal assistant systems in which sketches must
supplement natural language commands that are more clearly
explained graphical ly.

C. PROPOSED RESEARCH IN MACHINE YISION

The traditional approach to *lou=level” vision has bean to bring In
familiar mathematica from |inear systems theory and a&lseuhere, and use
it in generalized form. Certainly texture has been a primary source of
problems for people interested in Fourler transforms and statistice, and
in our own laboratory Prof. Horn has applied the mathematice of partial
differential equations to the problem of deducing thres-dimensional
shape from tuwo=dimenaional shading information. But while

mathematical ly derived computations on picture data are important to
understand, the research does not always couple well with what one hopeas
to get out of an intelligent machine. Transformations of textured



pictures do not seem to help much In identifying @ solid as wood,
plaster, or carpet. Horn'se methods, while accurate in producing space
curves on uniformly painted surfaces, atill do not go far toward the
hisrarchical data structure which on the highest laval says that a

sur face appears to be part of a sphera, cone, oF cyl inder.

Hhat we are after are common senss qualitative theories of low level
vigsion processing, that can expleit constraints easily expressed only at
higher levels of description.

Shirai'"s paper, "A Heterarchical Program for Finding Objects,.” is
prototypical of what we would like to have come out of our new studies.
In that paper he describes a program ue believe to be the best available
tranalator of picture arraye into line drawings. It is instructive to
see why it is so good. '

The program consists of a feature point detector, &8 |ine tracker, and a
line proposer. Shirai's feature point detector employs only a simpla
differencing operation used widely before. But Shirai couples that

di fferencing operation with a heurietic filtering program which checks
the shape of the contrast curve againet a four=point guality check |ist.
Al though saimple, thess tests are not the sort of things one bullds into
a uniform, position independent, |inear filter.

The point ia further illustrated in Shirai's exploitation of tracking
and proposing programs about which classical knoul adge-fres mathematical
mathods have nothing at all to say. Again we find |lists of common sense
facts about the demonstration universe which translate into goal=
oriented programs that get the job done.

It is this qualitative, common sense spirit that we want to extend to
larger systems.

In this direction, Horn, Lavin, and Harr have undertaken a new study of
color, asking hou 8 machine might exhibit the same insensitivity that
marn has when naming colors under varying illumination spectra and
incident |ight distribution. The "retinex" theory of Land is regarded
as a atrong first atep, In essence, that theory argues for color naming
on the basis of three independently derived |ightness orderings, one
each in the red, green, and blue. The |ightness orderings in turn are
determined at reglon boundaries With no part played by slow drift in
absolute intensity. Land argues that the independence of the |ightness
determinations prevents shift in lllumination from distorting perceiwved
color and further that the discounting of slow drift acrose facesa
prevents obligue lighting from disturbing the relative lightness
mEasureg.

But at a detailed level we balieve mora work is to be done. Land's
lightnaass measurement algorlthm involves an unsatisfactory random walk
procedure that wanders about the scene seemingly In search of the



brightest region against which to normalize other regiona.

We hopa to subatitute a more reasonable algorithm that reflecta the tuo
dimensional nature of the problem. Horn is working on the detailas of a
theory that involves a successive differencing and thresholding, and a
calculation resembling simple solution of resistive netuorks. The
method may lend iteelf to implementation in simple parallel harduare.

We believe thia work will be important to robots, especial ly where color
is often of first importance in identification and where identification
must be accurate under all sorte of varied matural and artificial
illumination.

Continuing thia deliberate program of formulating in machine-usable form
common-sense observations about wision, Hinston is trying to develop a
gualitative theory of houw one can determine solid shapes from shading
and highlight information. In earlier work, Horn has shown how surface
line equations can be arrived at analytically under assumptions of
uniform reflectance. What Hinston Is after is a qualitative theory of
shading facts that allows direct hypothesis about the approximate shape
suggested by a surface Without recourse to that surface’s borderline
shape. And eventually, one would want to be able to eliminate Horn'e
uni form surface assumption in favor of wsing additional knowledge of
plausible intrinaic colorations of surfaces.

The theory, |ike Shirai's heterarchical line finder, is expected to take
the form of a collection of procedurally embedded facts relating the
relative location of highlights, shading gradients, and light sources to
the conclusions about the three-dimensional nature of the sample.
Informally, such ideas are well known; the work of J. Gibson in
particular is widely acclaimed as important in explaining human
perception of three dimensional configurations outside (and often, aven,
inside) of the range of focue or sterecscopic determination. But

al though the ingredients of such theories have been avalilable for a very
long time, this will be the first attempt, ue believe, to weld them
together into & coherent (and useful) system.

John Hollerbach is working on the complementary problem of deviaing a
description system rich enough to represent real curved surface objects.
He expects to build on his success With poluyhedra in which description
sagments divide complex objects nicely into protrusions, Indentations,
and basic projections of simple plane figures. He ie nearly finished
Hith the firat generalization, that of describing the myriad jugs,
bouwla, crocks, and amphorae that make up the world of archeoclogical
pottery. When finished, his system wil| describe these objects in
terms |ike "high shoulders, “flared base," and "narrou neck," just as
doess a human specialist in the fiald.

He have tuwo problems in learning how to introduce textured objects to
the machine. The firaet ies to separate texture boundaries from object



boundar ies between objects with the same texture. The second problem ie
hou to use texture to determine the orlentation of a surface. Thise ie
an old idea, as seen in many papers by J. Gibson, but earlier Work has
not included detailed theories demonstrated by or potentially
demonstrable by a machine. DOnce again, We expect the description
problem to be a key focus in our approach. Hithout taking image space
into Fourier space we will want to study several potential processes for
1} determining texture granule boundaries, 2} calculating texture
granule features such as area, shape, and boundary characteristics, and
3} mnoting differences betusen tuo textures as a prelude to relative
orientation conclusions. This works Hith & project in which Eugena
Freuder wants to bring the most sophisticated knouledge to bear on
identifying real objects. His focus is on the interface betueen image
information and world knowledge. He cites as inspirational the work of
Hewitt on PLANNER, Sussman and McDermott on CONNIVER, Hinograd on the
sgmantic interface, and Haltz on constraint exploitation. He balieve
this work will uncover general ideas about problem solving in a
heterarchical system and force a step forward in real world vision
capabilities. Michael Dunlavey has the equally difficult job of
understanding uwhat he calle "interface knouledge": that knouledge which
ie required to understand how general concepts interact by delving Into
the detaila of their descriptions until the leval is reached whers
interaction takes place. Specifically, Dunlavey has chosen the
demonatration world of conatruction with toy bricke. The genaral
concepts are notions |like "wall," "door," "chimney,” and "roof." The
inter face knowledge concerns the description of sach of these in terms o
their constituent repeated brick patterns. Generalization to deal with
an important part of the design of real houses, buildings, ships, and
other constructions seems smooth and continuous.

0. VYISION MILESTONES

The chart below summarizes our major viasion activitiea.

color Correctly name the colors of randomly
arrayed colored papers under a variety
of illuminante. Hell undar way)

Use color in conjunction with
establlshed Image-processing
technigues to identify boundaries. (late 1374)

textura Separate and name wood, metal, cloth,
paper, plaster, and a few other surfaces. (1375)

Usa texture as an aid in detarmining
approximate surface orientation. {(1374)



shading Devise a qualitative shading and
highlight theory sufficient to
correctly suggest flat, cylindrical,
gpherical, and conical sectione with-
out recourse to directly measured
depth information or the numerical
integration method. (1375)

description Complete first order theory of tiered;
hierarchical descriptions and accom-
panying program for planning toy houses
from bricks. (Ph.D. thesis in progress)

Complete a theory of curved object des-
cription and accompanying program capable
of describing vases in humanly
acceptable form. (Thesie in progress)

Extend work in curved object description
to deal Wwith objects commonly found in &
kitchen or other complex room. (1374=75)

Harry description and analysis toole

into a system able to describa the

kKitchen or other class of objects from
camera input (1975, but some results alreadyl

Heterarchical Search for and identify & specified ob=

syatema and ject in 8 clutter of tools notuwithstand-
context driven ing dirt, reasonable obstruction, and
analysis coneiderable shape abberation.

{Long=range goall

Hand=-aye Cause tuo objects to touch gentiy uaing
coordination shadow infoermation. (1374)

Davise monitor capable of afficiently
monitoring a large area for motion.

E. THE MODULAR VISION AND MANIPULATION LABORATORY

International economic problems, environmental questions,; worker
satisfaction and a host of other issues argue strongly for the
development of an advanced productivity technology. Our modular “"mini-
robot" laboratory effort responds to this need through ite tuo primary

goale:



1) To develop a modular set of vision and manipulation tools
suitable for substantive research that costs less than
$75,888. Ue believe that such a laboratory kit will widely
stimulate research on advanced productivity. He seasurea our
success here in proportion to the degree of acceptance of our
laboratory kit as adopted by other ressarch groups.

2} To reorient a substantial portion of our oun laboratory'se
efforts toward applied work. He believe our oun theoretical
Work in vision places us in a strong position for apeeding
toward early application achievements. FProgress here can be
equated with the use of machines in industry whose exiastence
can ba credited to our work.

Dur plan to achieve these goals has three major parts: 1) assembly of
the harduware by purchase or construction, 2] programming of basic
softuare support programs, and 3} successful demcnatration of the
eguipment on a apecific application task.

Harduare for the Yision and Manipulation System

Harduware development and selection has been a major focus during the
first years. HWe now have selected and acquired a computer
configuration, a vidicon system, and a digitally driven x-y table. A
ned arm designed for us is under construction for December 1373

dal ivery. A 512 linear array and mirror drivers are here and the
deasign of 8 new camera using them is being conmpleted.

Image Input

Both the image dissector and the vidicon image sensors suffer from about
a dozen major defects each. It is reasonable to build a simple and
inexpensive image input device using a nou-avallable |ow-noise, high-
sengitivity P.1.N. photo-diode, an F.E.T. op-amp and a fast mirror
daeflection system. Interfacing reguires only two D/A's and one ASD.

[tsa speed should be comparable to that of the image dissectore of older
vintage running at a comparable signal/noise ratio. Tha device would
have |ower geometric distortion, scatter, and better uniformity of
responea. (The use of the same sensing device for each paint is an
important feature.)l

In a related affort, wWe Wwill evaluate a systes which &liminates one
dimension of mirror scanning by using a8 Reticon |linear array and a
aingle scanning mirror. {(These devices are normally used for binary
Iinpute only. We must check out their uniformity, bloom, noises, rangs,
and meaningful intensity resclution.}



Should nelther of these "random access®™ schemes work out, our backup
plan is to Wwork With an existing image dissector camera head. 0Our plan
is to use a mini-computer rather than a speclal design such as the video
processor in recognition of the low prices now associated Wwith mini=
computer processors.

At the other end of the speed spectrum, vidicon rates are too high for
any real time mini-computer processing. One way of lowering the data
rate and reducing the expense of digitizers and memory space is to read
only one point per raster line - a whole image nou takes about 18 to 15
seconds; which is compatible with the time It takes to process the

Image. Such a system ie expected to be a primary image source during
the next year.

Image Qutput

He do not at the moment have a satisfactory output device for presenting
intensity modulated images of acceptable resolution. Such presentation
is important both for monitoring how the image input devices perform and
for presentiing the results of processing on the image. The usual
display devices suffer from a lack of dynamic range, insufficlent
guantization of intenaity, and In some cases from Insufficient
resolution and flicker. For hard copy, we can use conventional devices
Hith multiple exposure.

Range Finding

Mo entirely satisfactory range-finding method has been developed yet.
The alit tupe range-finder using a laser source is adeguate for many
purposes. Time-of=flight techniques are under study at the Oraper
Laboratory, and we feel inclined not to explore this technique ocurselves
al though we continue to follow the Draper Laboratory's progress.

He plan to use random access |inear image sensor coupled with a spot
light-source, reducing by a large factor the pouer reguired. Suitable
tracking algorithms should not be hard to develop. Technigques for use
of visual range information have been explored already by the vision
group at Stanford and at SAI, by our associates in Japan, and at Genaral
Motors, and there g gquite a lot of experience to draw on.

Hanipulation

More versatile finger configurations have to be worked out. Gripping
ob jects which do not have parallel sides reguires more complicated
fingers, possibly pliant and with more degress of freedom. We are
investigating a multi=-finger arrangement which allous the force applied
to be reaolved by strain-gauges built into esach finger.



We continue our interest in truly small manipulators. Carl Flateau, a
conaultant, is examining scaling lawe in connection With a new hand he
is designing for us. Another consultant, Russel| Seitz, has advised us
about scaling problems with physical materiales and about further study
of biological systems on thie scale.

To complement the hand, wrist, and arm work we plan to devalop suitable
tooles and the means to transfer power to them. Programming must
consider the tools to be extensions of the hand with respect to dynamics
and force sensing. Tools are needed for: voltage-probing, cutting
wires, soldering, desoldering, cleaning, holding in fixed orientation,
bending.

The Scheinman arm, which is 2/3 human scale, is nearing completion. 1t
Has designed for us while he was in residence during 1372. We may
contract for construction of Flateau's 1/4% scale arm: These arms will
facilitate assessment of the usefulness of tachometer feadback, direct
computer servoing, advantage of counterbalancing and the |ike. HMore
attention can now be turned to wrist and hand considerations. Small
gemi-conductor strain-guage wrlists, preferably of cne-plece
construction, will be needed. He need electronics to make it sensitive,
accurate and drift free. Some work wWill have to be done on correctly
resclving the three forces and three moments from the measurements.
Touch sensors for the fingers will be developed with more spatial

resclution. Tuo devices Wwill be particularly investigated. 0One, seen
in Japan, is an array of metallic buttons buried in some elastic
material, The other involves the use of fiber-optic devices. Light

traveling doun & light pipe ie reflected in proportion to the

compression of elastic transparent material at ite end. Thie promisas

to allow a certain amount of force resolution while being very small at

;:uinunﬂlnn end, Bradford Houland, of Lincoln Lab., ie working on such
vices.

Softuare

Dur overall approach involves splitting the computation reguiresents
betueen the mini-robot's processor and a larger remote machine With the
ARPA netuwork serving as the communication medium. The high-level
knouledge-rich portions of a robot experiment can thus be developed In
the friendly environment of the large machine with 1ts greater flle
syatem and more pouerful languages., Meanwhile the local processor
handles straightforuard programe which are too data-time and [/0-
dependent to work well over the ARPA net.

This gives high priority to the creation of a command interprater

capable of interfacing commande from and information toward the larger
machine. Meyer Billmers 18 In charge of developing the language. It
is to accept commands in the form of character atrings consisting of a



fl-lf:lt:tlnn name follousd by a sequence of rumerical or symbolic arguments.
This syntax ia smoothly compatible with LISP and simplifies interface
programming at both esnds.

An additional conaideration is compatibility with respect to the
possible development of a powerful POP/11 stand-alone LISP system. [1f
such a system were developed, the mini-robot itself could support all of
the softuware development and execution, thereby moving netuork
interfacing toe the role of program and picture data exchange.

In many applications, knouwledge-based programs determine access points
in a samall area. Subsequent accesses are |ikely to be nearby in the
picture and therefore in core on the same page. A paging arrangement is
degigned to recognize thie kind of use and make relatively few accesses
to the diak.

He therefore plan a software picture dumping systes. The system will
transfer data from vidicon and solid state arrays into picture files on
the local disk. Further interfacing will allow transfer of files to
bulk storage on the parent machine and to the ARFA network community at
large. This Will allow low budget groups to work uwith expensively
procured images without having the physical image device in house.

He plan to pattern the mini-robot picture facility after that already
exiating on our POPF1IE syetem. Ficture arraus will be stored as
collections of subarrays which in turn can be paged in and out of core
memory.

Experience shouws conclusively that diek stored picture files are
essential for scientific vision ressarch. Hithout such filea large
complex programs become impossible to debug and two programs can never
be compared with any satisfaction.

He have singled out dynamic arm control as a particularly sensitive area
in which to begin development of basic user primitives because
considerable theoretical work must be done before satisfactory control
programa can be written.

Some studies have been made in our group and elsewheras (ref: Gresser,
Hhitney, Stanford) but problems remain in that the straightforuard
manipulation of the arm dynamics equations result in solution formulas
Hith far too much computation for real time use. HWe sxpect eventually
to find efficient aymbolic and interpolationftable look=up solutions to
such problema.

Richard Haters is making good progress toward a set of arm control
programs and basic commands. He hopes to continue during the next year
to approach the computational problem with a combination of heuriatic
and mathematical ideas that already has made considerable progress
toward reducing the real time load from impossible to manageable.



Demonstration Problem

Ue belleve that a successful piece of hard-core applied research will be
naceasary in order to sall the specific idea of the mini- robot
laboratory and the general ldea of advanced productivity technology. HWe

consagquent|y have embarked on the development necessary to enact the
following scenario:

l} A technician specifies an interaat in tha
waveform at a particular pin on a given component,
perhape a OIP integrated circuit.

2} The robot locates the part visually.

3] The robot realizes that the specified pin lies in an
aukuard place. Hires on the foil side are traced
to a more accessible place. The arm clips on a teat probe.

4) The technician decides the component is bad.

5) The robot would then clip off the component™s
connecting |ead,

B) ODesolder the clipped free |leads from the board using a
force sensitive tug to pull them out.

7} It would visually inspect the holes to be sure they are
free of aolder.

B) MNext, it would insert the neu part, guiding it to the
correct position with a combination of visual and
tactile fesdback, then

3) Solder in the new part, and finally
18} Inspect the neuly soldered joints and resolder |f necessary.

He should be able to do thie around the end of 1975, probably sooner.
It should be understood that this demonstration will not be versatile
enbugh, however, to be considered a prototupe for a real production
repair facility. The mechanical activities should proceed at
approximately human speed, limited primarily by the mechanical harduare
rather than the computer processing. At that time, we could decide
uwhether a determined affort should be made to make faster, amallear
aquipment.

At that point or, perhaps someuhat ear|ier, we should assemble a
conference of people concerned With delicate assemblies to decide on



priorities for development of more capable micro-automation equipment.
He uwill attempt to maintain |lason With agencies involved in such
Cconcarns.

Hork Underway

Timothy Finin and Thomas Lozano have already begun a study of circuit
board images. Since a3 skeleton system is just now together, we have
begun preliminary studies. Our image dissector is not entirely
satisfactory here because it is both insensitive In general and
susceptible to damage from the highlights that are common with circuit
boards. Progress, nevertheless, has been made:

1} UWe nou have one good printed circuit wire tracker that
creates drauings of circuit boards from Iimages. Three alternate
algorithms have been blocked out and are being programmed so as
to compara thair perfomance against the first. Thus some
progress has been made in scenario problem 3.

2) He have a program that searches for resistors. The program
ha=z a model for resistor reflection characteristics and ia not
fooled by other components of the same size and shape. We will
coupla this program together with those derived from our general
color studies in order to read color codes. Thie will allow a
user to easily direct the machine's attention to a particular
resistor. Since our printed circuit wire tracker is running,
He can couple in a facility that will identify components
connected to previously located resistors. This addresses
ecenario problem Z.

3) Using a prototype force sensitive arm-gripper combination,
David Silver demonstrated a force-sensing, non-visual program
that turns a crank and spins nuts onto bolts. We will

general ize this to the problem of inserting component wires into
holes and the problem of pulling bad parts loose in desoldering.
Thia has preliminary impact on scenario problems B and B.

The arm control language of Richard Haters will aleo contribute to all
activities requiring arm motion. The concentrated work on the ealements
of the scenario will follow the completion of the skeletal system
assembly with the minimal eye, arm, and softuare. The entire skeleton
system should be in useful operation early in 1974.



PROJECT 2
THE ELECTRONIC CIRCUIT DEBUGGER

DEFINITION: The goal is to develop programs that understand the
principles of ordinary electronic circuite well enough to be able to
analyse mal functions in ordinary eguipment. Operated in conjunction
Wwith the PHYSICAL ELECTRONIC ASSISTANT, such systems could perform
routine maintenance, diagnosie, and repairs. They could be egually

valuable in checking out manufactured products or servicing in the
field.

When combined with the physical system of Project 1, ue baelisve that
this project will lead to a useable maintenance and repair capability
that, starting in about four years, would demonstrate how to make
systems that can repair alectronic boards, automotive electrical
aystems, and other circuits of similar complexity.

MILESTONES:

July 1974: Develop representations for a sample collection of
Hel |-understood circuit "blocks™ -- amplifiers, detectors, &atc.,

annotated with comments concerning electrical functions and
functional raolesa.

Construct informal trouble-shooting scenarios, for {(say)
aimpla tranemitter and recalwver,

Dec. 1374%: Build formal grammars for the structures in phase 1.
"Parae®™ into understandable parts a simple digital logiec circuit.
"Parae™ complex schematic diagram of a transmitter into blocks.
Diagnose and explain why simplea faul ts cause failuras.

Understand design well enough to plan asignal=tracing
for particular eircultsa.

Select good seguence of test-probe points and
Predict some property of wave-forms at those points.

Dec. 1375: Extend analyser ("parser") semantice to deal with detailed
functional analysis of aymbolic circuit diagram.
Understand deaign principlea well anough to use debugging theory
to propose repair.
Par form physical sequence of signal-tracing test-probe operations
Connect to Electronic Repairsan (Project 1) in demonastration to
locate {visually) broken part and replaca.

Dec. 1377: Correlate visual ly-scanned circuit diagram uwith physical
circuit board, to locate components in symbolic diagram.
Connect to Natural Language system
Connect to Automatic Programming Assistant
Repair real circuit with genuine (field) malfunction.



APPLICATIONS: The choice of spacifically electronics-oriented
intelligent problem-solving is motivated by our auxiliary concern with
MICRO-AUTOMATION. In the electronics field, the alternative of using
human skill to make repairs and modifications will gradually become
unavailable as assemblies become smaller and more complex.

Most work on "robotics" has been focused on initial assembly of devices.
Thie is very natural, because there are feuer complications in working
With perfect, neu components. Houever, ue feel that the most valuable
applications of intelligent automata will be in the areas of maintenance
and repair, and this area is untouched so far. The visual and logical
problems are harder, but we should begin to work on them nouw so that
there will not be a very long time lag when the hand-eye harduware
becomes adeguate for these applications.

PROBLENS: Understanding complex circuits is not a wel|-developed formal
area. . We emphasize this because many readers will recognize that
“circuit theory" has been thoroughly formalized! But circult theory does
not mean circult-understanding. MWe will first have to develop some
“scenarios" describing what happens in some simple analog and digital
circuits. This entails representations of circult causal functions and
circuit representatione with semantic meaning. To describe the function
of a component, we will probably have to talk about "0 ffersnce”
representations for explaining circult changes. And on top of these
high-level functional semantice we will need a parallel system of
"physical semantice” for relating the component descriptions to test
"waveforms",

In developing such a system, in which one has to work with three or more
different kinds of representations, Important technical problems are
shared with those of Project 3 (the Programming Assistant) and point not
only to the Electronic Repairman application but also to tools for
perfecting all sorte of large systeme. There is no sharp |ine betusean
repair and design. Even in simple digital circuits, debugging problems
range from simple broken and shorted connectione to subtie symptomes of
marginal design breakdoun -- excessive fan-in and fan-out, imperfect
synchronizing provisions, atc.

Many problems in this area are new. Of course, previous *computer
problem solving" programs had to be debugged, but this was never treated
systematically as a technical problem in itself. Circuits have complex,
non-serial causalities and depend on intricate "side-effecta” outside
the main "signal path". Fortunately, the kind of thinking neesded to
handle such interactions seem generally similar to the kind needed to
understand ordinary programs.

Conventional circult theory will not occupy center stage. Electronic
technicians and servicemen do not analyse whole systems as electric
netuorks (nor would this be feasible even if they knew the appropriate
theoryl). The real problem is to understand the local situation wall



enough to represent it by a simplified circuit, and analyse that.

COSTS: The project uses the eguipment of Project 1 for physical
harduware; and ue are already funded for that. However the project
haes major computational coests as well,

PERSONMNEL: G. Sussman, [. Goldstein, Scott Fahliman.
Hith M. Hinsky, 5. Papert, P. Hinston,
C. Reave, T. Knight, J. Hol louay.



TECHNICAL ASPECTS OF PROJECT 2
THE ELECTRONIC CIRCUIT DEBUGGER

A. INTRODUCTION

DEFINITION: The goal ie to develop a system that understands the
principles of ordinary aelectronic circuits well enocugh to be able to
analyze mal functions in ordinary equipment. We want it to be applicable
to a wide variety of devices. Also, one would like to be able to extend
it to new classes of problems, without too much effort. Therefore the
system must be based on good principles of causal and teleclogical
reasoning. All special knouledge of devices and components should ba
modular and extensible.

It ia not necessary to make the "learning" as easy as it is for a human
technician -- to make the system have practical value. An advantage of
a computer-based system ia that once the skill is Iesarned it can be
tranaferred aulftly to othar machines.

Or so it would seem! Hhat computer scientists have learned, however, is
that one can rarely "add" two skille together to make one |arger, batter
program! Dne might even say that a basic preblem in A.l. is to find
representations for skills in which the interactions due to such merging
can be easily isolated and made compatible.

In order to avold escape into toy problems, we intend to develop this
syatem in several parallel domains of real devices. Eventually these
uill include analog devices ranging from consumer radio, T.Y., and hi=
fi through sophisticated communications eguipment and digital devices
ranging from the pocket calculator through the mini-computer. The
under lying reasoning processes should eventually be knowledgeable snough
to cover this range and be quickly adaptable to new kinds of components
{provided the basic circuit concepts are not changed much).

He expect this Kind of aystem to ba usaful in sugmenting the

Intel lectual pouers of (human) maintenance techniciana. Hhan combined
with the Phyeical Electronice Repairman (Project 1) it could perform
routine maintainance, diagnosis, and repairs by itself. At what level
of skill? It is hard to say at this time. Clearly, it will be very hard
to approach the general common sense of a skilled techniclan., On the
other side, the machine should be able to exploit special kinds of
expertise in using conventional circuit theory, correlation of

glmul taneocus measurements, ete. OFf course, we expect all this ressarch
to work directly toward improving our position vie-a-vis general
knodledge, so perhaps thies is too conservative a8 position.



B. GOALS

PROBLEM: Suppose that ue are given an incperative slectronic device of
known correct design. Deduce, from ite symptoms and from a few well
chosen ewxperiments, the cause of difficulty. (You have to choose the
expariments, first, by underatanding the symptomz!) Determine the action

to be taken (e.g., the components to be replaced) to restore the device
to working order.

Uhy is this a good problem?

SCIENTIFIC YALUE: [t is particularly important to study gualitative
causal and teleocleogical reasoning. This is one of the ueakest areas of
Al. This task requires sensible and purposeful experimental and
exploratory behavior. [t attacks head-on the problem of dealing with
the unexpected in real world situations.

ECONORIC YALUE: There is a lack of highly trained technicians to
maintain modern complex alectronic harduware. [f coupled with @ robot In
thé future it could be valuable for repairs In hostile environments
(space, undersea etc.). With quickly evelving equipment, as in modern
electronice, the problems are unusually severs.

The problem also engages another important modern focus in our work.

The repair problem contrasts uith the harder kindes of design and puzzle
problems becauss

> In repair, one is usually given 8 description of houw things are
supposed to be; how the device should work. One doesn't have to
figure that out. Nonethaless, one has to understand the explanationl
So the problem meets the condition that before one can create a
“designer” or program-uriter, one should know houw to build a
repairman, i.e., an understander - annotator - debugger.

» The program needs |ess knouwledge, in the sense that one can
understand how a device works without knowing all the design
conaiderations of how to invent it.

> The apparent solution to the problem seema to fit in well with our
current concept of the “frame® or "scenario"-type recognition lnr.i
explanation theory.

Thus, we need only determinehy the device presented does not operate
according to an understood model of ites operation.



C. A MODEL-DRIVEN TROUBLE-SHOODTING SCENARIO

Imagine an AM superheterodyne radio receiver -- say one of the standard
S-tube AC-DC circuite that was once the most common of all slectronic
davices -- with the symptom that loud signals are distorted. Suppose
further that the problem is in fact caused by a shorted AYC filter
capacitor. How does our repairman determine the cause of failure?

When the problem is posed, our repairman pulls out a fairly abstract
model! of a superheterodyne radio receiver [(See Figure 1. How our
repairman assimilated the model is discussed elsewheral. This "general®
mode| actually covers a8 large class of radio receivers, including moat
transistor portables as waell as the "all-American 5. (It does not,
however, cover basically different designes, e.g., the simpler Tuned =
Radio - Frequency receiver.) Of course, this is not the only possible
model for a superhet; one might conceivably find a quite different way
to analyse it into wmodules. In any case, this model does distinguish
submodules, sach of which can be further specified as a module wWith
speacific ports and some internal structure. We see that the wode! also
distinguishes the basic signal path from control signal paths and powar
paths. Each submodule is |likewise specified. He show two possible

conver ter modules in Figures 2 and 3.. The first one is appropriate to

moat broadcast receivers, but the second might be found In fancier
communications eguipment.

There are analogies both with physical scene-analysie and with a
"generative grammar” of electronic equipment. The top level of grammar
== like the "kernel sesntences" -- are the devices that people use. The
loweat level == the "words™ or "terminal symbols® -- are the atomic
components: resistor, capacitor, inductor, transistor, etc. This
grammar is matched against the schematic diagram of the equipment to be
debugged, to establish the correspondence of parts of the model to parte
in the diagram. The result of this "parse" is a hierarchically
annotated diagram, with the module boundaries laid out and each module
[down to the atomic components, if necessary) annotated with l1ts
purpoas.

[t will be interesting to see whether we can usefully model such
analyses within the proposed ACTOR system [see Project 31 and obtain an
analogy to conventional signal-space "simulation”. In tha Actor
application, the circuit blocks might converse by means of messages
describing the "wave-forms"! In conventional simulation, no one has
gone outside the basic time-signal space. Each component module (at all
levaela: amplifier to resistor) can be described sxtrinaically and
intrinsically. Intrinsic descriptions -- that is, looking doun the tres
== describe uhat the module is; examples are:

B.1l ufd. capacitor

2 MegOhm resistor

455 KHz tunmed circult

Fimed=-tuned radio-freguency amplifler.
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An extrinsic description explainse the use or purpose of that module In
the overall circuit == in terms of higher-level nodes of the tree.
Corresponding extrinsic descriptions of the same objects are:

cadthode bypass capacitor
grid-leak resistor

IF amplifier input tank
IF amplifier,

Usually, there is only one intrinsic description of a particular plle of

parts but the extrinsic descriptione depend upon context -- their
relation to esach other,

A device is broken if the behavior of that device is not as advertised
in ite intrinsic description. Since the devices ue will deal uwith are
correctly designed this means that some subcomponents do not live up to
their intrinsic descriptions. The problem ia then to determine which

atomic components are at fault (Without testing them all individually).

Let us return to the given problem and consider the reasoning of our
repairman. The perception of distorted sound on loud signale means that
some module in the basic signal path is not linear with respect to the
audio component of the signal. HWhara ia the distortion introduced? The
repairman program instructs us to set up the radio on the workbench
under operating conditions. The radio is tuned to the output of an

amp | i tude-modulated signal generator which is adjusted to produce a
signal strong enough to cause the problem. The program now traces back
the signal path looking for the place whera the distortion occurs. It
asks us to "scope" the audio output and determine if the distortion is
there. We ansuer yes. [t then asks about the output of the detector.
The ansuwer is still yes. In fact, we find that the distortion
originates in the [IF amsplifier because its output is distorted but ite
input is not. Is the problem in the IF amplifier? Let’s look at the
other inputs (prereguieites) to the IF to check if they are reasonable.
The power supplied is 0K but we find that the AYC line is at 8 Volts and
that it is independent of the AF input (from the signal generator).
Something is wrong, then, with the AVC bus. By considering the
consequences of the AYC being held at @ Yolts we can see that this could
cause the problem. The AYC controle the gaim of the converter and the
IF amp. At 8 Yolts everything is at maximum gain. A strong signal
Hwould then be amplified enough to drive the IF amplifier into non=Iinear
operation, hence the distortion.

Mow, what is the problem with the AYC bus? [s the problem that the AYC
voltage is not being generated at the detector, or is it being bypassed
to ground in the converter or IF amplifier? The way to determine this
is to disconnect the AYC line from the converter and IF amp and then
measure its voltage when isclated. Still zerol! Thus the voltage is not
being generated. Let's look at the detector in more detail [Figure &.



Figure & matchas Figure § in the actual circuit). Since we get an audio
signal out of the audio filter (uwith a OC component) the problem must be
in the DC filter. But that leaves only tuwo components to test: the 3.3
Megobm resistor and the .lufd capacitor. We find that the capacitor ise
ahor tad, hence the problem is solved)

In the preceding scenario of the operation of a8 competent repairman
ue get a glimpes of the general approach. The device is broken if it
doess not behave aa advertised by 1te intrinsic description. It may not
provide the expected output for a specific input. The question is, "How
should the correct cutput be generated?" Ue then look at the structure
of the device, as described by the parse tree to determine what
submodules are directly responeible for generating the ocutput. In an AR
radio this is the audio amplifier. (Recursing down, if the device is an
audio amplifier, its main step s the output stage. IFf the output atage
is push-pull then there are multiple main steps -- components which
contribute directiy to the generation of output of the next higher level
module.) If the device is correctly designed (as ue are assuming) aither
ona of these main steps ia incorrectly operating or it Is getting bad
inputa. He use this idea to trace back along the main signal path for
the first place where the signal appears good. The problem is then
aither in this atage, the auxiliary inputs to this atage, or the
interface to the next stage (the output of the current atage may be
overlocaded}). He check each of the possibilities and then, when we have
found an inoperative submodule, we recursively apply thie analysie until
the bad atomic componenta are isolated.

Thie ie of course a sketchy idea and it must be refined. Hou does it
relate to other kinds of troubleshooting, like the debugging of computer
programe? Can these ideas be extended to debugging of design errore as
Hell as component failures? The answers to these guestions are basic
ressarch goals.

0. HILESTOMNES

In attacking & problem such as this, it is important to thoroughly
understand a variety of instances bafore designing a "general" method.
Thus an important first step is to work out detailed scenarios (far more
detailed than the one showun herel for a number of electronic
troubleshooting tasks in devices ranging from transistor portable radios
to test eguipment. Much can be learned by discussion with compatent
tachnicians as they perform maintenance in the Al lab. As this evolves,
we have to formulate representations of waus to "explain” how the
circuits work == as seen by repair technicians. This is very different
from the electric network theories learned in academic electrical
engineering courses; it is gualitative common sense.
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After compiling some set of scenarios, the next step ie to generalize

tha resulte. At this point, It sould begin to be clear just what are

the general technigues of electronic troubleshooting. We now begin to

dealign a program which can parse a schematic diagram with respect to an

:;Hnt?uni?s grammar assigning to each part in the device its purpose In
e circuit.

By the end of the first year ue should have a comprehensive grammar
caovering =zome small class of electronic devices such as commonly
available consumer radio receivers. This would include, of course, many
of the building blocks of more complex egquipsent; we would have guite a
zoo of ocscillators, amplifiers, etc., which are also found in televiaion
sets, radars, and comsunications equipment.

Shortly after the first year we should also have a program capable of
parsing a8 schematic diagram «ith respect to this grasmar and answering
questons about the result, such as:

1. Uhat kind of local oecillator e used in the converter of this
device? Ansuwer: A Hartley Oscillator.

2. HWhat is the purposa of Cl18 in this device?
ArngHer: It ies an emitter bypass capacitor.

By the end of the seacond year, we should actually have a program running
which can use the Information provided by the program uritten in the
firast year to perform simple troubleshooting tasks similar to the ones
collected in the scenarios. We expect that by this time many scenarios
Hill have been developed. During this second year, ue sxpact to
increass the aize of our grammar to cover many ned device typed such as
tranamitters.

He wish we could state at this time how hard it Wwill be to add knowledge
about neuw circuits to the system. But thies is a naw Kind of problem,
and no one has had any experience with the pseudo-linguistic problem of
meaningful circuit grammara. MHithin a wall=defined category such as
communication recelvers and transsitters, we would not expect much
difficulty in passing from one model to another -- except that each
“set” is likely to contain some designer's favorite idiosyncracy,
reguiring special attention. Designers are prone to obtaining a bias
vol tage from some unusually stable side-effect. They will insist on
uging some device's internal resistance as a feedback common olement.
These conflict Wwith generally followed design heuristice and can cause
trouble in diagnosia. Im any casa, by the end of the first year we
should be able to assess the potential difficulties.



PROJECT 3
AUTOMATIC PROGRAMMING, DEBUGGING, and DOCUMENTATION

DEFINITION: Me will attempt to make systems to facilitate development
of complex computer programs. The goales involve automatic analysis,
automatic documentation and debugging schemes. Because the performance
will be defined by exterior goals, thease systems Wwill have to include
advanced learning abllities.

There are really tuo projects here with two approaches; one is concerned
Hith representing commonsense reasoning knowledge, a= exemplified by the
thesas of Sussman and Goldstein, Project 3.1; the other s concernad
Hith developing a programming formalism and technology, the ACTOR aystem
of Hewitt and his associates;, in which implicit and undesirable

interactions are (ue hope) unlikely to arise accidentally -- Project
3.2.

MILESTONES:

July 1874: Formulation of intention formaliems in several microwor|ds:
Blocks world debugging: extensions of Sussman‘s Thesis
Semantica of graphice: extensions of Goldstein's Thesise
Semantice of electric circuit simulation programs

Dec. 1374: Preliminary ACTOR formalism realization

Firat attempts to apply automatic debugging mathods to
electronic circuit problems.

Dec. 1375: First Applications to Electronics Diagnosis and
Repair programs (Mote -- programs, not problema!)
Firat Matural Language Interfaces
Programming Assistant for the Personal Management Assistant,
if that develops into an Al Lab project.

APPLICATIONS: Hork on Artificial Intelligence, over the past few years,
has created an environment in which we can aek much more from computer
programs than was previously reasonable. At least, this is so "In
theory" . But the much more complex programe required for this are
harder to understand, modify, and debug. Thus, this progress will not

pay off as well as it should until there are corresponding improvements
(1, H

Responaibility -- Ability of the programs themsalves to justify their
rasul te; to explain what uwas done to get the result.

Accountability —— Ability to explain the assumptions the results are
based on.



Debuggability -- Programs can provide much better information to make it
easier to detect programming mistakes.

Extendability -- Programs should have enough modularity amd
"transparancy" to detaile to make extensions possible without
reguiring the programmer to understand all the fine details.

He believe that it is possible to make major advances in these arsas
nod, becauss of recently developing capabilities to incorporate into
programs 3 neuy kind of knowledge. To be specific, ue mean the KNOWLEDGE
ABOUT HOW THE PROGRAM WORKS -- in addition to what programs

traditional ly contain: procedures designed specifically to solve the
target problems. -

PROBLENMS: In our approach, the main directions are already outlined in
the prototypes presented in the recent theses of Susaman,
Goldstein, and in the Actor-Intention paper of Hewitt et al. These
all appear to give rather definite and rather promiaing outlines of
uwhat must be done. As the different Kinds of principles in each of
these are clarified and applied to different microworlds, He can
expect many difficulties, interactioms, and confllcting
priorities. It is too early to guess which problems will be most
Berious.

PERSOMNMEL: This area is of concern to two distinct groups.

I. Goldetein C. Heuitt
G. Sussman P. Bishop
et al. at al.

The results so far have captured the imagination of many studentsa,
and We axpect that guite a feuw more people will become involved In
this project.

COSTS: This "project” reguires large computational support. It also
involves resources of the sort found in general computer |anguage
development, systems programmers and malntenance people,
documentation, etc.

The systems will use features related to LISP, MICRO-PLANNER,
PLANMER, CONNIVER, LLOGO, and the new ACTOR aystem.



PROJECT 3.1
PRINCIPLES OF REPAIR AND DEBUGGING

A. INTRODUCTION

Hhat makes an individual a8 competent repairman? Is there a set of
skilla which are common to the expert television repairman, computer
programmer or digital logic troubleshooter? He assert that there is
indaad an important core of knouledge common to these activities., It
conaiate of expertise in debugging, planning, skill acquisition and
modul ar knouledge representation. We propose to develop this area by
building "repairmen™ for the above domains. He hops to do this in 4Hays
that both produce "expert" programs for each area as uwell as reveal
sound principles applicable to other domains,

The Conceptual Framework

To design a programming assistant or a circuit repairman is useful Iin
ite oun right. Tha project takes on further interest if one balieves
that there are important skilles and knouledge that are "generally"
usaful in repairing things. For, if such knouledge could be accumulated
in a heuristic program, the design or adaptation of repair-programs for
di fferent domains would becoss progressively sasier.

Readers who folloued closely the development of Al in ite sarly years --
but not in the last 3 or & =- might be inclined to say: "That sounds
like the early schemes of separating knouledge about problem-solving In
genaral from knouledges about particular areas of ewpertize. Didn"t it
turn out that this line led to mediocre results? And doesn*t it turn
auay from the principles of Heterarchy that you have been advocating, in
which different kinds of knowledge have to work together?"

For the last guestion, the reply e simply that the kinde of knouledge
do indeed have to work closely together. But we claim that in the
earlier "gensral” problem solvers inadequate attention was given to
guestiona of repair and debugging -- and that is really why they turned
out to be relatively weak!

This debugging knouledge is precisely what is needed to close the gap
betueen planning and execution. Some of the early programs did indeed
have some "general” knowledge about houw to solve hard problems by
breaking them doun into simpler sub=problems. But then they faltered.
For it is in the nature of a "general™ plan that it does not take
details into account. Most plans fall down, in fact, when it comes to
detaile. The only hope is to REPAIR the most plausible plan. And this
ia what we propose to study systematical ly. '



B. THEORY OF DEBUGGING

Debugging is an essential component of reasoning. Flans rarely work the
firat time; and even when they do, the world may change. Furthermore,
debugging is an essential component of self-improvement. He often learn
by debugging our oun knouledge. One can regard Hinston's learning
program {Al TR-7E) as an error-diagnosis error-correction debugging
system.

One might at firast believe that the study of planning and debugging le
by its nature informal -- mere common sense. In our recent work,
houwever, this area has made progress towards becoming a systematic
theoratical subject. Perhaps the beat developed illustration of uhat
has happened s exhibited in the recent thesis of Sussman (soon
published as Al TR-232), in which ue see the start of an affactive
clasaification of types of bugs, hou to detect them, and hou to make
plana to repalr them. The interested reader should consult the thesis,
which should be available by the time this proposal ie in circulation.

The following discussion highlights important concepts of this embryonic
debugging theory. To illuastrate the ideas, we use an example draun from
the thesis of Goldsteln (scon published as Al TR-234) which is nearly
completed; it is from the world of "turtle” programs.

A "turtle®™ program is a seguence of commands, to a mobile robot, that
cause it to drauw a graphic figure on the floor. Alternatively, the
commands can refer to a display simulation wherein the turtle behaves
like a pen. In the graphics programming |anguage, one can tall the
"turtle” to go forward or back ("FORWARD E@" or "“BACK 188") or to turn
about its center through some angle ("RIGHT 98" or "LEFT 353"). The
turtle primitives are embedded in a high level symbolic |anguage capable
of interpretive evaluation, recursion and |teration. For the purposes
of thie discussion, the programe are given in LOG0 syntax. Thie is for
clarity: the programs could egqually well be expressed in LISP.

This world of turtle graphics provides a particularly clear distinction
batwesn imperative method (local movements of the turtie)l and
declarative intent (static description of the final picturel. Houwever,
examples of pouerful planning and debugging could just as easily have
been drawn from the robot's block worlid.

Goldstein's thesis is concerned with repairing turtie programs which
fail to draw an extended picture. An example of a typical problem is
ghouwn in the follonwing way:



To gain insight into the process by which the system debuge programs, ue
shall draud on the following simpler procedure for a8 stick figure:

TO STICKHAN
18 VEE

28 FORWARD 188
38 VEE

48 FORWARD 188
58 RIGHT 3a
68 CIRCLE

END

N
<

Figure 6. DEBUGGING FACEMAN

TD VEE

1B RIGHT 45

28 BACK 188

38 FORWARD 188
48 LEFT 38

EB BACK lBe

E8 FORWARD 188
END

Thia program was intended to draw the following plcoture,

Figure 7. THE INTENDED PICTURE

But the program has a bug. [t actually draus:



etarting heading = ruast = 278 degrees

Figure 8. THE BUGGED PICTURE

Debugging requires descriptions of Intentions

To repair the program, a debugging system must initially be providead
with a model! of the program's intent. Such a model is necessary if the
system is even to recognize that the progras uas unsuccessful.

For our stick figure, 1t will be sufficient for the "model™ to be a set
of geometric predicates describing the desired picture.

MODEL STICKMAN
M1l PARTS HEAD BOOY ARMS LEGS
M2 CIRCLE HEAD
M3 LINE BOOY
M& VEE ARMS
HS YEE LEGS

ME CONNECTED HEAD BODY, CONNECTED BODY ARMS, CONNECTED BODY LELS

M7 BELDW LEGS ARMS
EnD M8 BELOW ARMS HEAD

Thia model is undr.pm:lﬂ.u:l. But it telles enough of the story to
recognize that the program falls to accomplish ite task. Now the reader
is to imagine a program, called INTERFRET, that compares ths program
Hith the model:

(INTERPRET STICKMAN)
:The syatem is asked to interpret the picturs
jdraun by the program in termes of the model.



(=Y ]OLATIONS tthe picture faile to satisfy the model because:
(M5 (NOT (LINE BODY)X)) tThe body ie not a line.
(M7 (NOT (BELOW LEGS ARMS)I)) tThe lege are not below the arms.
(M8 (NOT (BELOW ARHMS HEADI))}))} ;The arme are not below the head.

Different domains uwill require different model languages. But it will
aluays be necessary to specify the purposes of major parts and the
relationships batween these parts.

Descriptions of Programs® Intentions: Annotations

Annotation is the procese of building a detailed description of
intention and effect. The "intentions® describe the "why" or reasons
for the object’'s structure; the "eaffecte” describe a causal chain
documenting ite performance. Part of the explanation ies specific to the
particular domain. But important constituents are universal, Thias
would include structuring into maln steps and state interfaces,
assigning responaibility for parts of the task to parte of the mechanism
and documenting interactions accidental to the main purpose.

The "Flan® === the top level of Annotatlion

Deriving tha plan supplies the "uhy" of the system, whether
program or circuit. The plan describes hou the goals of the model are
to be accomplished. It is an assignment of local responeibility betuween
statements in the model and modules or interfaces in the code. Deducing
the plan is based on general knouledge that processes conaist of main
steps interleaved with setups, interfaces, and cleanups.

The ldea of "atate"

Of coursa, ANNOTATION requires understanding domaln-dependent, non-
universal knouledge aleo. For turtle-program graphics, cognizance of
the STATE = position and heading - ie important. For circuita, the
state will be in terms of electrical primitives -- it might be an
instantaneous |ist of all currents and voltages. But in both cases,
analysis proceeds in determining the purpose and success of sach stage
in terms of its effect on the state.

Our point ia the modest one; that there may also be "general™ principles
about how to handle particular problems. The idea of defining a "state”
might be critical for success in many areas, even though sach reguires
different kinds of states, with different kinds of transformation

propertiaa.



Rational Design and First-Order Theor ies

Here Is another very general plece of knowledge (or "advice")., Finding
a plan is simplified by assuming that the system under study was
designed according to the following "rational design® principle.

The modules interact only over explicit interfaces. There are
no accidental aide effects:. Thie is the "First-Order" theory;
it is surely falee in some way, but it can guide the initial
attempt at understanding.

Later, as difficulties are isolated, the bug may indeed be discovered as
due to a viclation of "first-order” principles such as an unexpected
Interaction betuween supposedly independent sub-systems.

He cannot give details here, but a pattern-matching procedure based on
this principle yields the following plan for the STICKMAN program:

TO STICKMAN

18 VEE (ACCOMPLISH LEGS)

28 FDRUARD 188 (ACCOMPLISH (PART1 BOOY))

38 VEE (INSERT ARMS BODY)

48 FORWARD 188 (ACCOMPLISH (PARTZ BOODY))

5@ RIGHT 58 (SETUP (STATE HEADING) (FOR HEAD))
€8 CIRCLE (ACCOMPLISH HEAD)

END

MOTE: Thia plan is the RESULT of the running of a phase of
Goldatein's program. Thus, it might be considered to be an
Automatic Program Annotator. In the programs of Sussman,
"comments" are provided ab initio to the programs to be
debugged; in the course of operation more comments are
generated. In Hewitt"s proposal (Project 3.2) the actor
implementation is envisionad to detect incompletenesa of the
intention structures, and interrogate the programmer. Thus,
these are all different threads of the same weave == all
trying to formalize the relations betueen intentions and the
programes written to achieve them.

More on Plans

The plan for STICKMAN ies almoat linear. The legs, body and head
are accomplished one after the next in & natural sequence appropriate to
thelr relative position. However, note that the purpose comment for the
arms declares an "insertion". This is 8 common and useful type of
abatract planning structure to which the system is sensitive.



Hhile accomplishing one part of a model, the program may be in
the appropriate entry state for another part. In thie casa, it is
natural to "accomplish" the arms In the midat of drawing the body. I[f
thie program for the inserted part ies state transparent, then the system
can expect that the intrusion will cause no harm. 0Of course, the
inserted procedurs may Interact in unexpected ways with the maln program
or simply not be state transparent. Houwever, by being sensitive to this
abstract plan format, the system is In a position to recognize such bugs
and fix them accoerdingly.

C. DEBUGGING

Isolating a bug ies accomplished by finding inconaistencies
betueen intention and effect. Debugging is accomplished by describing
the type of discrepancy and making the appropriate patch.

Commom Under |ying Causes

The underlying cause of the disaster can often be described with
sufficient abstractness to apply to many domaine. For example, such
causes as CONFLICTING-BROTHER-GOALS, UNEXPECTED-SIDE-EFFECT, HODULE-
FAILURE and IMPROPER-INTERFACE are universal causes of failure. (NOTE:
these terms mean pratty much what they seem to mean. For dataile, thay
are defined precisely in the Goldetein and Sussman theses.) '

Common Methods of Repair

Similarly, there are important common elements in strategies for
repairing bugs. CONFLICTING-BROTHER-GOALS can sometimes be fixed simply
by reordering. Interface problems are simplified by maximizing state
transparency. MODULE-FAILURE, whether of a sub-procedurs, tube or chip,

suggeats the obvious correction of recursing the system and repairing
{or replacing) the module.

Ordering the Attack

Multiple bugs can be dlifficult to correct. Hence, guidel ines
are necessary in the order of debugging. A heuristic of uwide
applicability is to debug the parts befores attempting to correct the
ralations betueen them. For the STICKHAN, this would mean debugging tha
body before worrying about the "above" relations. The basis of this
ordering is the standard scientlfic notion of beginning with a fireat=
order | inear theory of a problem before attempting @ second-order
explanation which handles interactiona.



The plan indicates which steps are responsible for the body. DOomain
depandent knodledge defines a line as composed of colinear vectors,
where FORWARD® e are understood to produce vectors. “Colinear” is a
conatraint on the direction of vectors. Nouw, domain independent
knouledge is applied. An abstract pattern-match of the process is made
to discover the state=interfaces between the main steps responsible for
the body. In this case, the interface is line 38 wherein the arms are
draun. The bug is classified as an UNEXPECTED-SIDE-EFFECT of YEE. The
fix is to insert a patch returning the turtle to the correct heading:

INSERT LINE 35 "RIGHT 45¢

Amathetic Interrupt

An aesthetic interrupt occurs when the criteria of good design are
violated. These criteria are based on considerations of efficiency,
clarity and resistance to future bugs.

In thia example, the sub-procedure YEE already
returns the turtle to ites entry position. Inserting
the interface in line 35 of STICKHAN reguires that
"heading” also be restored. The result is an
abstract pattern match on procedures in which
"state-transparency” is reguired. The result of
this match is to remove the "RIGHT 45" from STICKMAN
and, instead, insert it as the final |ine of VEE.
This restores the original heading and YEE becomes
ful ly transparent uWith respect to both position and
direction.

INSERT LINE 5 OF VEE “"RIGHT 45"

State-transparency ls an Important characteristic for achieving
modularity. Thus, this edit serves to make the YEE sub-procedures
gimpler to use in future applications.

Recursion

Having fixed the “"body", the system nou recurses and debuge the

remaining difficulties. MWith VEE edited, the STICKMAN nouw has the
appearance:;



The failure of the above ralations can be classified as having one of
tuwo possible underlying causes, Tha first ie that the interfaces
batueen the parts are in error., The second is that tha global state
upon antry e not as expected. Under the former assumption, =ach

interface must be debugged. Under the latter, only one change nesd be
madea.

Hinimal Change

A repairman should make minimal changes to the system. [ts goal ie to
fix the system, not redesign 1t. HMore important, 1t does not fully know
the designer’s intent. Hence, it should be hesitant to make major
revisions in his plan. Thus, a single edit to the entry interface &
clearly preferable to many edits to internal interfaces.

The resulting change to STICKMAN ie:

INSERT LINE 5 OF STICKMAN "LEFT 98°
EXPECTATION (ENTRY STICKMAN) (HEADING = 278)

Expectations

An important side effect of this edit is the insertion of an
expectation. The expectation checke the entry state to STICKMAN. In
the event that it is not 98 degrees, the system is immediately cognizant
of an anomaly. It is not necessary for it to repeat again the entire
analyslis it first performed. [t learna from experience by adding
commentary to the user's code,

D. KNOWLEDGE -- SPECIAL AND GENERAL

Special ized knouledge structures for electronic circuitry, programming,
and digital logic will ba required to interact with the basic repairman
module. This will force the system to deal with basic issues in the
management and use of large col lections of knouledge. Several recent
ideas in Artificial Intalligence make this difficult task seem



manageab|e.

Demons

The first is the use of demons. 0Old-fashioned programs reqguired an
explicit control structure, dispatching In sequence to a prepared |ist
of sub-procedures. This becomes Inadegquate when the number of
situations that the system may encounter grows large. Demons are
programss that are automatically activated when a datum or reguest
matching their pattern becomes current.

Procedural Knowledge

A second tool 1s the representation of knouledge as procedures. Repair
knou-hou is not 8 collection of facte but a set of directions. A
uniform reasoning program le too Inefficient. 1t does mot exhibit skill
or expertise. Demons can be procedures of arbitrary complexity.

Yirtual Databases

Some knowledge is most clearly thought of as facte; for example, the
state of a circuit or computer process. This may, however, be too
burdensome in terms of space. The solution is the use of a "virtual®
data base. HMost of the state is not of interest and is, hence, not
ordinarily computed. The repairman, however, never knows this. Upon
reguest, invisible demons compute and assert the needed data. Hence,
space is used only when needed but redundant computation ies avoided.
This management system provides important conceptual clarity.

For turtle programs, this structure is used for asking geometric
gueations of the plctura, Tha asker axpects to find the anawer In the
data base. [t may well be there explicitiy as a result of analyzing the
performance of the program in careful mode. This would include
statements of connectivity between sequentially drauwn vectors. Houwever,
the answer may not be present. A "global® connection due to the turtle
crossing a previously draun vector is not easy to notlice while running
the program. Upon asking for such information, however, demons are
activated which compute the answer and place it In the data base.

The same structure is found in BLOCKS-HOALD programs (eee Fahliman's
thegis, Al TR-283) whare it is eaven more time consuming to recompute
three-dimensional geometric predicates.



Hierarchy

Representing CONFLICTING-BROTHER-GOALS and ite associated patches
abstractly allous the same knouledge to be applied to many domains.
Programs or circuits in conflict for the same resources can be handled
by similar plans. Hence, an important epistemological goal of this
resaarch is to represent knodledge hierarchically in increasing levels
of abatraction.

MWOTE: This does not conflict with the notion of a heterarchical
analysis. Knouledge at different levels must communicate flexibly. A
|l inear flow of contral is not adequate.

The belief that basic debugging, planning and learning skills can be
abstracted to a general but powerful forme is encouraged by the success
Hith which tha LOGD project has taught such general skills to childran.

E. LEARNING

The design of a repairman would not be satiefactory Without a non-
trivial learning component. This is regquired not only by the desire to
saas the system generally applicable to new domains but also to
facilitate ite development even for the specific mini=-worlds chosen.
Large systems that exhibit no learning are extremely burdensome to
program. It is difficult to predict which lines of research will
contribute most to this goal. However, here are several promising ideas
under dewvelopment.

Declarative Programming —- "Building Programs From Advice”

Declarative programming ie an important type of learning which no
systems currently exhibit. This is the specification of the task or
adit via simple declarative advice. The aystem is responsibla for
making the appropriate compilation or modification of its own code.

This style of programming i®s important for several reasons. For one, it
allous the aystem to exercise (and the creators to judge) its planning
and debugging skille. For another, it ie easier for the system to debug
iteelf, since in expanding declaratives into code, the aystem can fully
comment the intended purposes. But the most essential reason is that
Without such capability, only a person familiar with the entire system
could possibly make any improvements.

An essentlal ingredient to support such capablility ls debugging skill.
The first expansion of declaratives Into code may well have bugs. All
of the contingencies may not have been conesidered. Declaratives do not



specify interactions. But if the system 18 capable of debugging, then
unforesesen difficulties can be fixed when encountered.

In the above STICKMAN example, declarative programming is illustrated by
the fashion in which the system fille in the details, in the form of a
*plan", to supplement the program-independent specification of the
model, Indeed, it is clear that such & system, uwith minor extensions,

1- capable of writing turtle programs given only an inltial model of
ntant.

Advice Taking

Even if the sustem ie unable to debug Itself, it understands a |anguage,
i-a. a set of concepts, in which it can be given advice about its ouwn
processes. This set of concepts is simply the ideas about control,
planning, tupes of bugs, and methods of solution that it must know
anyuay to debug programs. Thus, if the turtie monitor is unable to
discover the plan from the model and program, it can ask the user for
statements of purpose. Tha concept of "purpose® is part of its
wnderatanding.

Skill Acquisition —- Improving from Example

Improving from examples is a second important characteristic. Such
improvement can be categorized as debugging oneself in the light of new
knouledge. Agaln, this capability is important If the repairman is to
be readily extendable to nes domalns.

Dead=-End Analysis

A common element to recent work In Artificial Intelligence is the
ability of a system to |earn from errors. The metaphor of a search for
the right path is replaced by an exploration, which is sensitive to
learning from errors. Debugging systems have this characteristic since
their very purpose is to correct an unsuccessful system. But Fahiman's
"BUILD" program® alsc shares this characteristic. A plan to build a
tower should not be discarded if the tower falls. Rather the best
option may be to fix It by using ecaffolds or counter-weights.

Sussman's program is sufficlently sensitive to dead-ends that it
compiles critigues to prevent repetition of unfruitful lines of
devealopment.

Initially, Sussman's HACKER knows about planning and debugging but not
about "gravity". [t does not know that touers must be built from the
bottom up. However, HACKER, in examining bugs due to towers falling,
learna that building upuards is essential. Interestingly, while the



program learns this initlally for touwers of two blocks, it immediately
generalizes to touwsra of any size. It is comfortable with the concepts
of "input® and “recursion".

Exploration, experimentation and improvement from mistakes Wwill be the
guidel inea for a repairman rather than simple heuristic search.

F. PLANNING

Planning, whether to build a tower or to fix a program, often procedes
In a top-doun fashion. 'The glnIrll classification of the problem is
mada. The top level set of goale to solve the problem are generated.
Then the system examines each goal and decides how to satisfy it in
turn, Difficulties occur when a sub-goal proves recalcitrant. The plan
must be debugged. A system that has expertise in repair Is In a
position to perform such a recursion, appluing ite ekill to its own
plan. Thus, thea repairman ies expected to exhibit powerful planning
ll:apabl lites, which simpler non-self-critical programs intrinsically

ack. " :

FahIman has designed an expert BUILDOER for the BLOCKS-MWORLD. This
program is able to employ scaffdlds and counterueights to aid in ite
construction of touers, arches and other structurea. Tha mportant
characteristic is that it ie capable of firet deriving a simple plan and
later, when faced uith "bugs", improving and augmenting it. The program
is less an expert on programs and more a specialiet in the physics of
construction than Sussman's HACKER program. However, both projects
reveal hou expertise in planning and debugging greatly incresases the
pouar of a problem-solver.

G. BODTSTRAPPING

The specialized expert, though the possessor of detailed and
difficult knouledge, is often incapable of changing domaine. He lacks
basiec problem solving expertise in planning and debugging, expertise
that has been structured abstractly so as to be generally applicable.
The possibility that by abetracting the skills of debugging,
bootstrapping will be possible in the design of a general repairman is
fascinating.



PROJECT 3.2
AM AUTOMATIC PROGRAHMIMNG APFRENTICE
For Softuare Production and Yalidation

Carl Hewitt, Peter Bishop, lrene Grelf,
Brian Smith, Todd Hatson, Richard Steiger

A. INTRODUCTION

This proposal discusses the development of & programming system which
understands what it is doing. HWe mean this in a surprisingly literal
gense: e propose to develop a system that understands not only the
steps of a program but what they are supposed to do and why. Such a
syatem Will help in construction of more Intelligent and powerful
programs, Will also serve in further understanding of reasoning,
knouledge embedding, and Intellligence in prograsming. Although a highly
intelligent aystem cannot be built today, it is a plausible long-term
goal because uwe can begin now With presently understood concepts.

Recent research on Artificial Intelligence has given ue the tools and
concepts for this, including:

Goal Driented Formalisms

MNatural Language Semantice

Source Language Interactive Debugging Systems

Ability to confirm that a program satiafies 1ts intentlions

Ability to make simple patches to procedures that fall to satisfy
their intentione

These ideas need syntheeizing into an integrated system. At our '
Laboratory the PLANNER project [PLANMER Technical Report 3: A Universal
Modular ACTOR Formalism for Artificial Intelligence"] has recentiy
developed a coherent semantics which integrates many of these abilitias.

Tha apprentice ue propose is concaived as an initially "diligent but
moderately stupid" apprentice to help in writing large programs. [t
uill takes the form of an integrated editor-interpetear-debugger-problem
golvear. Existing interactive debuggere [With the esxceptlion of
Teltelman'a PILOT system, developed in our Laboratory) can only deal
Hith syntactic aspects of programs. They can catch misspelled words,
correct the format of functional arguments, keep track of the use of
functions, balance parentheses, etc. but can do little with semantic
content. Our initial goal e to be able to interactively ansuer such
guestions as "Hho called this function with & negative number?" or "Hho
can come hera with a list?". A subsequent stage will include a semantic
modal of the programming domain as well.



B. AN INITIAL APPLICATION DOMAIN

He are developing & language-system based on the idea of "ACTORS®.
ACTORS are universal modular computing unites that have a number of
important advantages over conventional ways of organizing programs and
data. They communicate only through sending messages In specific ways.
Thie is a sharp restriction == compared to the free-for-all of
interactions permitted in ordinary programming systems. Our thesis is
that we gain much and lose little by uaing them. The implementation of
actors on a conventional computer is & good initial domain in which to
try out our ideas about automatic programming. Such a asystem will have
to do the followling:

Trace implications of proposed changes in a configuration of
actora.

Determine the behavioral properties of other actore that a
configuration of actors relies on.

Trace the dependencies of some aspect of the behavior of a
configuration of actors.

Our apprentice must understand both programming and the domain dependent
knowledge for which the program ie being written. First we must teach
our apprentice about programming In the area of ACTOR implementation.
[(The implementation of actors on a conventional computer is a large
problem, not a toy one.) He have a number of experts on thie domain who
are very interested in formalizing and extending their knouwledge. These
experts are good programsmers and have the time, motivation, and ability
to embed their knouledge and intentions in the formalism. Once the
experts put in some of their intentionas, they find that they have to put
in a great deal more knouledge to convince the auditor of the _
consistency of their intentions and procedures. [n this way ue hopa to
make explicit all the behavioral assumptions that cur implementation is
relying upon.

This will reguire neu reprasentations for description of the system.
Fortunately, this domain is "closed” in the sense that the questions
that can reasocnably ba asked do not lead to a vast body of other
knouledge which would have to be formalized as well. 1t ie possible to
atart with a small superficial model of actors and build up

incremantal ly. The task is simplified by excluding such complicated
softuare enginesring practices as the use of "go-tos", Iinterrupts, or
semaphores,



C. KNOWLEDGE BASED PROGRAMMING

"Knouwledge based programming” is writing programe that have direct
access to a substantial knouledge base in the application area for which
the programs are Intended. The actor formalism will aid knouledge-
based programming in tha following ways:

PROCEDURAL EMBEDDING of KNOWLEDGE has gained ned impetus in recent

years from the development of PLANNER-|ike problem solving systema.
Procedural knouledge enables us to put knowledge into a computer in
a form such that it can be affectively used as intended.

TRACING BEHAVIORAL DEPENDENCIES can be done by analyzing the
intentiona of programs and keeping track of each intention that la
relied on in another procedure.

SUBSTANTITATING that ACTORS SATISFY their INTENTIONS can be done by

binding procedures to their intentions and meta-evaluating the
programs, Heta-evaluation is the process of reading the program
abstractiy to make sure that all of the intentions of the actore
that it calles are satisfied.

"Testing examples shows the presence, not the absence, of bugs.”
In particular, our apprentice must be able to understand the following:
The intentions that we express for our programs.

The justification we give for believing that these intentions are
satisfied by the programs.

The behavior that our programe Will exhibit if eaxecuted.

Our apprentice digests this information as it is incrementally
presented. It sometimes asks guestions when it doesn't understand.
When ue believe that we have finished writing the code and intentions
for a configuration of actors we can ask our apprentice to execute it
“abstractiy" to see if it has a chance to work in general. HWhere it
can't underatand the code it will try to give us high level fesdback

pointing to a place in the code and describing the nature of its
difficul ty.

As a theoretical basis, we plan to try to use Scott’s lattice theory
approach to recursion. In this theory, the meaning of a program can be
understood to be the least fixed point of a functional on a lattice of
functions. Oue to specific properties of these functionale, this fixed
point can be constructed in a particulariy nice manner. [nduction over
the atages in this construction is then the natural means of confirming
factas about the fixed point and, thus, about the behavior of the
program.



Irena Graif is investigating hou this interpretation of recursive
programs can be extended to "actor programs™ or aystems of actors.

There is a natural minimal behavioral fixed point to any actor
definition, but it is only understood informally. An extension of Scott
logic to a theory of actors would not only formalize these concepts for
actors but would show, We hope, the value of taking a Scott logic
vieupoint for more general systeme. Actors can be ueed to define
indetarminate systems as well as determinate ones and at present it Is
not known whether these systems can be studied productively within the
lattice theory framework.

One problem is to identify the lattice over which we Will be defining
actors. Since behavior may be time-dependent, it may be necessary to
try to account not only for Input-output pairs but also for some
ralation over time. This will be a departure from the systems
previously handled in this logilc.

This extenaidn will also yleld rules of deduction for the new logic.

The rules of deduction to establieh that actore satiefy their intentions
essentially take the form of a high level interpreter for abstractly
evaluating the program in the context of its intentione. Thie process
[cal led META-EYALUATION] can be justified by a form of induction. To
substantiate a property of the behavior of an actor system, soma form of
induction Will be needad. At present, actor induction for an actor
configuration with audience E can be tentatively described in the
following manner:

I[f the actors In the audience E satisfy the intentions of the
actors to which they send messages,

And, if when any actor’s intentions are satisflied, so are those of
all actors ssnt messages by it,

Then the intentions of all actions caused by E are satisfied [(l.s.
the system behaves correctiyl.

Greif is investigating to see if thie induction rule is related to the
minimal behavioral fixed point in a natural way.

This work should help us formulate precisely what a program does as
opposed to how it does 1t. It glves us a natural, intuitive way to
astablish that a program does what is intended. And 1t provides a mors
solid foundation on which to build an apprentice system.

A Simple Example

Consider the problem of uriting a8 program to shift the gearsa of a truck
Hith a manual transmission. He apologize for the necessity for



introducing nes syntax but the following conceptes are crucial to the
discussion which fol lows:

[ c=(=> ybody)]

is actor syntax which at & rough intuitive level means: define

an actor = which, when it ie called with an argument (to which »
is bound) executes body.

(rules = (=> 5yl bodyl) (=> 52 bodyll...)
roughly means: take =, and if it matches yl, execute bedyl:
otheruiae if 1t matches y2, execute body2, etc...

[ <=(intention [n] il definition i2)]
is an elaboration of 1, meaning that when = is called
With m, then il 18 the intention of the incoming call
and i¥ ie the intention when x calls out again.

Dur first try at a shift procedure might be:

Primitive-shift-to: when called uith a target gear checks to ses if It
isl, 2,3, or & and calls the appropriate select: upper-laft, louwer-
|laft, uwpper-right, or louwer-right respectively.

[primitive-ahift-to <=

" {=> target-gear (rules target-gear

(=> 1 {(select-upper-left]l] (=> Z(select-louwer-left]]
(=> 3{select-upper-right]) (=> &{salect-louwer-rightl)])]

Nou uwe consider the various select routines and their intentions. Each
of the select functions has an incoming intention that the clutch be
disengaged. Furthermere sach of them has code (delimited by #)} to do
the selecting. Hhen a selector calls out, ue fully intend for the truck
to be in the gear appropriats to that selection.

[select-upper-left <= [selact-upper-right <=
(intention [] lintention []

{clutch disasngaged) (elutch disengaged)
wrcode-for-select-upper-lafts #coda-for-select-upper-right#
{in-gear 1))] {in-gear 3111
[eelect=lower-laft «= [select=louwar=right <=
{intention [ {intention (]

{eluteh disengaged) {clutch disengaged)
#wcode=Ffor-ae | ect-upper-rights wcode-for-select-louwer-rights

{in=gaar 2111 {in-gear &)1)}]



Dur apprentice notices that for sach one there is a physical constraint
that the clutch must be disengaged before shifting. He gueries us about

this and so We decide to modlfy the function PRIMNITIVE-SHIFT-TO to firet
disengage the clutch.

[primitive-shift-to <=
[=> [target-gear]
(disengage clutch)
{rules target-gear
(== 1 (select-upper-left]] (=> 2 (select-lower-left))
(=> 3 (select-upper-rightl}] {=> & (select-lowar-rightl})
{angage clutchll}]
Mow the code for primitive-shift-to is to first disengage the clutch,
then do the selecting as before, and finally engage the clutch.

He alao write functions to dissangage and angage the clutch.

[disengage <= [angage <=
f{intention [clutechl (intention [clutchl)
{clutch engaged) {clutch disengaged)
wcode=Ffor=di sengagew wcode-for-engage#
{clutch disengaged))] lclutch engaged)]]

Mow our apprentice is mollified. However, the engineers dealing with
the transmission come to us uith some additional constraints. For
example to select third gear the constraints are now that the clutch

must be disengaged and the truck must be in either second or fourth
gear. The other constraints are aimilar.

[select-upper-right <= {(intention
fand (clutch disengaged) (or(in-gear 2) (in-gear &)))
wrcode-for-ealect-upper-righty (in-gear 3))]

[select-upper-left <= [intention .
{and (clutch disengaged) (stopped})
swrcode-for-gelect-upper=lafte (in-gear 1)}]

[selact=louer-right <= {intention
{and (clutch disengaged}! (in-gear 3})
#rcode=-for-select=|ouer=rights {in-gear &))]

[select-louer-left <= (intention
{and (clutch disengaged) (or (in-gear 1) (in-gear 311}
wcode-for-ae | ect-upper-rights (in-gear 21)}]

The new requirements say that (temporarily at least) the truck has to be
stopped to shift into gear 1 and no gears can be skipped in shifting
while running. (Mote: you can shift directly from any gear to firat If
the truck |s stopped.}) So we have to write some ned procedurss to meat
thase ned intantions.



SHIFT=to: when called with a targat gear considera, in order, the
following rules for the target gear:

If it is firet gear, then do a primitive-shift-to firat
gear.

I[f it is aither one greater than the current gear or one
less than the current gear then do a primitive-shift-to the
target gear. :

If it ia greater than the current gear then shift-to one
le=se than the target gear and then primitive-shift-to tha

target gear.

If it is less than the current gear then shlft-to one
greater than the target gear and then primitive-shift-to the

target gear.

[shift-to <= [(=> target-gear (rules target-gear

(=1 (primitive-shift-to 1))

(=> {(gither (current-gear + 1} (current-gear = 11}
{primitive-shift-to target-gear))

{=> (greater (current-gear)) (shift-to (target-gear - 1))
{primitive-shift-to target-gear))

(=> (less (current-gear)) (shift-to (target-gear + 1))
{primltive-shift-to target-gear}}}]

He ask our apprentice to meta-evaluate our program. [t thinke for a
while and sees tuo problems:

It can only shift to gear 1 if the truck is stopped.

It should not be asked to shift to the gear that it already
is in. [The procedure shift-to does not work if it ia asked
to shift to the current gear.]

He decide to give the follouwing intention to SHIFT=TO: If the target-
gear Is first gear then the truck must be stopped; octheruise the target-
gear musat be 2, 3, or & and not be the current gear.

[shift-to <= (intention target-gear (rules target-gear
[=> 1 (stopped])
(== lor 2 3 4) (target-gear /= current-gear))
{(elee (not-applicablel))
wcode=for-repeated|y-shi ft-tow
{in-gear target-gesar})]

To summarize ue have used intentions in the following somewhat distinct
Hayse:



To epecify what the actor is supposed to do as opposed to
how to do it.

As a8 comtract that the actor has Wwith its external
enyironment. Hou it carries the contract is ites own
business.

As a formal statement of the conditions under which the
actor will fullfill ite contract.

The above example does not deal with all of the computational issues
that our apprentice Will be faced with. For example 1t does not have
sophisticated data structures and has no concurrency or paral lelism.
Coneider an on-iine data bases for an air traffic controller. He shall
suppose that the data-base contains the position and amount of fusl left
for esach plane that is currentiy airborn. Yarious processes Wwill want
to read from and write Into this data base. [t ia important that a
process not geat inconsistent information when it reads out the position
and fuel of @ plane. Thie might happen if another process is
concurreantiy updating the position and fuel of a plane. Inconsistent
information might result in a plane crash because the controller makes
ite decimione on tha baasis of the information it reads in the data base.
So we need to put a scheduler in front of the data base to allow only
one process to Wwrite in it at once. The actor formalism enables us to
deal with problema like this In a stralghtforuard way.

Peter Bishop is investigating the feasibility of an actor machine.
There are a number of unsolved problems both at the level of
architectural design and afficiency.

For example, protection is an Important issue that must be faced by next
generation systems. Actors provide a degres of intrinsic protection.
There is no way to coerce an actor into doing anything that it doesn’t
want to do. Thuse, at a certain leval actors can be passed around quite
freely since they will only work for authorized users. Futhermore an
actor only knous about the actors that 1t has been sent as messages. By
these means it appears that actors can implement all of the proposals
for protection mechanisma that have thus far been published. Hore work
is necessary before we Will know how intrineic protection is best
utilized. There remain some important problems in protection inveolving
intent and trust. He are currently considering ways in which harduware
can ba further developed to address the problems. Another important
lasue 18 retention of storage. Current garbage collection technigues

are not very efficient if the amount of storage retained is very much
larger that the amount of fast random access memory on the machine.
Enouledge based systems ulll reguire 8 vast amount of on-line storage.
He will be investigating technigues for making garbage col lecton
feasible or unnecessary under such circumstances.



O. PLANNER PROGRESS

This section gives a few more details about features of the
proposed ned ACTOR-based PLANMER system.

The PLAMMER project is continuing research in natural and effective
means for embedding knouledge In procedures. In the course of this work
we have succeeded in unifying the formalism around ome fundamental
concept: the ACTOR. Intuitively, an ACTOR is an active agent which
plays a role on cue according to a script. Data structures, functions,
semaphores, monitors, ports, descriptions, Quillian nets, logical
formulae, numbers, identifiers, demons, processes, contexts, and data-
basea can all be shoun to be special cases of actors. DOur formaliem
shous how all of these modes of behavior can be defined in terms of one
kind of behavior: sending memsages e sciors. An actor Is aluays
invoked uniformly in exactly the same way regardless of whether |t
behaves as a recursive function, data structure, or procass.

The unification and simplification of the formallsma for the procedural
embadding of knowledge has many banafite:

INTENTIONS: The confirmation of properties of procedures s made sasier
and more uniform. Every actor has an INTENTION which checks that the
prereguiaites and the context of the actor being sent the message are
satisfied. By a SIMPLE BUG we mesan an actor which does not satiefy ite
intention. He would like to eliminate simple debugging of actors by the
META-EVALUATION of actors to shouw that they satisfy their intentions.

To do thlis we have a proof-method called ACTOR-INDUCTION. Computational
induction [Mannal, structural induction [Burstalll, and Peano induction
are all special cases of ACTOR induction. Actor based intentions have
the following advantages:

The intention is decoupled from the actors it describes.
Intentions of concwrremt actions are more easily dissntanglead.
He can more elegantly write intentiona for dialogues betuween actors.

The intentions are writtan in the same formalism as the proceduras
they describe. Thus for example intentiona can have intentions.

Because protection is an imtrinsic property of actors, we hope to be
able to deal with protection issues in the same straightforuard
manner as more convantional Imtemtlons.

Intentions of data structures are handled by the same machinery as
for all other actors.



COMPARATIVE SCHEMATOLOGY: The theory of comparative pouwer of control
gtructures is extended and unified: The following hierarchy of control
structures can be explicated by Incrementally increasing the power of

the actor message sending primitives

iterative-->reacursive-->backtrack-->determinate-->univeraal

EDUCATION: The model Is sufficiently natural and simple that it can be
mada the conceptual basis of the model of computation for students. In
particular it can be used as the conceptual model for a generalization
of Seymour Papert’'s "little man" model of LOGD. The model becomes a
cooperating society of "little men" sach of whom can address others uith
whom it ie acquainted and politely request that some task be performed.

EXTENDABILITY: The model provides for only one extension mechanism:
creating ned actora. However this mechanism ie sufficient to cbtain any
semantic extenaion that might bes desired.

PRIVACY AND PROTECTION: Actors enable us to define effective and
afficient protection schemes. Ordinary protection falle out as an
afficient intrinsic property of the model. The protection is based on
the concept of “"usa®. Actors cen be freely passed out since they will
work only for actors which have the authority teo use them. HMutually
suspicious "memoryless" subsystems are easily and efficiently )
implemented. ACTORS are at least as powerful a protection mechanism as
domains [Schroeder, Meedham, etc.], access control lists [MULTICS],
objects [Hulf 1972] and capebilities [Dennis, Plummer, Lampson].
Bacause actors are locally computationally universal and cannot be
coerced, there Is reason to believe that they are a aniversal protection
mechanism in the sense that all other protection mechanisms can be
aefficiently defined using actore. The most important issues in privacy
and protection that remain unsoclved are those involving intent and
trust. He are currently considering ways in which our model can be
futher developad to address these problems.

SYNCHRONIZATION: [t provides at least as pouerful a synchronization
mechanism as the multiple semaphore P operation uWith no busy walting and
guaranteed first in first out discipline on each resource. A
aynchronization actor is easier to use and substantiate than a multiple
semaphor [Di jkstra 1971) since they are directly tied to the control-
data flow. -

SITMULTANEOUS G0ALS: The synchronization problem is actually a special
case of the simultaneous goal problem. Each resource which is seized ie
tha achievemant and maintenances of one of a number of simultaneous
goals. Recantly Sussman has axtsnded the previous thesory of goal
protection by making the protection guardiane into a list of predicates
which must be evaluated every time anything changes. He have



general ized protection in our model by endowing each actor With a
echeduler and an intention. We thus retain the advantages of local
intentional semantica. A scheduler actor allouws us to program EXCUSES
for violation Iin case of need and to allow NEGOTIATION and re-
negotiation betuesn the actor which seska to sesize another and ita
scheduler, Richard Haldinger has pointed out that the task of sorting
three numbers is a very slegant simple example illustrating the utility
of incorporating these kinds of excuses for violating protection,

RESOURCE ALLOCATION: Each actor has a banker who can keep track of the
resources used by the actors that are financed by the banker.

STRUCTURING: The actor point of vieuw raises some interesting questions
concerning the structure of programsming.

STRUCTURED PROGEAMS: We maintain that actor communication s wall=

structured. Having no "go-to," interrupt, semaphore, or other
constructs, they do not violate "the letter of the law". Some
readers will probably feel that some actors exhibit "undisciplined"

control flow., These distinctions can be formalized through the
mathematical discipline of comparative schematology [Faterson and
Hewitt].

STRUCTURED PROGRAMMING: Some authors have advocated top doun
programming. Ha find that our ouwn programming style can be mores
accurately described as "middle out™. He tupically start with
specificationa for a large task which we would like to program. He
refine these specifications, attempting to create a program as
rapidly as possible. This initial attempt to mest the
gpecifications has the effect of causing us to change the
specificatons in two ways:

1: Hore speclifications [features which we originally did not
real ize ware important] are added to the definition of the task.

2t The specifications are gensralized and combined to produce a
task that is easier to implement and more suited to our real
neads.

IMPLEMENTATION: Actors provide a very flexible implementation language.
In fact we are carrying out the implementation entirely in the formaliem
itael f. By so doing we obtain an implementation that is efficlient and

has an affective modal of iteelf. The efficiency 18 gained by not

having to incur the interpretive overhead of embedding the

implementation in some other formalism. The model enables the formalism
to anauer gquestions about iteelf and to drau conclusions as to the

Impact of proposed changes in the implementation.

ARCHITECTURE: MActore can bae ha.du the basie of tha architectura of a
computer which means that all the benefits listed above can ba enforced



and made efficient. Programs written for the machine are guaranteed to
ba syntactically properly nested. The basic unit of execution on an
actor machine |s sending a message much in the same way that the basic
unit of execution on present day machines ie an instruction. On a
current generation machine, in order to do an addition, an "add"
inatruction must be executed; 8o on an actor machine a harduare actor
must be sent the operands to be added. There are no goto, semaphore,
interrupt, ete. Instructions on an ACTOR machine. An ACTOR machine can
be built using the current harduware technology that ie competitive with
currant generation machines,

Hierarchies
The mode| provides for the following orthogonal hierarchies:

SCHEDULING: Every actor has a scheduler which determines when the
actor actually acts after it is sent a message. The' scheduler
handles preoblems of synchronization. Ancther job of the scheduler
[Rulifeson] is to try to cause actore to act in an order such that
their intentions Wwill be satiefied.

INTENTIONS: Every actor has an intention which makea certain that
the prerequisites and context of the actor being sent the message
are satiafied. Intentions provide a certain amount of redundancy
in the specification of what is supposed to happen.

MONITORING: Every actor can have monitors which look over sach
message sent to the actor.

BINDING: Every actor can have a procedure for looking up the
values of names that occur within it.

RESOURCE MANAGEMENT: Every actor can have a banker which monitors
the use of space and time.

Each of the activities is locelly defined and executed at the point of
invocation. This allows the maximum possible degres of parallelism.
Our model contrasts strongly with extrinsic gquantificational calculus
models which are forced into global noneffective statements in order to
characterize the semanticsa.



PROJECT &
MATURAL LANGUAGE SYSTEMS

DEFINITION: Our goal in thie area ies to learn how to make systems that
undarstand |anguage in desper and morea affective ways.

FMore specifically, we plan to develop interactive natural |anguage
systems for use uith the performance systems described elsewhere in this
proposal. An international ly known progras developed in this laboratory
by T. Hinograd reprasented a direct and intense effort to combine both
ned and old theories into a aingle performance system. A next step s
to "push ahead" to make this system more pouverful, and several workers
are doing just that.

However, many wvery serious problems remain. Winograd and others working
in this area solved some of the most persistent problems of
computational linguistice by using “"procedural methods", in which one
can write special computer programs to handle all sorts of
contingencies. But this leads to a dilemma. Although It seems sasier
to handle any particular difficulty, the whole system grows hard to
understand because of ned and difficult-to-describe kinds of
interactions. Furthermore, parts of the aystem become Inaccessible to
“sel f-conscious” operation -- they are hidden in the system code, away
from the deductiwve mechaniesme. The system becomes unable to explain lts
actions, either in direct answer to guestions or -- Wworse -- even In
response to debugging probes by systems programmers.

For this reason, €e cannot depend entirely on the "holistic" approach --
that is, of making one single complete demonstration and experimental
system -- ue must also consolidate uniformities in representations. The
traditional approach of grammariana, to put things inte uniform,
declarative structures, makes neater those concepts that can be so
expressed, but their inflexibility has aluways led to inadegate pouer.

He plan to push in a variety of directions to get batter control of a
great many ideas about procedures, and semantics, annotation and

compl lation, and several specific guestions about the relations of
linguistic structures to heuristic models of the world.

MILESTOMES:

This is a complex, rapidiy developing field. There is close interaction
between many different laboratories, and systems are being shared over
the ARPANET.

He expect to see some of the effects of this research on the Natural
Language milestones mentioned in Projects 1, 2, and 3 above, uWithin
three years. There are dlfferent syntactic requirements and semantic
representational and reasoning problems in each system. It is
appropriate for natural language research to alternate between theory
and experiment., Thie le tll'lu uway we have proceeded in the past, In the



works of Bobrow, Raphael!, and Hinograd, and we expect that style to
continue to be productive. Here are some of the steps ue expect to see
in the next three years. He cannot bes more precise about dates, but
moat of these are involwved with Ph. 0. theses already in progresa, and
three years has been our mean time from start to finish of such
projecta.

. W. Martin -- Matural language eystem based on new ideas about case-
frames. This is a major enterprise in Project MAC. A number of
Horkers in our |laboratory are working closaly With Martin and his
group in this project.

¥. Pratt -- a metalanguage for describing classical parsers. MWith
facilities for incremental chamges, and use of local variables In
the parser. The prototype system will describe rules of
conjunction and elision.

M. Marcus -- Concept of “walt-and-see" parser. Some parts of |anguage
are more rigid than othera. The order of things within Engliah
Moun Groups are relatively inflexible, as compared wWith the
ordering of conatituents within a clause. The walt-=and-sea parser
should be able to exploit thess inhomogensities to get more
efficient, yet still orderly, parsing programs. P

D: HcDermctt -- attempt ko uniformize knowledge about "doubting" and
plausibility. Attempt to uniformize "expert" knouwledge for
compilation inte procedures, With declarative representation
available for deduction.

|
A. Rubin -- Htlitiun|bitl|-llln conventions of time and tense in English
to assumptions about gqualifiere and guantifiera. Use of "usually",
"probably". The sentence "I teach on Wednesday" is really a future,
"l teach on Hedneasdays" is a [chronicl future™ even though on the
sur face these use pregent tense. The latter means "] usually ---

R. Moore —- In a someuhat similar vein, A. FAoore ie etudying, from a
procedural point of view, questions about referentiality and
"krnouledge about knowledge®. Some of these problems have been long=
term bugaboos in classical declarative logic, and have never been
careful ly treated in connection with computational linguistics.

D. HMcDonald -- An "advice-taker®" system for interaction in English
betueen a4 chess program and a chess expert.

PROBLEMS:

How to build a metalanguage for describing modern “grammara®.



PROJECT & MATURAL LANGUAGE UNDERSTANDING FAGE B&

Tha ned heterarchical linguistic models do mot submit to prestructured
"ayntax-directed” mathods.

What should be the strategy Wwith respect to ambiguities in parsing now
that semantic methods are beginning to exist.

Can we find reasonably regular uays to describe the new heuristic
parsing schemas that use larger structures: scenarios, frames,
atc.?

Most important to us are guestiona ralated to the issue of "uniformity".
Thera is a constant struggle, In both linguistic and deductive resesarch,
between schemes that appear to neatly formalize an area of knowledge in
8 set of relatively orderly principles and rules -- va, “"exceptions”
that become critically important in real applications and clash with the
broad uniformities. Can we make a system that can exploit the
advantages of the regular systems {easy to debug, easy to augment by
other loosely associated workers, efc.} within a framework that can
handle exceptions also in an "orderiy”, higher level way?

PERSONMEL - ¥. Pratt, A. Moore, A. Aubin, 0. MclDemald, M. Marcusg
others Who Will become involved {this is a popular and growing areal,
and col laboration with W. Martin's group In Project MAC.

COS5TS: Major Computational Resources Regquired. Systems use |anguages
LINGOL, MICRO-PLANNER, PROGRAMMAR, LISP, CONNIVER, PLANNER, RIDAS and
possibly others. Natural language programs saturate our current
computer syatem when running, and grodth of this area will require
expansion of primary computer mReBory.
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FROJECT 4
NATURAL LANGUAGE RESEARCH

A. INTRODUCTION

Let us pretend that it is possible to decompose English conversation
into procegsses of Listening, Thinking and Speaking. [n large measure,
it was the srasure of such distinctions that «as responsible for the
great progress of the past feuw years. But traditional frameworks are
gtill wseful in presanting an overall vied of what is happening.

Bobrow"s program, STUDENT, was an early product of this laboratory that
exhibited all of these components cooperating on high scheool algebra
problems. MWinograd's BLOCKS program, SHRAOLU, is a considerably more
sophisticated approach to the same [ssues, With a much deeper connection
betueen details of the structure of natural English and the meanings of
words, clauses, and whole discourses. Our experience with SHAOLU has
had two important conseguencas:

It has shown us that gquite non=trivial natural language programs
can be written With today's harduare and software. This
demonstration has encouraged a fresh burst of natural language
research, particularly in this |aboratory.

It has pin-pointed the problems ue must deal with in producing a
succassor to SHROLU.

It is appropriate for natural language research to alternate betwean
theory and experiment. SHROLU represented a direct and intense effort
to combine the accumulated theory into an experimental program. LWe
intend nowWw to focus on the theoretical implications of SHROLU's good and
bad features, with the hope that what we |earn Will be applicable in the
near future to another large program that Will cope With many issues not
addressed by SHROLU.

e propose to divide our attention between listening. thinking and

speak ing, deferring for the time being the issue of getting the results
of our efforts to interact gracefully. The reason for this temporary
de-emphasis of the "holistic" approach to matural language is the need
for considerable attention to theoretical detail before we will be ready
for the next SHROLLU.

B. LISTENING

Under the rubric of "listening” we include everything necessary fo
convert typed input into a representation convenient for the “thinking"
experts to work with., The immediate difficulty here is that it is
unclear what that representation ought to be.
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Vaughan Pratt and Mitchell Marcus are studying some aspects of parsing.
Pratt is concerned with the representation of grammatical knowledge -
what is an appropriate language for describing English to people and/or
parsing programs? Marcus is designing a parser whose overal| strategy
takes advantage of certain properties of English.

Representation of Grammatical Knouwledge - Vaughan Pratt

A programmer ie free to impose as much or as little structure on his
programe as he pleases. The advantage of having little structure is
that he can attend to the problem of enceding his algorithm with a
minimum of constraints on hod he may express himsel#. Unfortunately
this style of programming frequently |leads to obscure programs, with
some undesirable conseguences:

The program is hard to debug.

[t is hard to tell what information has been represented in the
program.

The first consequence may be ths programsmser's own private probleam. When
the program proves successful, houwever, as SHROLU did, computaticnal
linguists, in order to to build on the ariginal program, may have to
start from scratch. This is a major difficulty with SHROLU at pressnt.
The second consequence is a problem that arises uhen the pragrammer
Hants to claim that his program in some sense describes the properties
of its problem domain. To date this has not been a serious problem for
natural language programmers because no program yet exists that contains
enough information to constitute a better manual of English than thaose
that already exist on bockshelves. This situation may change Wwith the
descendants of SHROLU, and so is worth anticipating.

Historically, the first parsers were relatively unstructured. Later,
context-free grammars became popular, and imposed their own peculiar
brand of structure on parsers. Kuno's Predictive Analyzer represents
the zenith of that era. In 1967, Thorne experimented with a more
procedural approach to representing grassatical knowledge, and uas
quickly followed by Bobrow and Frazer, Woods, and Hinograd. In the
process, the flexibility conferred by the procedural approach allowed
programmers to write code for each problem as it arose, to the detriment
of any structure they or their programming language intended to impose.
He seem to have witnessed the rise and fall of structured programming In
parsers,

Pratt is exploring one approach to thls apparent malaise which may
combine the advantages of structured and unstructured approaches to
parser writing, 0Une wants to retain the advantage of being able to
solve any problem just by generating the appropriate code, Without
losing the clarity conferred by a more structured atyle. The approach
suggested is to start out With a metalanguage for describing parsers
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Hhich Is designed to deal elegantly wWith the known issues in parsing
natural language, and then not freeze the design of this metalanguage
but rather let it grow in response to wnanticipated needs. For this to
be successful, growth will have to be slody if it turns out that the
process of adding descriptive mechanisms to the metalanguage does not
converge rapidly, then we are no better off than with a completely
wnatructured approach.

There are at least four possible pay-offs from such an approach:

It will be easier to write parsers from scratch, and to understand
and extend other peoples’ parsers.

It will be clearer what our parsers have to say about English; that
i%, the parser itself say constitute @ viable grammar of
English.

The matalanguage that evolves may turn out to be a valuable
descriptiva tool for linguists indepandently of its
application to computers.

The structure of the evolved metalanguage will In itself provide
insights inte the nature of English, in that it Wwill be &
source of generalities about different kinds of |inguistic
phenomand.

One fault wWwith previous attempts to provide & complete descriptive
language, such as Chomsky's transformational grasmar, is that they did
rnot explicitly provide for growth, and so stagnated. The situation ia a
little like that of a8 carpenter who initially sees a4 nead for & hammer,
s3u and screwdriver, and from then on tries to do everything using only
thosa tools. By allowing room for grodth, we may avoid the situation In
| inguistice where one school of thought corrects for Inadequacies in
another's metalanguage by abandoning it completaly and replacing it uwith
a radically different one, which makes it difficult for the differing
schools to build on sach other's work.

A similar situation ie obtained in programming |anguage design
philosophy. Ona school of thought offers PL/] as a complete panacea,
while anocther prafers tha notion of an extensible language on the
grounds that ue are unlikely to anticipate every programming need. [t
is possible that socme of the ideas that have arisen in the development
of extensible languages may be transferable to the problem in ko

A gserious difficulty Wwith "growing” a metalanguage is that nothing at
all is knowun about how to do this graceful ly. Pratt has been using *
LINGOL, a prograesming language designed for |inguists, as 8 medium in
which to carry out some experiments with thie approach. The results so
far have indicated that smooth growth can be achieved only by playing it
by ear. At present the process seems to consist of di scovaring
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inductivaly the most general form of wWhat one Wants to say, and thean
designing the appropriate metalanguage feature. An example of such a
featurs is the use of tha notion of local variable in the surface
structure of English sentences. This feature was readily implemented by
drawing on the corresponding featura in LISP. [t seems to be a
generally useful idea, being applicable to & large variety of problems
in negation, as well as to difficulties in subject=verb and adjective-
noun agreement Wwhen translating intc, say, French or German.

A project that may test whether this Idea of growth can be carried
further ie that of finding an appropriate way to describe the rules of
conjunction and eligion, as in "The Chinese have short names and the
Japanese long®. Further experience uwith such problems hopeful ly will
Isad to a better understanding of the value of this approach, and may
Ilead to more systematic methods of growing metalanguages.

Mait-and-See Parsing - Mitchall Harcus

Hren a parser is faced with 8 choice of possibilities, it may choose
one, proceed, and if difficulties are later encountered, back up to the
point whare the decision was made and choose anocther possibility.
Alternatively, 1t may choose all possibilities simultaneously, and carry
dglong all of their consequences in parallel, hoping that sconer or later
most of the possibilities will fall by the wauside. In the early days
of parsing, only the first option occurred to programmers. Then Cocke
suggested an algorlthm Which was adopted by Eauy, which implemented the
second cption. At the time it was felt that the parallel method was
less efficient than the back-up method, which Kuno proceeded to use in
the Harvard Predictive Analyzer. In 1367 Younger and Earley
independently pointed out that in principle the parallel approach was
real ly considerably more efficient than "destructive" backup, in which
the result of parsing a substring is abandoned when backing up over that
substring. Kuno changed his parser to incorporate non-destructive
backup and reported order-of-magnitude improvements. Thorne's (1387)
procedural ly oriented parser used the parallel-parse approach alsg, but
from then on Thorne's successors reverted to the backup method in the
hope that by guessing cleverly, backup could be held to a minimum. So
far no one has claimed that his parser guesses right most of the time.

Marcus proposes to combine the general ldea of parallel parsing With
technigues that take advantage of certain features of English. It
appears to be the case that some rules of grammar are more robust than
others. In particular, the rules that dictate word order within Noun
Groups are quite inflexible. For example, one may say "my five handsome
hunting dogs" , but not "my handsome hunting five dogs" or "my five
hunting handsome dogs™. Moreover, 1t 18 not even a guestion of style;
the meaning of the phrase can be distorted or lost by such a
permutation. The situation with Yerb Groups such as "should have been
sean” is even more rigid With respect to uwerd order, although adverbs
are permitted to appear uwithin the group, preferably after the first
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word af the group.

In contrast, the order of clause constituents (Noum Groups, Adverbs,
Yerbs) is relatively unimportant. Adverbs may appear anyuwhers, although
they may not break up already formed Moun Groups. Subject and Object
tend to go before and after the verb respectively, but this rule is
frequent |y broken, e.g. “Some flavors almost everybody |ikes", and
poetic license readily allows "Heard [ the lark at eventide”™ while
tending to frown on interference With Noun Group rearrangement, other
than to allow adjectives to follow nouns (a variant also permitted
occasional ly in prosel.

Thesa ocbservations suggest that a fairly conventional syntax=based
approach may be adopted for parsing Noun Groups, 8nd that a more
gemantically oriented technigue is appropriate for elucidating the
ralations holding between the clause constituents.

This motivates the notion of the Wait-and-See parser. Hhen a Noun Group
ia being scanned, the parser commits itself immediately to the internal
structure of this Noun Group, and also attempts to determine its
gamantic referant in order to facilitate assembling clause constitusnts.
Ambiguities within a Noun Group are recorded as part of the structural
information about the Noun Group and are thus an internal problem and
only marginal ly relevant to the clause constituent assembler.
AMBiguities about where the Moun Group begins and ends are recorded a8
separate Moun Groups, to be sorted out by the clause constituent
assembler. Yerb Groups are handled similarly; ambiguity tends to be
less of a problem with Yerb Groups than MNoun Groups, and so the
situation is even simpler. Other types of clause constituents are for
the most part relatively sisple and require only cursory inspection in
order to identify them as clause constituents.

The part of the parser described su far may be characterized as a
"midd|a=doun" parser, as distinct from the usual top-down and bottom-up
parsers, It is middle-doun because initially it is on the look-out for
clause constituents, and can generally manage to predict the type of
constituent from looking at its first word. The comsonest exception to
this is in the case of Noun Groups that don't begin with a determiner
and follow another Moun Group, as in "The city people |ike 18 Boston".
In this and similar cases, the parser preserves its middle-down flavor
by guessing all possibilities as early as possible.

As clause constituents are discovered by the first component of the
parser, a second component, the one that is going to draw on semantic
information, attempts to fit these constituents together to form
clauses. Imn the absence of rigid syntactic rules at this level, this
componant Will freguently have to allow several constituents %o
accumulate while 1t waits to see (hence the term HWait-and-S5ee parser)
what is the most plausible way of putting the constituents together. 1t
ls at this level that considerable emphasie will be placed on cleaver
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mathods to use all available syntactic, semantic and contextual
information to complete the parsing of the ssntence. Many problems

related to conjunction and elision will also be handled at this leval,
and Marcus hopes that his approach will considerably simplify these
problems.

The walt-and-see approach can be seen to differ in important respects
from both backup-oriented and parallel parsing. Certainly no backup is
involved. On the other hand, leavimg clause constltuents lying around
unattached until their role can be determined differs from the parallel
approach In that the latter attempts to commit comstituents to all of
thair {possibly multiplel roles at the sama time. The wait-and-sae
approach commits nobody until a definite role amerges.

Marcus proposes to implement & parser based on these ideas starting at
the end of ths current summer.

C. THINKING

"Thinking" embraces & ulde range of activities and problems. A |istener
may try to figure out what the speaker really meant by his utterance; he
may search for inconsistencies in ity he may deduce its comsequences;
he may attempt to reply to it; he mey take phusical action based on it
ha may draw conclusions about the speakar; or he say simply choose not
to believe a3 word the speaker |8 saying., Obviously this is not intended
to be an exhaustive ligt = it just illustrates the complexity of the
"thinking" problem domain.

Consistent With this complexity, we have most of our people working on
problems in this area. Orew Mclermoctt is following up the ideas
developed in his Master®*s thesis, and is concerned with the problems of
raprasenting and updating knowladge; the dagree to which one can
successful ly carry out the latter depends heavily on the nature of the
former, and so work is needed on suitable representations. Andee Rubin
is addressing the interplay betueen time and tense;r nominally English
has provision for dealing with past, present and future events, but in
practice relying on tense alone may give guite erronecus information
about time. Robert Moore is developing a language suitable for
representing a8 number of concepts that are dealt with peorly or not at
all by other formalisms such as the predicate calculus.

Representing and updating knowledge - Orew McOermott

The notion of procedural embedding of knowledge has been popular for
some time in this Laboratery. Orew MeDermott has just completed a
Master's thesis in which he explored this concept in considerable depth,
by representing as procedures all the knowledge in TOFLE (for TOPLEw&l},
a natural language understanding system. McDermott is dissatisfied with
gome aspects of procedural ambeadding.
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One problem that arcse in TOPLE was that different tupes of knowledge
varied in their accessibility by TOPLE. Some knowledge was stored as
CONMIYER items. These are pattern-accessible pieces of knowledge.
Things |ike (SLIGHTLY-BIGGER BOXL1 BOXZ) were stored this way. However,
koW ledge traditional ly reguiring guantifiers, |ike, "if = is slightly
bigger than y, and y is slightly bigger than z, then = is bigger than
z,” were hidden away in procedures and ad hoc data tables. Such
assertions were not in the sama format as the items, and could not be
meditated upon at all by TOPLE, Still other forms of knowledge, such
as, "if s is a step in the proof of p, and you want to doubt p, try
doubting s," were even more remote, being distributed throughout the
system.

[f we assume that a program that "knous itself” is going to be able to
maka more affective use of what it knows, it would seem reascnable to
alavate all knowledge to the same level. This seems to |lead back to the
ldea that knowledge should perhaps after all be represented as
declaratives. Unfortunately, one always needs some procedure lurking
someuhere in order to make things work, and so we appear to be in a bit
of a dilemma. HMcDermott plans to sort out these issues in the not too
distant futursas.

Fer the presant, McDermott is considering alternative repressantations
for ballef systems similar to TOPLE. The types of knowledge that need
to be represented includs:

Knowledge about particular domaing. This is the knouledge about space,
what monkeys can do, ete. In TOPLE, it is scattered about wvarious
CONNIVER methods.

How to use such information. For axample, the different partial
orderings (such as size lattices for physical objects, space
relationshipe) are ssarched by expert routines rather than by a
genaral deductive system. A different example s the monkey
gimulator by which TOPLE understands the monkey in its world. The
knos | sdge about what 8 monkey can do is scattered about and
interleaved with knodledge about what he is likely to do.

How to doubt things. Each routine that adds & piece of knouwledge to the
werld medel is responsible for saving With it the information
needed to remova it later should it conflict. There ie no reason
Wwhy this information shouldn't be ewpressibla.

Khat changes are better than others. This is done uwith entirely ad hoc
numbers and whistlies in the current varsion, and should definitely
be systematized.

Houw to debug statements with guantifiers. In the current TOPLE. all
such statements are buried Tm routines which the syatem is not
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amart enough to examine. There is no rna:nA why a formal |anguagse
cannot be discovered which can express how to debug statements in
the language. [

The more knouwledge is encoded in declaratives, the more the belief
system will have to be reading instructions and following them or
figuring them out, rather than just doing them, and the slower things
Will gos. This is sspecially true if, say, knowledge about how to go
about deducing is stated in a deductive formalism, A most promising
approach seems to be to express everything in declaratives and compile
the world model periodically using the methods studied by Sussman here
at M.1.T. He has a BLOCKS-HUORLD system with knouledge about
programming, debugging, and physice, which compiles statements about
blocks and actions into programs to carry them out. HMcDermott intends
to study his work very carefully to see how |t might be converted to
thinking about doubting bellefs instead of moving blocks, and to see to
what degree the kinde of knowledge his program has can be expressed in a
unl fors language:. Then perhaps his program can be used to compile
general declaratives Into expert procedures.

Time and Tense - Andese Rubin

Thie year Rubin proposes to continue her investigation of natural
|anguage, concentrating on the semantice of time expressions. A
praliminary goal Will be to understand the syntax of the English tense
system; this structure has already been investigated, as evidenced by
the work of Halliday and Bruce. Houwever, knouwing the tense of a clause
is often not enough; in many cases it is completely misleading. Even
the simpleat of tenses, present tense, has a myriad of uses, spanning
past, present and future. Consider these examples:

Cars use gas. {universal)
Alphanse loves his doctor. (present)
Alphonse sess his doctor Wednesday. {(future)
Alphonse sees his doctor Wednesdays. {futural
1f ha goes, 1'11| go. (future conditional)

Even sentances which appear at first glance to contain present tense
both syntactically and semantically, may have this meaning changed by
context. A secretary entering an office Wwith official notices who asks
"How many pecple are in this office?” doessn’t axpect a replu which
gimply requires |ooking around and counting. Her question might be
rephrased as "How many people are usually in this offlice?" Time
coneiderations are not immune from the whole "usually" problem: how to
do logic «“ith qualifiers such as usual ly, probably and tupical ly.

On the representational side, time will not be organized as a wuniform
set of points |linearly ordered by the relation "before.” Rather, time
Wwill be in chunks, such as YESTERDAY, THIS-YEAR, THIS-MORNING etc.,
Wwhich Will be in general hierarchically organized. Evente uill be
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partially ordered within contexts, but certainly no total erdering can
be sxpected. [n addition, certain subcontexts may have a predetermined
internal structure; ue tend to organize workdays inte MORNING, LUMNCH,
AFTERMOON, DIMMER and EVEMING and the time of events is thus often
epacified as "after dinner"” or "before lunch,"

Thie ressarch will be carrled out in the mini-world of everyday
activities, such as going to school, shopping, going to work, traveling
etec, The program will be a virtual roommate which accepts information
about the past, present and future activities of its roommates and
ansuers guestions about their whereabouts, planz and schedules. It is
hoped that this context Wwill previde plenty of oppartunities for using
and deciphering more complex time and tense references.

A Computational Theory of Descriptions - RAobeart Moore

Mathods advocated for representing knowledge in Atificial Intelligence
programs have included logical statemants (HcCarthy, Sandewalll,
samantic networks (Quillian, Schank], and procedures (Heuwitt, Sussman
and McDermott). All these approaches share one fundamental concept, the
notion of predication. That is, the basic data structure in each system
is some representation of a predicate applied to chjects. In this
raspect, the wvarious systems are more or less equivalent. But this
basic ides must be extended to handle problems of guantification and
knowledge about knowledge. Here the systems do di ffer although these

di fferences result from the descriptive apparatus used in the particular
seystems being compared, rather than from an inherent advantage of, eay,
procedures over declaratives or vice versa.

Advocates of PLANNER (e.g. Winograd, p. 215) have argued that the
predicate calculus cannot represent hod a plece of knodledge should be
used. But this is true only of the firgt-order predicate calculus. In
a higher-order or non-ordered declarative language, statements could be
made which would tell & theores prover hou other statements are to be
used. PLANNER, on the other hand, has no way of directly stating an
existential guantification, but this doss not mean that procedural
languages are necassarily incapable of handling that problem. Moore has
worked out the preliminary -detalls of a language D-SCRIPT with powerful
formal isms for descriptions, which snables it to represent statements
that are problematical in other systems. Since it is intended to ansWer
guastions by making deductions from @ data base, it can be thought of as
a theorem prover. Since it ocparates by comparing expressions |ike the
data=-basa |anguages of PLANNER and CONMNIYER, it can be thought of as a
pattern=matching language. And since it includes the |ambda calculus,
it can be thought of as a programsming |language.

The follouwing example suggests the sorts of problems addressed by D-
SCRIPT. A classic problem is that of representing opague contexts. An
opague context is one which does not allow substitution of referentially
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sguivalent expressions or doee not allow existential guantification.
For example the verb “want" creates an opague context:

(1.1} John uwants to marry the prettiest girl.
Thie sentence is ambiguous. [t can mean aither:

{1.2) John wante to marry a specific girl who also happens to be
the prettiest.

ar:

(1.3) John wante to marry whoever is the prettiest girl, although
he may not know who that is.

Under the first interpretation we can substitute any phrase which refers
to the same person for "the prettiest girl”. That is, if the prettiest
girl is named "Sally Sunshina", from {1.2) we can infer:

{(1.4) John wants to marry a specific girl who al:n'happ-n- to be
namad Sal ly Sunshine.

He cannot make tha corresponding inference from (1.3}, It will not be
true thats:

{(1.5) John wants to marry whoever is named Sally Sunshine, although
he may not Rhow &ho that ie.

Because of this property, (1.2) is called the transparant reading of
(1.1) amd (1.3) is called the opague reading. It is almost aluays the
case that sentences having an opague reading are ambiguous with the
othar reading belng transparant.

Othar problems deal with time reference l(compare "The President has been
married since 1945% with "The President has |lived in the White House
since 1888"); and representing knowledge about knowledge (e.g.. if John
knous that Bill's phone number i1s 337-B543, may we represant the English
sentence "John knows Bill's phone number" as ® (KNOWS JOHW (PHONE=MUMBER
BILL 987-B543)117); one really wants in one’s formalism to be able to
namea a piece of knowledge Without having to say what it is.

For all these tupes of sentences, O-SCRIPT provides representations
Which allow the correct deductions to be made. Further, it provides
separate representations for sach meaning of the ambiguous sentences,
and these representations are related In 8 way that axplains thea
ambigul ty.

A detailed account of D-SCRIPT may be found in [Meoore 1973].
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0. SPEAKING

The gquestion of "how do we speak?"” has for the most part been ighnored by
natural language researchers in faver of asking “"how do ue understand?" .

But there are Important questions here about how We crganize our
thought. Understanding how pecple decide what is appropriate to say --
appluing linguistic knowledge -- and knowledge about the state of

understanding of the recipient == is an intellectual task of no small
order.

Hork done to date on such systems as LUMAR, SHROLU, or other guestion-
ansdering systems involve rather weak generation schemes or speaking
components, relying to a large extent on inflexible combinations of
cannad or fill=in-tha-klank responses. Computer programs have not been
conecious enough of what they =aid, making it impossible to carry on a
proper conversation. In the future, programs in more complex domains,
such as medical diagnosis, Will be reguired to fluently explain their
reasoning and to be adare of the knowledge of their audience so as to
speak at an appropriate level,

If we wuant to expose our conwversation machine to Turing's test; that is,
to have & |ifelike guality, the system needs a coherent representation
of the scenario in which it is involved. The discourse system must be
desligned to explolt this structure. Thus the speaking component of a
conversation machine, while not critical in some applications, provides
the glamour that makea conversations seem purposeful, fluent and
natural. This assumes, of course, the existence of high qual ity
listening and thinking components.

A Talkative Chess Program == David Meclonald

David McOonald is planning to develop a prototype program cabable of
discussing its own reasoning processes in natural language. It should
be able to change its ideas as a result of the conversation.

Chess has been chosen to be the domain because of the complex but
straightforuard nature of the reasoning involved and because, since it
is so well contained, there would be no problems With ambiguous
vocabulary. HMclonald is interested both in linguistic analysis of what
kind of language knowledge is involved in speaking and With the guestion
af howW that knowledge s structured in a computational environment and
af what the points of connection are With the other parts of the
program”s cognitive structure.

Once wWe have an adequate semantic domain, wWe can consider for the first
time (at least in a computational context) what are the differences
betueen the cholices every language speaker makes continuously. Consider
these sentences, With the same simple propositional content:
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John's bitching in the office indicates unhappiness with his job.

John's bltching in the office indicates that he is unhappy with
his job.

John bitches in the office which indicates that he is unhappuy With
his job.

John bitches in the office indicating that he s unhappy with his
Job.

What are the differences between these sentences that motivate us to
pick one over the others? Can we pin down and Work with the notions of
overtone or viewpoint that are invoived hera?
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PROJECT &
IMPORTANT THEORETICAL TORPICS

DEFINITION: This "project" brings together a variety of vital guestions
that underlie the problems faced by all the other tasks.

Inference from Incomplete Data

Modal Logic and Formalization of Common Sense
Qualitative Physics

Scenarios, Frames, and Reasoning by Analogy
Memory Structures and Oifference Metuorks
Theories of Semantic Infermation Hetrieval

MILESTONES: Time scales for recognizable achievements in these
theoretical areas are hard to set, But in most cases we expect

gignificant results within the tuwo years, bacause of tha involvement of
Ph.D. students.

Learning Machines: As always, the limitations on learning are set by
Hhat we know about representing the kinds of things to be learned.
He expect substantial extensions of Sussman’s debugging-learning
gystem to appear within tue uyears.

Structural Description: M. Dunlavey's Ph.D. topic concerns extending
Hinston's "grouping” descriptions so as to deal with interactions,
8.0., to understand the structures at the corners of periodic
brick-|ike structures -- given descriptions of the non-singular
parte and general knouwledge about thres=dimensional objecta.

Oualitative Physics: Several members of the Laboratory -- Papert,
Abelson, Minsky, Goldstein, DiSessa, and others == are Working on
attempts to formulate commonsense knowledge about static and
dynamic mechanice. These will result in several publications
Hithin the next year or so. Hany probless arise in experiments on
machine intelligence because things obviocus to any person are not
represented in any programs. One can pull with a string, but one
cannot push with one. One cannot push With a thin wire, either. A
taut, inextensible cord Will break under & very small lateral
farce, Pushing something affects first its speead; only indirectiy
its position! Simple facts |ike these caused serious problems when
Charniak attempted to extend Bobrow's "Student” program to more
realistic applications, and they have not been faced up to until
MoK«

Inductive Inference: R.J:. Solomonoff Wwill be a member of the |aboratory
in 1974. We hope to see this result in some applications of his
wal | =known general theory of induction. [t is not known whether
thias kind of theory can in fact be applied usefully, even though
many mathematicians and philosophers are impressed With 1ts clarity
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as compared to previous formulations.

Modal Logic: J.R. Geiser uwill continue to explore relations betuween the
Al formulations and those of modern work in modal logic.

Frame Theory and Scenariost Mineky and several students are working on
a new strategy for representation of common sense knowledge. An
axtensive publication should appear Within a ysar.

COSTS: Chiefly in personnel, with conscle and computational costs for
heuristic programs in the firet three and last areas mentioned above.
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PROJECT B
EXPERT PROBLEM-SOLYING PROGRARS

DEFINITION: In this area we place projects in which ideas have reached
the point of concretensss at which enough theoretical problems are
understood to justify an experimental heuristic program. The most
advanced of these is Chess: R. Greenblatt expects to make important
advances in incorporating surprise-analysis and some other tactical and

stretegic elements into his chess program. See the detalled discussion
in Chess Subproject Section, below.

Alge in progress are

Geometry: A. Brown 18 working en & Ph.0. thesis in this area. His
program «ill advance our understanding of how to use logical
methods under the control of kmowledge-based methods for
raepresenting proof and application strategies. The scientific
directors of the Al Laboratory have taken 38 strong position against
the world-uide general cptimism about the potential in "mechanical
theorem proving" within traditional formal systems of logic or
modest wvariants of these. To put it in an almost quixotic form, we
consider Logic to be little more than a last=resort heuristic to be
tried when common sense has falled. MNevertheless, we need to find
forma of logic that can be used by intelligent systems Without the

restrictions that legicians have traditionally assumed necessary
and valuable.

Series Acceleration: HR.H. Gosper has discovered a variety of methods
for decomposing and reassembling convergent mathematical series so
as to gr‘uatlu accelerate the rates of convergence over car tain
domains of range and desired precision. Ha is trying to
systematize these results. It is hoped, also, that the theory of
these methods may illuminate long=standing questions about the
relative computabl ity of classical transcendental numbers.

Semantic Information Systems: J. Meldman is beginning a doctoral thesis
in the area of finding legal case citations; i.e., to present a

case and have the system find one in the |iterature that agrees in
enocugh legal ly important features.

Theaorem-praoving: A. Nevins is extending his logical deduction plus
heuristic case-analysis systeam.

MILESTONES: Projects such as thesa usually make significant steps in
two years or so, as they are on the scale of individual large heuristic

prograsming projects. MWe expect a definitive publication in each of the
above in 2 years or less.
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APPLICATIONS: Me do not think of these as applications systems so much
as “checkout™ and fleld-testing of ideas in "tough" environments,

Generally, all of tha central ideas in these experiments are concerned
With hou to deal with:

Decisions under uncertainty
Decisions under |imited resource constraints
Decisions under imperfactiy specified goal conditions

or whers one cannot actually check ocut all possibilities but has to
choose scme action to perfaorm.

COSTS: Personnel, console, and processor costs. None of these require
special harduare. [n some cases, the principal reseafcher will require
systems programmer assistance in expediting interactive services,
special displays, or extensions of the high-lavel languages.
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PROJECT B.1
A COMPUTER CHESS "SUBPROJECT"

A. INTRODUCTION

Al though chess research has proceeded at the MIT-Al lal and its
predecassors for almost 15 years, it has not previously been made a part
of project proposals or received explicit funding suppert. The
following brief history I8 offered to axplain the current state of the
sub ject.

How & chess program wWorks

Both chess programs and humans playing chess {from all evidencel rely
heavily on the method of heuristically limited search, This simply
means that given a positicn, one proceeds to lock at the possibilities
for one side, the replies for the other, etc. HRapidly, however, one
rung into the gxponential grodth gf fhe ires phenomena and it is
necessary to stop the analysis well shert of final solution (gheckmate)
and form a judgment &s to the merits of the position. The most common
Hay to conceptualize the structure formed in this way is called the game
tree. The given position 18 visualized as the top node in the tres,
Hith alternatives for the side which is to sove forming the level 1
branches. The level 2 branches are possible replies for the ather side,
arnd ao forth. For computers, the module that forms this judgement at
the terminal nodes is called the static position evaluatgr. The
"rational" behavior of tha players can then be modeled by a method
called mini-max. This methed simply reflects the fact that given a
number of choices, a player will choose the most favorable to himself,
and that what is good for the white player is necessarily bad for the
black player. Using the pini-max method, the values assigned by the
static position gvaluator are successively propogated back to the n-1
level nodes, n-2 level nodes, etc., until a value is assigned to the
topmest pode. Then the meve which led to the the top node getting its
value is played and the procedure is completed.

A Few Basic [Improvements

The glpha=beta algorithm i a method whereby the tree searching
procedure described above can be made more afficient. [ts basis is that
orce @ move has been proved bad (worse than some other movel it is not
nacessary to continue looking to see exactly houw bad it is. A pl i
move generator may be incorporated for the purpose (asocng othersl of
discarding Worthless moves more efficentiy. A large class of methods
may be used to attempt to insure that the positions represented by the
terminal nodes are gtable, that is, neither side can greatly improve his
position in & few moves. However, this remains a very difficult problem
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{equivalent in tha limit to solving chessl.

B. “LEVELS® OF CHESS PROGRAMNS

The chese programs developed in the last 15 years can be roughly
classified as follows:

Leval =1

MNewall, Simen, and Shaw program and the Kotek et al program, both circa
1561. These early programs were extremely weak, playing at the level of
a novice who has played about tem games in his |ife. One reason for
this weakness was that the programs were overly concerned about "high
level"” heuristics at the expense of the basic maxim of chess to "take
the other guy's pieces". They failed to play out exchanges, resulting in
gross blunders. The search parameters were far too narrow for the
sophistication of the program. For example the Kotok program
investigated & pliss deep with widths of 4, 3, 2, and 1 (meaning it
logked at the "best"” & moves In the origienal pesition, the "best" 3
replies to sach of them and so onl. The program would have no doubt
played better if it had been set to lock only twe plies deep, looking at
& top moves at each plu. Another major factor was extreme lack nf

debugging and tuning since each program played nnlu a few games in its
entire axistence.

Level B

The Russian program of 1981, the Greemblatt program of 1566, and the
Carnegie program of 1572 eearch plausible gaptyre chaing which are
indafinitely deep, thus avoiding gross blunders that leave pieces
totally logose. They are alsc characterized by much wider searches than
the level-1 programs, Iinvestigating from 1S to all the legal moves at
the top two levels at tournament speed settings (2.4 minutes per movel.

There is littie or no attempt at sophisticated chess knouledge,
concentrating instead on brute force searching. The programs are
realativaly simple and easily debugged. The early Greenblatt program

achieved a USCFE tournament cating of l&SB, and a Carnegie rating of
1288. Thie means that they could beat most asateur chess players, but

were in the lowest class of tournament players.
Level 1
The Greenblatt program of 1968 incorporated various improvements. A

"simple" (by later standards anyuay) plausible move ﬂﬂﬂﬂﬂﬂlﬂL uas used.
It has some idea of pogitignality, mechanisms for crediting attacking
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and defending moves, and consideration of gdiggoveries and plockages,

among other things. The gtatic position evaluator included pawn
gtructure as wWell as material:. This program achieved a rating of 1728

in one tournament and once drew an lE28 player. Thesa are the best
achievements of any chess program to date. An 1388 player is right at
the median of tournament players, and since ZB@ points corresponds
approximately to one standard deviation in the distribution, 1728 is
slightly less than one standard deviation below median. The program
could beat almost all asateur (non=tournament) players it played.

Levael 2

The Greenblatt program of 1971 had conceptualization of the idea of
ihregt, answering the fthreat, and other "medium level" concepts.

Eorward cutoff is heavily relied on to avoid unnecessary searching.
Asgartion liats called pove desceiption tables were farmad and
processed, leading to realization of how the various components of the
mova affect sach other. For example, if piece X is attacked and piece X
s alse pinned, then the attack assumes special significance.

In one tournament, the program drew 2 games in B starts, all against
strong players rated 1688 or higher. A&lthough this resulted in a
performance rating lower than that of the level 1 program, when
allowance is made for the fact the opponents were uniformly stronger,
the overall performace was cnly alightly weaker {In achieving the 1728
per formance rating, the level 1 program had the opportunity to beat tuwo
1488 players). Program complexity is an order of magnitude greater than
tha level one program, and there 2as a high Incidence of bugs.

Level 2.5

The current Greenblatt program has further improvements and better
debugging facilities added to the features of the level 2 program. [t
also incorporates into the gfatic position & aluator new piece mobilify
and board control components. [t has not been tried in tournasent
compatition. In considering leval 2 and higher programs, one must keep
in mind the tresmendous accuracy demanded of the plausible move
genarator. Thesa programs basically don t look at moves unless they
can ses they are good. There are many, many reasons a move might be
good, and it only takes one cmission to lose the game. The plausible
move generator is faced with the task of examining hundreds of moves,
gach of which might be good for betueen cre and two hundred differant

reasons. The actual game tree is vastly smaller than the level & and 1
programs, With a8 tournament move based on making perhaps Z5B or |ess
MOVEE. The programming affort involved has greatly excesded origional

eatimates, but 1t appears the job s very nearly done at the present
time.
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Laval 2

The next step is the passing of symbolic information betueen levels of
the search. Thus if certaln moves are found to be good at the lower
levels, information is passed back describing them so that the higher-
level can try to atop them (gyrprise apalysisl. & feature called

" pass doun" propagates infermation from the higher levels down.
Basically, if a move is played with a knoun threat, 1t assures that
analysis 1s not stopped before that threat is disposed of. These and
other related features should be implemented in the near future, but
then a long process of funing and development will probably occur. What
rating a level 3 progras can achieve is an Iinteresting gquestion. |
believe an 1E8B@ rating is not unreasonable, but upuward progress may soon
be made impossible without Improvements to the gnd game. In any event,
this guestion should be resolved.

OISCUSSION: At level 3, at last, we would be developing realistic
problem-solving skille in a sltuation where a hostile cpponent is trying
to find and exploit our weaknesses. [t remains to be seen just how this
differs from the “games against nature" that Al programs ordinarily
consider. To be sure, many heuristic programs have been written to play
games. But we feel that in most cases the approach could be
characterized as depanding mostly on "tree-pruning® concepts, and do (or
didl not analyse the special featurss of the competition. (The analyses
of Newell, Shau, and Simon are not subject to this criticism, we fesl.)

C. CHESS AS A MICROWORLD FOR Al

Chess has been of interest in the past mainly because of its classical
nature and certain wall-publicized bets, predictions and international
matcheas. Recently, however, it is beginning to appear that cheas may
Hell turm out to be an important micro-world for Al in its own right.
Comparing Chess to other micro-worids (such as the BLOCKS WOALO), we
note the following points:
1) Chess is @ "real” problem in the sense that is not defined by the Al
researcher, but by the outside world. Parts of the problem canm not
be defined away without paying a high price.

2} Chess is @ "world" as distinguished from a8 "micro-uworld" in that we
@re competing With serious adult persons rather than trying to do
What every six year old can, as in natural language.

3} Chess offers unique advantages for learning programs. Note that by
learning here | dont mean adjustment of pre-existing polynomial
coafficents or spot assimilation of some fact like an assertion. |
refer to an extended analysis of a hard problem not specifically
foresesable by the programmer and comceptualization and
incorporation of the results. At a later stage, chess may prove
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interesting because of the opportunity it may offer to study “meta-
compiling" processes. In other words, once the data to be learned
is obtained, it must be processed to more fully incorporate it with
the existing structure and to increase efficliency. Compare the
first time you ride a bicycle With subseguent attempts.

4} Chess is already one of the most desply studied areas of human
problam solving, in view of the work of DeGroot, MNewell and Simon,
and some others.

0. PHASES OF THE GAME

It hae been recognized by human writers for many years that chess can
profitably be coneidered to consist of three subheadings, the gpening,
the middle gams and the gndgame. [t is found that level B and above
programs play reascnably well in the opening using the middlie game
mathods, although it ie a simple matter to incorporate an gpening book
of pre-determined responses. The main effort of computer chess
programmers has been on the middle game, which is dealt with above. MNo
sarious effort has been made to date to deal with non-trival endgames,
although it is frequently said that the difference betuween a master and
a4 expert ies endgame play. [f the program has wWon material in the middie
game, it can usually arrange to Win by queening passed pauns.
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PROJECT 7
IDENTIFYING AREAS OF APPLICATION

A. INTRODUCTION

Over the past decads, there has been (in our firm opinion] great
progress in the field of Artificial Intelligence. A large portion of
the important Work in this area was supported by ARFPA"s IPT sponsorship.
The results are not widely understood, partly because this is a
genuinely technical domain and partly because both the press and the
sciantific public have strong, non=technical, prejudices about what is
possible and what is not. Thus, In order that the investment be
effectively exploited, it is important both to produce better
expositions and documentation of techmical progress and to produce
infarmed technical evaluations of the practicality of near-term
application projects.

He are not quite ready to make a commitment to do this. He do noet think
there would be any value in commissioning such & study Without pre-
ampting the services of one of the very few men who we feel have
comprehensive overviews. Hhat we do propose is to work over the next
year to produce a general exposition, based on expanding the plan of our
1372 Progress Report, which has been demonstrably successful in
explaining much of the subject to other audiences.

In particular, we are proposing two small-scale study projects, outlined
below, The first will be to assess the implications of Al research on
the general Information Retrieval problem; we feel that progress in
samantic representations may have brought this area close to & major
break through paint. The second project Will be to develop & work-plan
for a large-scale asssssment of Al potentiale; =scome praliminary sketches
are presented below.

B. STUDY PROJECT FOR A PERSONAL ASSISTANT SYSTER

DEFINITION: Study project for a major application: the "manager’s
assistant”. We feal that the field of Semantic Informaticn retrieval
is ready for major advances. There already exist a Wwide variety of
speci|ized Management Information Systems. They Illustrate very well a
familiar sort of "Al Paradox®™:

It is easier to make a program behave as a highly specialized
axpert than to make cne behave in a straightforuard, common
sense Way.

This applies to Information Management just 2s It doas to many other
fialds. Thus, over the years we have seen special systems developed
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for

Invantory control

Classroom schedul ing

Assembly-|ine and job-shop allocation
Invastment trust reports

Library retrieval

Accounting data

and so forth. One uses such systems (if one uses them at all) an
constrained occasions, for constrained purposes. There are no systems,
however, that one can use for “"ordinary" purposes, to do simple jobs.

What limits the amount a person can do? Ability, cpportunity,
information, time. Every person is a manager, deciding what to do
himsalf, what he can get others to do, what information he needs.

ke would |ike to consider the possibility that the time is ripe for
developing a “general-purposs” computer based Assistant system. [ts
purpose would be to save one's time, help get and keep information, and
perform chores that either one has to do or one does not do because of
all those |limitations:. To present the image, here I8 a acenario
invelving a Professor and a Personal Assistant program.

This example is chosen only because we know this situation best. Any
reader more familiar &ith such functions as Administration, management,
Engineering Design, Military Command, etc., can easlly construct a
similar scenario for that kRind of function.

A professor happens to read a paper on plasma stability by a
certaln author. He does not consider the main result very
original or important, but @ certain example in the paper might
be relevant to one of his students’ work.

He tells the Assistant Program the clitation of the paper, and
enters his remarks. In 1375, he would have to type it ing in
1988 there is a good chance he could speak directly to the
machine.

The Semantic Analyser sends a note to the student (or to the
student's Assistant Programl. [t makes & note about the
citation arnd the Professor's remarks in a data bank for
information retrieval about Plasma theory and related subjects;
it assigna a description that will not attract attention unless
there is some reascon to suppose that the situation might have
changed regarding the paper’s originalitu.

Some months later, the Professor needs the example! He cannot
remember the citation or the author's name. He does not even
rememnber that the papar was about plasmas -- the example
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concerned classical Hamiltonian machanicse. Fortunately, he does
remember that he had thought the student might be interested,
and that tha incident occured last Hinter, Ha talls tha
Assistant Program this, and it instantly produces the citation,
and displays the relevant part of the text on the display.

In the meantime, it so happens that the author is announced to
present a Physice Colloguium at Harvard., The Assistant Program,
uhich reads the daily neusletters every morning, notices the
name and leaves a "MAIL" signal for the student who, it thinks,
might possibly be interested in meeting the visitor.

The message can just as =asily be sent, ﬁver a computer natwork,
te any known individual who might want such notification and has
agread to receive such services,

In our study so far, We have come to the conclusion that such a system
could be brought to a practical levael == for use by a computationally
sophisticated person -— in two years. [t would take longer, perhaps
another twe years, to extend its capabilities and smooth out the human
engineering to make it eqgually useful to non-specialists. There are all
sorts of hard problems that make precise time estimates difficult, since
so much wll| depend on cemcurrent progress in the computer manipulation
of common-sense ideas and meanings. [n any case, We believe that the
possible payoff of such systems could be enormous, and have all kinds of
applications.

HILESTOME: We ara MWOT proposing to embark immediataly on such a
project, Instead we are planning a serious feasibility and exploratory
study during the coming yesr. The result should be a report surveying
the state of knouledge, comparing etrategies of attack, determining
which applications (Administration? HManagement? Personnel Superviaion?)
would be best for the firet atiempt at building a working systam.

PERSONMEL: We do nmot feel that our present staff has all the expertise
necassary to make such a study, and we propose to use 3 panel of

conseul tante, Invalving such people as Engelbart and Taeiteliman, who have
made studies into different aspects of this area.

C. STUDY PROJECT FOR ASSESSING Al APPLICATIONS IN GEMERAL

DEFINITION: A thorough, substantial assessment of the current state of
krnouwledge about machine intelligence; the important solved and unsolved
problems, and assessment of those areas in which applications seem most
likely to pay off in the near and middle future.

MILESTOME: A book-length discussion of the issues, of clarity and
composition suitable for non=-specialiets, to be completed by the and of
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1975.
PERSONMEL: HMarvin Mirsky, Seymour Papert, possibly others,

Some general remarks on the state of Al Will be found in Section 3 of
this proposal. Immediately below are some areas wWe feel competent to
organize more detailed assessments for.

O. HAND-EYE MANIPULATORS

It is hard to think of any field that could not be transformed by the
availibility of machines that perform physical actions guickly amd
caraful ly under visual and tactile feedback control. The projects
proposed here are espaecially relevant to MAINTEMARCE, INSPECTION and
REPAIR of complex systems, by assisting relativaly unskilled personnel.

In particular, the attention of this Laboratory will be concentrated,
whenever the extra complication ie not excessive, on the development of
methods and systems to deal with "Micro-Automation" -- that is, physical
manipulation of very small components such as will be found in advanced
alactronic systess. This ie& an area In Which thers has been
particularly little advanced development, |imiting the practical
applications,

This area is of particular interest because human workers do not compete
in it very wall. Al technigues in this area will also be useful on the
Macro-Scale, e.g.. in CONSTRUCTION situations where there are problems
about human skill, manpower, safety, or speed.

Eventually we expect to see these devices employed in areas of critical

civilian concern, .9, PINING, UNDERSEA DEVELOPMEMT, amd SPACE.

For example, unless fusion pouer becomes avallable soon, uwe Will need
more MIMNING andfor SOLAR POUER. Advanced Automation oill be regquired for
lal=grada shale mining or for the construction and {especiallyl
maintenance of enormous arrays of asolar cells on earth or in space. In
mining, Al technigues might help solve problesns of moving and restoring.

Finally, we expact to see major applications in Agricul ture, perhaps In
two decades.

Some of these are discussed further in our MICRO-AUTOMATION proposal,
MIT-Al mamo 251.

MOTE: In sarlier proposals and publications we observed that U.5.
"knowhow" in advanced automation has been permitted to coast along. He
baliave that the skills invelved 1n what we call "advanced automation"
Hill become vital to many of the other near-crisis problems of the near
future, as noted in oither items below. He recognize that ARPA is not
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the agency to carry the research lead for this area, but ue want to put
on record that we expact the work described in thie proposal to have
very substantial contributions to those arsas.

The problem of low U.5. productivity is nou recognized, both with
respect to foreign competition and in absolute internal matiers.

Certain kinds of advanced automation can forestall or at least space out
the adjustments that might otheruisze arrive in destructive waves. He
cannat take up here the guestion of social consequences of advanced
automation, but Wwill state our position briefly. Certainly, 1f advanced
automation were thoughtlessly applied to existing industries without
compensatory planning, =serious dislocations could ensue; this
responsibility of economic plamners must be recognized, On the oather
hand, ordinary marketplace adjustments do not seem able to handle rapid
large-scale changes in such areas as agriculture, energy, housing,
transportation, education and health services. 0Only advanced automation
can make possible large-scale physical adjustments without similariy
large-scale social tramsients.

E. ADVANCED INFORMATION SYSTEMS

Le believe that Al research can shod the day to computer-based
information systems far more capable than have ever been available. UWe
plan to attack the area of [nformation Retriewal, both for traditional
data-base and |ibrary problems and for more personal MANAGEMENT
INFORMATION SYSTENS problems.

The ned Information Systems should help to increase the effectiveness of
individuals whe are responsible for complicated administrative
atructures, as uell as for complex information problems of technical
kinds. Imn particular, the services Will be available and designed to be
useable over the ARPANET, and will be designed to Interact with the
personal systems of other individuals to recognize conflicts, and
arrange cosmunication about common concerns.

F. AUTOMATIC PROGRAMMING, AUTOMATIC DEBUGGING

In all the areas noted above, and already in many conventional areas,
computer-programming plays a large., expensive and frustrating role. Not
only expanse, but delay and upreliability of programs threaten to grod
raplidly In the future. By pushing ahead on the related fronts of
Automatic Prograeming, Automatic Debugging, and “SELF-DOCUMENTING*
programs we believe that this trend cen be hald in contral.

G. HMEDICINE
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There is now more real phusiclogical, patholegical, and therapeutic
knowledge than any small group of physicians can encompass. But there
are not enough "specialists" to serve as consultants and this preblem
Hill become steadily worse, to the point that present inadequacies and

inequities Will become dangerous. In another project, we plan to apply
our knouledge-based programming technology to the construction of a
"computer consultant" == a large heuristic progras that will be able to

provide to general medicineg the equivalent of a highly skilled
consul tant-specialist == with a level of competence well above that
available in the average non-research hosplital service area. (The first

such system will, probably, be concerned with renal and cardiac
problems. )

The resulting services will be available to unspecialized personnel in
rural ar otherdise resote gnd inaccessible areags, over computer metuork
connections.

He are asking for MIH support for joint work betueen Al workers and an
outstanding teaching hospital in this area.

Similar health information services will have to be developed for other
medical areas, and for diagnosis, treatment planning, special therapies,
and health services administration.

There are direct applications of Al results, both from the robotics area
and from the general information managing areas, for devices for
FROSTHETICS for the handicapped. Generally, all such work has egual
value as potential "augmentation™ of normal persons.

H. EDUCATION

Thera are already significant applications of Al ideas to training and
education, far beyond the "first-order" services provided (for batter or
for worsel by the earliest "computer-aided instruction" aystems. The
valua of the ideas in our (NSF-supported) LOGO project are widely
recogrnized by educators. [m attempting to understand houw intel ligence
develops, it Ils of course especially fruitful to concentrate research on
younger children for scientific reasons. (This work ie supported by the
NSF.)

However, we have evidence that the methods developed in ouwr educational
resaarch are egually effective for use With adults, and we expact they
Will halp solve problems of aquipping people with akillis adeguate for
useful occupations even If they are from backgrounds considered
handicaps today.

In any case, there is a close relation betueen the development of Al
theories and the work on human development in our Qroup.
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[. OTHER AREAS DOF APPLICATION

LANGUAGE and SPEECH research will make the new systems available to non-
specialists, as well as to people With busy hands!

LARGE SYMBOLIC COMPUTATIONS such az are done with MATHLAB, will make
practical new arsas of physics and engineering.

PICTURE PROCESSING, PATTERN RECOGNITION ares of continuous concern In Al,
and should continue to be productive aress.

Several of these uWere further explained in our Micro-Automation
proposal .
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SECTION 3
RESEARCH ON ARTIFICIAL INTELLIGENCE

A. INTRODUCTION

This section discusses some aspects of the state of the art in
Al, that relate to the projects of this proposal. It is not a
general discussion. In fact, as noted in [2.7], we are
proposing to create just such a general survey and assessment;
there is nothing in the |iterature today adequate to give a non=
gpecialist a competent overvies of what has happened in the past
five ysars.

B. TIRE-SCALE OF APPLICATIONS
TO CRITICAL AREAS OF NATIONAL CONCERN

In sach of a number of important fields, some of which are discussed in
Project 7, conventional technology is today pushing against ane or
another bottleneck involving effective use of information, knowledge, or
redl=world Interactive capability. He believe that the work proposed
herein Will play a vital role in sach of these areas.

Our position is that Al can help with many kinds of complex programs ==
because of its new ways to manage -- or at least, describe technically
and formally == kinds of interactions that in the past could be treated
only empirical ly and informal ly.

He believe that many of these areas can be open to our technigues Within
five years -- some sgoner and some later. [n some cases it is clear
what must be dene and how long it should take., I[n others de have to
speculate;, where the problems are not entirely understood in case there
may be sericus unforeseen difficulties. A lot depends on hou urgent
these areas are seen as by the relevant agencies. And a lot depends on
the availability of talented young workers in this field.

In any case, |f wWe start on the important problems now,
implementation of important, large-scale applications could
begin in less than five years, given appropriate priorities. In
gection 2 ue proposed "milestones” that suggest how certain of
these aresas can be developed.

IMPORTANT! UWe are not saying that the large-scale aplications will be
in coperation five yasars from now! He sean that by that time it will
become 8 matter of Iavestment and priorities. HRight now, there simply
Hould be no way to make 5BE people work on implementation of an

intal lgent management system; the semantic structure has to be drafted
first. There is no way to get & lot of people to work on an Automatic
Programming and Debugging systes; the representation of program
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intentions and schema has to be designed first. There I8 no Way to get
a lot of people to work on & big natural language system; we first have
to specify representation of scenarios, time and tense, etc., etc., etc.
(e could right now, ask SB@ pecple to help design the mechanical side
of industrial robot systems, because we have a decade of complaints
about inadequate mechanical devices, Without good force or touch
sensors, and marginal visual hardware.)

In five uyears, we would expect that enough testing of different
representaticnal scheses will have been accumulated to make such
decisions comfortabla.

khy do we say "five years"? The development of useful MACHINE VISION,
along the |ines we proposed around 1365, is just maturing; its first
useful applications in assembly of unpositioned components are just nou
in progress in several |aboratories. The HATHLAB project, alse dating
from that period in our Lboratory, is just now serving ite first outside
users. The current applications of NATURAL LANGUAGE processcors that are
just in the past year beginning to use semantic structures are in a
large degree results of work of ours and others that first took form,
again, in the middle "68s. It might be noted that the whole area called
Artificial Intelligence originated, roughly, arcunmd 1355, in the sense
that it could be distinguished from "cybernetics” and "central theory®
and "operations research" by its emphasis on symbolic description and
related processes, [f the past is any guide, we see that the firset of
two decades explored many thecretical avenues. The second decade
developed some of the better ideas to the point where applications could
be considered. Thers are still many major difficulties in all areas;
besides theoretical problems, it 1s still very hard to write and debug
the large systems invoelved, and they run slowly and expensively on
present harduare in the current implementations of the |anguages.

In this perspective, 18 years might seem more plauvsible for development
of large-scale practical applications. But the members of this project,
Hhich has made rapid advances recently, expect the field to mova even
faster than in 1963-73. This is partly because of recent theoretical
progress, but also because:

In 1963 there uere only perhaps ZB full time workers in Al -- that
is, heuristic programming and symbolic representatien. There
are now at least 288. Most major universities have Al courses
pow; In 1983 there were only 4 or 5.

The problems seem much more urgent in this decada, although the
relevance of Al is not yet uwidely recognized. Ses the
specific items belew in this section.

The needed large-memory, interactive, computational facilities are
nou genarally obtainable. In the coming decade the reductions
in cost and the availability of Network Services will make
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them Widely available.

Technical tools are improving fast enough to have an effect soon.
Automatic Programming aide of the sort being developed (see
[2.3]1) could halp in other Al prajects in thres or four ysars.

C. [IRPORTANT PROELENS IN Al

Artificial Intelligence, as a new technology, 18 in an intersediate
stage of development. I[n the first stages of a nes field, things have
to be simplified so that one can isolate and study the elementary
phenomena. In most successful applications, wWe use 3 strategy we call
"working within a Ricro=World®.

In the rest of this Section, we discuss a variety of problems that arise
Hhen one develops a microworld to prove out some idea and then Wishes to
expand the system toward real-life applications.

Micro=Hor lds

Over a long period, we have |learned houw ideas about intelligence could
ba tested and developed, and a style of ressarch strateguy has amerged.
Tha selaction of test environments is, Wwe think, very critical, and many
blind ends and traps have swal lowed up wWorkers who had not given the
guestion sufficient thought. For example, the use of tuo-dimensional
patterns for "vision research” led many groups away from discovering
important principles about scene-analuysis =- because the basically
reversible transforsations of a two-dimensional visual world do not
reguire one to use suymbolic descriptions. Unfortunately, this |eads one
-- several steps later -- auay from adequate theories for learningl

A good example of a suitably designed Micro=werld is shown in the well-
known project of Hinograd, shich made many practical and thecretical
contributions to Understanding Watural Language. [MHuch of that system's
power comes from the way in which the semantic system is able to
represent things that nappen in the so-called Blocks Horld. That test
environment contained just the right order of cosplexity for the level
of semantic competence that seemed achievable at the time. Hinograd's
Micro-Horld contained essentially onlys

---g feu kinds of (physicall 0BJECTS. Each object had

===gnly a few PROPERTIES {color, size, location}l. Also, there
Wera

———gnly & few ACTIONS (grasp, lift, movel available.

The interactions betuween these were relatively manageable —- the
"problem-solver" contained in the system was "state-of-the-art" -- S0
that things seemed more or less within the comprehension of the
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exparimental language-semantic systenm.

Problers in Expanding a Microwor|d

Since the Winograd demonstration and thesis, several workers have been
adding ned elements, relations, and features to that system. That work
has not gone very far, however, because the details of Implementation of
the original system were guite complex and, accordingly, it took guite a
long time for subsequent workers to analyse, document, and systematize
the system for use by others. (It is only now taking acceptable form.)
The work of Woods (at BEN) is currently in better form for other
applications; this is partly because its structure was from the start
more uniform and systematic, demonstrating (we think) just the kinds of
trade-offs being discussad. In the work of Hinston's group on the
“visual" Blocks Uorld (the extension of the original Micrckaorld, which
wWas the "Polybrick" system of Guzman's thesis) progress toward including
mera and more has beaen steady.

The Need for a Krouledge-Structure Theory

Obviously intelligence is not merely having krouledge. One needs good
ways to decide what is relevant to a situation -- Intelligent
Information Retrieval. Within the Microwsrids that have been studied in
Al research, many problems and proposals have been examined, and these
have led to some powerful technigues. At first, many workers hoped it
wWwould be possible to separate the problems of reasening and deduction
into:

A basie of factual knouledge
A (possibly complicated} procedurs for using the knowledge

But the separation |eads to serious problems. Too much of one's
knowledge is concerned precisely with which l(other) knowledge should be
applied to various kinds of situations, Unfortunately, this turned out
to be harder to "represent" than did "ordinary® factual knouledge.

kle note that at the MIT Al laboratory, thie problem 1s taken much more
seriousliy than at most other research centers; this is why we do
relatively more work on designing advanced knowledge-based systems and
less work on trying to extend the "logical theorem=proving programs”.
Hhile we agree it is of some importance to find out how far such systems
can be made to go, we don't thinmk they will ever go far enocugh to sclive
most important practical problems.

In particular, we think that some extremely important kinds of knouledge
{vital to solving any difficult problem) were overlcoked almost
entirely, In the early days. These are the "facts of |ife” about
interactions, bugs, bottlenecks, etc., which every child comes to know.



RESEARCH ON ARTIFICIAL INTELLIGENCE PAGE 87

WHe believe that now that the area is recognized as a manageable
technical subject {see [5.3]} there will be a large change in the
capability to apply larger bases of information to hard problems. Most
important, we think, in the next year or fuo is fo get more Wwork done on
understanding "tupes of bugs®™ -- as it is called in Susssan's thesis --
and apply these ideas to automatic programming and debugging
applications.

Representations

It is generally agreed, also, that success in problem solving depends on
finding a good way to rapresant one's krnowledge so that it can be made
to fit the problems one is trying to solve. That this is true is shoun
rather clearly in the history of mathematics, in which "mere notational™
issues made wvery large differences in practical effects, viz., the poder
of the differential calculus notations, or the modern vector
representations.

MNevertheless, although the isportance of adequate representations is now
general |y recognized as central to Al, we think it is important to
rememnber that the clasaification and isolation of knodledge is not yet
adequate. The recognition that there are many "types of bugs" -- that
ig, that there are different kKinds of bad interactions betwasn simple
processes == wWhich reguire different kinds of interventions, was not so
much a matter of representation as of recognition of the problem.

Combining MicrcHor lds

Feople ask: now that you have programs that do "this", and cnes that do
“that" -- why don't you combine them all to get one program that is much
more intelligent?

He cannot usually do this. GSometimes the difficulty le simply that the
programs use diffarent representations == they can't communicate in any
aone |anguage. The cure for this is usually to try to rewrite both.
Anocther approach, in principle, 1Is "modularity™! Make all your programs
out of compatible modules. Im electronice, this is pretty easy; make
sure all inputs and outputs are "TTL=level compatible; make all pouwer
supplies run at 5 or 15 volts,

The trouble is that the idea of modularity, Tteelf, is not wvery
appropriate to intelligent systems, in which the problems of interaction
are the important and difficult ones. When two "krouwledge-modules" are
confectad, oane has to put -- somedwhere —-- 8 key to the most likely
intaractive types of bugs that can be expected to emerge.

It remaine to be seen whethar such uniform approaches as Hewitt™s ACTOR
module [(see [5.3]) will yield substantial gains here, or the Predicate
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Calculus formulations of McCarthy et al. at Stanford. MWe are quite
confident that there are important Immediate advances to be obtained
from the self-annotating sel f=debugging approaches proposed in [5.3],
over the next few years, and that these have immediate as well as long-
term applications.

The Blocks Horld == Success in Combining Two Micro-uor |ds

By something of a coincidence -- certainly for quite different reasons -
= our research on Yision over the past few years had also converged on a
Micro-world of the very same sorts of simple physical gecmetrical

ob jects and actions, and we use the same "Blocks Worl|d" caption for the
experimental vision anvironment that was used for that work. We note in
passing that many visitors and readers missed the point rather badly,
and were skeptical that anything very realistic could be learned by
Hworking With perfect simple shapes, no textures, no noise, no complex
curves or "soft® surfaces. But we claim that through this careful,
sometimes tedious analysis we lald the foundation for the main lines of
the successful systeme now being developed and demonstrated; certainly
at the higher levels of scene-analysis (where all contemporary groups
are now following our general outline) and (though to a |esser extent)
evan on systems that deal with poor, noisy, textured situations.
Basically, we took the position that

"Drne should not directly attack the preblem of reccgnizing a
pattern immersed in neise, until one is able effectively to
recognize it in the clear”.

This may seem to be common sense but experience shouws that most
beginners feel 1t too simpleminded to take sericusly.

le note in passing that our oun recognized progress in non-trivial
machine=-learning is In large part due to a related principle; as
McCarthy has put it,

s ONE should not attenpt to make a machine laarn something
unless one is sure therse 18 some wWay to tell it that thing ...

i+&:, that the machine has access to an internal representation that can
in socme natural way encode the desired information. Mithout adequate
reprasentation one can do |ittle, with 1t, other difficult problems
coften melt away. Thus, in Hinston's thesis, once we had an adequate
representation for DIFFERENCES betueen other descriptions, sewveral
interesting kinds of learning became easier to program, and some
reascning-by-analogy was easy to incorporate.

On the other side, the same principle has been used to show that one
very popular approach to building learning machines was inherently
defective. The cora of our results in the Theory of Perceptrons uas
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based on separating the guestions about learning from those about the
machines” representational capabilities; then, whan the latter ware
shown to be Tnadeqguate, we were able to prove [FERCEFTRONS, MIT Press,
1363} that no series of "training sessions", however prolonged, could
make the poor machine learn its lessons. And, as a by-product of that
analysis, ue did discover a nusber of limited, but interesting and
ugeful tasks that perceptron machines could in fact be made to do.

Urncertainty

There are a number of sreas in which present foundations are not quite
strong enough to support the proposed applied projects. These must be
studied further, in smaller micro=-worl|ds.le have to get better control
aof the areas briefly discussed belodw in order to bring the applications
from the "controlled=environment demonstration” phase to the real
application reguiremants.

Types of Uncertainty

As Al programs get more asbitious in the size and scope of their
knowledge bases, uwe will encounter more and more situations in which
conclusions are unsure, This i8 not a new problem; uncartainty is
familiar avan in the most highly defined situations with Mo chance
elament, For example, in Chess, one must "take chances".

Taking chances does not, however, mean using probabilities! The best
game-playing programs have not used probability models in their

pear formance. (Hhether they wuse such theories in their conception and
construction is another matter entirely, and one that is hard to settie
or evaluate. Thus, in Samuel’s Checkers programs, one can argue both
sides of whether probability is involved., Certainly, 8 close relative
of mathematical correlation is used.) In any case, the new areas will be
necessarily engaged in more “plausible inference"” and evidence-gathering
activities. In the course of that research, we can expect to face and
develop ideas about decislion under uncertainty; «e predict that the
reasults Will be guite different from classical decision theory and
classical wtility theories. 0On the other hand the results must also be
practical ly effective. 1t will be interesting and, de hope, valuable,
to see how these theories will relate to the traditional decision-
theory, game=theory, and economic-theory models.

Similar problems appear in more imeediately important areas. In
Automatic Debugging, wne has to face the probles of plausible Inference
of intentions and plans in a8 program -- see [Appendix 5.3.1 == unless
the programmer has already spelled this all out.

Im any case, there are other areas of uncertainty. The guality of
evidence depends on 1ts source. One needs policies and methods of
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accounting for authority, reliability, and strength of conviction.

In Chess, one uncertainty comes not so much from lack of information but
from too much; the impossibly large full search tree 18 too large to
examine and one must adopt some strategy that uses less information.
Note that the uncertainty, in Chess, is in part that one does not know
the opponent’s strategy. To cope with that kind of situation one does
best to build some sort of MODEL of the opponent (or, more generally, of
the environmant one is ind. But different problems, in such a fix,
depend on different ways in which one set up that model, and one should
make provisions for noticing at least some such dependancies. We
believe that the new program-accessible comment schemes |ike those in
Suseman and Goldstein's theses, will show ways to do such things.

Oualitative-qguantative issues

In controlled demonstrations we have found that we can usually sidestep
problems of aestimation and uncertainty by a variety of heuristic
devices, There is some reason to believe that thie can be done guite
generally and, frankly, mcst of the project scientists do not balieve
that humans ordinarily use (in thelr heads) the kinds of probabilistic
decision and wutility models that have occupied the primary attention of
most “guantitative sccial scientists”. Certainly, we still feel this
way about the use of "analog” models for visual imagery -- another area
in which the majority of psychologists think "guantitative" machinery
must be reguired, He believe this is a mistake based on unfamiliarity
Hith the power of "sumbolic-descriptive” mechanisms that have evolved in
work on Al. The same may be true in decision theory, and the problem is
beginning to face us as we begin to deal with much larger varieties of
kinds of Information within the same system. We expect, for example,
that the work on Chess, which features the program’s necessary ignorance
of the opponents plan, will clarify this issue, and our planned work on
the Management Assistant project, which also will range over a highly
inhomogeneous data base, will also have to face such issues.

Thera are many other ways in which qualitative issues enter common sense
gituations. Everyone knouws Wways to use gualitative guantities; 1f A s
very near B and B ls very near C then A is (at least) near C. But one
can also say that A is very near C under usual conditions. Obviously
ona cannot terate this very many tines.

Such issues are implicit in many of the current projects. They are also
important in the Medical Assistant project area (Which We expect NIH to
support] that also concern some of the sams Laboratory staff members.

He expect a substantial interchange of efforts in this gualitative-
quantitative representation aread betuesn the workers of this proposal
and With our colleagues H. Martin, A. Gorry, H. Schuartz, and others in
the proposed NIH project.
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Extended Events, Frames, Scenarios

We believe that the problem of representing real world knouledge will
have to be faced by dealing With such larger churnks than our colleagues
have believed necessary. He feel that the problems that beset the
“theorem-proving" projects and, generally, all those using methods
related to the formalisms of traditional "Mathematical Logic" come from
the limited resources such systens have for representing the
intaractions within highly structured real systems. Our knouwledge about
the real world, er about those subjects In which ue are particulariy
competant, is naot a bland, uniform structure of sinply-interconnec tad
"facts". He envision it &8 sore |ike real geography; houses are not
equal ly near one ancther, but are arranged -- for good but intricate
reaasons —-- in towns, cities, metropoli; these have centers and capitaols
of many differant sorts. The road system reflects this structure more
or less perfectiy. Similarly (though the simile soon becomes fatuous)
our krowledge is made up not of sinilar knouwledge about many diffarant
things, but of &laborate constructions about & few things., Plus -- and
thig is vital =- higher level data about how other lass intimataly
familliar systems are similar and how they are different. Thus, the main
tool of reascning -- in the ocpinion of the principals of our project ==
is not regular deductive logic but, rather, procedures for drading
analogies and for making plans to carry out their suggestions.

Tha elements of this kind of knouledge might then resemble stories
rather than axioms; scenarios rather than snapshots, tupical-sxamples-
plus=advice about applications rather than "genaral principles”. 0Our
first attempts to use these ideas will be in the areas of MNatural
Language and Scene Analysis, but the general idea is already influancing
plans for the other applications projects.

Hetararchical Programsing

Programming anmd debugging are getting too hard., This is because the
systems are getting larger and more complex. They use, in 8 single
system, many different kinds of information, and the interfaces which
translate Betusen ore representation and another add to the complexity
of the system. Fortunately (1} better understanding of heterarchical

systems is rapidly grauwing. (2 We frankly expact that our recent
progress on Automatic Debugging will help == perhaps not directly on the
programs thesselves == but certainly on the new style of internal

documentation suggested by the phrase "program-accessible representation
of programs" [INTENTIONS".

Goal: Programs With “common sense". One should be able to ask a
program why it did something, how it works, why it said something.
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Te answer such questicna, the program has to contain a representation of
ite own activity -- in terms of "intentions' or higher-level goal-
oriented comments, rather tham or in addition to the usual "declarative"
or "procedural® program-|anguage descripticn of the process to be
carried out. .

Indeed, we believe that such an "explanation®, or "excuse” language is
necessary not only for making sense of a program's activituy and
operation -—- for intelligent application, debugging, and extension --
but also for developing any large program in the first place. But
usually, at least today, the goal oriented description exists anly
informally in the programmer’s mind.

In Sussman®s thesis ue see some steps toward this. Hhen a test program
shous a "bug®™, a higher level program tries to explain it, perhaps in
terms of side-effacts of conflicting actions, or side effects of
competing goals. [f, for example, the requirements for concurrent goals

interact, so that fulfilling the conditions for acheving Goal A make it
impossible te achieve Goal B, it may suffice simply to achieve goal B
first. But the program will enly think of doing thia If It can explain

the failure in terms that suggest that those goals are in fact closely
agsociated and therafore candidates for swapping.
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SECTION &
THE ARTIFICIAL INTELLIGENCE LABORATORY

A.  INTRODUCT IOM

The MIT Al Laborateory has evolved from a small group of students working
With John MeCarthy and Narvin Ninsky in 13228, 1t was originally part of
MIT*'e Research Laberatory of Electronice and the MIT Computation Center.
It joined in the creation of Projact MAC as the Artificial Intalligence
Group, and becames a separate MIT Laboratory some years later. During
the period of ARPA support, 1t has been co-directed by Marvin Ninsky and
Seymour Papert.

In this section we describe some of its activities accomplishments and
problems.

B. SYMBOLIC AFPLIED MATHEMATICS

The first sericus project on getting a computer to work wWwith literal
formulae and real mathematical principles rather than numerical
caleulations was done here by Slagle, whose 1361 Ph.D. Thesis showed how
a heuristic progras could compare favorably in performance with a
better-than-average MIT first-year student on symbolic Integration. The
program could not deal at all With the context of such problems, so that
it was useful only once the problem had been put into the right form.

This demonstrated that heuristic technigues could deal with symbolic
mathematics in a rather natural, lifelike manner. The behavior of
Slagle's program resembles rather closely that of mathematics students
Who ara very intelligent but not particularly expert in that area.

Some years later the same problem == symbalic indefinite integration --
Was attacked by Joel Moses. His thesis exhibits highly expert
parfarnance over a much Wider range than did Slagle's. Hoses' program
demonstrated publicly that we were at the stage where Al methods could
produce a mathesmatical "assistant” that could really extend the
capability of a serious usar,

At the same time, H. Hartin addressed himself to other problems in the
area of symbolic applied mathematics; to making theories of
representation, interaction, simplification, and so forth. The success
of the two theses of Martin and Moses suggested joining forces, uhich
led to the MACSYMA sustem —— ar the AIT MATHLAER project == that is now
an independent part of Project HAL,

Since then, many other centers have attacked parts of the problem, and
this field ig just mow becoming & significant addition to the tools of
the scientific world in attacking large, semi-guantitative problems in
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applied mathematics, engineering, and physics.

Another, parallel development in this periocd has been the work of Bobrow
and Charniak. Bobrow developed a heuristic program, STUDENT, that
Horked on less symbolic, more realistic "word problems”™ at the high=
school algebra level. In this work, the emphasis was not 50 much on
formal mathematices as on semantics and natural language. Bobrow showed
that by using a semantic model of what sentences (probablyl mean, one
can sidestep issues in linguistic theories that seemed wery sericgus if
attacked without reference to meanings. The success of this prototype
had a noticeable affect over the next few years in redirecting the
attention of computational linguistics to the practicability l(and, ue
think, the indispensibilityl of invelving meaning with syntactic
analysis.

Years later, E. Charniak produced a Master’s Thesis in which some word
problems in Calculus could be handled. This thesis raised new |ssues;
1t became clear that as Charniak attempted to include in his scopea such
issues as time-analysis, simple mechanical statiatics and dynamics, and
properties of common materials (you can pull with a rope, but not
pushl), tha earlier Micro-uorld of simultaneous |inear equations and
phenomena that had sufficed for Bobrow's problems was not adequata.
Indeed, the extension of symbolic applied mathematics to non-symbolic
Fredl=world problems still awaits refinesent of common sense knouwladge-=
gtructures, He hope to fill this gap as a result of «work on
"gualitative physics" [see 5.E].

C. VISION

Thera is too little space here for an adeguate summary of the Al
Laboratory's work on real-world vision. Thera will appear a survay in P
Winston's paper in the August 1373 Proceedings of the International
Conference on Al, Stanford, 1973,

Briefly, we claism that it was primarily ocur line of emphasis that has
created tha contemporary atmosphere of ocptimiem amd accompl ishmant in
Hachine Vigion. The main points were:

Emphasis on Suymbolic description rather than Picture=Transformation
Emphasis on Heterarchical use of real-world knowledge
Emphasis on problems of 3-0 oceclusion and figure-ground separation

This work resulted in several international ly kKnown papers, notably the
Pr.0 theses of A. Guzman, F. Hinston, and 0. Halt=z.

The "lou-level" problem of finding real physical features in picture

gcenes has been & very difficult one; important contributions Were made
in work by J. Holloway, R. Greenblatt, A. Griffith, T. Binford, B. Horn,
and A&. Herskovits in our Laboratory. Threes Ph.D theses on other YWision
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topics wWere written by A. Griffith, B. Horn and L. Krakauer, exploring
different mathematical and structural models of such topics as shading,
contrast, illumination gradients, highlights, focus maps, etc.

The outcome of all this was the modern approach to vision generally
called "Scene-Analysis" -- a term that serves mainly to distinguish the
approach from its predecessor, wusually called "visual pattern-
recognition”.

0. MNATURAL LANGLAGE

In our Laboratory, the work on Natural Language davelaped in the context
of understanding common sense semantics rather than from the milieu of
classical linguistics. The work of Bobrow, noted above, and the work of
B. Raphae! on a guestion-answering progras that used contextual clues to
golve problems of semantic ambiguity were the first attempts to take
this approgch, The work of Charniak, as noted abowve, was a next step,
but showed the need for a scre careful ly developed Micra-warld of
context, In Winograd's thesis we sau these and many other ideas from
linguiatic theory brought together and applied to a more adequate
symbolic Blocks Horld that resembles (superficially)l the one used in
our early vision research. Most important, perhaps, were Winograd's
innovations in making the syntactic-semantic interactions actually wWork
in a heterarchical programming system; a dreas that had never been
realized effectively because of inadeguate technical understanding (and
couragel.

Semantic Information Processing is now one of tha most active fields of
Al, and promises to yield systems useful in many practical areas.

E. ROBOTICS

In the history of efforts to understand how to make autonomous physical
assistants, the Al Laborateory claims a very special role. The first
such system, so far 8§ we kfow, wWas the tactile-sense heuristic program
of H. Ernst which, in 1961 was able to search for different objects on a
table and assemble them into a tower or put them into a box. Some years
elapsed, in which we made plans to move in the direction of visual ly-
control led manipulaters, and finally, in the mid-E@'s R. Gosper, using
programs based on ear|ier work by J. Holloway, R. Greenblatt and S.

Mel lson, was able to demcnstrate the first completely autonomous hand-
eye system that could analyze a scene well enough to locate non-

over lapping blocks and assemble them inta 3 simple tower. In 1978 P.
Hinston, B. Horn and E. Freuder demonstrated their "copy" system, which
looks at one scene of blocks and then assembles a copy of it from spare
parts in ancther part of the table.
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Mext, there was a periocd of activity, during which ue were publicly
rather quiet, to rebuild the system. DOur first system [and those of our
col leagues at other centers] only “sppeared" to see well; in fact they
Here impossibly sensitive to mistakes because of occlusion of part of
one object by amother. Also, they were horribly sensitive to picture-
processing errors due %o not-guite-perfect illumination, or #laus on the
surfaces of the objects. [t was only in the past year or so, With the
completion of Winston's heterarchical Vision System, and using
ingredients like the Guzman-Winston-Haltz object-finding theorles and
the Shiral heterarchical edge-analyser, that we could get performance
good enough to suggest moving on gutside the closely controlled Blocks
World visual eavironment. The current system can cope with very

compl icated ccclusions of objects in three dimensions, using a single
{non-stareoscopic) viedpoint. As noted in [5.1], we plan to use range-
finding and other more powerful "vision™ methods in the more complicated
réaal-world applicationsa.

F. LEARNING

In the early years of our work, we tended to avoid attempting to make
machines that were supposed to "learn to become smarter", following this
principle: don't try to make a machine learn a class of behaviors until
you are sure that the machine or procedural structures available are
capable of supporting that behavior. Thig turned out to be a good idea,
gince little progress uas seen, in the first decade, by those attempting
to get significant learned behavior by using Neural Netuark, Perceptron,
Evolutionary, Adaptive-Adjustment, or Inductive-Inference theories.

In fact, one of our most substantial theoretical dccompl i shments was to
develop the definitive theory presented in the bock, PERCEPTRONS,
showing why certain lou=level |inear optimization machine structures
cannot learn to &ccount for interactions of first level cues, features,
or context=dependencies,

By 13978 our general understanding of structural representations had
progressed to the point of Hinston®s thesis, in which ue see a
relatively high=level form of learning, in which what is learned depencs
on comparing descriptions of current eventis wWith summary descriptions of
Hwhat has come bafore. This work has evoked widespread interest, and wue
see many projects, here and around the world, moving im that direction.

Many important things we learn are not mere facts, but knowledge-
handling capabilities, in particular, procedures that make for better
learning strategies. The recent work of Goldstein and Sussman, which
might appear to be concerned chiefly Wwith Automatic Programming, 1s
real ly concerned with modifying procedural representations of knouwledge
In accord With the axtent to which the procedures in fact behave as they
are "supposed" to. We regard this, then, as the most promising path
presently avallable toward really "adaptive®™ machines.
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G. COMPUTER LANGUAGES

Tha Al Laboratory has played an important role in the evelution of the
prograsming |languages and computer systems that are used today by most
succeassful workers in the Al field. The LIEP system, originally
developed by J. McCarthy, has become, in effect, the "standard"”

international language of Al. The Al Lab's LISP L.E system is probably
the most pouwerful wersion of LISP, and iz certainly in more extenszive
wor lddide use tham other variants. In its current form, one does not

have to pay the "traditional" overhead of interpretative operation fou
procedures that do not require ity it is believed that its rumerical
efficiency is comparable to that of most known FORTRAM or PL-1

coampl lers! This LISP 1.5 has a pouerful compiler, and an extremely
varsatile READ {input-output) system, both due largely to Jon Hhite,
extensive interrupt system, and many other features. It meets practical
compatibility reguirements. The present version can run on any OEC
18758 meniter. Less sophisticated versions run on [BM systess.

It was discovered, however, that the data-structures originally provided
in LISP were not really adeguate for soma of the "representations of
knowledge" that Al was beginning to need. For exawple, Bobrow needed a
form of "pattern=matching" for his |linguistic system, and invented the
| anguage METEOR, embedded in LISF, so that he could have the features
deve |loped aarlier by Yngve in his self-standing language, COMIT. At
about the same time A. Guzmanm, working with H. Aclntosh developed a
language CONVERT, alse embedded in LISP, initially for work in symbolic
applied mathematics, a field that Hclntosh had conceived abocut the same
time we did. Independentiy, the Newell-Simen group at Carnegie also
came to the conclusion that pattern=directed program control might make
important advances in behavioral theories.

Mone of those languages seemed to “stick”. Perhaps they weras
inadeguately engineerad, parhaps they wWere before their time, certainly
none of them had clearly formulated theoretical foundations of the

gual ity that the original LISP of McCarthy had. But recently, the
FLANMER proposal of Hewitt, as implemented in the MICRO-PLANNER l|anguage
used by Winograd (and many others, nowl seems to have met the real-world
conditions for acceptance. [ts descendant, DONNIVER, has recently had
the most favorable acceptance in this family, but only the next fed
years @ill tell what is going to serwve best.

In other centers, ned languages |ike 0A-5, STRIPS, and SAIL are alsco
mowing in this direction == to make available pattern-directed contraol
and to allow reference to multiple processes, multiple (bownd}
environments, "IF-NEEDED" and "Antecedent-Theorem" demon-|ike processes
and the like. Thesa are all, we believe, reponses to the need for
heterarchical control of knowledge-based problem=solving systems.
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H. TIME-SHARED COMPUTER SYSTEM

The MIT Al Laboratory developed the first time-sharing system for the
POP-18 (then PDP-B)} system. This system, called ITS, was essentially
completed about four years ago. [t has recently become overloaded by
the increasing complexity of the jobs it has to do.

Many people agree that for Al purposes the [TS system is probably the
most effective time-sharing system available. Houwever, because ue do
not want to be in the service business, We are interested in accepting a
larger system, even If not guite so effective, If the maintenance can be
provided &lseuhere. However, this is not quite possible at presant, as
Will be noted in the section below about our computation requirements.

I. CONTRIBUTIONS TO FUNDAMENTAL THEORIES

The project has made many fundamental contributions both to Artificial
Intellligence and to modern computer science in general. UWe will not
revied these in detail, but just |ist their names.

Mathematical Theory of Computation: J. MeCarthy, et al.

Theories of Schemata and Program Control: Hewitt, Paterson, at al.
Abstract Complexity theorys Blum

Perceptron Theory

Concrete Complexity Theories: HMinsky, Papert

Contributions to theory of parallel computers.

Computational Geometry

Contributions to theory of Productions, etc.

J. COGNITIYE PSYCHOLOGY

In the very last few years, it has become recognized that Al research is
much closer to peychological research than was at first believed. The
theories in the Yision System are widely considered as candidates for
theories of human vision. (See Sutherland's essay in the British SRC

vo lume, }

The more general wiew, that what is learned is in large part determined
by knouledge-based processes (as in Winaten's thesis) seems relatively
nes in psychology == although there is rarely anything really nes in the
segnse that one can find such proposals in earller |iterature -- and is
attracting a great deal of current attention.

The Al-based theories of education, as demonstrated in ouwr LOGO project,
have had a big Tmpact, recently, on the community of educational
theariats.
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K. AUTOMATIC PROGRAMAING

This area is historically very close to Al. Indeed, the first really
thoughtful |y human-enginesred debugging suystems (like DOT)} arose in the
community loosely associated with Al work. J.C.R. Licklider was an

gar |y pramotor of such ideas. He belleve that our recent Work —--
notably of Sussman and his colleagues == has bean the primary catalyst

in the ned wave of interest and optimism {e.g., as shown by the Balser
report).

L. SPEECH RECOGMITION

The reviwval of interest in this area for probably feasible applications
stems perhaps as much from the advances in Al=-types of heterarchical
{and semantic) preogramming as from any major advance in speech=science
proper.

M. OTHER SUB.JECTS

The complete summary of so large a Laboratory over so many years would
take too much space here. He mention a few cther topics of importance
in their oun right:

Hork by Daniel Eduwards on Cryptanalysis

Work by Bledsoe, Abrahams, Levin, Silver, Minsky, Norton, Sliagle
on theories of Mathematical Theorem-Proving

Hork by Papert on theories of development of [ntelligence

Hork by A. L. Sanuel of the well-known Checkers Program

Hork by J. MeCarthy on Chess

Hork in many areas of applied mathematics and numerical
analysis by R. Gosper, R. Schroeppel

M. HARDWARE: OUR MEMORY EMERGENCY

The Laboratory needs an increase in computational power. Because of the
knowl edge-based character of the new generation of programs, thair size
ie large compared to pregrams of five years ago.

This is not a transient. All reasonably intelligent programs will be
pretty large from now on. The practical cost of this largeness is not
serious, except for the very immediate future, because all industry
predictions agree that the cost of, say, a 508,388 word primary storage
Hwill approach a few thousand dollars in the next decade. But right nowd
WM& are in a crushing bBind, because our time-sharing system can support
only one such program at a time.
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History: He contracted and supervised construction of the first fast

mass core-store -- through @ development contract with Fabri-tek.
Al though it was at first a powerful research tool, wWe have suffered
eince, by being “stuck® With it == the redard of pioneering. ARPA has

put aside our request for modernization from year to year. [t has
become 3 critical bottleneck in achieving our goals.

There are several problems with it.

(1} It is dangercusly marginal. [f there is a major failure,
no one Will be able to fix ity it has been out of production
for @ leng time and we have maintained it ourselves.

(2} 1t is slod. Hodern POP-18's have 1 microsecond memories.
The Fabri=tek memory 18 2.3 microseconds.

{2} It is too small. Large programs saturate it and cause
the system to go into "thrashing™ mode of paging onteo disc.
MATHLAB, an offshoot of our Laboratory, has already found it
necessary to add another 258K of memory. This has made it
possible for them to run several knowledge-based programs at a
time. Our system is swamped by one programs of the size of
Hinograd's Matural Language Program. He will find it very
difficult to debug the application programs unless the memary
is expanded.

A1l of the system development has already been done, since the Al and
MATHLAB machines use identical systems. The additional memory will also
allew Network users to try out our application programs. At present,
thise cannot be done.

The system is extremely slos when any CONNIVER or similar program of the
order of 1BBK is run. We use shared pure procedures as much as
possible, and common compiled code, but the CONMIVER control stack must
be represented as list-structure.

SHAROLU, HMeDermott’™s reasoning program, Lavin's Vision program, and
several other important research programs are too large to run on our
current harduare when other users are competing for time. To make
reasocnable progress, We Would expect each of the project areas to have 1
or 2 prograss running at all times!
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Doctoral Students from the A.l. Laboratory

The Laboratory has an interesting academic record, as evidenced
by this listing of all of its doctoral degree recipients.

Slagle NIH. Head, A.l. Research group
Jones MIH.

Mor ton MIH.

Hodes MIH.

Blum Prof, Berkeley

Raphae | Head, robotics research, S5.R.I.
Bobrow Head, A.l. and language, Xerox (formerly BBN)
Teitleman Xerax

Abranams Frof, MN.Y.U.

Hinston Prat, MIT, Head of Robotics
Winograd Prof, MIT (1373, Stanford)

Hewitt Praf, MIT

Harn Prof, HIT (1573}

Krakauer Industry

Griffith Industry {Information [nternatianall

Evans Industry (private softuare company)

Guzman Praf, Palytechnico, Mexico

Hal tz Prof, Univ of [1linois (1373)

Charniak Staff, Istituto Per Gli Stui Semantici E
Caognitivi, Suitzerland

Hoses Praf, MIT Head of MHATHLAB, HMAC

Martin Prof, MIT Head of Automatic Programming, MAC

Luckham Prof, Stanford

Smaliar Prof, Techmicn {lsraell, Univ. of Penm (1373)

Sussman Praf, RIT (1973)

Goldstain Prof, HIT (1973)

Abe | son Praf, HIT (1873)

Perkins Lincoln Lab.

Hannaman Prof, B.U. (Formerly,Univ of Texas)

Beyer Praf, Univ of Oregon

Fell Praf, Northeastern Univ.

Other Ph.0. students who did their work at A Lab.
Baylor (from Carnegiel
Beller [(from Brandeis)
Roberts (from Carnegiel

Clasely associated Ph.0. Theses:
Ernst ([BM}; Reoberts (ARPA); Sutherliand (Utah}i Fischer
{(Hater log) g Knowl tan (BTL)
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Extendesd residancies:

Bledsoe (Chairman, Mathematics, Univ of Texas)
Cocke (IBM research)

Voyat (Genmevé) Prof. CUNY Graduate Center
MeConkie (Cornall)

Marr (Cambridge)

Faterson (Cambridge)

Mevins (current)

Rabin (Hebrew Univ.)

Forta (Chairman, Yale Univ. Music Dept.)
Slauwson (Chairman, Music, Univ. Pit.]
Binford (vislon research, Stanford)

Samuel (IBM Laboratorias)

Our Laboratory has very close ties to the Al groups at
Bolt, Beranek and Neuman
Stanford
Carnegie-Mal lon
Stanford Research Inetltute
Edinburgh
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SECTION 5
SUMNMARY PROGRESS REPORT

MACHINE VISION

Work on machine vision has progressed rapidly in the last few
years. Many basic issues are now more sharply deflined,
permitting us to focus outside the restricted world of carefully
preparaed simple polyhedra.

We here summarize some of the progress With emphasis of the last
year. At the “performance” level, we cam take a collection of
flat-sided objects of assorted shapes, pile them up, and ask tha
program to analyse, disassamble, and rearrange the objects into
another structure. The |latter can be specified by a8 symbolic
description or by presanting a physical examsple to be analysed
by the system. Many "lou-level™ vision problems had to be
golved to reach this leval of performance. Many of them are
sumsmarized in our January, 1372 Progress Report, and much more
detail is available in technical motes and reports. He have
made no compromises im our original long=-term goal to set a firm
foundation for Monocular machine viesion! This vision system
works as well on pictures of a8 scens as it does on the physical

scene itself. It ie not based on the use of physical range-
finding methods, tactile-probe exploration, or octher "active”
sanEors.

The following particularly noteworthy results have appeared in
tha last year.

1. David Waltz has uorked out 38 semantic theory of polyhadral line
drauings that is a major breakthrough in several respects. The
theory gives deep insights into the success of earlier work and
provides a powerful analysis capability for separating regions into
bodies; in identifying edges as convex, concave, obscuring, shadow
or crack; in using shadous to determine contact; and in reasoning
out the orientation of ochject faces.

2. Previous vision systems suffered from an artificial division
inte |ine-{finder/scene-analysis partnerships, communicating only by
way of a handed-over |ine drasing. The ned systems of Jerry Lerman
and Yoshiaki Shiral show how the barrier can be eliminated and how
high level knowledge of physical constraints and partial analysis
can guide the filters and trackers that most intimately deal with
low=laval intensity information.
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2. TimFinin has given the evalving vision system considerable
deductive depth through several goal-oriented programs. One of
these specializes in using & theory of "perceived groups". Often,
some of an object's individual dimensions, position, or orientation
parameters are indeterminate because of an ocbstruction in the line
of sight. In these situations the vision system hypothesizes the
migsing information, using other objects conaidered similar by
virtue of alignment in a stack, a common purpose, or simple
prosimity.

4. Finin, Lerman, and Slesinger have completed a wvisual feedback
module that checks the position of & block after pasitioning by the
hand. Then it jiggles it into place if its positional error
exceeds a small threshold. This feedback |link explelts the random=
access capability of a prograssable image acguisition system by
looking only at points Iying on a small circle around expected
wvertex locations.

5. Baob Woodhasm has dome initial werk on visual motion tracking.

As a8 first step in effecting 8 coffee=pouring demonstration, he has
worked out and compared several mechanisms for monitoring the
rising level of coffee in a stylized cup.

B. Scott Fahlman has devised a construction planning sustem which
galwves problems in tuwo distinct directions. First, three
dimensional modelling skill has been developed in the form of
saophisticated touch amd stability tests. Second, in cooperation
Hith the specialists in COMNIVER language, he has demonstrated the
need for and use of advanced control and data base mechanisms. The
system can plan fairly complicated constructions reguiring
temporary scaffolding supports or counterueights,

7. Rich Boberg has explored the problem of reversing the analysis
process, that is, reconstructing a scene from an abstract
description. He belleve this |s the first atep toward an automatic
design system uwhere the machine contains and uses considerable
common sense knowledge about the constraints inherent in a physical
Hor |da

8. John Hollerbach has probed the problem of describing complex
shapes through Wwork on complicated, higher order polyhedra. His
heuristic theory of projection shows how many objects can be
gsensibly decomposed into basic shapes, modified by protrusions and
indentations. :
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9. In another domain, Mark Adler has shown how to make progress
toward solving the problem of |ine drawings With curves. In a
style reminiscent of initial work on polyhedra, he has outlined an
approach to the analysis of some highly constrained kRinds of
dravings. This should contribute conceptual ly to work on more
general real vision, to diagram reading and manipulating services,
and eventually to personal assistant systems in which sketches must
supplement commands in natural language that do not lend themselwves
to wverbal explanations.

PROCGRESS IN MACHINE LEARNING

The long sought goal of machine |earning has seen a major conceptual
breakthrough. The concept is simple:r we say that somesone has learned
somathing if he ias able to perform appropriate processes. One rarely
builds a new process from nothing: presumably one extends and adapts
processes developed for other goals. Thus, learning is like debugging a
computer program, and a ssart person 18 one who knows good waus to
characterize defects and reguiresents, and has good methods for making
the appropriate procedure changes. This idea, in different ways, has
led to the following large steps.

1. G. Sussmsan has completed a computer program that contains some
sophisticated knowledge about diagnosis and repair of computer
programs, Given a sequence of block-building tasks, similar to
those performed by Hinograd's natural language program, Susaman’s
program performs a sequence of modifications on an initially
trivial building program. Eventually, the "learned" procedure is
able to perform all the operations that were initially built-into
Hinograd's systes. Sussman's methods have attracted wide
attention, even before publication of his thesis, and are the basis
of a nusber of other automatic programming proposals.

2. . Goldstein has developed a theory of automatic analysis and
systematization of programs which propose to achieve certain kinds
of goals but do not actually work. By setting up an "annotation”
structure based on matching parts of the defective procedure to
parts of the goal description, Goldstein's procedure can propose
and make corrections, using methods similar to those of Sussman.
Again, part of the "secret" of learning lies in having the
knouledge and abillty to focus clearly on what parts of procedures
are not working properly, and Goldstein's thesis is, we believe, a
major move in this direction.

3. M. Minsky has formulated a new theory, called Frame-Suystems,
which, it is hoped, Will show guickly how to do complicated common-
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sense reasoning in systems that are not confused by containing
large amounts of non-relevant information. This theory also
suggests a number of ways in which new knowledge can be added in an
orderly Hay, again Hithout leading to information overloads. It is
hoped that this theory Will combine Wwith Hinaton®s earlier learning
program ideas to allow cperation over a wider range of tasks.

MICRO-AUTOMATION

e have now selected and acquired a computer configuration, & vidicon
system, and a digitally driven x-y table. A new arm designed for us is
under construction for Movember 1373. A& ned computer eye design is
being completed. It is expected to have much better optical properties
than previous computer eyes.

AUTORATIC PROGRAMMING

He mentioned above the projects of Goldstein and Sussman: Program
Anmalysis, and Automatic Debugging. Another project which is wall| under
Hay, concernad Wwith developing 8 programming formalism and technology.
is the ACTOR system of Hewitt and his associates, in which implicit and
undesirable interactions are unlikely to arise accidental ly.

MNATURAL LANGUAGE RESEARCH

Hinograd's BLOCKS program demonstrated new dimensions to the connections
betueen details of the structure of natural English and the meanings of
words, clauses, and whole discourses. Our experience with SHROLU has
had tue important consequances: 1t kas shouwn us that guite non-trivial
natural language programs can be uritten <ith today's harduware and
gsoftuare, and this in turn has encouragad a fresh burst of natural
language research, not only here but in other |aboratories.

The current proposal summarizes recant work onm conscolidating what was
learned from this work, and what has been dorne With It recently. The
system has been revised and documented so that it can be used by others
Who want to go further in this area.



