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. Annotated Production Systems provide a procedural model for skill

‘ acquisition by augmenting a production model of the skill with formal

; commentary describing plans, bugs, and interrelationships between various

| productions. This commentary supports processes of efficient

f\ interpretation, self-debugging and self-improvement. The theory of

' | annotated productions is developed by analyzing the skill of attitude

| instrument flying. An annotated production interpreter has been written

| that executes skill models which control a flight simulator. Preliminary

evidence indicates that annotated productions effectively model certain
bugs and certain learning behaviors characteristic of student pilots.
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1. Introduction

Productions systems have many strengths as a model of human problem solving
~=- modularity, simple control, generality; but they are not sufficient. We
argue for this position by analyzing the skill eof flying an airplane under
instruments. A production model will bhe defined and its limitations considered.
These limitationk will involve inefficiencies in dealing with context, a lack of
direction for debugginb, and the absence of self-knowledge useful for learning ﬁy
generalization and analogy. Our next step is to define an annotation vocabulary
consisting of formal comments regarding tﬁe plans, bugs, and interrelationships
of the basiélproductions. We show how these annotations support more efficent
execution of the skill, debugging of difficulties and self-improvement.

Annotated producfion systems represent a marriage of the comment-based
approach to debugging developed by Sussman [73] and Goldstein [74] with the
procedural architecture of'production systems [Newell & Simon 72]. Goldstein and
Sussman were not concerned with the psychological validity of their debdgging
models. Production systems have tyhically not been concerned with modelling
'learning. The mafriage of productions and;annotations holds out the possibility
" of an improved modelling capability. DaJis [76] develops a related theory of
meta-knowledge for production systems to guide the knowledge acquisition process
for large knowledge-based programs which we discuss in section 9.

Our work on annotated production systems is based on a series of experiments
with a flight simulator implemented in ﬂisp by the authors. The production
systems and annotated production systens discussqd here run in conjunction with
this simulator., The debugging and learning modules have been hand-simulated, but
not implemented.

Unlike the traditional Carnegie Mellon experiment in which particular

individuals are modelled, our experimerts are concerned with generic modelling;

‘that is, they are concerned with modelling typical skill states of student
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pilots, as judged by the extehsive literature on flight instructioh {Langewiesche

[44] remains the classic text) and the experience of the first author and his

. Spouse in learning‘to fly.

In the next section, we characterize instrument flying to indicate why we
have chosen it as our experimental skill. Section 3 describes the strengths of a
productidn‘systqm model for this skill. Section 4 analyzes its weaknesses.
Secgions 5 and 6 define an aﬁnotated groduction model and 1ndicate its utility

for more efficient sk#ll execution and for self-debugging. Section 7 describes

the design of a heuristic learning program for Annotated Productidn Systems.

2. Attitude Instrument Flying

‘Our gxperimental focus has been or attitude instrument flying wherein the
goal is to maintain steady climbs, turns, descents or level flight. It is the
basic cbnstituenﬁ skill of instrument flying.

Flying, as a whole, is an appealirg domain'for studying skill acquisition
because: |

(1) there is extensive literature or flight instruction.

(2) it is an 1mporﬁant skill whose improper employment: risks lives.q

(3) it is an adult (as opposed'to infant) learning experience and hence

| instrospective evidence is availab*e.

(4) a useful application of an improved analysis of the learning process fof
| this skill is the design of‘a computer instructor for flight simulators.
(5) it is representative of an 1m;ort§nt class of real-time control skiils

such as sailiﬁg, driving.

Instrument flying, 1n‘bart1cu1ar, has & constrained set of perceptual inputs --
theﬁinstruments ~-~ and a restricted set of actions -- the controls. Attitude
instrument flying, wﬁile a sub-skill of instrument flying, is still sufficiently
rich to bé an interesting ﬁodelling préb}em. ‘

Let us consider a few of the problems associated with flying a plane, in

!
i
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brdér to define thé characteristics of a generic model for flight skill. The
first observation is that flying involves responses to tlie external forces of the
environment -?‘gravity, air movement, and péher factﬁrs. This requires
instruments to monitor the plane's state and controls for changing that state.
Hence, for each goal, a mapping from measdrement to control is required.

However, such a mapping cannot be from one instrument to one control, since
ﬁhe higher order‘effects would be neglected.. Thus, using only the value of the
vertical velocity indicator to manipulate the‘elevators while tryihg‘to achieve
levél flightzwill not always succeed. A better model would take into account
vertical ac;eleration. Without a sense of the second derivative, the pilot will
over or under éontrollthe aircraft,

- The mapping must be context sensitive. A control response appropriate in
norhal situations may fail in special contexts. For examplé. under normal
circumstances, the goal of straight and level flight can be achieved by
sequentially attempting these goals, 1i.e. the pilot can concentrate on
estéblishing the propeé heading, and only when it is withiﬁ tolerance, direct his
;ttention at the‘altitude. The rationale for this is that in normal

circumstances the two processes are virtually independent. However, if the

aircraft is in é stall (i.e. the wing has lost 1ift), then the assumption of

independence of the two subgoals 1is not valid and special measurés must be taken

in order to recover from this state. The wings must be leveled before the pitch

of the plane is corrected., A representative set of flight contexts are:

NORMAL FLIGHT
TAKEOFF
VISUAL FLIGHT TAKEOFF
SHORT FIELD TAKEOFF
SOFT FIELD TAKEOFF
LANDING
VISUAL FLIGHT LANDING
INSTRUMENT LANDING
CRUISE
STRAIGHT AN) LEVEL
CLIMB
DESCENT
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TURN .
ABNORMAL FLIGHT RECOVERY

ENGINE FAILURE
INSTRUMENT FAILURE
STRUCTURAL FAILURE
NAVIGATION FAILURE
NON-NORMAL FLIGHT CONDITION

COLLISION COURSE

STALL

SPIN

- STABLE FLIGHT OUTSIDE TOLERANCES

Context sensitivity raises the issue of exceptions. A particular method may
apply in all but a few situations. These exceptions should be explicitly
accounted for if the skilled practioner is to successfully anticipate them. Note
thaﬁ this is not the case of two competing heuristics, each equally applicable
and each applying to roughly the same number of situations. Rather, we have the
situation of one heuristic working almostleverywhere and only a few‘exceptions
need to be noted. For example, it is almost always the case that the ailerons
are used to bank the airplane. In rare circumstances such as a spin, the rudder
is used to level the wings. Such rare circumstances are explicitly known as
exceptions by pilots -- indeed,‘much of flight training concentrates on the
exceptions.

The flight world cannot be decomposed into orthogonal control dimensions.
Instead, actions in one dimension effect other aspects of the flight of the
alrcraft. Thus, changing the bank of the aircraft by manipulating the ailerons
will also cause a change in the pitch of the aircraft. There is no one-to-one
mapping of the variables of the situation onto the set of controls. These
intérrelationships are in part the cause of the context sensitivity noted abovel
Some of the interrelated control effects are:

Rate of turn is controlled by borh ailerons and rudder.

Rate of climb is controlled by both throttle and elevators.

In landings, rate of climb is af ected by flaps and landing gear.
In steep turns. rate of climb is affected by ailerons.

Finally, because,xhls is a dynamic situation, time plays an important role.

Hence, not only is the action which is chosen and applied important, but so is
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the rate at which that action is applied, and the time period over which the
corrections are applied. This introduces problems such as overcontrolling, a

direct result of these dynamics.

-

3. A Production System Model for Attitude Instrument Flying

PONTIUS-0 is a production system for achieving straight and level flight
that embodies a mapping from goals and neasurements to controls. Below are a few
representative productions without their annotation commentary. The patterns
describe the goals of the productions; the actions observe instrumentsvand

manipulate controls.

(DEFINITION S&L1 ;S=straight, L=level.
;;To achieve straight and level flight, first achieve
;:;level flight, and then straight flight.
{(GOAL: (AND (S FLIGHT) (L FLIGHT)))
(ACTION: (DO (ACHIEVE (L FLIGHT))
(ACHIEVE (8 FLIGHT)))))

(DEFINITION L-FLIGHT-1
;;To achieve level flight, keep the pitch of the plane at zero,
; ;where the pitch is the angle of the nose with the horizon.
{GOAL: (L FLIGHT))
{ACTION: (DO (ACHIEVE (NOTICE DELTA PITCH))
(ACHIEVE (MAKE PITCH 0)))))

(DEFINITION NOTICE-DELTA-PITCH-VIA-ARTIFICIAL-HORIZON-1
;:If the nose is down according to the artifical horizon,
;;then assert this fact in memory. This is one among 4 methods
;;for noticing the pitch of the plane.
(GOAL: (NOTICE DELTA PITCH))
; ;QUAL-VALUE Returns the sign of its input THUS,
“;;these productions are sensitive to the qualitative value
;;of the instruments.
(ACTION: (COND (IF ?(= (QUAL-VALUE ARTIFICIAL-HORIZON-PITCH) +)
.(= (QUAL-VALUE (DELTA PITCH)) +))
{(IF ?{(= (QUAL-VALUE ARTIFICIAL-HORIZON-PITCH) -)
.{= (QUAL-VALUE (DELTA PITCH)) -)))))

(DEFINITION NOTICE-DELTA-PITCH-VIA-VERTICAL-VELOCITY-INDICATOR-1
;;If the plane is descending, the nose is down.
{GOAL: (NOTICE DELTA PITCH))
(ACTION: (COND (IF ?(= (QUAL-VALUE VVI) -) "THEN"
.{= (QUAL-VALUE (DELTA PITCH)) -))
(IF ?(= (QUAL-VALUE VVI) +) "THEN"
.{= (QUAL-VALUE (DELTA PITCH}) +)))}))
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~ (DEFINITION CONTROL-PITCH-VIA-ELEVATORS-1
;3If the nose is down, pull up on the elevators. Another
sicontrol for pitch manipulates the throttle.
(GOAL: (MAKE PITCH 0))

; sDELTA-ELEVATORS is a primitive control actions.
(ACTION: (DELTA-ELEVATORS (MINUS ?(DELTA PITCH)))))

The "?" preceding a form indicates that the form is a
predicate whose truth value of T or NIL is computed by pattern-
matching against the database. The "." indicates that the
following form is to be asserted in the database, rather than
being executed.

PONTIUS-0 has approximately 50 rules For attitude instrument flying. A
Fepresentative list for straight and level flight are is given below where each
title refers to one production by its goal.

 PRODUCTIONS FOR ACHIEVING STRATGHT AND LEVEL FLIGHT:
SEQUENTIAL PLAN FOR STRAIGHT-FLIGHT AND LEVEL-FLIGHT
COROUTINE PLAN FOR STRAIGHT-FLIGHT AND LEVEL-FLIGHT -

PRODUCTIONS FOR ACHIEVING LEVEL-FLIGHT:
ACHIEVE L-~FLIGHT ,
NOTICE DELTA PITCH VIA ARTIFICIAL HORIZON
NOTICE DELTA PITCH VIA Wi
NOTICE DELTA PITCH VIA ALTIMETER
NOTICE DELTA PITCH VIA AIRSPEED
ELIMINATE DELTA PITCH WITH ELEVATORS
ELIMINATE DELTA PITCH WITH THROTTLE

PRODUCTIONS FOR ACHIEVING STRAIGHT-FLIGHT
ACHIEVE S-FLIGHT )
NOTICE DELTA BANK VIA ARTIFICIAL HORIZON
NOTICE DELTA BANK VIA TURN COORDINATOR
NOTICE DELTA BANK VIA DIRECTIONAL GYRO
NOTICE DELTA BANK VIA MAGNETIC COMPASSS
ELIMINATE DELTA BANK WITH AILERONS '
ELIMINATE DELTA BANK WITH RUDDER ™

These rules have a standard pattern/action form. The rules are invoked in
a depth-first method. That is, gtven a goal to gchiéve, the actions
coréesponding to that goal are achieved in a depth-first manner by matching
ACHIEVE pétterns agéinst GOAL descriptions, If more than one prbduction matches

in a situation then the default order of calling is used. For example, there are

~several methods of noticing a change in pitch.

Production systems are an appealing representation for the flight world for

'
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several reasons. First, the knowledge qf how to fly an aircraft can be
represented to a first approximation as a sequence of independent "recognize-act™
pairs. That is, it Ean be represented as é‘Séquence of rules of the form: given
some goal and some context, do this action to bring the state of the'aircraft
*closer" to the desired state. Production systems offer a convenienﬁ formalism
for structuring énd expressing that knowledge. Fig. 1 shows the performance of
.PONTIUS-O in maintaining a shallow bank.

Second, it is important in a dynamic system to detect and deal with a large
number of independent‘states. One must be aﬁle to react quickly to small
changes. Production systems faciliate such a detection and reaction process.
This 1s since any rule could'possibly be the next to be selected, depending only
on the state of the data base at the end of the current cycle. Thus, each rule

can be viewed as a demon awaiting the occurrence of a specific state.

4, Limitations of Production Systems

The assdﬁption that all rules are independent carries with it the additional
assumption ﬁhat all rules are equaliy:likely to be used at any stage of
operation. In this case, since the rulgs are sensitive to context, such an
assumption is not valid. = Specifically, some contexts are much more common and
likely than othefs. Thus the rules are weighted in a certain sense and a
fofmalism which accounts for this weighting would improve the performance of the
modelg Similarly, the fact that exceptions to situations exist should also be
accounted for. 6nqe aéain, a weighting factor is involved as the exceptions are
much rarer than the normal situations.. Since we are dealing with a dynamic real
time system, pefformance is crucially linked‘to reaction time. As a result, it
is important for all possible efficiency considerations to be used. This 1is why
‘the weighting factors must be taken into acéount.

There are interactions in the flight world. Thus, there should be some

capability for communication between rules. In production systems, there is only
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FIG, 1 -- SUCCESSFUL SEQUENTIAL SHALLOW BANK

The instruments are being sampled every 5 seconds.

VOR2Z

First the pro-

ductions for level flight are executed until the altitude is within

the desired tolerance and then the productions for turning, again

until the rate of turn is within tolerances.
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a limited communipation between actions since such communication must take place
via the_short term memory data base._‘ln a flight situation, this 1s
inappropriate. For example, changing the bank via the ailerons can cause a
change in the pltch. One way to bommunicate this fact is to actually manipulate
the ailerons and let the system notice the change in pitch. But there should be
an easier and more ceftain method of communication, for example, to alert the
system that the manipulation of the ailerons may have effects on the state of the
pitch. ‘ , |
The assdmption of the independence of aCtlons is not always valid either.
In normal situations, this is the case. However, there are situations where
parallel processes, or other complex procedures should be used. Production
systems, however, afe at their best wrengactions are independent, and are not
well-suited to coordinate processes. Fig. 2 illustrates an unsuccessful steep
‘turn -- the nosé down pitch caused by the' steep turn has not been corrected
rapidly enough by PONTIUS, which is executing a sequential plan for straight and
. B
level flight.
The bug of paying undivided attention to the current goal and
ignoring other subgoals is a standard error of the student
* pilot. HMuch of instrument flying is devoted to establishihg the
proper "scanning pattern“. The result of erroneous scan in the
case of the steep turn shown in fig. 2 -- entering a dive -- is
a common behavior of instrument students., PONTIUS exhibits many
instances of such standard errors, and it is in this sense a
generic model. Fig. 3 will show PONTIUS correcting this
underlying bug by establishing a proper scanning pattern or
"coroutine plan".
Production systems have & restricted éyntax which means that the action side
of the rules is restricted to a conceptuaily simple operation on the data base.
) i
This makes it difficult to include complex actions like coroutines or time
sharing processes.
" Another common problem associated with production systems is the "implicit

‘context problemi. This is the fact that the rule base has a total ordering

associated with it and the position c¢f the rule in this ordering becomes an

§
i
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FIG. 2 -~ UNSUCCESSFUL SEQUENTIAL STEEP BANK

The instruments are being sampled every 5 seconds. First the pro-
ductions for level flight are executed until the altitude is within
the desired tolerance and then the productions for turning, again
until the rate of turn is within tolerance. Unfortunately, the
plane crashes before PONTIUS has established the desired rate of
turn.
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important factor: Thu§. since a rule ordingarily won't be called unless the rules
'pfreceding‘ it in the total order have failed, there are in evssence extra
c‘onditions Fon tl;e application of the rule. This may affect ‘the performance of
the system.

‘These are some of the problems assnciaited with using production systems as a
representation for the perforniance component of thése models of control skills.
As a consequente_‘ of these problems, mcdifications were madé to the production

system formalism in order to improve the performance of the system. This

resulted in the formation of annotated production systems.

5. Annotated Prod‘l‘lctionv Systems

Annotated production systems extend ordinary production systems by adding
commentary to the productions. This allows one to represent second order
know,ledgé explicitly and therefore to usel“this knowledge to handle some of the
problems mentioned in the previous section. :These annotations include caveats,
rationales, plans and conﬁrol information. | |

_YThe annotated ver;ion» of the pnoductiqn for straight and level flighbt shown -
earlier is: | .

t
(DEFINITION S&L}
(GOAL: (AND (S FLIGHT) (L FLIGHT)))
(ACTION: (DO (ACHIEVE (L FLIGHT)) (ACHIEVE (S FLIGHT))))
(PLAN: ( SEQUENTIAL-PLAN :ACTION))
(RATIONALE:(I1F 7(= STATE NORMAL) "THEN"
.( INDEPENDENT (ACHIEVE (S FLIGHT))
‘ (ACHIEVE (L FLIGHT)))))
(CAVEAT: (BUG SUB-GOAL-FIXATION)
K (IF ?(= MANEUVER STALL) "THEN"
‘ .(NOT ( INDEPENDENT (ACHIEVE (S FLIGHT))
, "(ACHIEVE (L FLIGHT))))
" (SWITCH-PACKET STALL-RECOVERY))
(IF ?(= MANEUVER SPIRAL-DIVE) "THEN"
.(PRECEDES (ACHILVE (S FLIGHT))
(ACHIEVE (L FLIGHT)))
(PUSH-PACKET SP RAL-DIVE-RECOVERY))))

We have noted that in the current’ domain, the rules do not all have equal

weight in terms of ran‘gé of applicability, 'or likelihood of applicabilif.y. Thus, "
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rather than creating a rule for each combination of goal and context, we employ
caveats to account for ﬁultiple contextsﬁaffecting a goal. Hence, the normal
context will have a production associated;with it. These caveats describe the
relétionship.of'the goal of the production to various "non-normal" contexts.
Thei may simply point but when assumptions implicit in the form of the production

are invalid, as is the case in the second caveat; or they may provide explicit

1nformation about the planning necessary to achieve the goal in the non-normal

context, as 1s the case in the third‘caveat. Many of the interrelationshiﬁs
between actions can also be represented;by the caveats. These can serve as
warnings about'posSible effects of the action part of the production, such as the
first caveat which warns of subgoal fixation.

The "impliqit context problem" is handled by adding second order knowledge
to the system. Thus, the CONTROL comment of a production contains information
regarding the use of a production in cases where more than one such production
Qatches the current géal. For example, fhere are four productions to notice a
change in pitch. These involve using the artificial horizon, the vertical
velocity indicator, the altimeter and the airspeed. Information can be added to
the productions to state that one of these methods is the primary method, that
others should be used to verify the val.dity of the primary production, and still
others shduld bé used as backup in case the primary method is known to be
inoperative; This is exemplified by the production for level flight.

(DEFINITION L-FLIGHT-1

(GOAL: (L FLIGHT))
(ACTION: (DO (ACHIEVE (NOTICE DELTA PITCH))
{ACHIEVE {MAKE PITCH 0))))
(CONTROL: .(= (PRIMARY-METHODS (NOTICE DELTA PITCH))
(FIND M "SUCH-THAT® (= :M :METHOD (VIA AH))))
.(= (CHECK-METHODS (NOTICE DELTA PITCH))
(- (METHODS (NOTICE DELTA PITCH))
( PRIMARY-HETHODS (NOTICE DELTA PITCH))))
.(= (BACKUP-METHODS (NOTICE DELTA PITCH))
(CHECK-METHODS (NOTICE DELTA PITCH))))

. One of the advantages of a production system is that the structuring of
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information as a collection of rules allows the system to generate explanations
of 1its acfion# fairly easily. By making explicit more of the knowledge embedded
in the system, we can énhance the explanatioﬁ}facilities. This 1s exemplified by
the rationale commentsu which describe the overall plan justifying the nature of
the{action. As‘weli. rationales for the use of particular productions are
attached to the productions themselvesh so‘that explanations are further alded.
For -example, if the gystem was questioned Qbout why it was attempting to achieve
sﬁraight flight, it could respond that it was attempting to achieve the higher
level goal of straight and level flight. If it was further questioned about why
1t was doing this in the particular method chosen, in this case a sequential
plan, the systém could use the rationale to explain that in a normal situation,
the two subgoals aré essentially independent.
| Such a facility for explanation, and in particular the rationales, also aids
the system in debugging its performance, by pinpointing the likely source of
error. To further this debugging process, models.of plans and general bug types
are stored with‘pﬁe system. These models can then serve to provide a context for
debugging and repair. Tﬁe plan associated with each production is attached to
the pfoductioﬁ.’ The caveats may also contain pointers to new plan types which
may be used in case of failure, _

Specifically, we have the following plan taxonomy, with indentation

indicating successive specialization.

PLANS,
CONJUNCTIVE »
INDEPENDENT ‘
PARALLEL
SEQUENTIAL
DEPENDENT
ORDERED
COROUTINE
~ GLOBAL
CAUSAL '
CONTROL
OPEN
FEEDBACK

! " MEASUREMENT
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INDIRECT

‘ Associated with this taxonomy of plans is a taxonomy of bugs. For example,
a sequential plan in a real-time situation is sysceptible to the bug that while
.one goal is being puréued, the other gets out of hand. We view debugging as a
transformation process between plans. Hence, debugging a sequential plan might
mean to employ the altérnative of a coroutine plan' in which processing time 1is
shared between sugoals. To illustrate this, consider the following situation.
We are attempting to turn the aircraft while maintaining level flight. 1In the
rate of turn desired iss small, the rtwo goals can be considered independent and a
sequential plan is ap;)ropriate. This was the plan employed in the successful
maneuvér of fig. 1. However, if thé rate of turn desired is large, then the two
goals are no longer independent and threre is an unexpected dependency. So wé
have a lin’e‘ar plan bug. This was illustrated in fig. 2. It is repaired by
| changingtheplan f.o a coroutihe plan, in which attention is timeshared between
the subgoals.‘ Fig. 3 1illustrates PONTIUS successfully flying a steep turn when
told to employ a coroutine pian. Currently, transformations between plans can be
requestedv.okf.PONTIUS and the appropri'ate modifications made by accessing
annotations. Automatic debugging is not yet implemented.

By éttaching these annotations to, the 'productions. the perfdrmance of the
system is ‘greatly enhanced. Aniong the effects are: an explanation capability,
automation of debugging, efficient structuring of ‘the procedural knowledge, and
the use of complex processes such as parallel processes or timesharing processes.
Because we aré deaiing wibth a real time situation, performance efficiency becomes
" an 1mportént factor and annptated production systems show a large impfovement in

this dimension over ordinary production systems.
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The instruments are being sampled every 5 seconds. Attentioh is
divided between the productions for level flight and the productions
for turning.
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6. - Interpretation of Annotated Productions

Using annotations, there are 3 wéys,in which the productions can be

interpreted.

(1) Standard Interpretation: The simplest possible operation of the
performance componént of this!system uses only the basic portion of the
production rules in a standard pattern directed mode. In this mode the
annotations are used only during debugging and serve to help explain’the
difficulty and possibl& correct it. ::’

. ~{2) Directed Interpretation: An .improvement over this mode of operation is

to alloy a more sophisticated capabiliiy for handling situations in which
multiple productidns match the current goal. This mode is governed by the search
advice contained in the CONTROL ahnotation; as was illu;trated by L-FLIGHT-1.
This control information specifies whether the search should be depth-first,
breadth-fifst‘or some intermediate variety allow;ng for the possibility of
suspended nodes. Such specification is accomplished, in paft. by stating whether.

4 method is "primary", for "checking" or for "backup®. The selection criteria

. can either be explicit predicates or can be deduced from other commentary.

(3) Careful Interpretation: A Tfurther 1mprpvement is to access the

commentary in each production, before the production is executed. The commentary
is used to verify the appropriateness of the production, its success, and the
appropriate actions to take upon failure. Thus, if‘a annotated production states
that it is applicable in the normal context but not in all contexts, this mode
checks the context as a whole, and'not just the state variables being accessed
directly by the production, to chaeck whether the normal state is in effect.

Similarly, if the system notes that several strategies are available for the same

.goal, all are tried and compared. If inconsistencies exist, then the rationales

and caveats are checked for an explanation.
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7. Learning

Annotations éah provide the data for a heuristic compiler capable of
modifying the production system to achieve progressively improved levels of
‘perf'ormance. ‘_Je have not implemented such a compiler, but our plans for 1its
design are based on the following six techniques: (1) the creation of
vspecialists, (2) the movement of caveats, (3) the use of plans, (4) learning by
| generalization of the plan, (5) learning by amalogy, and (6) efficieﬁcy
considerations. - o |

(1) Specialist Creation: the organization of productions with a common

calling pattgrn into a specialist is one powerful technique. For example,
standard eicecution consists of simplle pattern directed éalls. Alternatively, a
Spe’cialist may be constructed to dynamically decide which productions from a set
‘with a common goal should be applied, the order of applicavtion, whether
co_nfirmation 1s necessary, which should serve as backup upon failure, whether a
coroutine se_arch is required, etc. In directed interpretation, such decisions
are made on the basis of ékplicit COP!TRbL advice, e.g. stateﬁent‘s that some
methods are primary, while others are intended for backup or verification.
Specialist_crvéatioﬁ compiles this advice by creating a separate "specialist®
production which tﬁen calls-by-name, in the desired order, the various
productions mentioned in the control annotation. The originai set of productions

with a common callin'gvpattern are erased qfrom the global context and asserted
o‘nly in the local context of the specialislt. Only the specialist is asserted in
the global context. Hence, this aspect of heuristic compilation represents the
understénding of the .in‘terll'elat.ionship:; ﬁeiween pieces of pr;ocedilral knowledge
that have a common goal.

| Note that such a choice is strongly niot‘ivated by efficiency considerations,

due in part to the real time nature of the domain. One problem which could

arise, however, is if the rule base is incremented. Then the specialist would
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not take note of this,neﬁ rule and would have to be updated, a possibly costly

and difficult job.

(2) Caveat Checking: another aspect of the heuristic compiler is deciding

where to éheck for caveats. Careful interpretation checked at the local level of
entfy into the productions. An alternativ§ is to move a caveat from a position
inside a production, where it is accessegionly when the system is considering
execﬁtion of the production, to an entry check associated with goals higher up in
the hierarchy (éhereby triggered preventing its original production from éven
being considered).

The heuristic compiler may also noticéffhat all (or many) productions with'a
common goai have the same caveat and duci&ekto,introduce_a,specialist for these
productioﬁs whicn checks the caveat before considering any of them.

The caveat may be serviced in two'ways. It can be examined upon entry to
the method. Alternatively, the caveat can be compiled into a demon which remains
active for as long as the method is on the goal stack. In this latter case, the
caveat is constaLt1y mdnitoréd during the périod during which the action of the
method is being executed. | |

The system can be informed specifically bf the kind of servicing desired for
‘the caveat: for example, entry caveat, exit caveat, continuous caveét; or this
can‘be deduced from the nature of the caveat's test. = I

1(3) Plans: ‘'heuristic compilatién can also involve a consideration of the
consequences 6f different planning approaches .- control plans, linear plans,
ordered plans, coroutine plans, iterative plans. This is used to provide more
determinism and direction in the organization of the system. For example, the

use of plan characteristics to debug errors was illustrated in moving PONTIUS

from a sequential to a parallel plan for a steep level turn. However, this was

done manually. PONTIU% does not yet diagnose these difficulties by itself.

(4) Génefalization: another function of the heuristic compiler 1s
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‘gbnqralization. An example of this 1is where a student has learned a packet of
ﬁroductions for 1evel flight and is then told that to achieve climbing flight, it
is only .necessary to generalize these productions in such é way that the desired
pitch 1s transformed from a constant (zero) to a variable For example, L-
FLIGHT 1 can be transformed to CLIMB-FLIGHT-1:

(DEFINITION L-FLIGHT-1
(GOAL:(L FLIGHT))
(ACTION: (DO (ACHIEVE (NOTICE DELTA PITCH)) (ACHIEVE (MAKE PITCH 0)))))

(DEFINITION CLIMB-FLIGHT-1 _
(GOAL : (CLIMBING FLIGHT TO 7ALTITUDE)) ‘ '
(ACTION: (DO (ACHIEVE (NOTICE DELTA PITCH)) (ACHIEVE (MAKE PITCH ?VARIABLE)))))

. Alternatively, one could teach the system climbing flight as a separate
primitive packet'and let the heuristic Eompiler notice that the two packets have
a common generalization. Then the two packéts could be replaced with the common
generalized version.

(5) Analogy: another process used to create new methods from old ones 1is
*analogous reasoning". For example, th: eatire packet for straight flight might
be constructed from the previouslf learnéd packet for level flight using the
analogy:

PITCH . ==> BANK;

ALTITUDE ~--> DIRECTION; i

ELEVATORS --> AILERONS; !

FEET -=> DEGREES;

VERTICAL VELOCITY INDICATOR --> TURN COORDINATOR;

ALTIMETER --> DIRECTIONAL GYRO;
ALTIMETER --> COMPASS.

This would have to be debugged, but it provides strong guidance in the initial
program construction process. Using this dapping, S-FLIGHT-1 can be created from
L-FLIGHT-1.

(DEFINITION S-FLIGHT-1
(GOAL: (S FLIGHT)) _
(ACTION: (DO (ACHIEVE (NOTICE BELTA BANK))
(ACHIEVE (MAKE BANK 0))))
(CONTROL :
.{= (PRIMARY-METHODS (NOTICE DELTA BANK))
(FIND M “SUCH-THAT® (= :M :METHOD (VIA AH))))
.{= (CHECK-METHODS (NOTICE DELTA BANK))

[
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(- (METHODS (NOTICE DELTA BANK))
(PRIMARY-METHODS (NOTICE DELTA BANK))))

.(= (BACKUP-METHODS (NOTICE JELTA BANK))

( CHECK-METHODS (NOTICE DELTA BANK))))

(CAVEAT:

{BUG METHOD-FIXATION

- {GOAL: (NOTICE DELTA BANK))

{METHOD: PRIMARY)))) '

{(6) fficienc1~ heuristic compilation techniques related to efficiency
include finding subgoals which can be accomplished by a single action. For
example, different goals may require the same information. The naive approach
would be for each of these subgoals to;notice the required state variable
1ndependent1y. lThe heuristic compiler would instead use memory to record the

result. Then the second goal could save time by accessing memory.

5

8, ﬁesearch;Plans

(1) Our current goal is to continue the experimentai investigation of
,epnqtated productions as a model of generic flight skill. We plan to 1mplement a
Heuristic learning'progrem that can su-cessively modify an inital APS model in
response to flight experience obtained from the behavior of the model in
controlling the simulator and coaching based on the standard instructional.
sequence found in flight textbooks. SUccess will be judged by the extent to
which the APS evolves into a competent piiot, exhibiting.and correcting typical
piloting bugs. _ :

(2) The nextigoal_nill be to model individuai,pilots. We plan several
experiments aldng this line directed towgrdsrprotocol analysis ofbstudent_pilots
fiying our Lispksimulator and the Orly simulator developed by Feurzeig and Lukas
[1975]; Our hypotheses is that it will be possible to evolve an APS model for
individual students thet predicts common errors. ‘

(3) The third step will be to automate this protocol analysis, using the
techniques of overlay modelling developed in [Carr and Goldstein 77]1. These
techniques constitute a general methodology for generating information processing

[}
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models, if a.modular and comprehenslblg expert program for the domain is
provided. PONTIUS will provide this required expertise.

| {4) Ouf ultimate goal is the design of a Computer Coaéh for flight simulators
that analyzes a student's flying and coaches him on the underlying control
skills; The theory of computer coacheg is developed in [Goldstein 77]. If APS
provide theﬁnecessary model of expertise, then we believe that the rule-based

tutqring theory developed in [Goldstein 77] will lead to computer coaches that

can significantly'improve the effectiyeness of flight simulator training for

students énd professional pilots.

9.‘Heta-Know1edge for Large Knowledge-Based Systems

'Annotatidns are a kind of meta-knowledge. Davis [76] develops meta-rules and
other types of meta-level knowledge for use in association with the MYCIN system.
In particular, this meta-knowledge is used to aid the explanatibn by the program
of its.actions; to aupométe the additio1 of new knowledge,‘and to direct the use
of the object level khowledge. The meta-rules which accomplish the latter are
similar to our specialgsts.

However, we believe that further aspects of the annotated production system
would be appropriate for the medical domain of MYCIN which are not included 1in
Davis' TEIRESIAS program. For example, the use of rationales could improve the
explanation facilities. Currently, MYCIN/TEIRESIAS uses the action of each rule
as a basic‘unit of explanation. While this does explain the actions of the

_prOQram, it does nbt consider the underlying justification for those actions.
Réfionaie Slots coula be used to carry such justifications, for example, the
reasbn‘that medical researchers believe the rule to be valid. This would be
britical if MYCIN is ever to be part of a computer coach for mgdical students.

A éecond possibility is in the use of plans. Doctors, in approaching some
qroblems, create and‘uSe plans. For example, drug therapy, the domain of MYCIN,

| _ »
is usually only a step in the overall treatment of the patient. MYCIN currently
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does not have a representation for explicit plans: annotations pfovide a natural
extension to production systems to make expliéit planning knowledge. |

A third possibility is to group le,s frequently used productions for a given
goal into caveats associated with their mdre frequently employed brethren The
caveat would be triggered by some warning in the global database. For example,
it might be appropriate to separate diaqnostic rules appropriate for an emergency

from standard diagnostic procedures by means of caveats. Greater efficiency and

modularity is obtained by thereby reducing the size of the currently applicable

knowledge base.

¢

10. Conclusions

In the seminal wofk on production systems by Newell and Simon, the task is
explicitly limited to modelling an individual engaged in a non-learning
situation Hence, meta-knowledge in the form of commentary was not a part ofvthe
production.modél. However, as we have deﬁonstrated for the flight domain, meta-

knowledge is critical when the problem of an individual 1mproying his skill 1is

addressed. This paper.has introduced a formal vocabulary for some of this

knowledge. We believe these annotations constitute a small step towards a theory
of self-knowledge which may well be tte essential ingredient to the design of
large knowledge?based systems capable of self-improvement, éxplanation. and

sufficient efficiency for real-time processiﬁg.
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