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ABSTRACT

- This thesis demonstrates how the use of a global context can lmprove the power of a
' local character xecogmzer The giobal context considered is a computer tutor of high school
algebra that observes a student working algebra problems on a graphxcs tablet. The tutoring
. system is mtegzated with a character recognizer to understand the pen strokes of an algebra
solution coming from the computer tablet. A tablet based input understander for an algebra
© tutoring system is designed and implemented. o :

| ~ This thesis joins together two uses of a computer intelligent tutormg and tablet -

communication. Natural communication with computers has been pursued through speech

L undezstandmg, Enghsh text understandmg, specxal purpose languages, hand printing and

graphics. This work extends the power of hand-printing understanders by using more vaned

and higher level sources of knowledge than have been used previously.
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| INTRODUCTION |

' ~ This thesis demonstrates how the use of a global context greatly improves the power
of a local character recognizer. The global context considered is a computer tutor of high
school algebla that observes a student working algebra problems on a graphics tablet The
| tutoring system is integrated w1th a character recogmzer to understand the pen strokes of an

algebra solution coming from the computer tablet.

This thesis joins together two interesting uses of a computer,:irtt_ellligebt»tutor“in-g' and '

‘tablet communication. Natural communication with computers has been pursued through
B speech understanding, English text understanding, special purpose languages, hand printing
and gxaphlcs This wark extends the power of hand-printing understanders by using more -

'vaned and higher level sources of knowledge than have been used previously. The tablet is-a

'>un.|que medlum for commumcatmg in what could be called Chalkboard Languages.

Ch’tlkboard Languages

: . Let us examine the Chalkboard Languages that make commumcatmg wnth a tablet
unique By Chalkboard Languages I mean the kind of communication that calls for a two-

dxmen:lonal dynamlc medium. Consnder what is written on a blackboard at the end of a lecture

or dlSCUSSlOl‘l and how difficult it can be to reconstruct the conversation. The mlssmg element
is the development in time, of the symbols on the board. To watch the board all through a
conversation is quxte different than to see it statically at: the end. The board is used to outlme_ N
and elaboxate propose and modify, introduce and refer to ldeas Erasmg, pomtmg and
over scoung are uniquely possible. As a two dimensional med|um it dxffers from spoken and
wrxtten language, and xesembles drawing and dlagrammmg There are extra degrees of
- freedom for expressmg relationships between elements of the conversation. Just as many

dtscnplmes augment Enghsh with their own vocabulary, there are domain specific convennons'

for gxaphlcal expression. These conventions range from informal outlining and arrow d_rawmg -
~ to-more formal notations such as architecture or mathematics. Chalkboard_ Laoguages have the
'added‘propevrty that they are media for communicating with oneself. People talk to themselves
and write to themselves but the more natural ways to thmk about "half-baked 1deas are
scribbling, outlmmg, dxagrammmg, sketchmg, etc, all two- -dimensional, dynamlc processes,

performed naturally on blackboards
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There are many examples of chalkboard languages. There are block dtagrams that
use arrows in trees and graphs to express hierarchy, communication paths, similarities, etc.
Architectural sketching is a chalkboard language Electromc circuit schematics have graphical
symbols and two dimensional conventions. Formating programmers code to show structures is
two dimensional and 1dlosyncratrc Geometry is discussed and theorems proved wrth the help
of dynamic diagrams. The outlmmg of ideas for a paper or talk sometimes becomes a two
,drmenslonal process. wrth an interesting development in time. Likewise the proofreaders ‘
~ correction notation is a two dnmensronal language that depends heavrly on pomttng. crrclmg“
~and underlining. 'Maps embody a specialized two _dlmensmnal language. The notes that a
reader makes in the margin of books and his underlines are a small language. A process is
. oftenv described with diagrams which are changed to reflect the changing states of the system
bemg described. There have even been programmmg languages developed around dragrams”
and flowcharts. Pygmaxlran [Smith 1975] is an example of such an iconic programmmg
language though the diagrams are built largely from pointing and menus. And last but hardly ’
least (for me anyway) is the chalkboard language of algebra problem solving. Algebralc
'mampulattons are naturally performed in two dlmensmns In problem solving the rlgld syntax
of algebra is relaxed to allow fragments and overwriting to-change subexpressrons In. the
.tutormg situation there can be pomtmg, focus for emphasis and significant pauses The -

algebra domain has a number of good features for a test case.

Overview of AICAI System Model

‘ The computer tutor is a second focus of my thesis. T usea system of modules based
on the work of [Brown 1975)(Burton 1975)(Goldstein 1977). The block diagram in flgure I shows
the otganlzauon of an AICAI System (Artrftcnally Intelhgent Computer Alded lnstructlon)
- following [Goldstein 1977].

The expert module is central to this system orgamzatlon because an mtelltgent tutor‘

needs to know about its subject matter. Recent work in CAI has mcorporated experts’ into

tutors for geography (Scholar [Carbonell 1970]) electronics (Sophte [Brown & Burton 1975]), set
theory (Excheck [Smith et al, 1975)), anthmettc (West [Burton & Brown 1976]) planning and
debugging [Goldstein & Miller 1976]. In ‘Goldstein's organization, an expert can propose actions

in the domain to be compared with the actions chosen by the student. The expert detects non-
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eptimal actions and reports them to the tutor for comment. Another functton of the expert is to
aid the mput and output modules by answering semantic questlons about the domain of
discourse.

The Student Knowledge Model represents the student’s current skill or what part of
the e'qJexts knowledge he has mastered. The knowledge state is represented by overlay
modelling [Goldstein&Carr 1977), a technique that models the learner’s skills as a subset of the

: expetts sklll Expert rules that he uses correctly become part of this model, while unused but'

C appxopl iate rules do not. The tutor consults the model to restrict its remarks to be relevant.

- The Psychologist is responsible for watching the student-tutor dlalogue and keepmg

the student knowledge accurate. It associates with each expert rule its confidence that the

student does or does not understand and use the rule.

The Tutor decides which problems to present and which issues to dxscuss or comment

on. lt decides what when, and how to advise the student, based on lnformatxon from the

vexpert the knowledge model and the learnmg model.

" The Learning Model represents the student’s prefered style of recelvmg advnce and

comments, which is a subset of the instruction styles ava;lable to the tutor.

The Input and Output modules are responsible for communicating'With the student,

' enabling the tutor to instruct and the expert and tutor to follow hls work This modulé receives

the most attentlon in thts thesns

It s the interaction of these modules that makes the tutor flexxble, mtelhgent and

. YESPOHSIVG
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' SPECIFIC DOMAIN

Algebra Tutorxng
_ The chalkboard language that 1 concentrate on is elementary algebra problem
solvmg “A student works an algebra problem on a graphics tablet, and the computer watches

and reacts. Algebra is a good domain for study; it is bounded but not artificial, and it is rich

,enough to be mterestmg The inclusion of the algebra tutor make this world all the more

,mtexestmg and makes the communication more focused. This domatn has the advantage that

hand printing. is more natural than cursive hand writing in algebra expressmns This property
makes the lower-level character recognition easier, preventing the system from being front-end
bound The algebra conventions are fairly unlform between individual dialects, so a generally
useful system is more feasible. A system for architecture sketching, for example has to know a
lot about individual styles [Negroponte 1975)(Herot 1974]. Algebra is used both for the
mdlvnduals problem solving and for communicating that process or result to others. Both of -
these - ‘modes are present m the algebra lesson environment and serve to enrich it. A

conversation can be mamtamed between tutor and student. The possnbthtres for both long or

‘short mtexactlons allow various uses of discourse phenomena in the understander. In algebra

~the two dlmensmnal nature of expressxons is very important. The procedures bemg taught are

mvoked by cues that mclude 2-D relatlonshtps in the expressnons Cancellmg rules, for
example, are learned with reference to "above and below the fraction bar . The Algebra _leSson
is interesting for the many sources of knowledge that come into play. -

One source of knowledge is the individual characters features. Another is the set of
differential diagnostics to dlstmgmsh similar characters, i.e. knowledge of which features are

most important to choosing one character over another to account for some input. Next the

system knows the formal syntax for algebra.‘ which 'expressions are well formed; for example,

parentheses usually match. Also there is an mformal syntax for algebra which has to do with

such thmgs as the otdermg of subexpressions, the spacing and clustering of expressxons

_'Numer ical factors plecede variables, variables are generally alphabetized, coefficients of one are

dropped, etc.. Next, there_ is semantic reasonableness such as typical values for such things as

exponents. There is, in fact, the whole semantics of algebra that underlies the expressions'and

'pxocedures The procedures of algebraxc mampulatxon themselves, are a powerful source of

knowledge that determine which transformations are possrble in one step (glven perhaps, the
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~student’s level). Substitutions, for example, have a procedure- sometimes parentheses must be

introdt’tced in numerical substitutions and sometimes not. A higher-level source of potentlal

knowledge is the discourse structure. The algebra session is goal oriented. There is coherence

‘to the subexpressions throughout a problem session. Finally, the system can have a model of

the student user. His strengths and weaknesses, his consistent bugs or conventions.can help the

system to understand his input. There are so many diverse sources of knowledge to help the

: system that the major challenge of this project is organizing them to work cooperatively.

Organxzatxon _
- In the AICAI system model, this research concentrates on the input module and part
of the expert module. There are three maJor modules as shown in figure 2.

The first major module is the character recognizer, whxch communicates w:th the

: tablet and the parser. It receives a stream of pen co-ordinates from the tablet, collects them into

-strokes and collects the strokes into characters for the parser. The characters that it finds are

orgamzed and communicated ina chart [Kay 1967] The chart is a lattice, ordered by the

- arrival tlme of strokes from the tablet.

The recognizer learns its alphabet in a training session, and can easnly be taught to

“distinguish 50 to 60 different characters. It-can be taught an 1nd1vnduals ldlosyncratlc prmtmg

style or lt can be trained on a generally universal character set. The recognizer can find

Amultlple mtexpretatnons of ambiguous characters and will assign plausibility weights to the_

altematlve mtelpretatlons The characters it finds are next used by the parser.

The Eﬂ& is the second maJor module of the system. It recelves the chart of :
cha:acters from the recogmzer and builds a chart of phrases and finally one phrase for the
expert The character chart is ordered by the temporal sequence of strokes on the tablet while
the phtase chart is organized spatlally by the two dimensions of the tablet.

The patser includes ‘a grammar of algebra syntax that defmes the structures to be

,dlSCOVEled in the characters The phrases that it produces are tree structured algebra

expressions. Several structures are built in parallel, and there is a scheduler that allocates ”
resoulces <uch as time and space to the alternative, growing interpretations. The scheduler is

based on a system of potential plaus:blllty scores for the partnal theories and can be tuned to

»sear_ch in a'depth first fashion or in a breadth first one or m.somewhat both ways. The
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expleSSIOns found by the parser are matched by the expert to the expressions in the problem

and in previous lines of the solutlon

The expert is the thlrd major module of the system and communicates w:th the parser _
and nominally with the tutor, which is not included in this work, but is discussed in

[Brown et. al. 1975].  The expert takes the phrase chart from the parser and matches expresstons

to the ptevnous context to discover the series of algebra transformations that the user has made, _
~ which is the output to the tutor, A secondary output is confirmation scores for the parser,
" which are found when subexpressions match the previous context. Also the expert can get

- ahead of the parser and predict expressrons for the parser to verify.

The expert includes an expression matcher, simplifier, canonicallizer and transformer.
It can lgnme detatls by abstracting from the surface graphical representation of an expression
to a more algebtalcally canonical form. So, the expert makes sense of the parsers output and

tntet medtate outputs to guide the parsing and, in turn, the character recognition.

thure shows the hardware that supports the system. Half of the system runs in a
dedicated IMLAC computer and half in a time shared PDP-10. The IMLAC is interfaced with -

| ~a keyboard, a vector display screen, and a 'COMPUTEK graphics tablet. AT'he processing

powet of the IMLAC is used to track the pen, maintain the display and extract features from
the pen str okes. Most of the system is written in INTERLISP [Tettleman 1975] and ‘runs under

- the Tenex operatmg system on the PDP- 10

The above maJor logical modules of the system will be discussed in further detail in.
the chapter called SYSTEM ORGANIZATION Havmg seen the hardware and software

- organtzatton we will now look at an example of the problem solving that the system is designed

to undet stand
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SCENARIO

What fol!ows is an example of mput for the system to understand. The system’s

output is printed in capitals, and my commentary is written in italics.

A [(2A-3B)X2A~-3B)} + 2

" YOU CAN W}iITE' ON THE TABLET NOW.

OK.

e 1+ | — &« L DIVISION GOES TO MULTIPLICATION.
b agy/2a 2 DIVISION IS CHANGED TO FRACTION.
(24 -35) 31 ) UPPER CASE CHANGED TO LOWER.

REMOVAL OF SQUARE BRACKETS. -

- Note that the system must be aware of common notational bariations and ambiguities, such as

lower and upper cases for literals. The system must recogmze when "x" is used for mullzphcauon' ‘

and when it is u:ed as a variable. This dgfference of course, cannot be detected locally. Here the
(2" closely resembles the letter "R". The local features of these strokes are consistent with cither
tnterpretatlon end can confuse the recognizer. The ambzgzuty is resolved by more global
constraints. For example, the followmg ") must be matched; under the "R" interpretation there
would be no matching "(". The choice would be reznfarced by ma'clnng the inpu: toa

" tran{formatwn of the problem statement.
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- OK.

i A — MULTIPLICATION OF FACTOR AND FRACTION.
> » 2Za . _ - REMOVAL OF PARENTHESES.
(Z A "33) 3b '

| UPPER CASE CHANGED TO LOWER.
- ONLY PART OF EXPRESSION IS WORKED ON.

The student has only transformed a Subexpression that his attention is focused on, drofpz’ng the
"1]27. The difference locally between a *2" and ¢ “Z" is only the sharp upper corner of the “z",

- When context otherwise discriminates, this feature need not be drawn carefully; on the other hand

this feature might be the only clue to an important difference and then the feature must be reliably

- detectable. Part of the expr_e:kion could be‘inter[;ré‘ted as (2/!-3822-. The local parser will build

this theory but not extend it, "

. : _ OK.
. .A . o o . ' - .
o« L - MULTIPLICATION OF FACTOR AND FRACTION. 4
R L[a"‘é@L) RS _ ' DISTRIBUTION OF FACTOR OVER SUM.
3 L : . .

‘Here we pick up the "If2" that was dropped last line, Notice the stroke segmentation problem i
" that can occur above. If the " overlaps the fraction bar ™" it could be mistaken for a "+" or

an °L". It is‘n.ot énough to cluster strokes into characters solely on the basis of overlap.
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- , ] . : HOwW DOES 4 2_gab GO To 2a(a-3p) 77
h “‘—"“—’— 7 z ' - OR 4?2 GO TO (2a) (a) 777
D la-31) | " ATTEMPTED FACTORING OF SUM.
'*.5'];__ PLEASE TRY AGAIN.

The best match between this expression and the last one, breaks down where the student zncorrectly .

Sactors. In the :ubexpmsion "3b", if the vertical alignment of the characters is careless, then the

subexpres:ion without context could mean exponentiation. Since the context of the previous ~

expressions rules this out, the system must tolerate a "b" written above to the right of the "3" and

make the right interpretatwn ignoring local information to sansjy more global considerations. The

exper: may even want to propose the discrepancy as a student error, but the tutor would probably
~ classify it as carele.ss and nat fundamental unless it were re-occurrtng

5> — YK

24(20.—31;) e T o , oX.

T o , o - FACTORINS sun.
35

A context free parser would lzave much dszculty znterprettzng the double fractzan bars Botﬁ_
fractzon bars are of equal width, but one must be subordinate to the other (the posn‘ble meanings
‘are quite d{fferent - dwz:ion is not associative). Context will easily Izelp out Ixere
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L 3b +.% | | OK.
> T . : , ‘

A 7_(%,3 1,) - o : - CANCELLING FACTORS.

- REMOVING DOUBLE R'ECIPROCAL.

leere are many handprinted characters that closely resemble each otluer The 75" resembles a "6";
‘ tlxe a" and "u" resemble each other. Lihewi:e "2% and "Z°, "I" and )" etc.

36 _L»:Za.’-.-3-L

73 + =4 | o -
2(2a-3L. 2 (2a-3b) o R OK.
o T S o INTRODUCING FACTORS.
- BL;#(*:za«SL) | o
%2 N (za 3 L) - ADD FRACTIONS (LIKE DENOMINATOR).
o ,__%i’ ‘
7> — |
| %(2g-3£)} N ok
L CANCEL TERMS.

Cancellation doe: not fit well into a tree :tructured parse. It hnk: :eparate lower’ branc}xes of the -
: parse tree Also it is innmately tied to the two dimensional layout of the evpresszon In a linear

text repre:gntatzon of the expression, cancellation would be much less convenient.

OK.
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SYSTEM ORGANIZATION

Recognizer

The block diagram in Figure 4 shows the major submodules of the recognizer.,,

Tablet

A computer graphlcs tablet is the students medium to communicate his work to the

MSystem An algebra pxoblem may be worked out hne by line on the tablet Just as it would be

solved on paper The System follows the motions. of the pen and thereby watches the student'

work. The pen actually writes on paper over the tablet so the student can see his work dn’ectly.

ar he can watch his writing traced on the dlsplay screen.  Watching the screen assures the

‘student that the system is following the pen correctly. Also if the screen outputs information the

student will see it conveniently. Most people find it easy to draw on the tablet and watch the

sr een. The palallehsm is usually learned in about 20 minutes of practice, [Bernstem](adaptxng

to the SRI/Xerox mouse requlres slmllar trammg) The Computek tablet does not have the

* most desirable properties for printing. The best tablet and pen comblna_tlon. is one with: (1) g

low pressure required to depress the pen, (2) even lower pressure to keep it depressed (hysteresis

for a click feeling), (3) short travel to-depress the pen: about 1/16 inch and (4) high friction

between the pen and tablet. The Computek pen fails in pressure and travel, having too much

~of each. The friction between its pencil lead and paper is ‘adequate. We have begun tests with

. -a Summa- Gxaphlcs tablet which seems better in all these categones Experience with the tablet

~ over comes these obstacles largely, but when a novice uses the system the poor data is very‘

’dlfflcult for the System to cope with.

The tablet is drrectly connected to the IMLAC display processor which extractsv
features from the pen strokes and sends them to LISP on the PDP-I0. The IMLAC samples

the pen location about 60 times per second and maintains an image of the strokes on xts display.

A swntch in the pen detects when the tip is pressed to the tablet for wrmng The sxgnal from

_this swntch defmes the start and end of each pen stroke. The feature extraction and character

segmentatlon is organized around the data in each stroke from pen down to pen up Each

‘st:oke is gathe:ed flom the tablet, its features are computed and sent along to the character -

' recogn izer.
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* TRAINER i TRAINING
B DATA
— '
_ - S -
1
1
. TABLET | FEATURE |  RECOGNIZER | parser_
| .| EXTRACTION I R
A
SEGMENTER | / CHARACTER
R DIAGNOSTICS

 Figure 4. CHARACTER RECOGNITION
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Feature Extracter

The character recogmzer suggests interpretations for the strokes based on their
’ features and mutual posmons The vector of features computed in the IMLAC for each stroke
is: (XMIN XCTR XMAX YMIN YCTR YMAX SI 52 $3 S4 VISITS CORNERS START
END TOTAL) as shown in Flgure 5,

" The individual features are as follows:

XMIN XMAX YMIN,YMAX are the hortzontal and vertrcal boundarres of the stroke, that is -

its enclosmg rectangle
» XCTR,YCTR are the coordinates of the stroke's center. _
S1,52,53,54 are boundary crossing counts. The enclosing rectangle is divided into thirds
| horizontally ‘and also vertically. The four interior boundaries (like a tic tack toe
‘board) generate nine subregions. Each feature is a count of the times the stroke
| crosses one of these four boundaries. The crossing count is Iimited to three bits and
- the side of the boundary that the stroke started on is encoded in a fourth blt Each
‘Sn then, ranges from O to 15. S v ' o
'VISITS is a nine bit binary integer that records the subreglons visited by the stroke Each bit
indicates whether the stroke entered each of the nine regions. '
CORNERS is another nine bits to record the mﬂectlon pomts, or corners of the stroke. This
- infor mation is used to distinguish for exampie a2 from aZ. The curvature is
. calculated at each pomt in the stroke and compared to a threshold. When the curve
j is tighter the corner bit for the point’s region is set. An 1mproved algorxthm could

’ take into account time mformatton but the one lmplemented does not

S START END are the directions in which the stroke travels near its start and end There are 16

" values that these directions can take. These features are important. for dxstmgulshmg
- a C from a left parenthesw ' _ .
e TOTAL is the total winding count of the stroke. This obscure feature was added when ones.

“and twos were confused and the other features were not sufficient to separate them.

Tr'a'ine'r ~ _ _ ,
The character recogmzer learns its alphabet from examples that the user prints
durmg a txammg phase. The trainer presents a menu of characters to be learned and accepts

printed examples one character at a time. The feature extracter builds the same vector of
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featuresthat_are used in the purely recognition phase and attempts to recognize the character.
Whetr the user corrects the‘recognizer, the new pairing of features and character is remembered.
Since the trainer only accepts single characters ithdoes not have the same segmentation problem
that the recognizer has in continuous printing. Instead, a pause between strokes of about 1/2

second signals the end of a character. To relate the multiple strokes of a character their centers

‘are considered to trace a path in space much like the path of a stroke. This path is

summarized like another, final stroke. In rnultiple stroke characters, then each of the featUres

‘named above 1s really a series of that feature with one mstance per stroke that ‘makes up the

' character

" The four series SI to S4 are each filed into a tree structured drscrrmmatnon net for

~ efﬁcnent look up later. For the character pairs that are not well distinguished by the Sl to S¢

features a table of diagnostics describes which other features are evidence for which characters

“This chagnostrc mformatron is not subject to tratmng, but there is no reason it couldnt be.

The recognizer can be tailored to one individual’s prmtmg or it can be taught to

accept a sort of super set of common printing styles So far the trammg sets have been

‘somewhere between a universal character set and the author’s own style of printing.

‘Recognizer

The recogmzer must take the features of the strokes in a proposed character and fmd

the most hLely interpretations of that collection of strokes. To propose.interpretations, it uses

the SI to S4 features of the character strokes as an index mto the tree structured dlctlonary
formed during training. Each feature (or sequence of them in multi-stroke characters) suggests ’

a set of characters. The characters that are suggested by most of the features are the best

- candidates for an interpretation. A character may fail to show exactly the same features as the

trainer saw, because a nearest neighbor matching is used. Nevertheless, for a character to be

r'ecognize'd successfully, a similar one must have been seen in training The similarity needed is .
a functlon of how well the features lgnore smali variations in character style and yet capture the

differences between separate characters. The features used are admlttedly ad hoc, and are not

_necessarlly a model of the important features in a character as seen by a person The

recogmzer produces a set of proposals and a confidence score for each.
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Segmenter v
The recognizer needs to know the group of strokes that constitutes a character. The

system can lehably find the boundary between strokes by watching for the pen to be lrfted but
the boundaries between groups of strokes that make up characters is not well marked. A
'recognizer that accepts continuous characters and strokes is significantly more difficult to
construct than one which requires some signal between characters, such as a pause of 1/2 second

or-so.

wtth' the recognizer. These groups are subJect to several constraints. First, strokes must be

written sequentially in time. Thus the recogmzer can not understand i's and t's that are dotted

‘or crossed after mtervenmg characters The grammar, however, can know about such

constructions. Second, the strokes of one character usually touch each other. The exceptions

such as '=" are accounted for in a table of mter stroke distances for the spread out characters.

Second the strokes must be grouped in such a way that all the groups can be interpreted. In

. pamcular all the strokes must be accounted for. Wlthm these constramts the segmenter may

find &evetal ways to group. the strokes.

a The muitiple groupings form a lattice of characters the character chart (Figure 6); |

'and the parser must accept these poss:ble groupings ‘as its mput The character recogmzer

places its ptopoced characters in thts lattice and the spatial relation specnahst observes the
lattlce lmphed alternatives. The scoring functions takes into account the mutual exclusxon of
alter natlves in the lattice by normalizing the scores of alternatively competmg mterpretatlons to
the best score of the group. More will be said about this normalization process in the section
on the scheduler. The segmenters alternatives are based on local 1nformatton that the
recog'nizer has about characters; the more global constraints of parsing an interpreting the
input is expected to plOVlde the constraints to arrive at the deﬂmtlve mterpretatton for the

segmentatton and character recogmtlon

Character Diagnoétics

After the recognizer fmds candtdate mterpretatlons based on its tratnlng session, thls

- set of proposals is winnowed down by the use of differential dtagnosttcs The character

diagnostic tells, for a pair of characters, which features are most reliable for choosmg between

~ The Segmenter’s task is to find the group of strokes in each characters in conjunction
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Figure 6. CHARACTER CHART
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the pair. For example the knowledge that inflection points in certain areas of characters
dlstmgunsh the 2 from the Z, or the U from the V. The diagnostics use a wrder set of the
extracted features than the trainer does. This component of the recognizer is more hand
tailored to an a priori alphabet, and as such, complements mcely the trainable character

definitions.

Parser

"The block dlagram in Flgure 7 shows the major submodules of the parser

~ Spatial Specialist. | | .
The spatial relationships between characters of an algebra expression express
meaning that must be recognized (see Figure 8). Some ‘operations of algebra are not even
written Mth symbols but by spatial arrangement of their operators. Multlpllcatlon is denotedv
by concatenation, exponentiatlon by superscripts and lndexmg by subscrlpts Even operations.
i denoted by <ymbols expect their arguments to be found in certain spatial arrangements ,
‘Fractlons are written vertically, and equations horizontally. In one dimensional languages, the
possible concatenatlon relationships are reduced to two: left and right. A two dimensional
language requires more relationships. o
» This algebra system is orgamzed around nine relatxons above, below, left of, right-of,
on, left- above left- below, rlght -above and right-below (see Figure 9). There is a specialist that
" can compare any two characters (or phrases) and find one of these nine relatlonshrps. For each
character all the other characters fall mto nine sets relative to it. Actually only the closest
nexghbo: in each set is likely to combine with it to become a larger phrase. The syntactic rules - |
for algebra refer explicitly to these spatial relattonshrps In a grammar for a one dimensional
language the rules rmphcnly specify the spatial arrangements. In fact the rules are written in
one dimension and rely themselves, on one- -dimensional ordering and concatenation JUSt to be
:expxessed The spatial relations are mamtamed explncntly in the Spatial Network data structure
for the parser and grammar to use. ' ' ' |
When characters (or phrases) are recognized to be constituents of a larger phrase the
new phrase's neighbors must be made explicit. Most of the constttuents neighbors are inherited
by the new phrase. Of course the constituents themselves were related nexghbors but they will

not become neighbors of the new phrase. Since a phase’s sub-constituents must b_e disjoint, a
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phrase cannot combvine with part of itself to make a new phrase. Since the extent of a phrase is
defined to be the union of its constituents’ extents, its constituents cannot be its netghbors The
other neighbors of ltS subphrases, however can and often will be its new neighbors. If phrases
concatenated v_ertrcally combine, then the neighbors above the higher one will be neighbors

above the new phrase, and likewise below. A phrase that was a right neighbor to both phrases‘ :

~ will be right related to the new phrase. A phrase that is a right neighbor to only one phrase is

a trickier case; it will be a new right netghbor only if it is almost to the rxght of both. Thls

4 mhex |tance of neighbors is central to parsrng algebra and to drscovermg operator precedence o

Spatial Network
" The rclatlonshlps dlscovered by the specxahst are held in the Spatlal Network data
structure to, guide the parser. A relation connects two characters (or phrases) and the two sets

of phrases built on them. New phrases are created across thls boundary by matching a

‘grammar rule to the relatron type and to the phrase type of two phrases, one from each side of

the relation. The,phrases on either side of the boundry have plausibility scores, and the

“"relatlon can estimate the‘plausibility of the best new phrase that it could find All the relations :

in the network can be queued by their potential, and the search for new phrases can be

or g;amzed around them.

The relations are represented as pairs of complementry relations each dtrected in an

opposite direction. The re!attons manage the growth of new phrases at their site ln such a way

~ as to assure that any phrase is constructed only once. Otherwise the chart of phrases is polluted

with costly duphcattons that will grow in paraliel.
Spanal relations can be formed to a new phrase but more often the relations between

characters support relations between hlgher phrases The relations are sensmve to the lattice-

_structured chart produced by the character recognizer. The alternatives of the character chart

are xmphcrtly mutually exclusive. Since the spatial specxahst looks for nearest netghbors it has

to really look for nearest consnstently existing nerghbor 'So the spatlal network is grown

between not just-the correctly interpreted characters, but between all the alternative

nnterpxetauons of the input strokes. Also since the system runs concurrently with user input,

. new characters can clobber prevnously ciosest nelghbors The spattal network is desrgned to be

dynamrca Iy modtf:a ble.
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Phrase Chart
The recdgnized phrases are connected to their subphrases and superphrases in the
Phrase Chart data structure. The phrase chart is like a well-formed substring table of Wood’s
ATN system. It is an extensional representation of the grammar, instantiated with phrases
Ny recognized from the input. It contains many partial parses that share common substructure. - It
consists of the linked data structures representmg phrases, relations and other objects. The |
chart holds the state of many progressmg parsmg produced in a search that trnes to extend the
“most prom:smg interpretations. ' ' '
The chart is formed from phrases and the ObJECtS that they are connected to. A
phrase consists of: _ o
TYPE o “ ‘e.g: humber, expression term ,
' STRO_KES:' - that part of the input accounted for by the phrase
i ; SUBPHRASES: the immediate constituents.
, ‘SUBR ELATION. the refation between constituents.
L 'SUPERPHRASES:phrases built out of this one.
‘NEIGHBORS: phrases that might combine with this one.
COORDINATES XY information: location, extent. ‘
, SCORE: : Plausxblllty or hkehhood that this is the correct mterpretatton
" ALGEBRA: ‘Algebraic meaning. - '

Grammar of Algebra A v
' ‘ The'syctem’s grammar is a generahzation of augmented phrase structure grammars
for one- -dimensional languages, examples of which can be in [Heidorn 1975] and [Pratt 1973).
- Each rule specifies a syntactic transformation fr om one pattetn of phrases to another. The rules
use the nine spatial relations exphcntly to specify the two dimensional structure of the algebra
language. There are non-terminal categories of phrases also mentioned in the rules such as:
- digit, letter, term, expression, etc The rewrite part of a rule typically looks like: _
. ' <phnase type> ==> <phrase type> <spatial relation> <phrase type> .
The rule also contains two expressions of scoring information, one to be evaluated before the
application of the rule, which can check for precondmons and one to be evaiuated after the
rule is apphed and a new phrase is built. The rule aiso glves its algebralc meaning by

spectfymg how to generate the algebraic’ tnterpretatxon of the phrase in terms of the -
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interpretations of its constituents. For example the rule that describes the construction of
multiplication by horizontal concatenation will build the product of the new phrase’s
subphrases.

The nonterminal phrase categones form a hierarchy by mclusnon A digit can be a

| number, which can be an expression, etc. The grammar could have rules from each category to

the next more general one. Instead these 'IS-A’ relations are combined with the grammar to
form a more expanded version, where every rule that held for expressmns will hold for
" numbe:s as well. When the system is initialized, the grammar is complled into a discrimination
net and expanded to include the transitive closure of the 'IS-A’ links. This expansion saves _the'

construction of many redundant phrases at runtime.

Parser _ » L _

‘The parser matches the tablet input to some phrase-structured tree producible by the
grammar. It builds many trees in parallel untll one can be extended to account for the entire
- input, or farhng that, it trys to cover the input with only a few trees The half-buﬂt trees are

‘held in the Phrase Chart data structure, while the parser works at extendmg the phrases thh

_ the hlghett scores. Neighboring phrases in the chart may combine into a new phrase accordmg
to the grammar rules. The spatial specialist forms triples of nelghborlng phrase types and their
spatlal relatlonshlp to use as an index into the grammar. When the triple matches a grammar
" rule, - the parser evaluates the pre-application scormg expressxon and queues a task with the
resultmg priority to build a new phrase. When the phrase construction task runs, it adds the
new phrase to the chart data structure, finds the new phrase‘s neighbors and updates thei
relations that border the phrase The search for new phrases can be orgamzed by queuing-
phrases as tasks to look for neighbors to combine with. Or, as currently done the relations may '
be queued as tasks which will take pairs of phrases from the phrase sets on either side of
themselves and try the. combination. From the scores of the phrases it touches a relation can
"'estlmate the potentlal score of new phrases that it could create this grves a priority to queue
) the relanon task at. The algebra expert has the chance to see the growing expressions and to.
' modnfy their plausxbxhty scores as it sees fit. In this way the phrases that shouldn’t extended
" should sink down the task list never to waste resources, and the good phrases shoulvd be

~extended until they become the parsing of the whole input.
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Scheduler
" The Scheduler controls the effort allocated to extendlng the competing theories in the
parser's phrase chart, The system uses a numerical scoring system that is tenuously based on
probabilities. Zero is the perfect score, and larger numeric scores indicate less plausible
“constructions. Negatlve scores are not used. When combining scores of a phrase’s constituents,
the size of each constituent is used to weight each score. In this’ way, scores behave as densmes,

~and since they are combined additively they should correspond to log probabthtles When a set

of mutually exhaustive alternattves are scored the scores are normalhzed to make the best

alternative have score zero. In this way, the parser works on phrases that are locally
implausible, but without better alternatnve while good phrases that have as alternatives even
~better phrases are pursued less actwely Thls normahzmg system follows one used at SRI
[Paxton&Robinson 1975] and Woods' Shortfall scoring [Woods 1976). Parsing can be viewed as

search, and itis up to the scheduler to control that search.

N ; Expert

The block dtagram in Fxgure 10 shows the ma]or submodules of the expert

Abstracter , - , .
The expert uses a hterarchy of abstractions to represent algebra exptessxons Each

’level of abstraction is like an equivalence class of expresstons over stronger and stronger
algebranc equivalences. Each class is represented by its canonical member For example, the

associativity of addmon generates equnvalence classes of sums, each of which can be represented
:by the left assoctatmg versions. These abstractions allow the expert to find correspondmg

expressions ‘in a prob]em solution that differ only in the apphcatton of algebratc
-transformatlons Sums that are equivalent by assocxattvxty have the same abstractions (Lisp.
EQ) The more powerful abstractions help the matcher brrdge Iarger transformations of )
expressions. On the other hand, simple transformattons may not have any effect on the
‘abstractions. So if the system is to notice a simple change like removing parentheses, it must
have a very literal representation of the user's expressions as well. "When the student
transforms an ‘expression, the level of abstractlon that best reflects the transformatton is a
measure of his sophlsttcatlon Begmners operate on the surface representatlon of algebra thh‘

rules for movmg signs_and parentheses whlle experts operate on more underlymg trees of
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oper'ations For example the expert combines like terms that may be alike not at the surface
xepresentat:on, but only in the experts head after reordermg factors. So, an algebra expert |
needs to see many Ia yers of detail in an expression.

. The matcher part of the expert tries to see the current line of algebra as some
transformatlon of a previous line. To do so it matches’ expressrons and subexpressions at
vanous levels of abstraction. It acts a little like a theorem prover trying to achieve a goal (the

‘current line) from the premlses (the prevxous lines). It could find a series of steps at the surface

m- representatlon level, but the sequence could be long and hard to find. Lookmg for a chain at

more absttact levels is like using lemmas or finding islands in the proof to aim for. As an
alternative to forward and backwards chaining, this method is really an intelligent middle out -

sttategy Abstractlons are powerful aids to matching and searchmg

- What are the levels of abstraction? First, the lowest level is just the characters and

spatlal xelatlons as the parser finds them. These objects and links are a very undlgested
representatron of algebra But they may be just the one used by begmnmg students. When a
begmner mxsapplnes transformatlons the strongest invariants may be at this surface level, while
the tree structure seen by an expert will undergo radical change when the 1llegal transformation
xs per for med. The second level of representation is the phrase structured parse tree, just what's
on the paper, but grouped correctly. This tree stlll represents artifacts of the external forms of
algebra such as parentheses, small and capital letters that might be interchangable

representations of one variable. Graphical variations for the same algebraic operations are still

represented as this level. Multiplication can be expressed by 'x’, by a dot or by concatenation.

- Fractions can be written horizontally or vertically. Next level is just the underlying algebraic _

variables and operations without regard to the graphical idiom. This level ignores parentheses
because operators and arguments are represented unamblguously But the order of arguments
to commutative operators is still preserved. At the next level that arbltrary order is removed;
as is the nesting of successive associative operators. The next deeper level srmplmes the
exptessnons as much as it convemently can ’ '

Complete simplification is too dtfﬁcult and open ended in general [Moses 67].
Instead, the abstracter only applies conservative strategles to make expressions simpler. It -
applres basic anthmettc identities such as elimination of factors of one and terms of zero. Tt
~combines like terms and like factors; it expands certain products, and it factors certain sums.

There is no guarantee that ali algebratcally equwalent expressxons wnll have the same canonlcal
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form, but many will. Atgebraic equivalence in its most general form is undecidable.

A more abstract level yet, is to evaluate the expression in some model. That is, the
abstxactex makes some 1andom assngnment of value to each variable, where mstances of a
variable all get the same assignment. Then the expressnon is evaluated for those values. There
‘are technical details associated with the choice of domain for the variables and operatlons.i'
With real numbers, roundoff and overfiow are problems for any finite representation.” A finite

field such as the integers modulo a prime can be used, but division by zero and advanced

~functions like <quare root are troublesome. In any case this hash_evaluation method 1s _even

‘more powerful than the simplifier for matching legally transformed expressions.
_ So far the abstractlons have captured legal transformations at many levels, but what
~about illegal ones? The first ‘answer‘is that they do, in fact, help catch mistakes by identifying

“the fragments of an expression that can be accounted for and matched. The remaining

. transformation, if it cant be accounted for legally, must be an lllegal one. Once it is isolated it

can be looked for in a table of common mistakes. Still, lt would be nice to have an abstract
level that bridges even illegal transformatlons There would probably have to be a series of
'standard forms that would suggest two expressions were related. These forms would

}charactenze features of expressions that probably would not change during most operatlons

The occunence of each (free) variable in the expression is such a feature that will not disappear -
acnoss most transfoxmatlons Certamly, new variables are not introduced often. A less rellable’
featu:e is the plesence of a given operator. The power of abstractions for matchmg across

mlstakes begins to break down because equality at some level must be replaced by some more

~ difficult nearest neighbor match. All in all the abstract levels greatly aid the matcher.

Abstract Chart

Corresponding to the pﬁrases in the phrase chart arephrases' irt the Abstract Chart.

~An abstract version is assocnated with each syntactlc phrase in the parser’s chart. ‘These
'abstractlons are forced to be unique. When two expressnons are equal in Lisp they must also be.
eq in Lisp. Equallty is detected with a data base of expressions, with links from each expressnon o
‘to a list of all the Iarger expressxons containing it. The equalizer uses this hash array of
backpomtets like Conniver does, to match lists by intersections. Each element of a new
~expression is uniquized and then a previous occurence of that list is looked for in the

intersection of the element's back pointers. The uniqueness of expressions helps to order terms
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of a sum uniquely. The abstracter and equalizer work hand in hand to give the expert many -

useful views of an expression.

Previous Context »
Previous lines of an algebra solution provide a context for interpreting the latest line
of input. All the lines of a problem solution should be connected by the application of algebra ‘.
~rules. Further, there is continuity between lines that can aid the recognizer and parser. The
“same variables should appear in the lines. Even larger subexpressions are often copied from
~ line to line as other parts of expressions are modified. The system, then, can be guided by the
.‘prevrous context. For a simplification problem the context is the senes of expressrons leading to
the solution. Likewise in solvmg equations the context is a series of transformed equations.
The matcher will compare new input expressnons with the previous context to Judge their

Viplausnbmty and to make predictions.

Matcher . L B
A The matcher tries to read between the lmes of a solutlon It compares the prevrous:'
context to the curr ent mput as algebraxc expressions and as their associated abstractlons The
“matcher looks for syntactic congruence in the tree structures, and builds a list of corresponding -
- fragments over some portion of the tree. Rather 'than match from the fringe of the expression
tree up, all fragmehts of the tree-structured expressions are examined for matches. In particular
all instances of the variable X in the first expression are tentatively matched to all other
o 'instances in the second expression. Likewtse all additions are matched to all other additions
Then these seeds of a match are extended wherever connected structure contmues to match In

' thrs way the seed matches are extended over as much of the trees as possrble

Slmrlarlttes v _ o
The areas that can be matched are the szmtlanttes between expressnons When there
are alternative matchings, all but one should be eliminated. Matchmg at one layer of
abctractton can guide the matching at other layers The similarity is a tree structure like the
matched expressions, but incomplete. It has loose ends where the match falled to contmue

These looce ends are the boundaries of the expression differences.
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Differences
The dnfferences are those unmatched portlons of the trees, which may be loosely
related by their connection to matched portions. The differences are evidence that an algebraic
transformation has been applied. A difference can be characterized by the appearance or
disappearance of operators or variables. When multiplication is distributed over addition, a
multiplication operator appears as does a new copy of one factor The features of the

o dlfferences are used as an mdex to the ru|es of algebra

~ Algebra Rules A _

‘ ' The algebra rules aliow the matcher to continue matchmg expressnons ‘that differ by
algebra:c operations. The rules must be orgamzed according to the differences that the
matchex will find in the before and after expression. When the rule is apphe&l to the before
vexpresswn the result should match the after expression. A transformer makes the rule

apphcatlons

Transformer

~ The transformer apphes the a!gebra rules to fmlsh the work of the matcher. A
~ successful match using a rule is evidence that the rule was used between the previous context'
line and the current context line. The expectation model of the current line can be transformed

by the dlscovel ed rule and thereby reflect more accurately the best current expectation.

Current Context

B The Current Context is a dynamically changing expression of what the system expects
the user to be writing. As each line begins the current context is mmahzed to the previous
context, giving rise to the expectation that the prevxous line will be repeated As evidence
accumulates that the current line is not merely a copy of the prevnous line but a transformatxon
of that line, the current expectatlon is modified to reflect discovered transformatnons At that
'pomt the current context may be a more accurate model of the user’s input than the parser was

able to discover by itself, and so it acts as top down predlctlon to guide the parser.
It is a sxmplmcatlon to assume that any line will simply repeat the last line. - A natural
extens:on is to predict the transformations that the user will apply and let the current context

reflect the expected transformation before any evidence is discovered. Of course the table of
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transformation rules acts like a more general expectation that some of those rules will be
‘applied, but it is not as specific a pxedxctlon

‘ When the current context matches the parser’s output then all transformations have
been discovered and the understandmg is compiete Dynamlcally, the current context
mechanism acts like a servo- system with negative feedback. The matcher differences the mput

with the current context and provides feedback through the algebra rules that modifies that

cunent context until it matches the mput The series of modxflcatlons defmes how the mput is

’mreiated to the prev:ous context.
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SCENARIO REVISITED

 Now that we have seen the system organization, let us return to our scenario for-a
clo<e1 look (refer to previous figures). In particular let’s look at the student’s second expression

and see how the system processes it. The student wrote:

_ 2a
(2R-3B) ——c-
3b

- Fnst the tablet wm dxv:de the input into 15 strokes and extract the features from each The

_eratures that the Imlac will send to Lisp look hke

(((373 781 398 798 3 3 1 9 379 257 339))

© ((380 791 394 792 9 9 8 8 56 8 752))
Ccar 751 642766 9 9 6 8 56 8 512))
((688 751 692 771 0 8 1 1 393 8 716))
((686 759 704 760 8 8 © © 56 6 512)) '
((723 769 727 781 8 0 1 1 457 0 7160
((714 759 751 760 8 8 68 56 & 512))
((718 736 743 751 11.9 1 1 478 2725120
T (184 691 208 727 2 111 423 0 671))

(€205 697 223 719 11 11 1 | 583 257 527))

(1239 696 257 723 2 9.3 3 378 257 939))
((247 707 261 708 9 9 0 8 56 6 512))
((280 706 289 708 9 9 0870736
(310 698 328 726 12 12 1 1 511 97 4))

| ((594 685 622 736 18 16 1 1 399 8 728))))

Each list holds the features for one stroke, as described above in feature extraction section.
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- From training sessions the recognizer has a character-set description, structured as four trees.

These four trees are applied to the features Sl to S4 of groups of strokes, yreldmg character

interpretations for the strokes, which are passed in a chart to the parser:

(PHO37 b)
(PHE35 3)
(PHO33 -)
o3l A
~ (PH029 a)
(PHB27 2)
(PHOZS 7))
(PHO23 b)
(PHD2L 3)
(PHO19 -)
 PHOLT &)
(PHOLS 2
(PHO14 2)
(PHO12 R
(pHurelz(r
‘7_(PH008 )
(PHDO6 -)
(PHDO4 A)

(PHBO02 a)

Next the parser uses the algebra grammar to build phrases from the characters
Every :ubphrase that will eventually be part of the interpretation must be discovered, and

along the way many side paths will be ‘explored. Many “obviously wrong theories are

discovered by this parser because it tries to parse. every subset of the characters without regard

to the characters outsrde that subset Phrases are proposed in a context free way and then

evaluated with respect to context. Some of the phrases built by the parser

{PHO84 (DIVIDE A (TIMES (PAREN (- (TIMES 2 a)
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(TIHES 3 b))
(DIVIDE (TIMES 2 a)
(TINES 3 b
[PHO83 (TIMES (PAREN (- (TINES 2 @
V (TIMES 3 &)
(DIVIDE (TIhes 2a)
(TIMES 3 b)
' IPHO82 {(DIVIOE A (DIVIDE (TINES 2 a) -
| (TIMES 3 6]
(PHOBL (DIVIDE (TINES 2 a)
(TIMES 3 p)))
(PHO8O (DIVIDE (TIMES 2 a)i) _
(PHO73 (DIVIDE A (DIVIDE 2 o)
[PHO78 (D1VIOE A (TINES (PAREN (- (TINES 2 a)
(TIMES 3 b))
v (DIVIDE 2 b)
(PHO77 (TInEs (PAREN (= (TIMES 2 a)
» (TIMES 3 b))
R ’(61V16E"2 b))
[PHO76 (BIVIDE A (TIMES (PRREN (- (TINMES 2 a5
o ~ (TINES 3 B)))
) (DIVIDE 2 (TINES 3 b)
tpﬁa7s (TIMES (PAREN (- (TIMES 2°a)
. ' (TINES 3 b))
(DIVIDE 2 (TINES 3 b)
[PHO74 (DIVIDE A (DIVIDE 2 (TIMES 3 b)
(PHO73 (DIVIDE 2 b))

(PHB72 (DIVIDE 2 (TIMES 3 b))

Purcell

Ph;ase 84 (PHOS‘}) is the complete parse which mcludes phrases PI—I083 PHOSI and PH080

but not the others. Recall the five abstract levels for expressions; I use n.m> for line n of the

~input at abstlact level m. The Abstxacter receives the phrase:
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2;2>: " (DIV-BAR R (TIMES (PAREN (—‘(TIHES 2 a)
(TIMES 3 b)))

(DIV-BAR (TIMES 2 a)

(TIMES 3 b)
o It builds the other levels:
T 2.3 _(DIVIDE A (TIMES - (= (TIMES 2 R)

(TIMES 3 B)
(DIVIDE (TINMES 2 R)
(TIMES 3 B]

2.6>  '_, " (DIVIDE A (TINES (ADD (TIMES 2 R)

(DIVIDE (TIMES 2 R)

~ (TINES 3 B)
2.5> . (ML (RAT 3 2)
B » -
(EXP (RDD (MUL 2 R)

(MuL -3 B8))

=1

The student’s next line was:

‘3> - - + -

(MINUS (TIMES 3 B))

Purcell
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A major operation is performed between line 2 and line 3, a factor (2a) is distributed

"over a sum (2a-3b). Nevertheless the level 5 abstraction does not change. The expressions are

not dtrectly equal due to the students changing focus, but the matcher can easily see that line 2

is a subexpnessnon in line 3. When the matcher tries to make this matching on level 4 it finds

itself matching the product (2a-3b)(2a/3b) with the quotient (422-6ab)/3b. The difference can be

‘accounted for by the transformation "multiplication of factor and fraction.” The resulting

2

numerator would be (2a-3b)2a instead of 4a“-6ab. These are seen to be equal at level 5 but not.

~ at level 4. The transformation to account for the dlfference is "Distribution of factor over sum.”

At abstract level 5 (canonically simplified) there are only two different expressions in

the whole scenario (except line 2 focuses on a subexpression). Lines | to 6 reduce to:

3b 1 © (RDD (MUL (RAT 3 2)
L > mmmmmeeeee + - ' B
2a-3) 2 (X (RDD (UL 2 M)
| A | w3
S
RAT 1 20) .

’ While»lines 7 .to‘9 reduee to:

a UL A
>> oo (EXP_(RDD (MUL'2 ) -
2a-3b o UL -3 B))

=1

Thls example shows two atgebralcally equivalent expressnons that have dlfferent semi-
" canonical representatlons The step that the student took but the slmphfler did not is the

ll'lth(lUCthn of factors whlle adding fractions.
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PREVIOUS AND RELATED WORK A S
~ This thesis builds on previous research in several areas, extending some and

borrowing from others.

Recognxzers for Tablets
My character recognizing module is similar to many recognlzers previously built for
tablets [Diamond 1957}, [Bernstein 1969], [Teitleman 1963), (Ledeen in [Newman&Sproull 1973)).

~ Researchers have found dynamic character reccgmuoﬁ"b’h tablets to”be"siénifi‘ee'ntly easier than -

~ the more general problem of static characterb recognition through cameras or image scanners,
especiéll'y‘in the hand printing domain. The time information availabie from the tablet makes
- stroke segmentation much easier. A numb_er of schemes were developed to classify strokes and
characters by significant features such as some deseriptionof shape. ‘Diamond and Bernstein

classified shape by local geometry, namely the sequence of directions that the stroke traveled in.

© .~ At each mtexval of time or stroke length the direction was quantized and added to a growmg

str oke descnptlon This descnptron would be matched against a drcttonary of descrrptlons

which defined a character set. This relative stroke descrlptlon farled to capture |mportant., !

features such as closed or intersecting. - The difference between a small a and a small u is
.whether or not the character is closed at the top The relative dlrectxons at each mterval of the
strokes are nearly the same (figure 11). . v

‘To overcome thxs dxfﬁculty, some features of global geometry must be used.
.Tertleman Groner and Ledeen computed global features of strokes by imposing grtds of lines
over characters which divided them into regions. The stroke could be viewed. as the sequence
“of regions visited or as boundry- crossing features. Now features like closure could be described
Cas staxtmg in, and returmng to the same region. The recognizer module that T use takes thls ’
giobal approach. The genexal shape of strokes is not enough to recognize characters. The u
and v have similar shapes but are dlstmgurshed by the v s sharp pomt The presence of points
or’ corners is an important feature that early recognizers ignored. In the Ledeen _recognizer, for
example the letter Z was crossed to distinguish it from the drglt 2. My recognizer, like some of
" Ber nstems looks for the inflection pomts as features. It uses only spatial information to find
'. them,. but velocrty information can greatly aid the detection of corners [Negroponte 1975]. There
is a tradeoff between 'using local descriptions and using global ones. just as we saw the local |

~ descriptions fail at closure, the global descriptions fail to capture efficiently features that really |
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- Figure 11. CHARACTER EXAMPLES -
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are local. For example many characters can be printed with long tails at the end of a stroke
(figure 11 ). The letter a or the digit 2 may have long tails that will distract a global system
from properly nc:rmalizing the size and position of the character before imposing the grid.
When the grid is misaligned, the stroke will not be properly described, and recognition may
fail. The tail can affect most all of the global features, yet in a local scheme onlyv a very few of
the features describe the tail. (Here again time information can be used to an advantage. If

the lntEl vals are chosen by time, because it corresponds closely to importance then the long tail

' which is most likely quickly executed, will not appear in as many 'syllables’ of the description

and not carry as much significance. ' The local method can thus filter out certain variations in
style and execution which only confuse the global method. Probably the best recognizer would
combine these methods, but mine does not, and I know of none that does.

~ There is a basic difference of emphasis between my system and prevnous recognizers

A common theme was to keep the systems as context free as possible, desxgmng them to identify

chaiacters solely on local evidence, not to make second guesses and not to make mistakes. '

' Systems that incorporated recognizers expected perfect characters from them, so the user was
'given immediate feedback to check constantly My system frees the user from checking the local

results of the iecogmzer by usmg all the global evidence and context that it can.

AlgebraA Systems

A number of two- dimensional parsers for algebra have been deSigned or built
[Henderson 1968], [Andeison 1968}, [Guertin 1971], [Martin 1971}, [Bernstein 1971]. Henderson
and Andeison view algebia as an instance of a two dimensional language which is a

generahzation of the one dimensional simple phrase structure language. The syntax of the‘ :

language is a set of replacement rules that can generate any- legal sentence from the start symbol

by successxvely replacing phrase categories with phrases according to the replacement rules.
l Andeison parses an expression by performing this generation non- determmistically until he

’ generates an expressxon to match the input, then the tree structure which is apparent in the

generated expression is taken as the structure of the input expression, which was not apparent.

This top down approach to parsing depends on strong predictions from the language’s

, giammar or gross mefﬂcnencnes arise. In fact for effiCiency, Anderson designed another parser‘
better tailored to algebra. The more efficient parser was not as committed to algebra’s intrinsic

two dimensnons, but sought to reduce the input first to one dimension before parsing. A
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preprocessonlinearized the expression by inserting special characters to mark the two
dimensional information. This linearization was done with as little information as possible and

as locally as possible. Guertin, in his Matter system, and Martin also used linearizers before

- parsing. Unfortunately the linearizing choices are made with minimum evidence and are

i~ difficult to undo later, which tends to make these systems fragile and exacting. An example of

the assumptions made by the linearizer is that neither the numerator nor denominator of a

~ fraction will extend farther to the left than the fractnon bar. This may usually hold, and users
" 'may easily adapt to the requirement, but such a system will not degrade gracefully. A two- .

‘dimensional feature that is hard to decide without context is the vertical alignment of sequential

characters. If exponentiation is plausible, then the raised character is significant, if not then the

- user can be sloppier and the relative vertical positions is accidental.

Parsers

* . Much of my system is patterned after various speech understandlng systems: HWIM

~‘at BBN [Woods- 1976], HEARSAY at CMU [Lesser l975], and one at _SRl [Walker 1975). All-

these systems try to assign meaning to user input in the face of uncertainty based on fallible

. knowledge sources. Algebra understandmg is hke a mini speech understandmg project. It is

more difficult than text, because the input is much less rellable and less constrained. Text

parsers rely heavily on the small functlon words that cannot be reliably found in speech, toi

s gmde parsing. Algebra- has fewer function symbols, less redundancy and has the uncertainty

similar to speech. Speech is, of course, much harder because the information is so locally sparse.
Thexe ate at least in algebra simpler methods that begin to gwe results. The previous algebra
systems have gotten as far as they did with much less power than must be used to do speech

In bonowmg ﬂom these natural language domalns I had to generahze them to two dxmensmns' '

" but they did serve as guides.

The first slmxlanty between these projects and mme is the use of multiple knowledge

vsources SAll the speech systems use roughly the same sources: 1) Acoustics, 2) Phonetics,

3) Lexicon, 4) Veuﬁcanon, 5) Prosodics, 6) Syntax, 7) Semantlcs 8) Pragmatlcs and 9) Control

All of the systems organize the interaction of these knowledge sources around theories or partial

_interpretations of input. Each K$ (Knowledge Source) can inspect a theory and extend it or

- criticize it. When a theory is extended enough to explain the whole input adequately then the

system has done its job and has understood the mput The idea of a parser is usually extended
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to include structure building in the domain of each KS. My system is like these ones when its

parser builds parallel structures in the syntactic and semantic domains of algebra, guided by the

'high level context and the low level features. Character recognition is like phoneme and word

ldentmcatlon _
A second <tmnlar|ty is that hke ‘my system, each of the others must manage partial
theories and usually maintains several of them, working on them concurrently. Each system has

a data structure and bookkeeping system to hold the theories in. SRI uses the Parse Net, a

" consumer and producer structure based on Kaplans GSP [Kaplan 1973 CMU uses a -

Blackboard as a communication channel where KSs make proposals and criticisms. BBN uses

a Well For med Substring Table to hold completed phrases and a word- phoneme lattice for the

Phonetlcs the Segmentation, the Lexicon and the Verification. A common theme in all these

' data str uctutes 15 to ehmmate duphcated ‘effort. A phrase should not be constructed tw:ce for

different purposes, if a phrase is discovered twice it should only be represented once. The

ph:ases that are discovered by Eroducer s should be routed to the approprlate consumers.

~ Phrases are filed in the data structure according to some charactenstncs such as posmon phrase '

type, etc. This data structure serves as the market place for consumers and producers. My

phrase chart orgamzes partlal mterpretatlons (the phrases) according to their posmon and

neighboring phrases. The scheduler actlvely matches the mutually consuming phrases. -

My system can be compared to PAZATN an automatlc protocol analyzer for
elementary pnognammtng [Mxller & Goldstein 1976b] Both systems have synthetic grammars
which can generate mtelpretatlons to be matched to an input. Like my phrase chart, their
DATACHART holds the state of partlally completed mterpretanons Their PLANCHART

serves a role similar to my expert’s current context, providing expectations for the parser.

PAZATN'’s preprocessor serves a function similar to my character recognizer; it classifies andA'
locally processes input items. Both systems rely on a scheduler to conduct a "best first" coroutine

search. There are para:llel‘s in the structure building of each: the :protocol (fringe) r_egistet

- Corresponds to the strokes register in my phrases. :Title corresponds to name, :inputs to inputs,

:plan to aleebra expression. The systems differ in their choice of linguistic formalisms. As its

name implies, PAZATN is based on the ATN ‘formaliem rather than on augmented context free
»rrules 1 also tried to u<e the ATN formahsm but encountered dlfﬁcultles that will be discussed

“later. PAZATN maintains Conniver contexts as it builds mterpretattons while I have nothmg '

similar. Miller and Goldstem have capitalized on the idea that lmgunstlc parsmg methods can
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‘be generalized to many forms of analysis. In a sense I have made a similar generalization of

parsing to analyzing algebra problem solving. To show its generality they have also applied

the PAZATN system to a mathematlcal domain, symbolic integration. The algebra tutor could

' benef:t greatly from their formalisms for plannmg and debugging [Miller & Goldstem 1976al.

Multlple Representfttmns

- The Expett module’s use of abstractions takes advantage of multtple representattons

- as many “other AT programs do. MYCROFT [Goldstein 1974,1975) derives much of its ‘power

from the correspondences between turtle programs and an analytic model of geometry. Each '-
domain uses its own representations and procedures but the system has additional knowledge
of mapping between these domains. Another example of mapping in and out of a model is the
SOPHIE electlomcs tutor [Brown&Burton 1975). A quantitative model (snmulatlon) of a circuit
is used to answer both quantltatrve and qualitative questions about the circuit and its possible

faults Many systems model their domam but few have knowledge about the model that is

~separate and that use the model in ways that extend it so. My system uses multrple
representations of its algebra knowledge Its. syntacuc grammar defines one representatlon of

‘ algebra expressions, namely the two dimensional printed one. In the ‘expert each level of

abstractlon is another representation of the form and meanlng of an expression. The abstracter
maps expressions from one representation to another. The parser uses two dlfferent charts for
its task; " the character chart is ordered temporally. whlle the phrase chart is ordered and

connected spatially. The spatial specnallst controls the mapplng between these representations.

" The sy<tem benefits from multiple specialized but connected representatlons rather than trying

to use one univer sal formalism to express its knowledge

Computer Instruction
Computels Alded Instruction (CAD) has earned a very bad name in the education

wor ld and nghtly so. Most CAI has used computers as page turners and bookkeepers

| Flembxhty and adaptab:lrty are repeatedly recommended for this field. Yet the typical answer is

a prepxogtammed lesson with branches between possible "paths”. In essence, every. possible

lesson must be anticipated by the author. This kind of CAI could be a medium for a very’

'gtfted teacher but the computer is used for little ‘more than distribution and glxtter The

horizons of CAI were bxoaded by the mtroductlon of simulations that students could perform
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on the machine. The system could only guess what use the student made of the s’imu'lation
however because that simulation was a black box to it. For example in physics there are
simulations of arbitrary gxavxtauonal fields [Bork 1975] and elementary circuits; in- genetics
there is a fruitfly simulation of inherited genes and characteristics written for the PLATO

terminal system. These systemS vary in their generality. Some only allow the student to vary

‘parameters others allow more "structural” modifications. Still, most CAI system lack anything

lesembhng intelligence.

" An early attempt at addmg mtelhgence to CAI was the SCHOLAR systemrwmw

[Carbonell 1970]. The SCHOLAR system teaches geography by a two way dlalogue of question

posing, questlon amwenng, and reasoning from a semantic "net" data base [Collins 1975].

Another approach to lmprovmg CAI was the use of a theorem prover to teach formal Ioglc

[Goldberg 1973]. That system could check students proofs, give hints, and complete pamally'

solved proofs. , A )
!' A system that added some mtelhgence (about the domam) to sxmulatlon is the'.

SOPHIE electronics tutor [Bmwn&Burton 1975). That system uses an electromcs sxmulator to

' :answer quesnons and "reason” about a power supply circuit.  Faults are lntroduced and ,

measurements are simulated. ‘The student troubleshoots the cnrcunt and the tutor comments on
the students stxategles and reasoning.
Many people have advocated “student models for CAI but few have been able to

glve substance to the phrase. A system called WEST [Burton&Brown 1975] does make effective

~use of modehng student strategies and performance in comparison to an "expert” strategy and
, 'perfmmance WEST is a game involving arithmetic that the student plays ‘against” the

- computer, who makes hints and comments. In WEST the student’s choices are noted and

hypothetlcally explamed by various strategies or methods. Reoccurrences of methods are '

~ commented on; suggestions for improved play are ‘made on the basis of these patterns. WEST

‘ paxtlally inspired the AICAI system model pxesented above, and its greatest contrnbutlon is in

student knowledge modelling by means of overlays. It includes all the other modules (except

~the Iearmna model) in at least rudimentary form.. '

The AICAI paradigm has been applied to learning decnslon theory and probabxhty in’
the game of Wumpus [Stansfleld Carr&Goldstem 1976] WUSOR the Wumpus Advisor

~-program offers advice to playexs on choosing moves. in a game of uncertain knowledge The

advisor is designed to illustrate the AICAI organization. The authors try to implement each
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module as a rule based system. Future directions for tutors of computer games are outlined in a

proposal for Computer Coaches [Goldstein 1976] that exploits the similarities of good tutoring

for an enjoyable game to good coaching in athletics. The research would address goals of Al,

p:ychology pedagogy, and computer science.

Systems like the above are changmg the image of CAL Computers can make a

positive impact on education [Brown etal. 1975]. The economics of education for too long have

been that only one teacher can be provided per 20 to 40 students. Computexs will have the

' f'advantage of ava:lablhty 'AICAT systems may eliminate the dlsadvantage of stupldlty
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SIGNIFICANCE | o
The significance of this research can be discussed in terms of the good ideas that
went into the system, the ideas that led to dead ends, the surprises encountered, and the A.L

‘ issues and techniques applied.

The Good Ideas

I think this research combmes many good 1deas some original and some drawn from

o other work. The focus idea was to 1ntegrate a graphical communication ‘channel thh an

AICAI tutor of algebra. To accomplish this, many more ideas were employed. ,

The ttamable character recognlzer is a very general and powerful model of
_recognition. A set of features is chosen to be extracted from the input, and a record is kept of
the training set which gu:des futuxe recognition. Thts general model was successfully applied
- to tablet character recogmtlon gunded by exnstrng recogmzers and extendmg them where
necessary. » , o
1 Augmented context free pa.rsinhg is andthei‘ good idea that was adapted to Al'geb”ra
‘Understanding and was generahzed from one dimensional ]anguages to two dimensional ones.
Algebna fits convemently into this kind of syntactic language description. Parsmg is facnhtated'
by many techniques. The character chart for the recognizer-parser interface and the phrase .
~chart are |mpox tant organizing devices. The spatial specialist formalizes the geometric relations
under lying graphncal algebra expressions. Parsing can be viewed with msrght both as search
and as a pattern match between the grammar and the input. Parsing would be next to.
1mp0=srble w1thout the addition of a-Scheduler and Scoring system. In this area the good ldeas
include the use of multi- -tasking wrth a queue of tasks and priorities. - The scoring strategy of
shortfall denslty is also interesting. A v
‘ The expert’s abstracter is a general scheme for representmg algebra expressrons at

many levels The parttcular levels chosen are based on ideas for sxmphﬁcat:on and hash-
evaluat:on The expressnon matcher generalxzes simple subexpressron matching ‘and can take
advantage of. the expert’s levels of abstraction. The abstracter and matcher combine in a novel
‘way to use the drscouxse context in the understandlng process and to potentially guide the |
parser directly. - ‘ '

~Intelligent systems are the combmatlon of many good ideas, not merely a few

'universal’ principals as early researcher hoped. It has taken many ideas to design and build
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this algebra system, and not all the ideas could_be integrated in or made to work.

Dend Ends
Some ideas looked promtsmg but for various reasons were eventually rejected. For

example I thought the parsing paradigm of Augmented Transition Nets (ATNs) [Woods 1970]

could be generalized to two dimensions. I thought the arcs could include spatial direction

restrictions and 'pushes’ for subexpressions. But on closer examination, the generalization fell -

“apart.. When recursion was included, the direction rest'r'ictions'andmtlie pushes for -

subexpressiom did not occur together in pairs as envisioned. Instead, if an ATN had three ‘

' pushes it would have two spatial restrlctrons to knit them together. This modification mlght '

“have been accommodated but the-ATN view suffered from worse problems. The spatial

predictions broke down across the recursion; the subexpression’s location could be predicted,
but not the locatlon of its 'first’ constituent. In fact there isn't a \rery natural notion of “first’
constxtuent of an expxessnon A left-to-right and up to-down ordering can be xmposed but it lSi
not as natural as the time ordering in natural language and other one dimensional languages.

For-example, after a parenthesis is found, an expression can be expected to its right.” But if the

“expression is for example a fraction, then the first constituent, the nomerator, is up to the right

from the parenthesis. It doesn't help to call the fraction bar the first constituent either, because

~ the next constituents, the numerator and denommator would ‘not be dlrectly related and since
the fraction. mxght occur as a denommator the natural first constituent would again be the

. ‘_‘numerator More juggling has failed to produce a suitable generallzatton of ATNs and I have B

glven up that attractive, but unworkable idea.
Another dead end was the use of destructive modlﬂcatlons of partlal theorles to buxld

Iarger' theories. Standardly, subexpressions are incorporated into hlgher expressnons without

' modlflcatlon The tree structured phrase structures can share subtrees; in this way duphcatlon

of effort is avoided. In parsmg infix operators with precedence it looked attractlve to modify

phrases as new information was discovered. For example the parser mlght finda + band build

‘the applopuate phrase. Next it mlght look further and see that the input was 2 a + b where 4 |

the multrphcatlon had higher precedent and therefore preceded the addition. Either the "

) addmon phxase could be discarded or the first argument a could be changed to 2 a. The

modification seemed. like an elegant way to handle precedence of operators, but it turned‘out

that it conflicted fundamentally with the chart idea. There is always uncertainty in the theories
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that the parser builds, and so it cannot afford in general to be modifying a phrase that might
actually have been correct without modification. If the system could be sure that it always did
the right thing, then it could use destructive modification and parse deterministically as Marcus

is able to do for English [Marcus 1975). To get around the objectionable modification, 1

'experimented with putting a level of indirection between operators and arguments. I tried

using formal names for function arguments and maintaining contexts of name value bmdmgs

-to preserve the notion of alternative theories that shared structure. In the above exampie the

" plus operator would have two ‘symbolic arguments one of Wthh ‘would be bound to a. When S

the multiplication was discovered, that argument name would be rebound to the product of 2
and a. The resulting system would have intensional names which could be manlpulated
‘without knowmg their referents. Equivalence classes would be necessary, because many names
could have the same referent and in different interpretations, one name could have different

referents. The desngn became unwieldy and I could not get a clear picture of what I wanted,

nor see my way through the details. This idea became another dead end explored and

: abandoned.

Surprxses
Research is never without surprises. I am ever surpnsed how easy it is to desngn or

descube a system of processes, techmques and features, but how slow and difficult it is to put

- those ideas into programs. The dead ends mentioned above came as surprises..

. Characters in context are surprlsmgly sloppier than those printed alone. It was
pxobably a mistake to build the recogmt:on trainer to handle characters one at a time. One
cannot help puntmg a single character more carefully than one character in many. The same’
effect occurs in speech; a word in lsolauon is pronounced dlstmctly, while in the context of a
sentence it may undergo radlcal transformation and degradatlon I expected this effect that
speech has, but T was still surprised by it. i ‘ |

~Also I was surprised to find duplicate theones cou]d develop in my chart and clog the
pal'sel‘. Rather then check for duphcatlon the parser tries to enumerate possible phrases in
such a way that each potential phrase is proposed only once. Unfortunately, this desired
behavior is a giobal property of the algorithm and is fragxle with respect to many local "

perturbations. When consecutive phrases are duplicated the extra phrases increase
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multiplicatively. If 1 were‘redesignin‘g the syétem I would have m_ore consistency checks to
avoid wasted replication. . ’

I‘mally, I was pleasantly surprlsed how smali and simple the expressnon snmpllﬂer
. became as I understood it better and could combine similar rules’ into more general ones. The
first «teps of symbolic math processing were instructive and satisfying to redlscover It is

surpn ises like these that make a pnoJect like this one interesting.

"’A’I’ Issues | .
This system is more an exercise in Al-engineering than baslc‘ research on one topic.

The two goal_s, computerized tutoring and tablet communication, can each be pursued with and
without the use of Al techniques, but I think the use of knowledge based programming is
necessary for achieving either goal. I think the techniqoes drawn together in my system begin
_ to acheive these goals of machine mtell:gence , | .
| A central Al issue in this research is the use and control of multiple knowledge -
soub_rces'._ One source of knowledge is the mdlvxdual character’s features. Another is the set of
diffe'rentxal diagnostics to dlstmgulsh sxmllar characters ie. knowledge of which features are
~ most 1mpox tant to choosing one character over another to account for some mput Next the-
=ystem knows the formal syntax for algebra, that is, which expressnons are well formed; for

. example, paxentheses ucually match. Also there is an informal syntax for algebra which has to

do with such thmgs as the ordermg of subexpressmns the spacing and clustermg of E :

expressnons Numerical factors precede variables, variables are generally alphabetized,
 coefficients of one are dropped etc. Next, there is semantic reasonableness such as typical .
values for such things as exponents. There is, in fact, the whole semantics of algebra that
undexlles the expxessnons and procedures. These semantics are modeled by the levels of
'abstxactlon the expert uses and the transformation rules of algebra The next higher source of
'l\nowledge is the discourse structure. The algebra session is goal orlented There is coherence
to the subexpre<510ns throughout a problem session. Fmally, the system can have a model of
" the student user. His str engths and weaknesses his consistent bugs or conventions can help the
system to understand his input. o _ , '

My appxoach to orgamzmg these diverse knowledge sources is extendmg the non-

~~ determinism of the parsing strategies to encompass‘them. Observing the ‘principle of least

commitment, each-module offers multiple explanations of what it sees. A scheduling and
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scoring system combines the evidence of the various modules and filters out the less likely
interpretations. The representations and interactions among the modules is not as uniform as

in CMU’s Hearsay, for example, because the system'’s layers are arranged to communicate

“directly with their neighbors. The recognizer communicates with the parser but not with the

expert, for example. The simple stylized communication helps to keep the system simple.

Like most Al systems, this one can be viewed as rule based. I think rules are the

- more regular component of knowledge but cannot be separated from their interpreter. My

ﬁ"‘d'escl:i})fti'onw of the two-dimensional constraints in algebra is composed of simple rules built out

of a handl‘ul of spatial relations. Making the rule behave correctly, however, required spatial

knowledge to be embedded in the rule interpreter, the parser. I think generally that there are .

domains of knowledge that are simple to describe when the right prlmmves are chosen. |
Pxoglammmg is greatly simplified by a good_language, linguistics has been searching for the

rlght _Vinter'preter for rules of syntax.. Transformational grammar is one interpreter, Marcus's

‘WASP parser is another interpreter that makes grammar rules very simple. Beginners in a

fieldo"r'toa skill .often find they must absorb e methodology before they can acquire any

i’content For my system, I know T have the right primitives and mterpreter when the rules can

expxess slmply the knowledge in a module. The character recogmtlon trainer is almost like a
rule editor and debugger It helps you input rules for character ndentlﬁcatnon and shows
conflicting rules where further debuggmg is needed. ' »

My system benefits from a large collection of 1deas and view pomts that have

- developed in the name of Art:ﬂcxal Intelligence.
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CONCLUSION A v

"This research does not have a clean conclusxon I chose a very open-ended project
with many goals, the first of which were met, many more -were explored to differing degrees,
and some goals were completely out of reach. The possibilities for continued research are .
plen'ti'ful. - The Algebra Tutoring system as sketched could be completed. Only the start of the
expert module was designed. The tutoring and modeling modules were ignored. Many topics
in the input module remain to be explored. There is the possibility of specializing the
character set to a student as he works. A more thorough attempt could be made to understand
a student that consistently mis-parses expressions; this system actually leans heavily on nearly
correct algebra A more deterministic approach to the parsing could probably succeed and be
g moxe efficient. Another direction of development which ought to be pursued is self
xplanat:or The student is Iearmng to do just what the tutor must do, and if the machine’s
algebxa pnocedures resembie the student’s, then it could explam in more understandable ways
how to, for example, clump symbols of an expression into phrases observmg precedence and:
" other convennons or it could explain why it chose some algebraxc transformauon to perform
‘over another The use of computers in education has thls potential to be an example; to be not
a black box, but "a white box" [Goldstem&Papert 76].

In “conclusion, I think tablet understanders and computer tutors comp)ement each
other mcely This research has demcnstrated some of the capabxhtles of the combmatlon and
some of the techmques for engmeermg such systems Much remains to be done in this area tob _.

build fluent computer tutors.
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APPENDIX

Chqr'xcter Set

The character recognizer has been tramed to recogmze the digits, the upper and

’ lowex case alphabet (where they differ) and various math symbois as follows:

,0123456789
" Aa Bb C Dd Ee Ff Gg Hh Ii Jj K LI Mm

NnO P QqRrS TtU V W X Yy2z
) (1) |
t-=<>?2!/\

square root i

‘ !oﬁg‘»d'ivisvio_h»' »
’ >less than or equal
- 'greatex than or equal .
'dlvmon symbol (dot bar dot)

mtegxal sngn

sigma.

p1
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Algebra Grammar

Category Inclusions:
 PROD-~FACTOR-LETTER-~[A B,..ZaJb,..z
| INUMB-~DIGIT~{0},..9
ADDOP-{+-PM B '-

Réwri-fe Rules:

(ADDOP

- (EXP.

PROD)

LEFT-OF TERM
©O(EXP 'LEFT-OF  TERM) EXP
(PROD . LEFT-OF FACTOR) PROD
¢  LEFT-OF PROD) RECIP
v LEFT-OF PROD) RECIP
" (PROD LEFT-OF RECIP) EXP
ABOVE =) NMRTR
(NMRTR ABOVE EXP) FACTOR |
~ (ROOT  ON EXP) EXP
(NUMB LEFT-OF DIGIT) NUMB
« ABOVE ) PM.
" ~ oN. ~ EXP) EXP
(FACTOR LEFT-BELOW  EXP)

FACTOR




Algebra | 64 | » qucéll

Slmphfxer
At level 5, the abstracter simplifies expressions find a semi- canomcal form for them.
The simplifier applies algebraic identities, evaluates the variable-free expressions, regroups the
’arguments of associative operﬁtors reorders the arguments of commutative operators, combines
like terms and factors (canceliation), and selectnvely applies the distribution properties. In order |
“to order the arguments of commutative operators, all expressions are given a umque

identification number. The followmg type conventions are used to express the snmphﬂers rules:

“abc  algebra expressions
rq  rational numbers
nm O signed integers
a0bl algebra expréssions ordered by unique id-number (a0<bl)
e addition, multiplication,-exponentiation

SIMPLIFIER'S RULES: ,.

Ic'le_ntity
O+a
‘O=xa

.Of‘a'
1~a
a0

Evaiuation

‘ ' Associativity
a+(b.+ c) ==> (a+b)+c
a (bi::: c) ==> (a= b)
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a ™ (bwr) ==>r(a"‘Ab)"rv
é"(_bs:c) <== (@™ b)"c

Commutivity

+bl+a0 ==> +a0+bl

n bl b aoi ==> it ao :::'bl

i Cahceliétibn )

+asq + asr ==> aw(qsr)

watquatr ==> a™(qr)

Distribution
" ri(a+b) ==> + 1@ + rib
bg (a:::b + a:::c) ‘==>. moa (b+c)

s (a=:=5 +axc) N r ==> a’r= (b+e)'*r

!

Purcell

The internal xeplesentatlon for expresslons at this level is in Llsp S-expressions usmg the

pteﬂx operators:
(VAR a) variable
(RAT m n) rational number
(ADD a b) addition i
(MUL a b) mult:phcatlon

(exp a b) exponentiation

All algeb:a!c opexanons must be expressed in terms of these basic ones. A/B is expressed as

(MUL A (EXP B -0).




