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Abstract. Distributions of surface orientation and refiectance factor on the surface of an ob ject
can be determined from scene radiances observed by a fixed sensor under varying lighting
conditions. Such techniques have potential apphcation to the automatic inspection of industnal
parts, the determination of the attitude of a rigid body in space and the analysis of images
returned from planetary explorers. A comparison is made of this method with techmques based on
-images obtalned from different viewpoints with fixed hghtmg ' '
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INTRODUC’I’ION

Ref Iected radiance depends on incident radiance, surface orientation and the properties
of the surface material. An imaging device produces image irradiances proportional to scene
radiances. Consequently the gray levels, quantized measurements of the image irradiance values,
contain a great deal of information about the scene being imaged. This information is present in
the raw gray levels in a coded form however. To learn more about the ob jects being viewed, it is
necessary to carefully analyze the gray levels in order to infer the surface propertles of the ob jects
This is not easy since a single gray level value depends on multiple factors. To constrain possible
solutions to this problem it is helpful to have available more than one image taken from the same
viewpoint but with varied lighting conditions. At each point in the image one then has more than
one constraint on the possible surface orientation and surface reflectance factor.

Such reconstructions of a scene being viewed depend on a detailed understanding of the
imaging process. In addition, the imaging instrument must be of high caliber, so that the gray
levels produced can be dependably related to scene radiances. Fortunately our understanding of
image formation and the physics of light ref lection has advanced suff iciently, and the quality of
imaging devices is now high enough, to make this endeavour feasible. The details of a number of
particular cases have been developed. Much remains to be done, particularly testing of these ideas
on images of practical importance. Further analytic development will also be required to define the
exact conditions for which unambiguous solutions are possible and to construct algorlthms that can
find these solutlons efficiently.

It will perhaps be usef ul to list here some cases that have been explored so far.
(1) Determining the shape from a single image

Understanding of the human visual system, and the construction of artificial vision
systems, require an appreciation of shading, the variation of reflected hght intensity with surface
orientation. The scene radiance seen by the image sensor is the product of the scene irradlance,
and the reflectance. The reflectance in turn is a function of the direction of the surface normal
relative to the direction to the light source and the direction to the image sensor. The reflectance
function discussed here can be related to the bldirecnonal reflectance-distribution function (BRDF)'

- defined by the National Bureau of Standards [1]. It depends on the material of which the surface

is composed as well as its microstructure. i

Let R(p. q) be the scene radiance of a surface element wnth gradient- (p. q), where P and ’
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q are the first partial derivatives of the surface elevation with respect to coordinate axes parallel to
the image axes. We have called R(p, q) the "reflectance map" [2,3). It gi\?es scene radiance as a
function of surface gradient and can be determined from the BRDF for the surface material and
the distribution of incident radiance. If the dlstrlbunon of hghtsources is known, and the ob ject
has a uniform surface covering, its shape can be calculated from the image irradiances in a single
image [2, 4). If I(x, y) is the image irradiance at the image point (x, y), then the relevant equation’
is » |
|

I(x, y) R(p. q). _ | )

Until recently, the calculation of shape from shading could be performed only by a
rather tedious method involving the direct solution’ of the above nonlinear first-order partial
differential equation, using something like the method of characteristic strip expansion. Progress
has been made in the development of an iterative, local method based on relaxation or
“cooperative computation” [3, 5]. It is interesting, by the way, that a special case applicable to the
material in the maria of the moon had been solved earlier by Rindfleisch [6). This in turn was
inspired by work on the special case of surfaces with very shallow angles between the local tangent
plane and the incident light [7. The method of Rindfleisch, incidentally, was based on an
assumed reflectance function that violates basic physical laws [8].

(2) Determining shape from two images obtained with different lighting.

If two images taken from the same point of view are available, then two constraints
apply at every image point. The possible directions of the local surface normal form a two
parameter f amlly It seems reasonable then that enough information might be avallable to find
the surface normal by local computations. This method, which has been called photometric stereo
(5, 9, 10), produces information about the shape of an object in the form of a distribution of
surface normals. This kind of representation for shape has been favored recently in the machine
- Vision community because of several advantageous properties [2, 1. As an ob ject rotates, for
example, the surface normals undergo a rather simple transformation, while distances to the
surface change in less symmetncal fashlon Here one obtains a pair of equatlons

II(X. y)= RI(P, q) - ‘ (2)
12("; y) = RZ(P’ q) ' (3)

The calculation of surface normal from the two image irradiances at each point is local
and can be implemented by means of a simple two dimensional look-up table. This table in
essence is the inverse of a table containing the two 1mage irradiances indexed on the two
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components of the surface normal. The calculation is local, rapid and not sub ject to possible error
propagation as is the serial method for single images mentioned above. There may be some

ambiguity that cannot be resolved locally, since more than one surface normal orientation may
| produce the same pair of scene radiances. This difficulty may be resolved by an iterative

~ “relaxation” computation in which compatible solutions for neighbouring points are reinforced

- while conflicting assignments are eliminated.

It is possible to produce inconsistent surface normals as a result of noise in the scene
radiance measurements or as a result of depth discon:tinuities (perhaps even due to discontinuities
in gradient). This possibility arises because the surface normal is perpendicular to a local tangent |
plane, which in turn is defined by the partial derivatives of distance to the ob ject’s surface with
respect to two orthogonal directions parallel to the coordmate axes of the image plane. From the
representation in terms of surface normals one can thus calculate the gradient [2] of the surface.
For a smooth surface the partial derivatives along orthogonal directions are not independent -- the
second partial derivative with respect to the two directions taken in one order must equal the
second partial derivative obtained with the reverse order

Little has been done to explore methods that use vnolatlons of this condmon to segment
the image into regions belonging to different ob jects, or to iteratively refine the solution using the
redundant information available in areas where there are no depth discontinuities.

(3) Determining shape and reflectance using two images.

In many real situations the ob jects do not have uniform surface properties In this case
- the methods described above will be misled, much as a human is by carefully applied facial
make-up. It is thus of interest to explore methods that can solve for surface ref lectance factor and
- shape simultaneously. There is not enough information in a single image to accomphsh this task
in general. Under appropriate circumstances it is not possnbie to distinguish a photographic print
from the scene portrayed in the photograph. The same image irradiances are produced in a
monocular image sensor in the one case by a flat surface with varying reflectance and in the other
case by three-dimensional shapes that may have unifoi'm surface reflectance propeities.

Two images do provide enough information however. Indeed, it was apparent in the
previous section that two images contain more information than is required to solve for shape
alone. If the surface reflectance factor or "albedo” is p(x, y) then one obtains two equations,

Ii(x, y) = o(x, y) * Ry(p, q) (4)
Iy(x, y) = p(x, y) * Ry(p. q) (5)
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The variable surface reflectance factor can be removed by dnvxding the two images
(provided the reflectance factor or "albedo” appears as a multnphcatlve factor). If we let Ip be the
ratio of Il and Iy, and Ry be the ratio of R and Ry, then

112(?(, )') = Rl2(P’ q . | . : (6)

To this peculiar, new "image" one can then apply the shape from shading methods
‘mentioned in section (1) above for the determination of shape from a single image. Finally, one
can recover the reflectance factor by dividing one of the real images by a synthetic image obtained
using the shape so determined [12].

p(x, y) = I;(x, y)/S;(x, y) | N

Here S| is a synthetic image computed using the reflectance map R{(p. q). In practice, to
assure numerical accuracy, it would be better to perform this operation on the sum of the two
images (using the sum of the two reflectance maps). The spatial distribution of surface gradient
obtained in this fashion, as well as the spatial distribution of reflectance factor, are examples of

"intrinsic 1mages [13], distributions of underlying information that can be extracted from the raw
image irradiances. The method described here can be criticized on the same grounds as the basic
shape from shading method in that it requires numerical solution of a non-linear first-order partial
differential equation. Also, more complicated methods are required if the varying reflectance is
caused by variations in surface cover that cannot be modelled simply as multiplication by a
varying reflectance factor.

(4) Determining shape and reflectance using three images.

When three images taken under dlfferent lighting conditions are available, enough
constraint is avanlable to solve for the surface normal and reflectance factor locally. In fact, three
pieces of information are available at every point and three variables are needed to pin down the
two components of local surface orientation and the reflectance factor. If the reflectance f unction
has a particularly simple form an analytic solution ifor the surface normal and the reflectance
factor is possible [10]. If this is not the case, oncf rhay use a simple algorithm based on a
three-dimensional look-up table indexed by the three gray levels found in the images at
corresponding image points. Here the three equations of interest are,

Ij(x, y) = p(x, y) * Ry(p, q) : o (8)
Ip(x, y) = p(X, y) *Rop.q) (9)
I(x, y) = p(x, y) # Rg(p, q) (10)
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A better method again uses ratios of images to remove the variable surface reflectance
factor. If for example two new "images” are generated by dividing two pairs of the original three
images, these can be used to determine the shape as described above in section (2). If 112 is the
ratio of Ij and Iy and so on, then the relevant equations are,

Ijp(%, y) = Ro(p. ) o

A two dimensional look-up table is appropriate for this computation. The surface
reflectance factor can once again be determined after the surface shape has been found, by
division of one of the real images with a synthetic image created using the shape information. For
reasons of numerical accuracy it is actually more appropriate to use other combinations of two
images than their ratio -- it may be convenient to work with the ratio of their dif ference and their
sum for example.

|

| | , |
(I - IVIy + ;] =[Rg - R, V[Ry + Ry] (13)

Many details remain to be worked out. It appears for example that the positions of the
light sources must be choosen carefully so as to insure that the three measurements of image
intensity are in fact independent [10] When the directions from the ob jects being viewed to the
light sources all lie ina plane no new information may be obtained from the third image.

Comparison with ordinary stereo methods

Shading is not usually the first depth cue that comes to mind. Stereo, based on two
images taken from different points of view, with the same lighting, will usually be mentioned first.
‘This is curious, since shading in many cases is the more important cue, particularly for printed
material containing pictures of smooth, rounded ob jects such as people. Nevertheless, stereo is a
method of great practical importance, since topographic maps and digital terrain models [14] are
derived from aerial photography by this technique. |

Elevations can be found by a human operator who fuses corresponding image details
from the two pictures [15, 16], or by means of "automated" methods,‘usually based on correlation [17,
18, 19, 20]. While automated methods still leave much to be desired in terms of robustness in the
face of highly variable terrain and terrain cover (or smooth areas without surface markings), many
ideas from the machine vision community point to more sophisticated techniques for the solution
of the correspondence problem [21, 22, 23, 24]. At the cost of greater computational effort, these
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promlse to produce excellent results. While much remams to be done it seems hkely tha

automated stereo machines will eventually be commonplace
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t really

Methods using radiometric measurements in one or more image from the same viewpoint
to determine surface shape and reflectance factor can be considered complementary to methods
based on the identification of corresponding points in two images taken from different viewpoints:

() Stereo allows the accurate determinations of distances to objects. Radiometric

methods on the other hand are best when the surface gradient is to be found.

(2) Stereo works well on rough surfaces with discontinuities of surface orientation.
Radiometric methods work best on smooth surfaces with few discontinuities.

(3) Stereo does well with "painted” or textured surfaces with varying surface
reflectance. Radiometric methods are best when applied to surfaces with
uniform surface properties.

Methods based on analysis of radiometric measurements do have some unique advantages

f"" however:

(1) There is no difficulty identifying points in the two images that correspond to
the same ob ject point since the images are taken from the same point of view.
This is the ma jor computational task in the analysis of stereo information.

(2) Under appropriate circumstances, the surface reflectance factor can be
determined because the effect of surface orientation on scene radiance can be
removed. Stereo provides no such capability.

- (3) Describing the shape of an object in terms of its surface normal is preferable in
a number of situations to description in terms of elevation about some reference
plane. This is the natural form of output from the radiometric methods.
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