HMASSACHUSETTS INSTITUTE OF TECHROLOGY
ARTIFICIAL JHTELLIGENCE LABORATORY

juie, 1981

A1 Memno No. 628

Chaosnet

David A. Moon

Chaossnet is a local network, that 3, a system for communication amorg a group  of
computers located within abeut 1000 incters of cach other. Onginally developerd by the Artificial
Inteifience Laboratory as the internal commionications medinm of the Lisp Maching system, it

has since come to be uscd to link a variety of machines acqund MIT and clsewhere,

This memo deseribes both the hardware and the software protocols, 1t i intonded 1o be the

definitive documentation for Chaosnet.
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Chaosnet 1 Introduction

1. Tntroduction

Chaosnet is a focal network, that is, o system  for communication among a eroup of
computers localed within one or two kilometers of cach other, The name Chaosnet refers to the
lack of any centralized control clement in this network. ’

Chaosnet was originally developed in 1975 by the Artificial Intelligence Laboratory of the
Massachusetts Institute of Technology as the internal communications medium of the Lisp Machine
system [CHINUAL, AIM4) 1t has since come 1o be used to link a varicty of machines around
the Institute. Chaosnets also exist at several other universities and rescarch laboratories.

‘The Lisp Machine system is o nwlti-processor in which cach active user is assigned a
"personal” computer consisting of 4 medium-scale processor, a saitable amount of memory, and a
swapping disk.  Files are stored in o central file-system accessed through Chacsnet. Fhis shared
file-system  retains  the  traditional advantages  of a0 time=sharing  systein, namely inter-user
communication, shared programs, and centralized backup and maintenance. At the same time, by
civing cach active user his own processor, the Lisp Machine system is much more capable than a
time-sharing system at executing Lisp programs several million words in size eficiently and with
rapid interactive response. Because Chaosnet is taking the place of the file disk in a cenventional
system, it must be fast (both in response and in throughput), it must be rcliable (this is the
reason why there is no centralized conwrol), and it must allow connection of several dorzen
machines,  Towever, it does not need to operate over long distances.  Chaosnct is used o aceess
other shared resources in addition to the file system; these inciude printers, tape drives, and one-
of-a-kind specialized processors and 170 devices.

The systermn goals  for Chaosnet were  primarily  simplicity  and  high  performance. The
performance is achicved by starting with a very high speed transmission mediuny and operating it
i a simple, low-overhead fashion, 1ather than by using vnusnally clever algorithims,  OF course
one has to be careful to avoid algorithms which are so stmple that they don’t work or waste so
much of the transmission medium that performance is impacted. Simplicity was important not
only to improve performance, but because Chacsnet connects a diverse set of miachines, and
hence had o have several implementadons all of which require maintenance i proporiion o Geir
complexity.

Suaplicity of desinn alio aids grcaily in mainenance and management of the network isell]
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by @ vaviety ol proups, even within the singhe matitotion of BT e is Bnporemt o be able to
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Introduiction 2 Chaosnet

Chaosnet was largely inspired by the piloncering work on local petworks at Xcrox PARC
[ETHERNET].

Chaosnet consists of two  parts—the hardware and the  software—which,  while  logically
separable, were designed for cach oiher. The hardware provides a carrier-sense multiple-aceess
structure very similar to the PARC Fthernet. Network nodes contend for aceess to a cable, or
cthier, over which they may transmit packets addressed o other network nodes.  The software
defines higher-level protocols in terms of packets. 'These protocols can be (and are) used with
media other than the Chaosnet cable, and with multiple interconnected cables,  The software
contains ideas borrowed  from Ethernet [THERNET], 'TCP [TCP], and Arpancl, with some
original idecas and modifications.



Chaosnet 3 Hardware Protocol

2. Hardware Protocol

2.1 The Ether

The transmission medium of Chaosnet is called the edher. Physically it is a coaxial cable, of
the semi-rigidd 172 inch fow-loss type used for cable TV, with 75-0hm termination at both ends.
At cach network node a cable rransceiver is attached to the cable. A 10-meter Hat cable connects
the transceiver to an interface which is attached 0 a computer’s 170 bus. A network node
consists of this transceiver and interface and a computer which executes o certain picee of software
calied the Network Control Program (NCP), which manages and controls Chaosnel, in addition to
whatever application soflware justifies its existence in the first place.

One network node at a time may scize the cther and transmit a packet, which arrives at all
other nodes: cach node decides in hardware whether to ignore the packet or to receive it. A
single ether must be a lincar cable: it may not contain branches nor stubs, and the ends may not
be joined into a cirele. The maximum leneth of an cther cable is about 1 kilometer. 'This is
determined by dispersion and by DC attenuation. The maximum number of nodes on a single
cther s probably a fow dozen. ‘This is determined by degradation of the eiectrical propertics of
the cable by the connectors used to attach the transceivers.

The maximum tength of an cther could be increased by using repeaters (bidirectional digital
amplificrs joining two picces of cable).  In practice this is not done. Tisicad,  the protocol
provides for muitiple cthers, joined together by nodes cilled drudoes winich refay packets from one
cther to another. A bridge is typically a pdpll computer with two or niore network interfaces
attached o0 it A bridge node usually performs other tasks as well, such as interficing ferminals,
idges attach other network media as well as cthers: some computers connect o the network
through their manufocturer’s high speed computer-to computer interface to o nearby hiidpe, rather
than being interfaced divectly Lo an cther. Asynchionous lines have also been wsed as Chaosnet
imaedia,

The form of infurmation on the cther, the transceiver and interface hardware, and  the
protocols which control who may scize the ether are descaibed in the following seetions.

22 Packets

The basic it of tansniaion b called apackets This is o sequence of up w4032 data bils,
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The Transceiver 4 Chaosnet

packet to another cther, whence it will cventually reach its final destination. The check word is a
cyclic redundancy checksum, generated and checked by hardware, which detects errors in
transmission through the cther, entircly-spurious packets created by noise on the cable, and
memory errors in the transmitting and receiving packet buffers.

The software protocol is also based on packets, taking 128 of the data bits as a software
header. This is described in scction 3.5, page 12.

2.3 The Transceiver

Fveryone who connects to the ether docs so through a transceiver, which is a small box
which mounts directly on the cable via a UHF connector and a T-joint.  All nodes use identical
transceivers (the interface varies depending on what computer it is designed to interface to). The
transcciver contains the analog portion of the interface logic, provides ground isolation between
the cther cable and the computer, and contains some protective circuitry designed to prevent a
malfunctioning program or interface from continuously jamming the cther. (If it were to be
redesigned, it ought to contain even more protective circuitry, since there are some possible
interface failures that can get past the protection and render the cther unusable.)

"The transceiver receives a differential digital signal from the computer interface and impresses
it onto the cable as a level of about § volts for a 1, or 0 volts (open circuit) for a 0, through a
very fast VMOS power FET. When the cable is idle it is held at 0 volts by the terminations.
This simple-minded unipoiar scheme is adequate for the medium cable fengths and transmission
speeds we are using.  The transceiver monitors the cable by comparing it against a reference
voltage, and returns a differential signal to the interface. In addition, it detects interference
(another transceiver transmitting at the same time as this one) and informs the interface.

The transceiver includes indicators (light-emitting  diodes) for power OK, transmitted data,
received data, and interface attempting to jam the cther. A test button simulates an input of
continuous I's from the interface, which should light all the lights (dimly) if the transcciver is
working. These indicators and the test button are useful for rapidly tracking down network
problems. The transceiver requires its own power supply mounted nearby; one power supply can
service three transceivers if they are all adjucent.  High-voltage isolation between the cable and the
computer is provided by optical isolators within the transceiver.

2.4 The Interface

The interface is typically a wirc-wrap board contaming about 120 'I'U'L logic chips, which
plugs into the 170 bus of a computer and connects it 1o the cther (through a ansceiver.) The
ntertace implements the hardware protocols deseribed in the next section,  bulfers incoming and
oweaing packets,  generates aid checks checksinns, and interiipts the host coinputer when a
packer is o be read oat of the aeceive packet buffer or stored into the tanstit packet bofler,
Those packet buliers shicld the hest computer from the high speed of data tamsimission on the
cablesdnstend of having o prodice bis at o high e, the Bost can prodoce el a lower
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Chaosiiet h) Hardwarc Protocols

Interfaces currently exist for Lisp machines, for DEC {SI-11 micro-computers, and for the
DEC Unibus [UNIBUS], which allows Chaosnct to be attached to pdpll’s, VAX’s, and the
peripheral processors of most pdpl0’s. Programming documentation for this compatible family of
interfaces appears later in this paper.

[nterfaces for other computers are likely to exist in the future. The existing interface design
does not make any unusual special demands of its host computer and should be casily adaptable
to other architectures.

2.5 Hardware Protocols

The purpose of these protocols is to deliver packets intact from one node to another node on
the same cther, with fairly high probability of success, and to guarantee to give an crror
indication or lose the packet entirely if it is not delivered intact. An additional purpose is to
provide high performance and not to bog down when subjected to a heavy load.

Bits arc represented on the ether using a technique which is called Upright Biphase NRZL
Each bit cell, which is approximately 250 nanoscconds long, begins with a transition in state,
from high to low or from low to high. 'This transition marks the beginning of a bit cell and
provides sclf-clocking. 374 of the way through the bit cell, the state of the cable is sampled;
high represents a 1 and low represents a 0. If the bit being represented is the same as the
previous bit, there will be one transition at the beginning of the bit cell and a sccond in the
middle of the bit cell. If the bit being represented is the opposite of the previous bit, there will
be no transition in the middle of the bit cell since the clock transition will have sct the cable to
the desired state. The AC frequency of the signal on the cable varics belween 1/2 the bit rate
and the full bit rate. The information bit-rate is 4 million bits per sccond.

The sclf-clocking feature allows for slight variations in transmission and cable propagation
speed.  However, since the 374 of a bit cell delay is a fixed delay, only modest variations in
speed can be tolerated. A crystal clock is used as the source of the transmit timing in the
interface,

since there is always at Jeast one state-transition per bit cell, the states where the ether
remains high or low for an appreciable time are available for non-data uses. If the cther remains
low for more than about two bit cells, it is considered to be not-busy. This condition marks the
end of a packet and allows someone clse to transit. Note that if no transceivers are active, the
terminations will hold the cther low.

I the cther renwins high for about two bit cells, this is an "abort signal”.  Abort signals are
used for two purposes. 1 the transceiver detects a collision (two nodes trying (o tratsmit at the
some time), each transinitting inteiface conses o transmit ad sends anabort signal (Gour bit cells
leng), which tells all receivers to ignore the aborted packer and ensures that the other Gansmitter
also aborts. This when o collision cueurs, the ether iy cleared as soon as possible o help prevent
fone teups under conditions of by oad. The othor use tor the abort signal is in hardware
How-vontrol. When o eceiving nterface dewnindnes that an incoming pac

wlos addressed o
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Fther Contention | 6 Chaosnet

Packets arc transmitted over the cther in reverse bit-order, {or hardware convenicnce. The
three header words, which to the software appear to be at the end of the packet, are transmitted
first, in the order check, source, destination. The data words, in reverse order, follow. Words
are ftransmitted least-significant bit ficst.  Of course, the softwarc nced not be aware of this
reversal; packets arrive at the destination in the same form as they were created by the source.
At the end of the packet, an extra zero bit is appended to bring the cther v the low state so
that an extra spurious clock-transition will not be generated when it goes idle. This bit is stripped
off by the interface and is never scen by software.

The check word is used for error detection, as described above. The source word is made
available to the software, which ignores it in most cases, and also serves to synchronize the clocks
in the collision-avoidance mechanism which is described below. The destination word is compared
by cach receiver against its own address. If they match, or if the destination is zero, or if the
software sclects the "match any destination” mode, the packet is placed in the receive packet
buffer and the host computer is interrupted. The zero destination feature is used for "broadcast”
messages. Note that a receiver whose packet buffer is full will only generate an abort signal if the
packet was specifically addressed to it.

2.6 Lther Contention

Chaosnet has no centralized control clement; when a network node has a message to transmit,
its interface scizes the cther and transmits a packet. The time when it scizes the ecther is
determined only by state inside that particular intertace and by the local state of the cable at the
point where that interface’s transceiver is attached.

It two interfaces should decide to seize the cther and transmit at the same time, their
transmissions will interfere and no wseful information will be transmitted.  This is called a
collision. Collisions arc the principal limitation on the bandwidth of a heavily-loaded ether-type
network, and should be avoided. (However, neither PARC's network nor MIT's network has yet
been operated with a heavy enough Toad to make collisions really significant.)

Chaosnet uses a novel collision avoidance technique. st of all, an interface will never
injtiate transmission unless the cther is seen to he not busy, i.c. it has been in the low state for
some time. This ensures that collisions can only occur near the beginning of a packet.  Once
transmission ol a packet has gotten well started, the cther is cffectively “seized” (all interfaces
realize that it is busy) and transmission wilt centinue successfully through to the end of the
packet. The amount of cther transmission dme wasted by a collided packet is therefore limited to
the round-trip cable propagation delay, This twechnique is called carrier sense,

Sceondly, the hardware uses o tme-divivion techpique o attempt o prevenl two interfaces
from initiating - anstission at ihe same dime This technique should prevent essentiatly all
collistons while fmposing only 4 mnodest delay in e inftation of transinission, 1 iy designed so
that it works betier as the load on the ciher increnses: the wasted e Begween packets and the
refative raie of cotlisions both deciease.
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Chaosnet 7 Ether Coatention

Fach packet synchrenizes the counters in all of the interfaces by sctting them from the source
address of that packet; at the time the packet was transmitted, it must have been the turn of the
interface that transmitted it

Another way to think of this is to make an analogy with ring nctworks. One can imagine a
virtual token which passes down the cable until it gets to the end, then jumps to the beginning of
the cable and repeats.  An interface may only initiate transmission at the instant the token passes
by it. When an interface transmits, the token stops moving and remains at that interface until the
end of the packet, whereupon it continues down the cable, passing cvery other interface, giving
them cach a chance to transmit before letting the first interface transmit a sccond packet.

The token is not represented by any physical transmission on the cable. That would constitute
a form of centralized control, and would lead to reliability problems if the token was lost or
duplicated. Instcad, ecvery interface contains a time-slot counter which keeps track of where the
token is thought to be. Every time a packet is transmitted these counters are brought up-to-date.
The token cannot be lost because a counter by its nature cventually returns Lo all previous states.
[t does not matter if the token is duplicated (i.c. the counters lose synchronization) occasionally,
since this will oaly cause collisions, which we know how to detect and deal with, and since the
first successful transmission will resynchronize all counters. The basic mechanism of the ether
network with contention and collisions is known to work, and the collision-avoidance scheme is an
added-on optimization which improves performance without changing the basic mechanism.

There is a finite propagation delay time between interfaces, and this time is not small
compared with the bit-rate of Chaosnct, nor when compared with the desirable length of a time
slot. This time consists of the delay in the cable, about § nanoseconds per meter, and the delay
through the two transceivers, about 220 nanoseconds. This propagation defay means that the time-
slot counters in two different interfaces cannot be exactly synchronized, and that when interface A
initiates transmission interface B will not instantancously sce that the ecther is busy.  Special
relativity tells us that in fact the concept “exactly synchronized™ is mcaningless.  Since the two
time-slot counters are not in the sume place, the only way we can compare them is to send a
message from one to the other, through the cther, containing the reading of the counter. But this
message takes non-zero time to get there, so the counter-reading it contains is wrong by the time
it is compared against the other counter! We in fact do send messages containing counter
readings;  the source address in a packet equals the reading of the thnesslot counter in the
interface that sent it-—at the time it was sent. Since the nelwork nodes are not in relative motion,
we can measure the distance  between  them  and  use that information to  improve  their
synchronization.,

What we are trying to do is to prevent collisions. This means that i titerface A starts
transmitting a packet in its . then by the thne interface B thinks that its own tirn has arrived,
it st perceive the ether s busy,  We will asiipn addresses Gand honee time slots) and set the
length of o tdme slot in such o way that this will happen, Suppose thie madinuim delav through
the other between A ad Bois 20 Hhis would bethe delay for aoe of them soading a packet o
the others the defay between A’ receipt of o thivd party’s pacbetwnd By receipt of ibat packet is
losss espeeiatly i the third party B8 between A and £on the eobles Then the masiun pereeived
i osend o B A
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Fther Contention 8 Chaosnet

When a packet transmitted by A arrives at B, B's clock may read as much as 2¢ carlier or
later than A’s turn, depending on the transmission dircction of the last synchronizing message. In
order to guarantee that B's turn has not yect happencd, the time between any of A’s turns and
any of B's turns must always be at least 2, twice the maximum propagation dclay through the
cther between A and B. This is the important idea! We cause this to be true by assigning
addresses starting at onc end of the cable; cach node’s address is the previous nodc’s address plus
twice the propagation delay between them, divided by the length of a turn. [t is casy to sce that
if this is donc for all adjacent pairs, the condition will automatically be true for non-adjacent
pairs as well. When we get to the end of the cable, we must assign a number of empty slots
cqual to twice the propagation delay of the full length of cable, to provide the necessary
separation between the turns of the two nodes at the ends of the cable,

The virtual token travels through the network at a substantially slower speed than a real signal
such as a packet; in the fastest case, when nodes arc very far apart, it travels at just half the
speed of a real signal.  Since a Chaosnet cther has the geometry of a line, as compared to the
ring net's circle, the virtual token is also slowed down by the need to return from the end of the
cable to the beginning. This slower speed of the token is the price one pays tor the increased
robustness of Chaosnct as compared with a ring nctwork. In a rcal system, we slow the token
down ecven more to provide a margin of safety. The speed of the network is not significantly
affected by the slow token, since the interval between packet transmissions by a single node is
much longer than the round-trip time of the token. Indeed, if the network is being used
primarily for file transfer, and hence the packets are large, the transmission time alone for a
typical packet is several times the round-trip time of the token. A typical value for the token’s
round-trip time is 64 microscconds.

In spite of all this, somctimes collisions will occur anyway. I the cable has been idle for a
long time, the various clocks will have lost synchronization. If a source address is corrupted by a
transission error, any interface that sees that source address will set its clock to an incorrect
value,  Sometimes a packet will collide with random noise rather than another legitimate packet.
in addition, the transmitter does not distinguish receiver-busy aborts {rom real collisions.

When a collision does occur, we recover from it (in software) by reteansmitting the packet
again a couple of times, hoping that we will be Tucky enough not to have another collision, or
that the reeeiver will soon clear its packet buffer. This retransmission is done by the software, not
the hardware, since the hardware destroys the packet in its packet bufler in the process of
transmitting it But i collisions continue to occur, we give up and let somebody clse have the
cther. "The packet is lost. A higher fevel of protocol will soon reatize that it has been lost and
retransitit it We assume that there s cnough randomness in the higher-level sofiware that the
two nodes which originally collided wiil not collide again on the retransmission by deciding to
retransmiil ab precisely the same instant.
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3. Software Protocoil-~Worid View

The purpose of the basic software protocol of Chaosnct is to allow high-speed communication
among processes on different maehines, with no undetected transmission errors. 'The speed for file
transfers in. real-life circumstances was to be comparable with an inexpensive magnetic tape drive
(30000 characters per second, or about 10 times the speed of the Arpanct). We actually get about
double this in somc favorable cases. To achicve this speced it was important to design out
bottlenccks such as are found in the Arpanct, for instance the control-link which is shared
between multiple connections and the need to acknowledge cach message before the next message
can be sent. The protocol must be simple, for the sake of reliability and to allow its use by
modest computer systems. A full Chaosnet Network Control Program is just about half the size
of an Arpanct NCP on the same machine, and the protocol allows low-performance
implementations to omit some features. A minimal implementation exists for a single-chip
microcomputer.

3.1 Connections

The principal service provided by Chaosnet is a connection between two user processes.  This
is a full-duplex rcliable packet-transmission channcl. The network undertakes never to garble,
lose, duplicate, or resequence the packets; in the cvent of a scrious crror it may break the
connection off entirely, informing both uscr processes. User programs may cither deal in terms of
packets, or ignore packet boundarics and treat the connection as two uni-directional streams of 8-
bit or 16-bit bytcs.

On top of the connection facility "user™ programs build other facilities, such as file access,
interactive terminal conncections, and data in other byte sizes, such as 36 bits. The meaning of
the packets or bytes transmitted (hrough a connection is defined by the particular higher-level
protocol in usc.

[n addition to reliable communication, the protocol provides flow control, includes a way by
which  prospective  communicants may get in touch with cach other (called  contacting or
rendezvous), and provides various network maintenance aud housckeeping facilities.  These are
discussed later.

3.2 Contact Names

When first establishing a connection, it is necessiry for the two communicaling processes to
contact cach other. In addition, in the usual user/server situation, the server process dees not
exist beforehand and needs o be created and made to execute te appropriate program.

We chose to hoplenient contacting in an asymunetric way,  (Once the connection has been
eslablished everything s completely symunciric) One process is designoted the wser, and the other
is designated the soever, The server has some contect neme W owhich ic fisiens. The user Process
reauests s decal operating sistem o connect it o e severs speciiving the network nede and
contaet name ob the servrs The ocal operating svstem sonds a0 message (v Request for
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Automatically discovering to which host to connect in order o obtain @ particular service is a
subject for higher-level protocols and for further rescarch. It is not dealt with by Chaosnet.

Once a connection has been established, there is no more need for the contact name and it is
discarded. Indeed, often the contact name is simply the name of a scrvice (such as "TELNET")
and several users should be able to have simultancous connections to separate instances of that
scrvice, so contact names must be reusable,

In the case where two existing processes that alrcady know about cach other want to establish
a conncction, we arbitrarily designate onc as the listener (server) and the other as the requester
(user). The listener somchow gencrates a "unique” contact name, somchow communicates it to
the requester, and listens for it. The requester requests to connect to that contact name and the
connection is established. [n the most common casc of establishing a second connection between
two processes which are alrcady connected, the index number (sce below) of the first connection
can serve as a unique contact name,

Contact names arc restricted to strings of upper-case letters, numbers, and ASCIL punctuation.
The maximum length of a contact name is limited only by the packet size, although on ITS hosts
the names of automatically-started scrvers are limited by the f{ile-system to six characters.

Sec page 21 for complete details of how to establish a connection.

3.3 Addresses and Tadices

Fach node (or host) on the network is identified by an address, which is a 16-bit number.
These addresses are used in the routing of packets. There is a table (the system hosts table,
SYSBIN;HOSTS2, in the casc of I''S) which relates symbolic host names to numeric host
addresses.

An address consists of two fields. The most-significant 8 bits identify a swbnet, and the least-
significant 8 bits identify a host within that subnet. Both ficlds must be non-zero. A subnct
corresponds to a single transmission path.  Some subniets are physical Chaosnct cables (ethers),
while others are other nedia, for instance an interface between a pdpl0 and a pdpll. The
signilicance of subnets will become clear when routing is discussed (see scction 3.7, page 13).

When a host is connected to an ether, the host’s hardware address on that ether is the same
as its software address, including the subnet field,

A connection is specified by the names of its two ends. Such a name consists of a 16-bit host
address and a 16-bit connection index, which is assigned by (hat host, as the name of the entity
inside the host which owns the cennection. The only requirements placed by (he protocol on
indices are that they be non-zero and that they be unique within o particuls host; that is, a host
may not asipn ihe sane index namber 0 twvo dilferent connections wiless coowsh tine has
clapred between the closing of the first connection and the opening of the sccond connection (hat
confusion Beiwveen the two s unlixely.
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packet from the old connection cannot sit around in the network (e.g. in” buffers inside hosts or
bridges) long cnough to be seen as belonging to the new connection,

It is important to note that packets arc nof sent between hosts (physical computers). They are
sent between user processes; more exactly, between channels attached to user processes. Each
channel has a 32-bit identification, which is divided into subnet, host, index, and uniquization
ficlds. From the point of a view of a user process using the network, the Network Control
Program scction of his host’s operating system is part of the network, and the multiplexing and
demultiplexing it performs is no different from the routing performed by other parts of the
network. [t makes no diffcrence whether two communicating processes run in the same host or in
different hosts.

Certain control packets, however, are sent between hosts rather than users. This is visible to
uscrs when opening a connection; a contact name is only valid with respect to a particular host.
This is a compromisc in the design of Chaosnct, which was made so that an operational system
could be built without first solving the research and engincering problems associated with making
a diverse sct of hosts into a uniform, onec-level name space.

3.4 Packet Numbers

There arc two kinds of packets, controlled and uncontrolled. Controlled packets are subject to
error-control and  flow-control protocols, described below  (see section 3.8, page 16),  which
guarantee that cach controlled packet is dclivered to its destination cxactly once, that the
controlled packets belonging to a single connection are delivered in the same order they were sent,
and that a slow recciver is not overwhelmed with packets from a fast sender.  Uncontrolled
packets arc simply transmitted; they will usually but not always arrive at their destination exactly
once. ‘The protocol for using them must take this into account.

Fach controlled packet is identified by an unsigned 16-bit packet number. Successive packets
arc identified by sequential numbers, with wrap-around from all I's to all 0’s. When a connection
is first opened, cach end numbers its first controlled packet (REFC or OPN) however it likes, and
that sets the numbering for all following packets.

Packet numbers should be compared modulo 65536 (2 to the 16th), to ensure correct handling
of wrap-around cases. On a pdpll, use the instructions
CMP A,B
BM1 A_is_less
Do not use the BLT or BLO instruction. On a pdpl, use the instructions
sUB ALB
TRHE A, 100000
JRST A _is_less
Do not use the CAMGE instruction. On a Lisp machine, use the code
(LV (BIT-TEST #0100000 (- A B))
<N iP5 Inss>)
130 not use the LESSE (or <) Dimetion,

P
-
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3.5 Packets

A packet consists of a header, which is 8 16-bit words, and zero or more 8-bit or 16-bit bytes
of accompanying data. In addition there are three words put on by the hardware, described
carlicr in this paper.

The following are the 8 header words:

Operation The most-significant 8 bits of this word arc the Opcode of the packet, a
number which tells what the packet means. The 128 opcodes with high-order
bit 0 arc for the use of the network itsclf. The 128 opcodes with high-order
bit 1 arc for use by users. The various opcodes are described in chapter 4,

page 20.
The least-significant 8 bits of this word are reserved for future use, and must
be zero.

Count The most-significant 4 bits of this word arc the forwarding count, which tells

how many times this packet has been forwarded by bridges. Its use is
explained in the Routing scction.

The least-significant 12 bits of this word are the data byte count, which tells
the number of 8-bit bytes of data in the packet. The minimum value is 0 and
the maximum value is 488. Note that the count i in 8-bit bytes cven if the
data are regarded as 16-bit bytes.

Destination Address
This word contains the network address of the destination host to which this
packet should be sent.

Destination Index 'This word contains the connection index at the destination host of -the
connection to which this packet belongs, or 0 if this packet does not belong to
any connection.

Source Address This word contains the network address of the source host which originated this

packet.

Source Index This word contains the connection index at the source host of the connection
to which this packet belongs, or 0 it this packet does not belong to any
conneetion.

Packet Number If this is a controlled packet, this word contains its identifying number.

Acknowledgement The use of this word s described in section 3.8, page 16,
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3.6 Data Formats

Data transmitted through Chaosnet generally follow Lisp Machine standards. Bits and bytes
arc numbered from right to left, or least-significant to most-significant. The first 8-bit byte in a
16-bit word is the one in the arithimetically least-significant position. The first- 16-bit word in a
32-bit double-word is the onc in the arithmetically Icast-significant position.

The character set used is dictated by the higher-level protocol in use. Telnet and Supdup, for
example, cach specifies its own ASCll-based character set. 'The "default” character set—used for
new protocols and for text that appears in the basic Chaosnct protocol, such as contact names—is
the Lisp Machine character sct [CHINUALL This is basically ASCII, augmented with additional
printing characters and a different set of format-effector (or "control”) characters.

Because the rules for bit numbering conflict with the native bytc-ordering in pdplOs, and
because it is quite expensive to rearrange the bytes using the pdpl0 instruction set, pdplls which
acl as front-ends for pdpl0s must reformat packets passing through them, and pdpl0s interfaced
directly to the network inust have interfaces capable of rearranging the bytes. 'This requires that
the nctwork protocols explicitly specify which portions of cach type of packet are 8-bit bytes and
which are 16-bit bytes. In general the header is 16-bit bytes and the data ficld is 8-bit bytes, but
certain packet types (OPN, STS, RUT, and opcodes 300 through 377) have 16-bit bytes in the
data field. Use of 32-bit data is rarc, so no provision is made for putting 32-bit data into the
standard format for pdpl0s. On our current network pdpl0s are the only hosts which require this
packet reformatting assistance, because most modern computers number their bits and bytes from
least-significant to most-significant.

The cffect of this is that uscr programs that use the Chaosnet always sce the data in a packet
and its header in the native form of the machine they are running on, and the nccessary
conversions are automatically applied by the network. 'This statement applics to the order of bits
and bytes within a word, but not to the character set (when packets contain textual data) which is
dictated by protocols.

Unlike some other network protocols, Chaosnet docs not use any software checksumming.
Because of the diversity of hosts with different architectures attached to the Chaosnet, it is
impossible to devise a checkswnming algorithm which can be exceuted compatibly and cfliciently
on all hosts. Instead, Chaosnet relies on crror-checking hardware in the network interfaces, and
assumes that other sources of packet damage that checksums could deteet, such as software bugs
in a Network Control Program, ecither do not occur or will produce symptoms so obvious that
they will be detected and fixed immediately.

2.7 Routing

Routing consiats of deciding how (o deliver a packet to the network node specificd by the
destination address fickd of the packet, Having reached that vode,  the packel can trivially be
delivered o the destination user process via the destination index. T general touting may he a
il step provess ivolvine tansaission thoough scverd snbocts, since there may not be a direct
Pedware connection: bebween the soarce and the destination. Flote o the renting decision s

pde onaetely for cacli packet, it vo reforctiee o the concopt of conacciinng,
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Any host that is connected to more than one subnet acts as a bridge and forwards packets
from onc subnet to another when nccessary. There could also be hardware bridges which are not
hosts, although we have not yet designed any such device. Since routing does not depend on
conncctions, a bridge is a very simple device (or program) which docs not nced much state. This
makes the bridge function inexpensive to piggyback onto a computer which is also performing
other functions, and makes reliable bridge sofiware easy to implement.

The difference between a bridge and a gateway, in our terminology, is that a bridge forwards
packets from onc sub-Chaosnet to another, without modifying the packets or understanding them
other than to look at the destination address and increment the forwarding count, and does not
deal with connections nor with flow control, while a gateway interconnects two networks with
differing  protocols and must understand and  translate  the information  passing  through it
Gateways may also have to deal with flow and crror control because they connect networks with
slow or differing speeds. Bridges are suitable for local nctworks while gateways are suitable for
long-distance networks and for connecting networks not produced by the same organization.

To prevent routing loops, cach packet contains a forwarding-count field. Fach bridge that
forwards the packet increments this count; if the count reaches its maximum value the packet is
discarded.  'The error-control protocol will recover discarded packets, or decide that no viable
connection can be established between the two hosts.

The implementation of routing in an operating system is as follows, given a packet to be
routed, which may have come in from the network or may have been originated by the local
host.  First, check the packet’s destination address. I it is this host, reccive the packet.
Otherwise, increment the forwarding count and discard the packet if it has been forwarded too
many times. If the destination is some other host on a subnet to which this host is directly
connected, transmit the packet on that subnet; the destination host should receive it. If the
destination is a host on a subnet of which this host has no knowledge, lTook up the subnet in the
host's routing table o find the best bridge to that subnet, and transmit the packet to that bridge.

Iiach host has a routing table, indexed by subnet number, which tells how to get packets to
hosts on that subnet. Fuch entry contains: (exact details may vary depending on implementation)

Type The type of connection between the host and this subnet. This can be onc of
Direct, Bridge, ov Lixed Bridge.  Direct means a physical connection such as a
Chaosnet interface.  Bridge micans an indirect connection, via a packet-forwarding
bridge.  Which bridge is best (o use is to be discovered by this routing
mechanism. Fixed Bridge is the saime except that the automatic mechanism is not
to change which bridge is used. This is useful to set up cexplicit routing for
purposes such as network debugging,

Address [dentifies the connection to this subnet in a way which depends on the type. For
a direet connection. this identifics the picce of hardware which imiplements the
connection. (e might be a Unibus address.) For a bridge or a fixed bridge, this
i5 the network address of the bridge.

Cost A measure of the cost of sending o packet dnoueh this route. Costs are used (o
seboet e Best ponte frome amony aliornatives ino o way describod below. For a
divect conpection the cost iy 10 S o direct inteiliee between (wo computers {0,
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The routing table is initialized with the number of a more or less arbitrary existent host and a
high cost, for cach subnet to which the host is not directly connected.  Until the correct bridge is
discovered (which normally happens within a minute of coming up), packets for that subnct will
be bounced off of that arbitrary host, which probably knows the right bridge to forward them to.

The cost for subncts accessed via bridges is increased by 1 cvery 4 scconds, thus typically
doubling after a minute. When the cost reaches a "high™ value, it sticks there, preventing
problems with arithmetic overflow. The purpose of the increasing cost is to discount the value of
old information. The cost for subnets accessed via dircct connections and fixed bridges does not
increase.

Every 15 scconds, a bridge advertises its presence by broadeasting a routing (RUT) packet on
cach subnet to which it is directly connected. Each host on that subnet receives the RUT packet
and uses it to update its routing table. If the host’s routing table says to access a certain subnet
via bridges, and the RUT packet says that this is the best bridge to that subnet, the routing table
is updated to say that this bridge should be used.

Note that it is important that the rate at which the costs incrcase with time be slow cnough
that it takes more than twice the broadcast interval to increase the cost of one hop to be more
than the cost of two hops. Otherwise the routing algorithm is not well-bchaved.  Suppose subnet
A has two bridges (a and g) on it, and bridge « is connected to subnet B but bridge g is not (it
goes to some other irrelevant subnet). Then if the costs increase too fast and bridges « and g do
not broadcast their RUT packets exactly simultancously, sometimes packets for subnet B may be
sent to bridge p because its cost appears lower. Bridge g will then send them to bridge «, where
they should have gone dircetly. In more complicated situations packets can go around in a circle
some of the time.

The source address of & RUT packet must be the hardware address of the bridge on the
particular subnet on which the packet is broadcast. ‘The destination address of a RUT packet
must be zero: RUT packets are not forwarded onto other subnets. The byte count of a RUT
packet is a multiple of 4 and the packet contains up to 122 pairs of 16-bit words:

word 1 The subnet number of a subnet which this bridge can get to, directly or
indirectly, right-adjusted.

word 2 The cost of sending to that subnet via this bridge. 'This is the current cost from
the bridge's routing table, plus the cost (or the subnet on which the routing
packet is being broadeast.  Adding the subnet cost climinates loops, and prefers
one-hep paths over twe-hop paths.

When a host receives a RUT packet, it processes cach 2-word entry by comparing the cost for
that subnet against its current costs i it s less or equal the cost and the addiess of the bridge
are entered inio the routing table, provided that that subnels routing table entry is not of the
Dircct or Fixed Bridge type.

When there are mltiple equivalent bridoes, the tradlic is spread amone thern only by virtue
of their RUT packets being sent al difterent tnes so that sometities one bridee o the lower
cosland somctinies the other, 10 this 't adeanates host couhd have badvicr coating icbles
whiteh rometinhen paore thon one pocble dore aad e thom ceeoetiae O hein e bt e conls, b
st thies b e Been neeesny e e pete oL ratte e net so ligi o Lo satarte gy ol
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The design of this routing scheme is predicated on the assumption that the nctwork geometry
is simple, there are few multiple paths, and the length of any path is quite short. This makes
more sophisticated schemes unnecessary.

An important feature of this routing scheme is that the size of the table is proportional-to the
number of subnets, not to the number of hosts. Thus it docs not take up an inordinate amount
of memory in a small computer, and no complicated dynamic allocation schemes are required.

In the case of a pdpl0 which accesses the Chaosnet through a front-end pdpll, we define the
interface between the two computers to be a subnet, and regard the pdpll as a bridge which
forwards packets between the network and the pdpl0. This gives the pdpl0 and the pdpll
scparate addresses so that we can choose to talk to cither one, even though they arc part of the
same computer system. This is occasionally useful for maintenance purposes. It becomes more
uscful when the front-end pdpl!l has peripherals which are to be accessed through the Chaosnet,
since they can simply look like hosts on that pdpll’s private subnet.

In the case of a host which is attached to more than one subnet, it is undesirable for the host
to have more than onc address, since this would complicate user programs which use addresses.
Instead, one of the host's network attachments is designated as primary, and that address is used
as the host’s single address. The other attachments are regarded as bridges which can forward to
that host. Somectimes, we simplify the routing by inventing a new subnet which contains only that
host and has no physical realization. The host’s address is an address on that fake subnet. All of
the host’s network attachments are regarded as bridges which know how to forward packets to that
subnet.

The JTS host table allows a host to have multiple addresses on multiple networks, but when
you ask for rthe address of a certain host on a certain network you only get back the primary
address. All packets coming from that host have that as their source address.

3.8 ¥low and Error Control

The Network Control Programs (NCPs) conspire to ensure that data packets arc sent from
user to user with no garbling, duplications, omissions, or changes of order.  Sccondarily, the
NCPs attempt to achieve a maximum rate of flow of data, and a minimum of overhead and
retransmission,

The fundamental basis of flow-control and crror-control in Chaosnct is retransmission.  Packets
which are damaged in transmission, which won’t it in bulfers, which are duplicated or out-of-
sequence, or which otherwise are embarrassing are simply discarded.  Packets are periodically
retransipitted intil an indication that they have been successfully received s returned.  This
retransinission is end-to-end; any intenmediate bridges do not participate in flow-control and error-
control, and hence are free o discard any packets they wish,

There are actually two ivds of packets, controlled and uncontrelled. Controlled packets are

cio,dneluding all packets ased by the wer (exeept
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Retransmission of a packet continues until stopped by a signal from the receiver to the sender
called a receipt. A receipt contains a packet number, and indicates that all controlled packets with
a packet number less than or cqual (modulo 65536) to that number have been successfully
reccived, and therefore need not be retransmitted any more. A reccipt does not indicate that
these packets have been processed by the destination user process; it simply indicates that they
have successfully arrived in the destination host, and are guaranteed to be there when the user
process asks for them.

There is another signal from the receiver to the sender, called an acknowledgement. An
acknowledgement also contains a packet number, and indicates that all controlled packets with a
packet number less than or cqual (modulo 65536) to that number have been rcad by the
destination user process. This is used to implement flow-control. Note that acknowledgement of a
packet implics receipt of that packet. In fact, if the recciving process docs not fall behind,
explicit receipts need not be sent, because the receiving host will not have to buffer any packets,
but will acknowledge them as soon as they arrive.

The purpose of flow-control is to match the speeds of the sending and recciving processes.
The cxtremes to be avoided are, on the one hand, too small a "buffer siz¢" causing the data
transmission rate to be slower than it could be, and on the other hand, large numbers of packets
piling up in the nctwork because the sender is sending faster than the recciver is receiving. It is
also nccessary to be aware that receipts and acknowledgements must be transmitted through the
network, and hence have an associated cost,

Chaosnct flow-control operates by controlling the number of packets "in the nctwork”. These
arc packets which have been emitted by the sending user process, but have not been
acknowledged. We define a window into the set of packet numbers. The beginning of this
window is the first packet number which has not been acknowledged, and the width of the
window is a fixed number cstablished when the connection is opened. The sending process is
only allowed to emit packets whose packet numbers lic within the window. Once it has cmitted
all of the packets in the window, the window is said to be full. Thus, the size of the window is
the "buffer size" for the connection, and is the maximum number of packets that may nced to be
bulfered inside an NCP (sending or receiving).  Acknowledgements move the window, making it
not full, and allowing the sending process to emit additional packets.

We do not veceipt and acknowledge every single controlled packet that is transmitted through
a connection, since that would deuble or teiple the number of packets sent through the network
to move a given amount of data. Instead we batch the receipts and acknowledgements.  But if
acknowledgements are not sent sufliciently often, the data will not flow smoothly. because the
window will often appear full to the sender when it is not.  If receipts are not sent sufliciently
olten, there will be unnecessary retransmissions.

Whenever a packet is sent through a conncection,  an acknowledzement for the reverse
direction ol that contcction is "picey-backed™ onto i, usine the Acknowledgement field in (he
packel header. Por interactive applications, where there s noch teadlic in both divections,  this
provides alb the necessary ackuowledeement aad receipting with no necd o send any extra packets
thronsh the nerwork.
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packet carries separate receipt and acknowledgement packet numbers.

When a user process reads a packet from the network, if the number of packets which should
have been acknowledged but have not been is morce than 1/3 the window size, an STS is
generated to acknowledge them. Thus the preferred batch size for acknowledgement is 1/3 the
window size. 'The advantage of this size is that if onc STS is lost, another will be generated
before the window fills up (at the 2/3 point).

When a packet is reccived with the same packet number as one which has alrcady been
successfully received, this is cvidence of unnccessary retransmission, and an STS is generated to
carry a receipt back to the sender. If this STS is lost, the next retransmission will stimulate
another one. Thus receipts are normally implied by acknowledgements, and only sent separately
when there is evidence of unnecessary retransmission.

Retransmission consists of sending all unreceipted controlled packets, cxcept those that were
last sent very recently (within 1/30°th of a sccond in ITS.) Retransmission occurs every 1/2
sccond. This interval is somewhat arbitrary, but should be close to the response time of the
systems involved. Retransmission also occurs in response to an STS packet, so that a receiver
mmay causce a faster retranmission rate than twice a sccond if it so desires. This should never cause
uscless retransmission, since STS carries a receipt, and very-recently-transmitted packets, which
might still be in transit through the network, arc not retransmitted.

Another opcration is probing, which consists of sending a SNS packet, in the hope of
cliciting cither an S1S or a 1.OS, depending on whether the other side believes the connection
exists.  Probing is used periodically as a way of testing that the connection is still open, and also
serves as a way to get STS packets retransmitted as a hedge against the loss of an
acknowledgement, which could otherwise stymic the connection. SNS packets are uncontrolled.

We probe every five scconds on connections which have unacknowledged packets outstanding
(a non-cmpty window) and on conncctions which have not received any packets (neither data “nor
control) for one minute. If a conncction receives no packets for 1 1/2 minutes, this means that at
least 5 probes have been ignored, and the counnection is declared to be broken; cither the remote
host is down or there is no viable path through the network between the two hosts.

The receiver can generate "spontancous™ STS's, to stimulate vetransmission and keep things
moving on fast devices with insufficient buffering for 172 second worth of packets. This provides
a way for the receiver to speed up the retransmission timeout in the sender, and to make sure
that acknowledges are happening often enough.

Note that the network still functions if cither or both partics to a connection ignore the
window. The window is simply an improver of efliciency.  Receipts have the same property. This
allows very small implementations to be compatible with the same protocol, which is useful for
applications such as bootstrapping through the network,

[t wonld be possible to have dynaic adjustment of the window size in response o observed
behavior. The 518 packet includes the window size so that changes (© it can be communicated.,
However, this has not been found necessary in practice. Paeh higher-lovel protocot has o standand
pro-detenined window siees ehich it coabdibhies whon e el opens o conmection, and this seems
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This scheme for flow-control and error-control is based on scveral assumptions. It is assumed
that the underlying transmission media have their own checking, so that they discard all damaged
packets, making packet checksums unnecessary at the protocol level. The transit time through the
network is assumed to be fast, so that a fairly-small retransmission interval is practical, and
negative acknowledgements are not necessary. ‘I'he crror rate is assumed to be ltow so that overall
efficiency is not affected by the simple-minded crror recovery scheme of simply retransmitting all
outstanding packets. 1t is assumed that no reformatting of packets occurs inside the network, so
that flow-control and crror-control can opcerate on a packet basis rather than a byte basis.
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4, Software Protocol--Details

In the following scctions, cach of the packet Opcodes and the use of that packet type in the
protocol is described. Opcodes are given as an octal number, a three-letter code, and a name.

Unless otherwise specified, the use of the ficlds in the packet header is as follows. The
source and destination address and index denote the two cends of the connection; when an end
does not exist, as during initial connection establishment, that index is zero. The opcode, byte
count, and forwarding count ficlds have no variations. 'The packet number field contains
scquential numbers in controlled packets; in uncontrolled packets it contains the same number as
the next controlled packet will contain. The acknowledgement ficld contains the packct number of
the last packet seen by the user.

4.1 Connection Establishment

The following packet types arc associated with creating and destroying conncctions.  First the
packets arc described and then the details of the various conunection-cstablishment protocols are
given,

1 RFC Request for connection

All connections are initiated by the transmission of an RFC from the user to the server. The
data ficld of the packet contains the contact name. 'The contact name can be followed by
arbitrary argumecnts to the server, delimited by a space character. The destination index ficld of
an RI'C contains () since the destination index is not known yet.

REFC is a controlled packet;. it is retransmitted until some sort of response is received.
Because REC's are not sent over normal, crror-controlled connections, a special way of detecting
and discarding duplicates is required.  When an NCP receives an RIFC packet, it checks all
pending RIFC's and all connections which are in the Open or REFC-received state (see section 4.6,
page 23), to sce if the source address and index match; if so, the RFC is a duplicate and is
discarded.

12 L.SN [.isten

A server process informs the local NCP of the contact name to which it is listening by
sendding a LSN packet, with ihe contact name in the data ficld. ‘This packet is never transmilted
anywhere through the network, [t simply scrves as a convenient buffer o hold the server’s contact
e, When an RIFFC and a SN containing the same contact name meet, the LSN i discarded
and the RECis given to the server, putting its connection into the REFC-received state (see section
4.6, page 25). The server reads the REC and decides whether or not 1o open the connection.

2 OBN Open connection

OPN i the usual positive resporee fo REC The soree indes teld conveys the senver™s index
inher fothe veer e peers der mber was convered e the BEe The dain el o] 1
o
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user.  The Acknowledgement ficld of the OPN acknowledges the REC so that it will no longer be
retransmitted. ’

OPN is a controlled packet; it is retransmitted until it is acknowledged. Duplicate OPN
packets are detected in a special way; if an OPN is received for a connection which is not in the
RFC-sent state (sce scction 4.6, page 25), it is simply discarded and an STS is sent. 'This can
happen if the connection is opened while a retransmitted OPN packet is in transit through the
network, or if the STS which acknowledges an OPN s lost in the nctwork.

3 CLS Close connection

CLS is the negative response to RIFC. It indicates that no server was listening to the contact
name, and onc couldn’t be created, or for some reason the server didn’t feel like accepting this
request for a conncction, or the destination NCP was unable to complete the conncction (e.g.
connection table full.)

CLS is also used to close a connection after it has been open for a while, Any data packets
in transit may be lost. Protocols which require a reliable end-of-data indication should usc the
mechanism for that (sce scction 4.4, page 24) before sending CLS.

The data ficld of a CLS contains a character-string cxplanation of the rcason for closing,
intended to be returned to a user as an crror message.

CLS is an uncontrolled packet, so that the program which sends it may go away immediately
afterwards, leaving nothing to retransmit the CLS.  Since there is no error recovery or
retransmission mechanism for CLS, the use of CLS is necessarily optional; a process could simply
stop responding to its conncction.  However, it is desirable to send a CLS when possible to
provide an error message for the user,

4 FwD Forward a request for connection

This is a response to REC which indicates that the desired scrvice is not available from the
process contacted, but may be available at a possibly-different contact name at a possibly-different
host.t  The data  field  contains  the new  contact name  and  the  Acknowledgement
ficld-~cxeeptionally—contains the new host number. ‘The issuer of the REC should issue another
REC to that address. I'WD is an uncontrolled packet; if it is lost in the nctwork, the
retransmission of the REC will presumably stimolate an identical FWD,

5 ANS Answer to a simple transaction

This is another kind of response to RIFCL The dani field contains the entirety of the response,
and no connection s established, ANS is an uncontioiled packets i it s lost in the neiwork, the
retensmission of the REFC will presumably stimulite an identical ANS.

There are several connection-initiation protocols fruplemented with these packel types.

WWhon o BEFC anven ot o hos, e PIOP Binds s wer proc e that B lsionb o o (s 20
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given the RFC as data, so that it can look at the contact name and any arguments that may be
present,

A stream connection is initiated by an REC, transmitted from user to scrver. 'The server
returns an OPN to the user, which responds with an STS. These three packets convey the -source
and destination addresses, indices, initial packet numbers, and window sizes between the two
NCP’s. In addition a character-string argument can be conveyed from the user to the server in
the RFC.

The OPN scrves to acknowledge the RIFC and extinguish its rctransmission. It also carrics the
scrver’s index, initial packet number, and window size. The STS serves to acknowledge the OPN
and extinguish its rctransmission, It also carrics the user’s window size; the user's index and
initial packet number were carried by the RFC. Retransmission of the RFC and the OPN
provides reliability in the face of lost packets. 1If the RFC is lost, it will be retransmitted. 1f the
STS is lost, the OPN will be retransmitted. If the OPN is lost, the RFC will be retransmitted
superfluously and the OPN will be retransmitted since no STS will be sent.

The cxchange of an OPN and an STS tells cach side of the connection that the other side
belicves the connection is open; once this has happened data may begin to flow through ihe
connection. The user process may begin transmitting data when it sces the OPN. The server
process may begin transmitting data when it sces the STS. These rules ensure that data packets
cannot arrive at a receiver before it knows and agrees that the connection is open. If data packets
did arrive before then, the receiver would reject them with a LOS (sce below), believing them to
be a violation of protocol, and this would destroy the connection before it was cver fully
cstablished.

Oncc data packets begin to flow, they arc subject to the flow and crror control protocol
deseribed in section 3.8, page 16, ‘Thus a strcam connection provides the desired reliable,
bidirectional data strecam,

A refusal is initiated by an REC in the same way, but the server returns CLS rather than
OPN. The data field of the CLS contains the reason for refusal to connect.

A forwarded connection is initiated by an RIFC in the samc way, but the server returns a
FWD, telling the user another place to look for the desired service.

A simple transaction is initiated by an RIFC from user to server, and completed by an ANS
from server o user.  Since a full conncction is unet established wnd the reliable-transmission
miechanism of connections is not used, the user process cannot be sure how many copies of the
REC the server saw, and the scrver process cannot be sure that its answer ot back to the user.
This means that simple transactions should not be used for applications where it is important to
know whether the transaction was really completed, nor for appiications in which repeating (he
same  query  might produce a different answer.  Simple  transactions are a simple  ellicient
mcchanisin for applications such as extiacting a small picce of information fe.e. the e of day)
from a cential data-base,
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4.2 Status

7 STS Status

STS is an uncontrolled packet which is used to convey status information between NCPs. The
Acknowledgement ficld in the packet header contains an acknowledgement, that is, the packet
number of the last packet given to the recciving user process. 'The first 16-bit bytc in the data
ficld contains a receipt, that is, a packet number such that all controlled packets up to and
including that one have been successfully received by the NCP. ‘The sccond 16-hit byte in the
data field contains the window size for packets sent in the opposite direction (to the end of the
connection which sent the STS). The byte count is presently always 4. This will change if the
protocol is revised to add additional items to the STS packet.

6 SNS Sense status

SNS is an uncontrolled packet whose sole purpose is to cause the other end of the connection
to send back an STS. 'This is used by the probing mechanism described above (see page 18).

11 LOS Lossage

LOS is an uncontrolled packet which is used by one NCP to inform another of an error. The
data field contains a character-string cxplanation of the problem. The source and destination .
addresses and indices are simply the destination and source addresses and indices, respectively, of
the erroncous packet, and do not necessarily correspond to a connection. When an NCP receives
a LOS whose destination corresponds to an existent conncction and whose source corresponds to
the supposed other end of that connection, it breaks the conncction and makes the data ficld of
the 1.OS available to. the user as an error message. Other 1.OS’s, that don’t correspond to
connections, are simply ignored.

LOS is sent in response to situations such as: arrival of a data packet or an SIS for a
conncection that does not exist or is not open, arrival of a packet from the wrong source for its
destination, arvival of a packet containing an undefined opcode or too large a byte count, cte.

[LOS’s arc given to the user process so that it may read the error message.
No LOS is given in response to an OPN to a connection not in the RIFC-Sent state, nor in
response to a SNS to a connection not in the Open state, nor in response to a LOS to a non-

existent or broken connection. ‘These rules are impottant to make the protocols work  without
timing crrors. An OPN or a SNS to a non-existent connection elicits a LOS.
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4.3 Data

200-277 DAT 8-bit Data

Opcodes 200 through 277 (octal) are controlled packets with user data in 8-bit bytes in the
data field. The NCP treats all 64 of these opeodes identically; some higher-level protocols usc the
opcodes for their own purposes. The standard default opcode is 200,

300-377 DAT 16-bit Data

Opcodes 300 through 377 (octal) are controlled packets with user data in 16-bit bytes in the
data ficld. The NCP treats all 64 of these opcodes identically; somce higher-level protocols usc the
opcodes for their own purposes. The standard default opcode for 16-bit data is 300.

15 UNC Uncontrolled Data

This is an uncontrolled packet with user data in 8-bit bytes in the data field. It exists so that
user-level programs may bypass ‘the fow-control mechanism of Chaosnct protocol. Note that the
NCP is free to discard these packets at any time, since they arce uncontrolled. Since UNC’s are
not subject to flow control, discarding may be neccessary to avoid running out of buffers. A
conncction may not have more input packets queued awaiting the attention of the user program
than the window size of the conncction, except that you are always allowed to have one UNC
packet queued. If no nomal data packets are in use, up to onc more UNC packet than the
window size may be qucued.

UNC packets are also used by the standard protocol for encapsulating packets of forcign
protocols for transmission through Chaosnct (sce chapter 6, page 32).

4.4 I'nd-of-Data

14 EOF Fnd of Iile

1014 is a controlled packet which serves as a "logical end of data™ mark in the packet stream.
When the user program is icnoring packets and treating a Chaosnet connection as a conventional
bytestrcam [/0 device, the NCP uses the EOE packet to convey the notion of conventional end-
of-file from onc end of the connection to the other. When the user program is working at the
packet level, it may transmit and receive EOF's,

FOF packets are used in the following protocol which is the recommended way to reliably
determine that all data have been ransterred belore closing a connection (in applications where
that Iy an important consideration).

The important isoe i that neither side may send o CES undl both sides are sore that @l the
(rat v been tansiitied. After sending odl the daia 0 is going o send, inclading an BOL
cackel doonpak the cnd, the sending process waits dor ol packeis o beoackaowdedeed. Thiy
coothat the rooeiver Do cecns adl the chan mnd knowes ot oo mre dats e o come, The
ooy e cloies e conpoction. MVhen thie peceiving proses soes an RO T kpows
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until a brief timeout clapses. The timeout is to provide for the case where the sender’s CLS gets
lost in the nctwork (CLS cannot be retransmitted). The timeout is long cnough (a few seconds)
to make it unlikely that the sender will not have scen the acknowledgement of the EOQF by the
time the timeout is over.

To use this protocol in a bidirectional fashion, where both parties to the connection are
sending data simultancously, it is nccessary to use an asymmectrical protocol.  Arbitrarily call one
party the uscr and the other the server. The protocol is that after sending all its data, cach party
sends an EOF and waits for it to be acknowledged. 'The scrver, having scen its EOF
acknowledged, sends a sccond EOF. The user, having scen its EOF acknowledged, looks for a
sccond EOF and then sends a CLS and goes away. The server goes away when it sces the user’s
CLS, or after a bricf timecout has clapsed. This asymmetrical protocol guarantees that cach side
gets a chance to know that both sides agree that all the data have been transferred. The first
CLS will only be sent after both sides have waited for their (firsty FOF to be acknowledged.

4.5 Low-level

13 MNT Maintcnance

MNT is a special packet type reserved for the usce of network maintenance programns. Normal
NCPs should simply discard any MNT packets they receive.  MNT packets are an  escape
mechanism to allow special programs to send packets that are guaranteed not to get confused with
normal packets. MIN'T packets arc forwarded by bridges although usually one would not be
depending on this,

10 RUT Routing Information

RUT is a special packet type broadeast by bridges to inform other nodes of the bridge’s
ability to forward packets between subnets. The source address is the network address of the
bridge on the subnet on which the RUT was broadcast. The destination address is zero. 'The
byte count is a multiple of 4, and the data ficld contains a scries of pairs of 16-bit bytes: a
subnet number and the "cost™ of getting to that subnet via this bridge. ‘The packet number and
acknowledgement fields are not used and should contain zero. Sce section 3.7, page 13 for the
details.

4.6 Connection States

A user process cots to Chaosnet by means of a capability or channcl (dependent on the host
operating system) which corresponds to one end ol o conncction.  Associated with this channel are
a number of buflers containing controlled packets output by the user and not yet reccinted. and
data packets received fiom the petwork bine not yet read by the user; soime of these incoming
packety are in-order by packet nomber and henee may be read by the user, while others are out
of order and cannot bo oread il packets cartior in the siican have been reecived, Ceriain
conirol packets are also piven to the user as i hey were data packers Thee are REC, ANS,

s

Ol 1 O8N O, and UM RO B the only tepe thial can cver e cubolonder,

RO AU IR RIS R KR AR TP R IRIDES



Conncction States 26 Chaosnet

Also associated with the channel is a state, usually called the conmection state. 1ull
understanding of these states depends on the descriptions of packet-types above. The state can be
onc of:

Open The connection cxists and data may be transferred.
Closed The channel does not have an associated connection. Either it never had one or it

has received or transmitted a CLS packet, which destroyed the conncction.

Listening The channel does not have an associated conncction, but it has a contact name
(usually contained in a LSN packcet) for which it is listening.

RIC Received A Listening channel enters this state when an RFC arrives. [t can become Open
if the user process accepts the request,

RIC Sent The user has transmitted an RFC. The state will change to Open or Closed when
the reply to the RFC comes back.

Lost The connection has been broken by receiving a 1LOS packet.

Incomplete Transmission
The connection has been broken because the other end has ceased to transmit and
to respond to SNS. Either the nctwork or the foreign host is down. (This can
also happen if the local host goes down for a while and then is revived, if its
clock runs in the meantime.)

loreign The channel is talking some forcign protocol, whose packets arc encapsulated in
UNC packets. As far as Chaosnet is concerned there is no connection., See
chapter 6, page 32 for the details.
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5. Higher-Level Protocols

This chapter bricfly documents some of the higher-level protocols of the most general intercst.
There are quite a few other protocols which are too specialized to mention here. Al protocols
other than the STATUS protocol arc optional and are only implemented by those hosts that need
them. All hosts are required to implement the STATUS protocol since it is used for network
maintcnance,

5.1 Status

All network nodes, cven bridges, are required to answer RFC’s with contact name STATUS,
returning an ANS packet in a simplc transaction. This protocol is primarily used for nctwork
maintenance. ‘The answer to a STATUS request should be generated by the Network Control
Program, rather than by starting up a server process, in order to provide rapid response.

The STATUS protocol is used to determine whether a host is up, to determine whether an
operable path through the network exists between two hosts, to monitor network crror statistics,
and to debug new Network Control Programs and ncew Chaosnet hardware. The hostat function
on the Lisp machine, and the Hostat command of the CHATST program on ITS arc user ends
for this protocol.

The first 32 bytes of the ANS contain the name of the node, padded on the right with zero
bytes. “The rest of the packet containg blocks of information expressed in 16-bit and 32-bit words,
low byle first (pdpl1/Lisp machine style). The low-order half of a 32-bit word comes first. Since
ANS packets contain 8-bit data (not 16-bit), machines such as pdpl0s which store numbers high
byte first will have to shuflle the bytes when using this protocol. The first 16-bit word in a block
is its ideatification. The second 16-bit word is the number of 16-bit words to follow. The
remaining words in the block depend on the identification.

This is the only block type currently defined.  All items are optional, according to the count
field, and cxtra items not defined here may be present and should be ignored. Note that iteras
after the first two are 32-bit words,

word 0 A number between 400 and 777 octal. This is 400 plus a subnet number. This
block contains information on this host’s direet connection to that subnet.

word 1 The number of 16-hit words to follow, usually 16.

words 2-3 The number of packets received from this subnet,

words 4-5 The number of packets transmitted to this subnet.

words 6-7 The number of transmissions o this subpnet aborted by collisions or because the

recetver was busy.

words 8-9 The number of incoming packets frome this subnet lost because the host had not
yet read o previens packet out ol the interface and consequently  the interface
could not caplure the packet.

words 10-11 Phe vumber of incoming packets Trom this abnet with CRC errors The s weee

cither taranited wrone or donraecd o uansaasion,
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words 12-13 The number of incoming packets from this subnet which had no CRC error when
reccived, but did have an crror after being rcad out of the packet buffer. This
crror indicates cither a hardware problem with the packet buffer or an incorrect
packet length. :

words 14-15 The number of incoming packets from this subnet which were rejected due to
incorrect length (typically not a multiple of 16 bits).

words 16-17 The number of incoming packets from this subnet rejected for other reasons (e.g.
too short to contain a header, garbage byte-count, forwarded too many times.)

If the identification is a number between 0 and 377 octal, this is an obsolete format of block.
The identification is a subnet number and the counts are as above cxcept that they are only 16
bits instead of 32, and consequently may overflow. This format should no longer be sent by any
hosts.

Identification numbers of 1000 octal and up are reserved for future use.

5.2 Pulsar

For network maintcnance purposes, certain network nodes support a simple transaction with
contact name PULSAR, which controls a "pulsar” featurc. This featurc periodically transmits a
short packet which can be used to test and adjust cable transceivers. ‘I'he packet consists of the
thice hicader words, a zcro word, and a word of alterpating ones and zeros. [t is addressed to
host 177777 which is guarantced not to cxist.

The returned ANS contains a single character, which is a digit. A 0 mcans that the pulsar is
turned off. Any other digit indicates the number of sixticths of a second between pulses. Sending
an REFC with a digit as an argument sets the state of the pulsar to that digit, and rcturns an ANS
containing the new statg,

5.3 Telnet and Supdup

The Telnet and Supdup protocols of the Arpanct [TELNET] [SUPDUP] exist in identical form
in Chaosnet. These protocols allow access to a coimputer system as an interactive terminal from
another network node.

The contact names are TELNET and SUPDUP. The direct borrowing of the Telnet and
Supdup protocols was cased by their use of 8-bit byte streans and only a single connection.  Note
that these protocols define their own character sets, which difler from cach other and from the
Chaosnet standard character set.

Chaosnet contains no counterpart of the ITNRZINS attendon-geting feature of the Arpanet.

The Telnel protocol sends o packet with opeode 201 in place of the INS signal. This is a
controtled packet and henee docs not provide the "ont of band” featuee of the Arpanet INS,
howover it s satisfactory tor the Teloet "interrapt proces™ and "discard omput™ operaions on (he
Finds of houts atached (o Cliosnet,



Chaosnet 29 File Access

5.4 File Access

The FILE protocol is primarily used by Lisp machines to access files on nctwork file servers,
ITS and TOPS-20 arc cquipped to act as file servers. A uscr end for the file protocol also cxists
for TOPS-20 and is used for gencral-purposc file transfer. For complete documentation on the file
protocol, sce [FILE]. The Arpanct file transfer protocols have not been implemented on the
Chaosnet (cxcept through the Arpanct gateway described below).

5.5 Mail

The MAIL protocol is used to transmit inter-user messages through the Chaosnet. The
Arpanct mail protocol was not used because of its complexity and poor state of documentation.
This simple protocol is by no means the last word in mail protocols; however, it is adequate for
the mail systems we presently possess.

The sender of mail connects to contact name MAIL and cstablishes a strcam conncction. Tt
then sends the names of all the recipients to which the mail is to be sent at (or via) the server .
host. The names arc sent onc to a linc and terminated by a blank line (two carriage returns in a
row). 'The Lisp Machine character sct is used. A reply (see below) is immediately returned for
cach recipient. A recipient is typically just the name of a user, but it can be a uscr-atsign-host
scquence or anything clse acceptable to the mail system on the server machine. After sending the
recipients, the sender sends the text of the message, terminated by an EOF. After the mail has
been successiuily swallowed, a reply is sent.  After the sender of mail has read the reply, both
sides close the connection,

In the MAIL protocol, a reply is a signal from the server to the user (or sender) indicating
success or failure.  The first character of a reply is a plus sign for success, a minus sign for
permanent failure (e.g.'no such user exists), or a percent sign for temporary failure (¢.g. unable to
receive message because disk is full). The rest of a reply is a human-rcadable character string
explaining the situation, followed by a carriage return.

The message text transmitted through the mail protocol normally contains a header formatted
in the Arpanct standard fashion. [RFCT733]

5.6 Send

The SEMND protocol is used o transmit an interactive message (requiring immediate attention)
between users. The sender conncets to contact nane SEND at the machine to which the recipient
is logged in. The remainder of the REC packet contains the name of the person being sent to.
A stieam connection is opened and the miessage s transmitted, followed by an POV, Boih sides
close alter following the cnd-of-data protocol deseribed in section 44, page 24 ‘The fact that the
O was pesponded oo aitirmadively indicates that the recipient is in et preseat and aceepling
messages. The messaee ext shoeukd beein with o suitble header, naming the wer that sent the
sages The stindard tor such headers, not cwrently adbered w by all hosts, is one line
fornatied as in the following connple:

Hooptiib b M8 aa1a7/31 02206017
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5.7 Name

The Name/Finger protocol of the Arpanct [FINGER] exists in identical form on the Chaosnet.
Both Lisp machines and timesharing machines support this protocol and provide a display of the
uscr(s) currently logged in to them,

The contact name is NAME which can be followed by a space and a string of arguments like
the "command fine” of the Arpanct protocol. A strecam connection is established and the "finger"”
display is output in Lisp Machine character set, followed by an EOF,

Lisp Machines also support the FINGER protocol, a simple-transaction version of the NAME
protocol. An RIFC with contact name FINGER is transmitted and the response is an ANS
containing the following items of information separated by carriage returns:  the logged-in user DD,
the location of the terminal, the idle time in minutes or hours-colon-minutes, the user’s full
name, and the user’s group affiliation.

5.8 Time

The Time protocol of the Arpanct [TIME] cxists on Chaosnet as a simple transaction.  An
REC to contact name TIME evokes an ANS containing the number of scconds since midnight
Greenwich Mean Time, Jan 1, 1900 as a 32-bit number in four 8-bit bytes, least-significant byte
first.  Some computers—Lisp machines, for example—which don’t have hardware calendar-clocks
use this piotocol to find out the date and time when they first come up.

5.9 Arpanet Gateway

This protocol allows a Chaosnet host to access almost any service on the Arpanct.  The
gateway server runs on cach I'TS host that is connected to both networks. [t creates an Arpanct
connection and a Chaosnet connection and forwards data bytes from one to the other. It also
provides tor a one-way auxiliary connection, used for the data conncction of the Arpanct Iile
Transfer Protocol.

The REC packet contains a contact name of ARPA, a space, the name of the Arpanet host to
be connected to, optionally followed by a space and the contact-socket number in octal, which
defaults to 1 if omitted.  The Arpanct Initial Connection Protocol is used to cstablish a bi-
directional 8-bit connection,

If a data packet with opcede 201 (octal) is received, an Arpanet INS signal will be
transmitted.  Any data bytes in this packel are trmsmitted normally.

If & data packet with opcode 210 (octal) is received. an anxiliary connection on cach network
is opened. The fird eight data bytes are the Chaosnet contect name for the ausiliary connection:
the user should send an RIFCowith this name o the server. The next fonr data bytes we the
Arpanet socket nomber to be cormectod o, in the wrong order, most=siznilicant byte first, The

bytesize of the suxiliaty conneclon is & bils.

Ahe ool cliting o o Mpoet conie Hon cotre ponds oo FOL pocket. Closding due to

anccrror, soch as et Diead corioondds tooa CFS packet
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5.10 Dover

A press file may be sent to the Dover printer by connecting to contact name DOVER at host
Al-CHAOS-11. 'This host provides a protocol translation service which translates from Chaosnet
strecam protocol to the EFTP protocol spoken by the Dover printer. Only one-file at a time can
be sent to the Dover, so an attempt to usc this scrvice may be refused by a ClS packet
containing the string "BUSY". Once the conncction has been cstablished, the press file is
transmitted as a sequence of 8-bit bytes in data packets (opcode 200). [t is necessary to provide
packets rapidly cnough to keep the Dover’s program (Spruce) from timing out; a packet cvery
five scconds suffices. Of course, packets are normally transmitted much more rapidly.

Once the file has been transmitted, an FOF packet must be sent. 'The transmitter must wait
for that EOF to be acknowledged, send a sccond one, then close the connection. ‘The two EOF’s
arc nccessary to provide the proper connection-closing scquence for the EFTP protocol. Once the
press file has been transmitted to the Dover in this way and stored on the Dover’s local disk, it
will be processed and prepared for printing, and then printed.

If an error message is returned by the Dover while the press file is being transmitted, it will
be reported back through the Chaosnet as a 1.OS containing the text of the crror message. Such
cerrors are fairly common; the sender of the press file should be prepared to retry the operation a
fow times.

Most programs that send press files to the Dover first wait for the Dover to be idle, using the
Foreign Protocol mechanism ot Chaosnet to check the status of the Dover. This is optional, but
is courteous to other users since it prevents printing {rom being held up while additional files are
sent to the Dover and queued on its local disk.

{t woula be possible to send to a press file to the Dover using its EFTP protucol through the
FForeign Protocol mechanism, rather than using the AI-CHAOS-11 gateway scrvice. This is not
usually done because EFTP, which requires a handshake for every packet, tends to be very slow
on a timesharing system.
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6. Using Foreien Protocols in Chaosnet
)

As seen above, foreign protocols which arc based on the idea of a bidircctional (or
unidirectional) stream of 8-bit bytes can simply be adopted wholesale into Chaosnet, using a
Chaosnet stream conncction instead of whatever stream  protocol the protocol was  originally
designed for. This was done with the Arpanct Telnet protocol, for example.

When using such protocols between a Chaosnet process and a process on a foreign network, a
protocol-translating gateway stands at the boundary between the two networks and has a
conncction on both nctworks. Bytes received from one connection are transmitted out the other.
If the protocol uses any features besides a simple stream of bytes, for instance special out-of-band
signals, these are translated appropriately by the gateway. The conncction is initially set up by
the user end connecting cexplicitly to the protocol-translating gateway and demanding of it a
certain service from a certain host on the other network; the gateway then opens the appropriate
pair of conncctions. For an example of this, refer to the Arpanct gateway (scc scction 5.9, page
30).

However, there are many packet-oriented protocols in the world and sometimes it is desirable
to access these protocols at the packet level rather than the conncction level, and to transport the
packets of these protocols through Chaosnct links without using a Chaosnet connection. IFor
cxamiple, there are gateways attached to Chaosnet which provide connections to other networks
that use PUP and Internet as their packet protocols. User processes in Chaosnet hosts may talk to
these other networks in those networks’ own protocols by using the forcign-protocol protocol of
Chaosnet.

A forcign packet is transmitted through Chaosnet by storing it in the data ficld of an UNC
packet.  The foreign packet is regarded as being composed of 8-bit bytes. The source and
destination addresses of the UNC packet are used in the usual fashion to control the delivery of
the packet within Chaosnct. The packet number and acknowledgement ficlds of the packet header
are not used for their normal purposes, since this packet is not associated with a Chaosnet stream
connection. By convention, the acknowledgement field of the packet contains a protocol nuinber.
The number 100000 octal means Internet and the number 100001 octal means PUP. Other
nunibers will be assigned as needed. The packet number Held of the packet can be used for any
purpose.

If a wser process transmits an UNC packet through a Chaosnet channel which is in the Closed
stale (see section 4.6, page 25), the channel goces into the Foreign state and the NCP assumes that
the user is not talking normal Chaosnet protecol, but is using Chaosnet to transport packets of
some other protocol. The NCP (ills in the source address and index in these packets, but believes
whatever destination address and index are placed in the packet by the user. The packet number
and acknowledgement fields of the UNC packets are not touched by the NCP. Any incoming
UNC packets addressed o the user’s index on this Tost will be given to the user, regardless of
thetr source asldiess/index: iU s up to the user progiam o filter ont any unwanted packets. The
NCP should alo provide a way for one user o reecive any uncladmed incoming UUNC packets, 50
thai rendezvous subprotocols of forcian protocols ooy be simatated.

Whoen o packet-translatine eateway o a0 forckan network reeeives an UNMC packet with the
deprepade protecsh amebers e et the Toreion pocket from ibe daty ekl and fies 1 dndo the

fonecwin netvoihe When e recaves pachets from e forclyn noework, it anaps e deahinition
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address of the packet into a Chaosnet address and index in some suitable fashion, encapsulates
the packet in an UNC, and launches it into Chaosnet,

For PUP the address mapping is straightforward, since PUP and Chaosnet use similar
addressing techniques [ETHERNET]. The host address spaces arce the same. The Chaosnet index
maps dircctly into the low-order 1€ bits of the PUP port number, and the high-order 16 bits are
zero. When a PUP is encapsulated in a Chaosnet packet, its PUP header duplicates the addresses
in the Chaosnet header. When a PUP is reccived by a PUP/Chaosnct gateway, a Chaosnet
header can casily be constructed from the PUP header. The AIFCHAOS-11 is attached to the
MIT Chaosnet and the MIT Ethernet and provides a PUP/Chaosnet gateway. It advertises to
cach network its ability to route packets to host addresses in the other network, using that
network’s routing protocols. When it receives a packet from one network that is destined for the
other, it does the appropriate encapsulation or de-encapsulation and sends the packet on its way.
AI-CHAOS-11 also acts as a bridge between several Chaosnct subnets and provides a protocol-
translating gateway for sending Press files to the Dover printer (a protocol-translating gateway is
necessary for this application because the printer’s native protocol, which could be used through
the forcign-protocol protocol, cannot be implemented efficiently under a timesharing system).

In the case of Internct, only protocols built on the idea of perts can be straightforwardly
supported without a table of connections in the gateway. The Internet address space includes the
Chaosnct host address space as a subset but does not provide any address breakdown within a
host unless ports are used. However, it appears that most protocols are built on a protocol that
uses ports, such as the User Datagram Protocol [UDP] or the Transmission Control Protocol
[TCP].

In the case of forcign protocols other than PUP, where the addressing structure is not
identical to Chaosnet, a program must somchow know the Chaosnet address of a packet-
translating gateway to the forcign network. By sending UNC packets to this gateway, a uscr
program can initiate connections to processes on that other network without requiring his local
NCP (nor any bridges involved in routing the packets) to know anything about the protocol he is
using. If the inter-network gateway translates rendezvous protocols appropriately, connections may
be initiated in the reverse direction also—from a user process on the foreign network to a server
for the forcign protocol that resides on a Chaosnet host.

The foreign-protocol protocol may also be used between two user processes on Chaosnet, with
no forcign network involved, if they simply wish to speak a different protocol from Chaosnet.
"They are on their own for a rendezvous mechanism, however, unless they use a Chaosnet simple
transaction for rendezvous or otherwise have some way of conveying their addresses and index
numbers to cach other.

When forcign packets are too large o fit in the data ficld of a Chaosnet packet (more than
483 bytes), the user program and the packet-translating gateway must agree on a technique for
dividing packets into- fragmients and resssembling them, unless the foreign protocol itsell provides
for this, as Internet docs, The packet-mimsber field dnoau UNEC packet is available for use by
such a technique, sinee UNC packets are not noimally numbered. This is not a problem with
PUP sinee de provides o protocol by which partics 10 a connection and gatcways aay complain
abont overy-kuoe packers and spectfy the maninoun proket size 1o be used.

VI i bt b e e d o ith acconoecion are wec il o otho thines Boabdos crog ehating
forcion profecols Any apphoation visch waids fooee Chaoened s seaply o pecker tansiission

vedinrg, coontialy the rys hondware, shenld we VRO pockels so e s pocheis do not
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interfere with standard packets and so that the standard routing mechanisms may be used. For
example, the MIT Architccture Machine uses UNC packets to communicaic with non-stream-
oriented 170 devices such as graphic tablets. Here Chaosnet is being used as an 170 bus which
may be attached to more than one computer.  Numbers between 140000 and 177777 octal in the
acknowledgement ficld of an UNC packet are reserved for such applications. Note that this
number is not part of the protocol; it is simply a hint about what a packet is being used for.
Normally no program that is not specifically supposed to deal with such packets would cver
receive one.
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7. Hardware Programming Documentation

This scction describes the Unibus version of the Chaosnet interface, which attaches to pdplls
and Lisp Machines. The interface contains one buffer which holds a received packet and a second
bulfer which holds a packet to be transmitted. Packets are moved between these buffers and the
computer under program contvol.  Direct memory access (DMA) is not used: the small gain in
performance was not thought to be worth the extra hardware complexity. The usual performance
penalty of programmed 1/0 is not incurred since the packet buffers can transfor data at the full
speed of the computer and neither busy waiting nor multiple interrupts arc required.

To transmit a packet, successive 16-bit words of the packet are written into the outgoing
packet buffer. The last word to be written is the cable address of the destination of the packet,
or 0 to broadcast it. The hardware is then told to initiate transmission. It waits until the cable is
not busy and this nodc’s turn to transmit arrives, then shifts the packet out onto the cable. At
the completion of transmission transmit-done is set and the computer is interrupted. 1f
transmission is aborted by a collision, transmit-done and transmit-abort are set and the computer
is interrupted.  As the packet is written into the outgoing packet buffer, a 16-bit cyclic redundancy
checksum is computed by the hardware. This checksum is transmitted with the packet and
checked by the recciver.

To receive a packet, the clear-receiver bit is asserted by the program. The next packet on the
cable which is addressed to this node, or is broadeast, will be stored into the incoming packet
buffer.  After the packet has been stored, the computer is interrupted. The packet buffer will
then not be changed until the next clear-receiver operation is performed, giving the computer a
chance to read out the packet. If a packet appears on the cable addressed to this node while the
incoming packet buffer is busy, a collision is simulated so as to abort the transmission. As a
packet is stored into the incoming packet buffer, the 16-bit cyclic redundancy checksum s
checked, and it is checked again as the packet is read out of the packet buffer. 'This provides full
checking for errors in the network and in the packet buffers.

"Ihe standard interrupt-vector address for the Chaosnet interface is 270. ‘I'he standard interrupt
priority level is 5. “The standard Unibus address is 764140, These are the device registers:
764140 Contmand/Status Register
This register contains a number of bits, in the usual pdpll style. All rcad/write bits arc
initialized to zero on power-up. Identificd by their masks, these are:
1 Timer Interrupt Enable (read/write).  Enables interrupts from the interval timer
present in some versions of the interface (not deseribed here).
2 Loop Back (read/write). 1f this bit is 1, the cable and transceiver are not used
and the interface is looped back to itself, This is for maintenance,
4 Spy (read/write). tF this bit is 1, the interface will ceceive all packers regardless
of their destination. 'This is for maintenance ad network monitoring.
10 Clear Receiver (weite only), Writing o 1 into this bit ¢lears Receive Done and
cnables the recoiver o receive another packet,
20 Tecenve Taierrapt Prable GeadZarite). 0 Recelve Done and Becere Interrpt
H

aaide are Both Ldhe conpne B intenuapted.
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40 ‘Iransmit Interrupt Enable (read/write). If Transmit Done and Transmit
Interrupt Enable arc both 1, the computer is interrupted.

100 ‘Transmit Abort (read only). 'This bit is 1 if the last transmission was aborted,
by a collision or because the receiver was busy.

200 Transmit Donc (rcad only). This bit is set to 1 when a transmission is
completed or aborted, and cleared to 0 when a word is written into the outgoing
packet buffer.

400 Clear Transmitter (write only). Writing a 1 into this bit stops the transmitter
and sets Transmit Done. 'This is for maintenance.

17000 Lost Count (rcad only). These 4 bits contain a count of the number of packets
which would have been reccived if the incoming packet buffer had not been
busy. Sectting Clear Receiver rescts the lost count to 0.

20000 Resct (write only). Writing a 1 into this bit completely resets the interface, just
as at power up and Unibus Initialize,

40000 CRC Error (read only). If this bit is 1 the receiver's cyclic redundancy
checksum indicates an crror.  This bit is only valid at two times; when the
incoming packet buffer contains a fresh packet, and when the packet has been
completely read out of the packet buffer.

100000 Rcceive Done (rcad only). A 1 in this bit indicates that the incoming packet
buffer contains a packet. .

764142 My Address (read)
Reading this location returns the network address of this interface (which is contained in a
set of DIP switches on the board).

764142 Write Buffer (write)
Writing this location writes a word into the outgoing packet buffer. The last word written
is the destination address.

764144 Read Buffer (rcad only)
Reading this location reads a word from the incoming packet buffer. The last three words
read are the destination address, the source address, and the checksum.

764146 Bit Count  (react only)
This location contains the number of bits in the incoming packet buffer, minus onc.
After the whole packet has been read out, it will contain 7777 (a 12-bit minus-one).
I .

764152 Start Transnission (read only)
Reading this location initiates transmission of the packet in the oulgoing, packet bulfer,
The wvalue read is the network address of this interface.  This method  for starting
(ransmission may seem sirange, but it makes it casier for the hardware o get the source
address into the packet,
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8. The ITS Iinplementation

8.1 System Calls

Note that the NETWRK subroutine package, page 42, provides a convenient interface to most
of these system calls for the assembly-language programmer,

8.1.1 Opening 170 Channels

Since I'I'S [/0 Channcls are unidirectional, a Chaosnct connection is represented by a pair of
channels, onc for input and onc for output. Operations that are not inherently directional, such
as finding out the state of the connection, may be done on cither channel (it makes no
difference).

Unlike cvery other device, you do not obtain these channels with the OPEN system call.
Instead a special system call, CHAOSO, is provided. This does not open a connection; it simply
gives you a pair of channels and a potential connection, in the Closed state, which can be opened
by transmitting a packet (an RFC for instance) through the output channel.

CHAOSO takes three arguments: the input channel number, the output channel number, and
the receive window size. If cither channel is currently open it is closed first (just as with OPEN).
CHAOSO rcturns no values. Error 6 (device full) is signalled if the system’s connection table is
full,

8.1.2 Input and Qutput

Input and output can be done on a Chaosnet conncction in terms of cither packets or 8-bit
bytes. 8-bit byte [70 is usually done with the SIOT system call; the 10T system call or the .1OT
uuo may also be used--the channel behaves as if it had been opened in unit mode.  8-bit byte
output is collected by the system into packets containing the maximum allowed number of bytes:
when a packet is full it is tansmitted with the standard data opeode (200).  Until a full packels
worth of bytes have been output nothing will be transmitted unless the FORCE system call is
nsed. &-bit input comes from packets with the data opcode (200). If an FOR packet is received,
the standard end-of-file behavior will occui——10T will retwrn the FOF character (-1.,3) and SIOT
will return with a non-zero residual byte count. If some other kind of packet is received, an 10C
error will be signalled (sce below) T6 PKTIOT (sce below) is used to read out a non-dara packet,
stream input may be continued past it.

Bit L4 in the control bits is "don’t hang™ mode for toth input and output. When SIOT s
done with this bit specitied, and no input is available or the output window is full, it will simply
return without eansterting e fall nmbor of bytes specitied, "the byte pointer and byte-count
arpaments o HOT are apdated past the byvtes that woere transterred, When input 1OT &5 done in
“don’t hang™ mode, and no fnpuat iy avaatable, the BOEF charector ((13) & retwned. Ouaipuat 10T
should not be done i "don’t fang™ wode since it has no oway (o fudicate that it did not transnit
anvthing. I a0 non-duda packer by qoeelved, "don’t bang” mode will bobone the sare as i there

von o inpad availebde,
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Before doing 8-bit byte 170, the user program must open a Chaosnet stream connection by
transmitting and receiving the appropriate RFC, LSN, or OPN packets and following the protocol
described on page 21. The NETWRK subroutine package can be useful for this.

Input and output can be done in terms of packets by using the PKTIOT system call, The first
argument is the 1/0 channel number and the sccond is the address of the packet to be
transmitted or of a 126.-word buffer to contain the packet to be reccived. No values are returned.

Input PKTIOT will return data packets and the following types of control packets: RIEC,
OPN, FWD, ANS, CLS, LOS, EOF, and UNC. The other types of control packets arc for the
NCP’s internal use only. If no input packets arc available, PKTIOT will wait. If the connection
is in a bad state, an 10C crror will be signalled. This is discussed in the next scction.

Output PKTIOT will accept data packets and CLS, EOF, and UNC packets if the conncction
is open. Transmitiing an UNC packet when the connection is closed puts it into the [Foreign
Protocol state. RIFC, 1.SN, OPN, FWD, and ANS packets may be transmitted if the connection
is in the appropriate state. Transmitting a bad packet type or transmitting when the connection is
in the wrong state signals an 10C crror (sce the next section).  Normally the user scts only the
opcode and number of bytes fields in the packet header; PKTIOT fills in the rest. When sending
an RIFC, the user specifies the destination-host ficld and the system remembers it.  When sending
an UNC, the uscr specifics everything but the source host and index.

Note that PKTIOT docs not synchronize with 8-bit byte 1/0. If a partial packet’s worth of
bytes have been output, and then a packet is output with PKTIOT, that packet will get ahcad of
those bytes. 'The FORCE system call can be used to change this. I a partial packet's worth of
bytes have been input, and then a PKTIOT is done, those bytes will remain available to the
streamt and PKTIOT will read the next packet after them,

8.1.3 Interrupts

170 (sccond-word) interrupts occur if enabled when an /O operation formerly would have
hung but now will not. In other words, an interrupt occurs on the input channel when a packet
arrives while there are no input packets available, if the packet is of a type that input PKTIOT
would return.  An interrupt occurs on  the output channel if the window is full and an
acknowledgement arrives which makes some space in the window. Completely interrupt-driven
170 can casily be programmed for the Chaosnet, using the WHYINT system call (sce below).

An interrupt also occurs on the input channel when the connection state changes.

A %BPHOC interrupt (alse called an "1OC error”) occurs if any of a varicty of illegal
operations is performed. 10C crror 3 (non-recoverable data error) is signalled 6 a packet s
transmitted with PKTIOT and it has an itlegal sive or opeode in the header, JOC error 12 octal
{chanuel i dllcgal mode) s signalled i bywe or packer input or oulput is done with the
connection in the wreng state, - or i byte inputl is done aind a packet other than a normal data
packet or BOF s Tound.
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8.1.4 Miscellaneous Operations

The CLOSE system call, or the .CLOSE uuo, may be used to close the 170 channels and the
connection.  When both channels are closed, all buffers and other information associated with the
connection arc immediately discarded. If the connection is open a CLS packet is transmitted.
You can also transmit a CLS yoursclf, with an cxplanatory mcssage in it, before doing the
CLOSE.

The FORCE system call, or the .NETS uuo, can be used on an ouiput channel. [f there is
buffer containing a partial packet’s worth of 8-bit byte output, it is transmitted as a packet of less
than the maximum size.

The FINISH system call first does a FORCE and then waits for all packets that have been
transmitted to be acknowledged.

The RESET system call, and the RESET uuo, arc ignored, as on most devices. The RCHST
and RFNAME system calls, and the .RCHST uuo, return the standard information for a non-file
device, with device-name CHAOS:. No device-dependent information is returned.,

The WHYINT system call, given cither the input channcl or the output channel of a Chaosnet
connection, returns a lot of uscful device-dependent information about the connection;
val 1 ‘The device code, which is the value of the symbol %WYCHA.
val2  The state of the connection. Symbols {or the connection stales start with ihe prefix %CS:
%CSCLS  Closed (or never opened).
%CSLSEN  Listening for an incoming RFC.
%CSRFC  RFC reccived while listening; neither accepted nor rejected yet.
%CSRFS  RIFC sent, awaiting acceptance, rejection, or answer.
%CSOPN  Open.
%CSLOS  Broken by receipt of a LOS packet.

%CSINC  Broken by "incomplete transmission” (no response from foreign host for a
long tine).
%CSFRN  Using a forcign protocol, encapsulated in UNC packets.
val 3 The left half s the number of available input packets. This does net count out-of-order
packets.  This nwmber is increased by one if there is bulfered input available tor 8-bit
byte input.  This sumber is zero if the Chaosnel conncction is directly connected o a
STY (see STYNET).

The right hall is the number of oulput packets which have not yet been acknowledaed
and hence are cecupying space in the window,
val b The et hadf s the receive window size ad e vioht hed (i the pmosmit window sive,

val 5 e delt halt ds the input channel nmmber awd the vichn B0 B the output channel
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The NETBLK system call works similarly on the Chaosnet as on the Arpanet. The first
argument is a channel number (input or output). The second argument is a connection state code,
The third argument, which is optional, is a timcout in 30ths of a second. 1f it is not imincdiate
it is modificd. NETBLK hangs until the connection state is different from the specified state or
the timeout (if specified) clapses. Two values are returned: the current state of the connection
and the amount of time left.

The STYNET system call works similarly on the Chaosnct as on the Arpanct. [t allows a
Chaosnet connection and a STY (pscudo terminal) to be connected together so that a
Telnet/Supdup server program can provide efficient scrvice. The arguments are:

argl  The STY channel number.
arg2  The Chaosnct input channel number to connect it to, or -1 to disconnect it.
arg3  The Chaosnct output channel number. This is not actually used on the Chaosnet.

arg4  Up to three 8-bit characters, Icft-justified, to be transmitted when an output-reset is done
on the terminal. These characters arc protocol-dependent. If any unusual condition
occurs, including input of a byte with the high-order bit on from the network, the STY
will be disconnccted from the Chaosnet channel and the user will be interrupted. 1t is
illegal to do 170 on any of the involved channels without disconnecting them from cach
other first.

The CHAOSQ systemn call allows the ATSIGN CHAOS prograin, described below, to peck at
the queue of pending REC's. 1t takes one argument, which is the address of a 126-word bufter.
The first RIFC packet on the queuce is copied into this buffer and moved to the end of the queue.
If the queuc is empty, the system call takes the crror return.

8.2 Utility Programs

The K mode in the :PEEK command gives onc line of information for cach Chaosnct
connection in existence on the local machine, lists the number of packet buflers in existence and
free, and lists any queued RFCs (sce the following section).  Packet buffers are dynamically
allocated in groups of 8 from system memory.  Packet buffers in existence and not free may be in
use to contain packets being transmitted to or received from the -hardware, unreceipted output
packets, or input packets not yet rcad by the user program.

The information about a Chaosact connection printed by PEEK consists of®

IDX The connection index number (not including the uniquization bits).

USR The user index or 115 job number of the user process which owns the connection.
HINAME

JMAME The name of the user process which owns the conneciion,

STATE The state of the connection, This is one of the states listed in section 4.6, pave

25, abbreviated 1o six chavacters. LOWLVL means the fereipnprotocol state.

1St The number of input packets buffered and available 0 be icad by the user
provess,

P Ahe somber of dnpat prehers baflered bul ot vel aodlablo o e weer procesy
i ;
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these packets will become available.

NOS The number of output "slots” available in the window. The user process may
send this many packets before it will have to wait for an acknowledgement.

ACK The number of received packets which should be acknowledged but which have
not yet been. This will not stay non-zcro for more than a half second, since if it
is non-zero an STS will be transmitted.

R WIN The window size for the incoming half of this connection.
WINT The window size for the outgoing half of this conncction,
FOREIGN ADDR

The host name and index number of the other end of this connection. The =
command switches between host names and host numbers.

FLAG One or more single-letter flags indicating special things about the connection. The
following flags cxist:

C  The connection is half-closed (one of its 1/0 channels has been closed and
the other remains open).

F The connection is turned "off" as far as the interrupt side of the NCP is
concerned. No packets will be reccived or transmitted.

I The connection has an input buffer for stream (non-packet) input.

O The connection has an output buffer for stream (non-packet) output.

S An STS packet nceds to be sent.

T The connection is connected to a STY. In other words it is an incoming

Telnet or Supdup conncction and the system is providing the data transfer
between the connection and the pscudo terminal,

The :CHASTA command is a long-winded version of the above, It prints several lines of
information about cach connection that cxists, including the number of the next packet to be
given to the user, the number of the next packet to be output by the user, and the number of
the last packet acknowledged in cach direction,

The :CHARFC command, given a host name and a contact name in the command line, will
open a conncection and print whatever comes back (refusal, simple transaction, or any data that
emerge from a stream connection). ‘The contact name may of course be followed by a space and
arguments.  This command can be useful in connection with the STATUS protocol, to see if a
host s up (it will print its name followed by some garbage characters), and in connecdon with
the PULSAR protocol, 1o turn pulsars on and off.

The :CHATST command provides a vatiety of simple Chaosnet manipulating commands. Ran
it and type 2 tor a list of dhe commands. The H (hostat) conumand may be the most usetul: it
uses the STATUS protocol (o pel mctering information froms o haost and prints it nicely.

The HOST commmand - piven the naney of @ host i the command line, fooks up that host in
the esdem host ble and pring wha b Puewns aboat L cbedine 0 wmnciie sddieas, i

PUoconnmand piian oo nbie of Gl e B on
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8.3 Server Programs

When an RFC is received for a contact name for which there is no outstanding 1SN, the
REC packet is saved on a pending-RIC queue and a new process is created and made to run the
program in the file SYS:ATSIGN CHAOS. This program uses the CHAOSQ system call to find
out the contact name of the RFC. The contact name name is truncated to six characters if it is
longer. If a file named DSK:DEVICE;CHAOS name cxists, that file contains the desired server
program; it is loaded into the server process. When the server process is started, register 0
contains the contact name in sixbit and channel 1 is still open to the program file, The server
program must do a listen for its contact name, open the connection, log in, and so forth.

Thus a server for a new protocol can be added simply by putting a link on the DEVICE
directory. This directory is also used for Arpanct servers and for TS 170 device servers.

If no file is found, a file named DSK:DEVICE;CHAOS DFAULT is loaded if it exists. If it
does not exist either (which is normally the case) the RFC is ignored and the scrver process Kills
itsclf. After a while the system will refuse the RFC by sending back a CLS unless somecone
comes along and listens for it.

8.4 Subroutine Packages

The file SYSTEM;CHSDEF > can be .INSRT'ed into a Midas program to define symbols for
the format of a packet, the packet opcodes, and the states of a connection. ‘The symbol prefixes
arc %CO for opcodes, %CS for states, $CPK for packet-format byte-pointers, and %CP for
packet-format valucs.

The file SYSENG;NETWRK > can be INSRT'ed into a Midas program to provide a library of
subroutines for opening conncctions, listening for requests for connection, analyzing nctwork
crrors  and  printing  uscful messages to  the user, and accessing  the host-name  table
(SYSBIN;HOSTS?2).  All system programs that use the Chaosnet do so with the aid of these
subroutines.  NETWRK supports both Chaosnet and  Arpanct.  Documentation is provided in
comments at the beginning of the file,

i i ] % PP B S b N P - L
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9. The TOPS-20/TENEX Implementation

A Chaosnet conncction is represented by a JFN obtained from the CHA: dcvice. The
standard 170 operations can be performed on such a JFN, in which case the system will open a
Chaosnet stream connection and transfcr 8-bit bytes in both directions. When a Chaosnet
connection is used in this way, it is compatible with the rest of the TOPS-20 file and 170 systen.

Alternatively, special operations can be used to send and receive packets and do other
Chaosnet-specific operations on a Chaosnet JFN. These are described below.

For morc information, sce [CPR].

9.1 Opening Connections

A (potential) Chaosnct conncection is represented by a JFN. When the JFN is opened, an
actual Chaosnet conncction is created. The GTJFN syntax is as follows:

The device name is CHA:. 'The filename is the symbolic name or octal number of the host at
the other end of the connection, or a null string if it is desired to listen for an incoming Request
For Conncction rather than initiating a connection. The cxtension (filetype) is normally the
contact name; some special cases arc described below, Use of * names and JFN stepping is not
permiitted.  ‘The directory, gencration (version) number, and semicolon attributes are ignored if
preseid,

When the JFN is opened (with OPENF), normally the system will wait for the connection to
open up; a user conncction (nonblank filename) will wait for a response to be returned to its
RIC, and a scrver conncction (blank filename) will wait for an RIFC to come in to its contact
namc. If an RFC is refused or the forcign host is not up, OPENF will return an error. If data
mode 6 or 7 is used with OPENF, it will return immediately, without waiting for the conncction
to open. This is useful if you want to open several Chaosnet conncctions simultancously, or if
you want to determine the reason for failure if the connection does not open; if the normal data
mode 0 OPENF fails, the operating system will not let you rcad the CLS packet nor do the
MOERR opceration (described below).

There are a number of special cases in the GTJFN syntax. If the cxtension is a null string,
then the contact name is specificd by OPEMF rather than by GTJFN; AC3 contains the number
of characters in the contact name in the left half, and the address of the contact nmne in the
right half. In listening mode (the filename is a null string), then i the extension is also null, this
JEN will Tisten to any RIFC that iy not otherwise scrviced.  Privileges are required and only one
job at a time can do this. This mechanism is used by o systeny server process. W the filename is
null and the extension is a hyphen, the JER is put in a special mode for simple transactions;
packetdevel 170 miay be used o transmit any number of RECs and receive wny response packets
{(ANS, FWH, LOS, or CLS).

When a JFN i closed with CLOSE, 30 it has an open conncetion the end of data protocol s
used (e PO packet i tansnteed and it ek nowdedoement i evaited) and then o CLS packet
foainndods s B ol compleloiy inpleinented o comontte o PO S cont oed RaOEOF
Coebelewy et e ey 1 e VR e the BRCSReceboed nnae, b BED i potieod by

sending a U b
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9.2 Stream Input and ()ul‘puf

The normal 170 JSYSes (BIN, BOUT, SIN, SOUT) work on Chaosnet JFNs. When the
connection was created by listening, doing 170 to it automatically accepts it first (sending an
OPN). The input and output data are transmitted as 8-bit bytes in standard data packets (opcode
200). On input, if an FOF packet is encountered the standard end-of-file action occurs. If a CLS
or LOS is encountered, or the connection is in a bad state, an crror is signalled. The message
from the CLS or 1.0OS may be picked up with .MOERR (sce below).

On TOPS-20, but not Tenex, the SIBE, SOBE, DIBE, DOBE, SINR, and SOUTR JSYScs
may be used. The latter two treat cach packet as a separate record.

The OPENF byte size may be cither 7 or 8. With a byte size of 8, the raw Chaosnct data
bytes arc transmitted. With a byte size of 7, the system converts between the ASCI code it uses
normally and the Lisp Machine character set, which is standard on Chaosnet. (This is not yet
implemented; currently a byte size of 7 will be accepted but will behave the same as 8.)

9.3 Packet Input and Cutput

It is possible to do packet-level input and output and to dcal dircctly with the details of the
Chaosnet protocol by using the special operations described in the following section. Note that
stream /0 and packet [/0 should not be mixed in the same connection, unless you know cxactly
what you are duing, since you cain get your data out of order.

9.4 Special Operations

GDSTS returns device-dependent status.  AC2 returns the state of the connection, and AC3
returns the number of packet slots available in the output window in the left half, and the
number of available input packets in the right half, The symbolic names for the conncction states
aic as follows:

.CSCLS The connection is closed (or was never opened).

.CSLSN The connection is listening for an RFC,

CSRFC An Ri'C has been received by a listening connection.

CBRFS An RFC has been sent.

.CSOPN The connection is open.

CSL0os The connection has been broken by a LOS packet.

CSINC The connection has been broken by Incomplete Transmission (1o response from
the other end for a long time).

CSPRF This iy the "pormanent RECT stae which iy entered by GTJIFN with a oull

flenamie and o extenadion of just o hyphen,

MYCER performs o variety of speend oporations, with the JEHN in ACT, one of the (ollawing

' : B .- . . Lt . o S s AT
Brovetions codes B AT and s aotiend and/Zor et volae o AGH,

Send o packets ACT vontatie the oddees of the Tt wead of the packer. An

cries et s heno e connection odn o bad e foe e kind o packed
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being transmitted. This will wait for space to be available in the window.

.MOPKR Receive a packet. AC3 contains the address of a 126-word buffer in which the
packet is to be stored. This will wait until an input packet arrives.

.MOOPN Accept a Request for Connection.  Error if the connection is not in the RFC-
received state.

MOSND Force out any buffered stream output.

.MOEOF Force out any buffered stream output, then send an EOF packet.

.MONOP Force out. any buffered stream output, then wait for it to be transmitted and

acknowledged. (This is not a "no op”, but .MONOP is the system standard name
for this operation.)

.MOERR Returns the error message from a received CLS or 1.OS packet. An crror is
signalled if no crror message is available. AC3 is a string pointer to where to put
the crror message; it is updated to point at the terminating null character which
makes the message an ASCIZ string.

.MOACN Assigns PSI (interrupt) channels. The left half of AC3 is the channel number for
output interrupts, and the right half is the channel number for input and state-
change intcrrupts.  Specifying -1 as a channel number disables interrupts.  Qutput
interrupts are signalled when the window is full and then an acknowledgement is
reccived which makes some space so that more packets may be output. Input
interrupts are signalled when the state changes, and when there are no input
packets available and then a packet is received.

MOSWS Sets the receive window size from AC3.

.MORWS Returns the receive window size in the left half of AC3 and the transmit window
size in the right half,

MOAWS Returns the available space in the transmit window in AC3.

.MOUAC Returns the number of unacknowledged output packets in AC3.

MOFHS Returns the forcign host number in AC3.

MOSIZ Returns the maximum packet size in bytes in AC3. This can be smaller than the
Chaosnet standard (488) on machines encumbered with an RSX201 front end.

MOSRT Scts the REC timeout period in milliscconds from AC3. The maximum is 262
seconds.

9.5 Utility Programs

Jhere are two Chaosnet utility pregrams, boili naniecd CHASTA. One prints one line for cach
connection that exists, giving its state, number of input and output packets, who it is connccted
to, cte. The other prints the STATUS protocol inlormation for every host on the network,
mcluding the hest naanes when i was lost up, and sts packet throughput aond crror counds, Lhis
infuriation is maintained by a system dacmon process.
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9.6 Server Programs

When an RFEC is reccived for contact-name, if no process is listening for contact-name and
the file SYSTEM:CHAOS.contact-name (or DSKKSYSTEM>CHAOS. contact-name on ‘Tenex) exists,
the server program contained in that file is run. The server program should open CHA:. contact-
name. This is implemented by the CHARFC program which runs as a dacmon job and opens
CHA:., the magic name which gets a copy of all unclaimed RFCs. Normally the scrver program
is run in a freshly-created job, and may log in if it wishes, but if the file is marked as ephemeral
(the ";E" attribute), it is run in a subfork of the CHARFC job. Ephemeral servers should be
used for protocols that don't involve a long-term connection,

The TELNET and SUPDUP scrvers attach their Chaosnct connection directly to an NVT, just
as the corresponding Arpanct servers do.

When the system starts up, the file SYSTEM:HOSTS2.BIN (or DSK:XSYSTEM>HOSTS2.BIN
on Tencx) is read in and used to initialize the host name table inside the system used by GTJFN.
This is the I'TS/TOPS-20/WATTS standard multi-nctwork host table.
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16. The Lisp Machine Implementation

Lisp Machine Chaosnet support consists of a set of Lisp functions and data-structure
definitions in the chaos: package. There are three important data structures. A conn represents
a connection. A pkt represents a packet. A stream is a standard [/O strcam which transmits to
and receives from a connection. The details of these data structures are described later.

There arc two processes which belong to the Chaosnet NCP. The receiver process looks at
packets as they arrive from the network.  Control packets are processed immediately, Data packets
arc put on the input packet queue of the connection to which they are directed. The background
process wakes up periodically te do retransmission, probing, and certain "background tasks" such
as starting up a server when an RFC arrives and processing “connection interrupts” (described
below).

10.1 Opening and Closing Connections

10.1.1 User-Side

chaos:connect /host contact-name &optional window-size timeout
Opens a stream connection, and returns a conn if it succeeds or a string giving the
reason for failure. host may be a numbcer or the name of a known host. contact-name is
a string containing the coutact name and any additional arguments to go in the RFC
packet. If window-size is not specified it defaults to 13. If gimeour is not specified it
defaults to 600 (ten seconds).

chaos:simple host contact-name &optional fimeout
Taking arguments similar to those of chaos:connect, this performs the user side of a
simple-transaction.  The returned value is cither an ANS packet or a string containing a
faiture message. The ANS packet should be disposed of (using chaos:return-pkt, sce
below) when you are done with it.

chaos:remove-conn conn
Makes conn null and void. It becomes inactive, all its buffered packets are freed, and the
corresponding Chaosnet connection {(if any) goes away.

chaos:close conn &optional reason
Closes and removes the connection. I it is open, a CLS packet is sent containing the
string reason.  Don't use this to reject RECTs: use chaosireject for that.

chaos:open-foreign-connection nos index &oplional pkr-allocation distinguished-port
Creates i conne which may Lo used o tansnit and receive forcian protocols encapsulated
m o UNC packets. Fost and dndex are the destination addiess for packets sent with
chaossend-unc-pkt, phi-dlocedon 15 the "window sive” e the nudimuim namber of
mput packets which may be bullered. Te defiudts to 100 W Gavinpuished port is supplicd,
the decal indey i set to i This s necessavy Tor protocols which deline the enings of
particstar ides mmbers,
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10.1.2 Server-Side

chaos:listen contact-name &optional window-size wait-for-rfc
Waits for an RFC for the specified contact name to arrive, then returns a conn which
will be in the REC Received state. If window-size is not specified it defaults to 13, If
wait-for-rfc is specified as nit (it defaults to t) then the conn will be returned 1mmedmtcly
without waiting for an RFC to arrive.

chaos:server-alist Variable
Contains an entry for cach scrver which always exists. When an RFC arrives for one of
these servers, the specified form is cvaluated in the background process; typically it
creates a process which will then do a chaos:listen. Usc the add-initialization function
to add entrics to this list.

chaos:accept conn
conn must be in the RIC Received state. An OPN packet will be transmitted and conn
will enter the Open state. If the RFC packet has not alrcady been rcad with chaos:get-
next-pkt, it is discarded. You should rcad- it before accepting if it contains arguments in
addition to the contact name.

chaos:reject conn reason
conrt must be in the RIC Received state. A CLS packet containing the string reason will
be sent and conn will be removed.

chaos:answer-string conn siring
conn must be in the RI'C' Received state.  An ANS packet containing the strmg string will
be sent and conn will be removed.

chanss:answer conn pkt
conn must be in the RIC Received state. pkt is transmitted as an ANS packet and conn
is removed.  Use this function when the answer is some binary data rather than a text
string.

chaos:fast-answer-string coniuct-name string
If a pending REC cxists to contact-name, an ANS containing string is sent it response to
it and t is returned. Otherwise nil is returned.  ‘This function involves the minimum
possible overhead. No conn is ¢reated.

10.2 Connection States
chavs:state comn
Rclmm the current state of the connection, as once of the following symbols:

chaozinaclive-siate A conn o which does not correspond to any  Chaosnet
connection,

chaos:apen -state An open conneetion,
Chansrlo - soni clide A REC o Deen Gatsaotied el o rcaponse lins vt
0 [ (,‘i'. (I
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chaos:answered-state An ANS has been received.

chaos:cls-received~state A CLS has been received.
chaos:los-received-state A 1.OS has been reccived.
chaos:host-down-state The connection is in the [ncomplete Transmission state;

communications with the foreign host have broken down.

chaos:listening -state A 1SN has been "transmitted” and the conncction is
awaiting an RFC,

chaos:rfc-received -state An RFC has been received while listening and has not yet
been responded to.

chaos:foreign -state The connection is being used with a forcign protocol
cncapsulated in UNC packets.

chaos:wait conn state timeout &optional whostate
Waits until the state of conn is not the symbol state, or until timeout 60ths of a sccond
have clapsed. [f the timeout occurs, nil is returned; otherwise t is returned. whostate is
the process state to put in the who-line; it defaults to "net wait".

10.3 Stream Input and Output

chaos:straam conn
Creates a bidircctional strcam which accesses conn, which should be open as a stream
connection, as 8-bit bytes. In addition to the usual 170 opcrations, the following special
operations are supported:

force-output  Any buffered output is transmitted. Normally output is accumulated until
a full packet’s worth of bytes are available, so that maximum-size packets
arc transmitted.

Afinish Waits until cither all packets have been sent and acknowledged, or the
connection ceases to be open.  If successful, returns t; if the connection
gocs into a bad state, returns nil,

-eof Forces out any buffered output, sends an HOF packet, and does a finish.
:clear-eof Allows you to read past an EOIT packet on input. Bach c:tyi will return nil
or signal the specified cof crror until a :clear-eof is done.

close Send a CLS packet and remove the connection.

1.4 ekt Topul and Ouelput

Iput and vutput on a Chaosnet conncetion can be done at the whole-packet level, using the
futictions in this section. A packet is represented by a0 pkt dat structure, Allocation of pkls is
controlled by the systeny eoch pld that i gives you st be eiven back, There are fanctions (o
comvert between phls and ciinoss A pldt s an aat 165 anay containing the packet header and
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chaos:pkt-opcode pks
Accessor for the opcode ficld of pke’s header. For cach standard opcode a symbol exists
in the chaos: package, consisting of the standard 3-letter code and a suffix of "-op",
chaos:rfc-op for example. The value of the symbol is the numeric opcode. :

chaos:pkt-nbytes pk¢
Accessor for the number-of-data-bytes field of pks's header.,

chaos:pkt-string pk¢
An indirect array which is the data field of pkt as a string of 8-bit bytes. ‘The length of
this string is cqual to (chaos:pkt-nbytes pki).

chaos:set-pkt-string pkt &rest strings
Copics the strings into the data field of pkt, concatenating them, and scts (chaos:pkt-
nbytes pkt) accordingly.

chaos:get-pkt
Allocates a pkt for use by the user.

chaos:roturn-pkt pks
Deallocates a pkt.

chans:send-pkt conn pkt &optional (opcode chaos:dat-op)
Transioits pkt on conn.  pkt should have been atllocated with chaos:get-pkt and then had
its data field and n-bytes filled in. opcode must be a data opcode (200 or more) or FOF.
An crror is signalled, with condition chaos:not-open-state, if conn is not open.

chaos:sand-string conn &rest strings
Sends a data packet containing the concatcnation of strings as its data.

chaos:sand-unc-pkt conn pkt &optional pkt-number ack-number
Transmits pkt, an UNC packet, on conn. The opcode, packet number, and acknowledge
number ficlds in the packet header arc filled in (the latter two only if the optional
arguments arc supplied).

chaos:may-transmit conn
A predicate which returns t if there is any space in the window,

chaos:finish conn &optional (whostate "Net Finish™)
Waits until cither all packets have been sent and acknowledged, or the connection ceases
o be open. 1f successtul, returns t; if the conneclion goes into a bad state, returns nil,
whostate is the process state to display in the who-line while waiting.

chansogat-negt-pkt conn &oplional (no-fang-p nil)
Returns the next input packet from conn. When you are done with the packet you iust
eive 1t back 1o the systom with choovoehim-pkt. This can rewnn an REC, CLS, or
ANS packet, noaddition o data, UNC, o VO AU wo-hang-p s Lot will be aetarned
i there are no packets avalible or the conpcetion & in oo bad sees Otherwise an error

will be ctoncdlod W the conmection b e o bl s, il condition nane o inerhiont

conn chaeslos yeceivod ida or changiossd an cose b connoction. I no praokets
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or the state to change. The process state in the who-line is "NETI",

chaos:data-available conn
A predicate which returns tif there any input packets available tfrom conn.

10.5 Connection Interrupts

chaos:interrupt-function conn
This attribute of a conn is a function to be called in the background process when certain
cvents occur on this connection. Normally this is nil, which mcans not to call any
function, but you can use setf to storc a function here. Since the function is called in
the Chaosnet background process, it should not do any operations that might have to wait
for the network, since that could permanently hang the background process.

The function’s first argument is onc of the following symbols, giving the rcason for the
"interrupt”.  'The function’s second argument is conn. Additional arguments may be
present depending on the rcason. The possible reasons are:

input A packet has arrived for the coonncction when it had no input packets
queucd. It is now possible to do chaos:get-next-pkt without having to
wait. There are no additional arguments.

:output An acknowledgement has arrived for the connection and made space in
the window when formerly it was full.  Additional output packets may
now be transmitted with chaos:send-pkt without having to wait. There
arc no additional arguments.

:change -of -state
The state of the conncction has changed. The third argument to the
function is the symbol for the new state.

chaos:read-pkts conn
Some interrupt functions will want to lock at the queucd input packets of a connection
when they get a dnput interrupt. chaos:read-pkts returns the first packet available for
reading.  Successive packets can be found by following chaos:pkt-link.

chaos:pkt-1ink pkt
Lists of packets in the MNCP are threaded together by storing cach packet in the
chaos:pkt-link of ity predecessor, The list is terminated with nil.

1.6 Information 1ad Control

chaos:hest-data &optional lost
Aostmay be a number or a known host meone, and delaalts 1o the ocal host. Two values
are returned. The first vidue is the host name and the second is the host minber, 1F the
host s o number act in the ble, e s asbed it name wsing the STATUS protecol: if no

icsponse §s recctved U rane "Urbaown™ b returied,
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hostat &rest hosts
Interrogates the specified hosts, or all known hosts if none are specified, with the
STATUS protocol and prints the results in columns as a table.

chaos:print-conn conn &optional (shor(t)
Prints everything the system knows about the connection. 1f short is nil it also prints
cverything the system  knows about cach queued input and output packet on the
connection.

chaos:print-pkt pkt &optional (short nil)
Prints cverything the system knows about the packet, except its data field. If short is t,
only the first line of the information is printed.

chaos:print-all-pkts pkt &optional (shortt)
Calls chaos:print-pkt on pkt¢ and all packets on the threaded list emanating from it.

chaos:status
Prints the hardware status.

chaos:reset
Resets the hardware and software and turns off the network.

chaos:assure-enabled
Turns on the network if it is not already on. It is normally always on unless you call one

of these functions.

chaos:enable
Resets the hardware and turns on the network.

chaos:disable
Resets the hardware and turns off the network.
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11. The VAX/VMS Implementation

This describes the interface to Chaosnet through the routines in the "CHAOS.B32" BIISS-32
subroutine package. Definitions of standard values arc in "NCPDEFS.R32". Though it is possible
to interface to the NCP at the VMS 170 level, it is not rccommended practice. All references to
Chaosnet in this text are with respect to the subroutine package, and not VMS QIO’s.

A Chaosnct connection is represented by a onc longword "channel number”, which has no
direct relationship to a VMS channel number. However, for cvery Chaosnet channel currently
allocated, there is an associated YVMS channel maintained by the subroutine package.

All of the routines described below are declared "global”,

11.1 Opening and Closing

parse_host (host, ret-host-num)
Parses the string pointed to by host (which points to a standard VMS string descriptor),
and stores the resulting host number in the word pointed o by re-host-num. Returns a
status code.

chaos_rfc (ret-chan, host, contact-name, wait-time)
Opens a new Chaosnet channel and sends an RFC.  ret-chen is a longword to receive the
channel number.  host is a string acceptable to parse_nost. contact-name is a pointer to a
string descriptor.  wait-time is cither zero, which means to wait indefinitely for a response
to the RFC, or a pointer to a quadword block acceptable to the $SETIMR system service.
A status code is returned, which will be 8S$_TIMEOUT if the routine times out.

chaos_1sn (ret-chan, contacl-name, wait-time)
Like chaos_rfc, but "sends” a L.SN instead of an REFC. No host is specified.

chaos_accept (chan window, rfe-arg, ret-rfe-arg-size)
Accepts an incoming RFC. The connection must be in RIFC-received state.  window is the
window size.  rfe-arg s an optional string descriptor which receives the argument to the
RIFC. ret-rfe-arg-size is also optional, and gets the argument's length,

chaos_ans (chan. data, wait-time)
Sends an ANS packet to the Chaosnet channel.  data points o a string descriptor,  wait-
time is ignored. A status code s returned, and i an crror oceurs, the channel s
deassigned. '

chaos_close (chan, reason)

Closes the conncection, and  deassigns the channel.  reason IS a poinler to a string
deseriptor of a string o be included inc the CLS packet.
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chaos_assign (ret-chan)
Assigns a Chaosnct channel, and stores it in the longword pointed to by ret-chan. This
routine allocates a VMS channcel. A status code is returned.

chaos_deassign (chan) .
Given a Chaosnet channel previously assigned by chaos_assign, dcassigns it and the
associated VMS chanuel.

11.2 Stream Input and Output

chaos_in_char (chan, ret-char, timeoul)
Returns the next character from the channel in the longword pointed to by ref-char.
Waits until a character is available or until timeout, whichever comes first. A status code
is returned. ‘

chaos_out_char (chan, char)
Outputs onc character. Characters arc buffered until a packet fills up or until the output
is forced out by chaos_force_out. A status code is returncd.

chaos_sout (chan, string)
Like repeated calls to chaos_out_char: sends string from string descriptor pointed to by
string.

chaes_force_out (chan)
If doing scrial output, and a partial packet is buffered, force it to be sent.

chaos_finish (chan)
Does a chaos_force_out, then waits for all packets to be acknowledged by the foreign
end.

chaos_oof (chan)
Sends an EOF packet after forcing out any buffered output.

1.3 Packet Input and Output

allocata_pkt (size chan, ret-pki)
Alocates a packet suitable for chaos_in_pkt and chaos_out_pkt. ‘The packet can hold
up to size bytes of data; the number of bytes ficld in the packet's header is filled in from
size. ret-pkt points o a longword to receive a pointer to the packet. A status code is
returned,

dontlosato _pkt (pkn)
Returins o previonsly allocated packet o the free pool. A packet may be reused, since the
170 rontines do- not dextocate them, as long as the 10 is being done synchrenously.
Roturis o status code,
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chaos_out_pkt (chan, pkt, efn, astadr, astprin)
Outputs pkt to chan, waiting if there is no window room available. efi is the event
channel to use for waiting. astadr and astprm are as for VMS system scrvices: an AST
address and paramcter, respectively, that get signalled when the packet is rcad by the
NCP. chaos_out_pkt rcturns as soon as there is space in the window, without waiting
for the NCP to finish transmitting the packet.

chaos_1in_pkt (chan, efn, pkt. astadr, astprm)
Reads the next input packet, whatever opcode it may be, from the connection, waiting
indefinitely if there are no input packets. efn is the event channel to wait on, and astadr
and astprm arc for an AS'T to be delivered when the read completes. chaos_in_pkt does
not return until the rcad completes. A status code is returned.

11.4 Checking the State

chaos_xmit_roem (chan, waif)
Returns SS$_NORMAL if there is room left in the transmit window. Returns an error if
the connection went into a bad state. [f wair is true, and there is no room left, then
chaos_xmit_room waits until room is available. If there is no room left and wait is false,
it returns SS$_EXQUOTA.

chaos_state (chan)
Updates the state of the Chaosnet channel via a request to the NCP. Returns a status -
code. ‘To check the state of the connection, first call this routine then look at chan_state
in the channel block described below.

chaos_wait (chan, old-state, timeout)
Waits until the channel goes out of the specified stale or until timeout occurs. Timcout is
cither zero (no timeout) or a pointer to a quadword block acceptable to $SETIMR. A
status code is returned.

chaos_wait_ti1 (chan, siate timeoui)
Waits until the channel goes into the specified state or until timeout occurs.  Timeout is
cither zero (no timeout) or a pointer to a quadword block acceptable to $SETIMR. A
status code is returned.

The channel number is used as an index into the global blockvector channel, defined in the
"CHAOS.BI2" file. Since BLISS-32 does not allow the field definitions to be global, they should
be copied into any program that needs to ook inside the channel blockvector. The most useful
fickls are '

chan_state One of the state codes defined below.
chan_sta_txw The window size in the transmit direction.
chan_sta_rxw The window size in the receive direction.

chan_sta txwa  The vumiber of packet slots available fn the tansmit window.

chan olv peay The aorber of et packets available
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The states arc as follows:

conn_st_closed (0)
conn_st_rfcrev (1)
conn_st_rfcsnt (2)
Qon|1~st“open (3)
conn_st_los (4)
conn_st_incom (5)
conn_st_new (6)
conn_st_Isn (7)
conn_st_full (%0’400’)

Connection closed by a CLS packet.
RIFC received by listening connection,
RFC sent, no response yet.
Connection open.

Conncction broken by a LOS packct.

Incomplete transmission (no responsc from foreign host).

Connection newly allocated.

Listening for an incoming RFC,

This bit is sct when the transmit window is full.

remainder of the state will be conn_st_open.

Chaosnet

Usually, the
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12. The Unix Impleinentation
The Unix implementation of Chaosnet works on both pdpl1l Unix and VAX Unix.

The network may be accessed in four different ways. A Chaosnet strcam connection may be
opened 1o a host and a contact name, and then standard Unix 170 may be done over the
connection. A Chaosnct connection may be accessed at the packet level (however, this 8 not yet
implemented). A Chaosnet stream connection may be made into a Unix tty; this is how the
TELNET server works. A subtree of one Unix host's file system may be mapped into another
Unix host’s file system, with the intermediate Chaosnet invisible to programs operating “on the
remote files.

You get access to Chaosnet by opening a file pathname which includes a special file whose
major device is Chaosnet. The minor device number of that special file, together with its name
and any additional pathname components after it, are used o determine the host, RIFC confact
name, and RFC arguments. Remote file access is implemented by special files which map into
the desired host with contact name ftpread or ftpwrite. The remaining pathname after the special
file is passed along and used as a pathname on the remote host.

The 8-bit Unix minor-device number is divided up into scveral ficlds which control details of
what happens when you open a Chaosnet special file. The current division is as follows:

bits 6-3 Host specifier.  Small numbers are indices in a site-dependent table of hosts which are
particularly uscful to conncct to. This is used primagily for the remote filessystem
facility. Otherwise this is one of?

OLs ‘the host number (in decimal) is read fromm the name of the special file.

016 The host number (in decimal) is rcad from the next pathname component
after the special file.

017 Activates one of a number of special featurces selected by bits 2-0. Sec below.

bits 2-0 ' the host specifier is not 017, this is a contact nane specifier.  Small numbers are
indices ina site-dependent table of uscful contact namces.  This is used primarily for
the remote file-system facility.  Otherwise this is one of?

¢ Read the contact name from the name of the special file.

7 Use the rest of the pathname, afler the special file, as the contact name and
REC arguments.

When both the host miunber and the contact name are read from the pathname, the
host number is read first,  Any character other than the digits 0 through 9 serves o
separate them,

I thie host specifier is 017, this is instead one of the following:

0 Pick up unmaichad fncomimg RECs Only one process al a time, per system,
may open i device. The dectl cpoation chiocinext (see helew) s used
with this device,

f it pieddes The st ol the ottarnne. ofier ey cpedial dile iy the vonoet
pontc dinboned o P sl et anod oo B coes in to G pabitinine, A
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bit 7

3

typical pathname would be "/dev/chlisten/myprotocol™.

Listen-crror mode. Samec as above, but if there is no pending RFC to the
contact name, this will return an error rather than waiting for one.

Packet mode. This is not implemented yet,

Specifics that this Chaosnet connection should be wired to a tty.

When a Chaosnct connection is wired to a Unix tty, input data from Chaosnct appear
as keyboard input characters on that tty. Output typed on the tty goes out on
Chaosnet as data. When the tty is hung up (logged out), the Chaosnet connection
will be closed. [/O opcrations done to the Chaosnet channel will be done to the tty
instead, cxcept for the special ioctl operations given below.

‘When a connection has been opened, the normal Unix 170 operations may be done on it. 8-
bit bytes in standard data packets (opcode 200) are used. If the Chaosnet connection is not open,
the /0 operations will return an crror. When the close operation is performed, if the Chaosnet
conncection is open the standard EOI protocol will be followed (sce section 4.4, page 24).

The following operations are supported for the iocth system call:

fionread

chiocflush

chiocrread

chiocrnext

chioctty

Returns the total number of data bytes in the available input packets. This is the
number of bytes which can be read without waiting,

Forces out buffered output. Normally strcam output is held until a packet is filled
up or 2 scconds have clapsed.

Returns data from the REFC packet. This is only valid on a connection which was
created by listening and which has not yet been read from. ‘The source host (2
bytes) is returned, followed by a null-terminated character string which is the
contact name and dny following arguments.

This is only valid on the unmatched-RFC conrncction, and is the only ioctl
operation valid on it. ‘This waits until an unmatched RIFC is present, and then
returng its contact-name and arguments as a null-terminated string. The system
unmatched-REFC process uses this to start up scrver processes as RFCs come in.
(Currently this mechanism is used only for the remote file-system scrvers.)

If the Chaosuet connection is open, and is not alrcady wired to a tty, this creates
a new Unix tty and wires it to the connection.




Chaosnet 59 References

References

The following documents arc of some related interest. AIM is an Al Memo of the MIT
Artificial lntelligence Laboratory.  RFC is a Request for Comments of the Arpanet Network
Working Group. IEN is an Internct Experiment Note of the Arpanet Network Working Group.

[AIM444] A. Bawden, R. Greenblatt, ct al,, Lisp Machine Progress Report, AIM-444.
[CHINUAL] D. Weinreb, D. Moon, Lisp Machine Manual, MIT Al Lab.
[CPR] C. Ryland, TOPS-20 Chaosnct Manual, unpublished.

[ETHERNET] R. Metcalfe, D. Boggs, Ethernet: Distributed Packet Switching for Local
Computer Networks, CACM Vol. 19, No. 7, July 1976, p. 395.

[FILE] Documented online on the file ALLMDOC;CHFILE >.
[FINGER] K. Harrenstien, Name/Finger, RIFC-742.

[RI°C733] 1. Crocker ct al., Standard for the Format of Arpa Network Text Messages, RFC-
733.

[SUPDUP] M. Crispin, Supdup Protocol, RFC-747, RFC-734.
[TCP] DOD Standard 'l‘ranémission Countrol Protocol, TEN-129.
[TEINET] Telnet Protocol Specification, RFC-542.

[TIME] K. Harrenstien, Time Server, RFC-738.

[UDP] J. Postel, User Datagram Protocol, TEN-88.

[UNIBUS] PDP1T Peripherals Handbook, Digital Equipment Corporation.

CO R LA TR TG Py U




